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abstract of the dissertation

Planning Experiments with Causal Graphs

by

Nicholas John Matiasz

Doctor of Philosophy in Bioengineering

University of California, Los Angeles, 2018

Professor Alex Anh-Tuan Bui, Co-Chair

Professor Alcino Jose Silva, Co-Chair

Scientists aim to design experiments and analyze evidence to obtain maximum knowledge.

Although scientists have many statistical methods to guide how they analyze evidence, they have

relatively few methods to quantify the convergence of evidence, to explore the full range of consis-

tent causal explanations, and to design subsequent experiments on the basis of such analyses. The

goal of this research is to establish tools that use graphical models to perform causal reasoning and

experiment planning. This dissertation presents and evaluates methods that allow scientists (1) to

quantify both the convergence and consistency of evidence, (2) to identify every causal structure

that is consistent with evidence reported in literature, and (3) to design experiments that can effi-

ciently reduce the number of viable causal structures. This suite of methods is demonstrated with

real examples drawn from neuroscience literature.

This dissertation shows how scientific results can be merged to yield new inferences by de-

termining whether the results are consistent with various causal structures. Also presented is a

Bayesian model of scientific consensus building, based on the principles of convergence and consis-

tency. Together, these approaches form the basis of a mathematical framework that complements

statistics: quantitative formalisms can be used not only to demonstrate each result’s significance

but also to justify each experiment’s design.
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When scientists seek to learn new, interesting truths, to find important patterns hiding in vast

arrays of data, they are often trying to do something like searching for a needle in a really huge

haystack of falsehoods, for a correct network among many possible networks, for a robust pattern

among many apparent but unreal patterns.

—clark glymour

Statisticians can no longer ignore the mental representation in which scientists store experiential

knowledge, since it is this representation, and the language used to access it that determine the

reliability of the judgments upon which the analysis so crucially depends.

—judea pearl

One may be tempted to assume that whenever we ask questions of nature, of the world there

outside, there is reality existing independently of what can be said about it. We will now claim that

such a position is void of any meaning. It is obvious that any property or feature of reality “out

there” can only be based on information we receive. There cannot be any statement whatsoever

about the world or about reality that is not based on such information. It therefore follows that the

concept of a reality without at least the ability in principle to make statements about it to obtain

information about its features is devoid of any possibility of confirmation or proof. This implies

that the distinction between information, that is knowledge, and reality is devoid of any meaning.

—anton zeilinger
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chapter 1

Introduction

When scientists perform an experiment, they usually use a statistical method to show whether their

experiment’s result is significant. But when scientists select their next experiment, they rarely use

a quantitative method to show whether their experiment’s design is optimal. In much basic-science

research, and in this dissertation, an experiment’s design consists of twomain choices: (1) the choice

of which phenomena—out of all the potential phenomena in a system—will be involved in the ex-

periment, and (2) the choice of which empirical strategy will be used—either a passive observation

or an intervention where one or more of the phenomena are manipulated. For instance, given the

available evidence, it may be more informative to intervene on variable X and observe the response

of variableY than it would be to observewhether variablesY andZ covary; in other situations—with

different evidence available—the opposite may be true. There are still other situations where, given

conflicting evidence, it may be most informative to repeat an experiment. Given the importance of

such decisions, one can ask why scientists quantify the significance of an experiment’s result, but

not the potential significance of that experiment’s design. Why is it that empirical results are usually

assessed objectively, and empirical designs are often selected subjectively [SLB14, pp. 1, 42–43]?

This inconsistency in scientists’ objectivity is a striking asymmetry in the scientific method.

Despite the rigor, objectivity, and statistical validation that characterize scientific experiments, the

cognitive process that occurs in a scientist’s mind in between experiments—experiment planning—

often happens informally and in an abstract way that cannot be sharedwith the scientific community.

This subjectivity in experiment planning stands in stark contrast to the extrememeasures scientists

take to ensure the objectivity of the experiments themselves. Figure 1.1 depicts this peculiar bifur-

cation of the scientific method into objective and subjective components.

How can scientists select experiments more objectively? For those who want to identify a

system’s causal relations, this dissertation offers an answer: first, identify the causal explanations
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Analyze
data

Publish
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Find
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evidence

Design
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objective

subjective

Figure 1.1: A depiction of the scientific process from the perspective of basic-science researchers

who perform experiments (e.g., molecular biologists). See Clark and Kinoshita [CK07] and Russ et

al. [RRH11] for alternative depictions.

that are consistent with the available evidence; next, select the experiment that could eliminate the

most explanations from consideration. By taking maximum advantage of the available evidence to

minimize their uncertainty, scientists can not only identify the smallest set of plausible explanations

but also plan their next experiment more effectively [Fed72, p. 7].

Causal explanations can be expressed formally with the mathematical device of a causal graph,

a directed graph in which the notation X → Y denotes that variable X in some way controls the

behavior of variable Y [SGS00, Pea09]. Causal graphs visualize such relations concisely and intu-

itively, much like the diagrams of signaling pathways that pervade the biological research literature.

But unlike most pathway diagrams, causal graphs also have precise and predictive mathematical

properties, making them a more suitable representation for conveying not just empirical results but

the inferences that one can make by considering combinations of empirical results.

My hypothesis is that scientists can quantify the value of potential experiments—and thus

design experiments more objectively, with an analytic basis—by representing the implications of

empirical results with causal graphs. This dissertation more directly addresses two supporting sub-

hypotheses:
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1. The empirical results reported in research articles can be translated into constraints on the structure of

a causal graph. Although it is not yet common for many scientists to report their findings with

causal graphs, research articles do commonly report statistical information, including statis-

tical dependence and independence relations between phenomena. This dissertation shows

how this statistical information can drive causal-discovery procedures that identify consistent

causal explanations. The result is a literature-based, meta-analytic approach to causal discov-

ery that can incorporate scientists’ background knowledge and support experiment planning.

2. Experimental design will be made more objective and communicable to the research community if

each potential experiment is selected on the basis of its ability to reduce the underdetermination of

a system’s true causal graph. To the extent that an experiment is designed to identify a sys-

tem’s causal relations, some experiments yield more information than others—depending on

what is already known, and what is assumed about the system. An experiment’s value can

be made explicit and quantitative by using causal graphs to represent the causal explanations

that are consistent with—and those that are ruled out by—the experiment’s result (assum-

ing, of course, that the result is correct). As scientists perform experiments, refuting specific

explanations and homing in on the truth, causal graphs give a quantitative framework formini-

mizing the number (or cost) of experiments needed to identify the system’s true causal graph.

1.1 Motivation: The imprecision of biological pathway diagrams

Causality is a primary concern in science, and particularly in medicine, where cause and effect de-

termine matters of life and death. Although some researchers have proposed that we dispense with

the concept of causality—and speak only of correlations—such movements seem to have lost favor:

causality is now discussed in literature across many scientific disciplines [Her18].

We may not soon reach philosophical consensus on causality—much about the topic is still

debated [Woo05, Reu13]—but we are certainly in an unprecedented time regarding causality’s rela-

tionship to mathematics [Pea17]. The work of Judea Pearl, Clark Glymour, and others has allowed

us to express causality using probability and statistics, yielding new technical applications and re-

search programs [Pea09, SGS00]. These developments have led Dr. Gary King to assert, “More
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has been learned about causal inference in the last few decades than the sum total of everything that

had been learned about it in all prior recorded history” [MW15]. Scientists would do well to use

these methods, but practical barriers remain to applying them in the laboratory. This dissertation

presents practical causal-reasoning tools, tailored to the needs of scientists whowant to reasonmore

rigorously not just with data, but also with qualitative information from the research literature.

Causal graphs are a particularly suitable formalism for reasoning about biology because biolo-

gists tend to think in graphical terms. This preference for graphical image schemas is demonstrated

by the ubiquity of pathway diagrams in the biological literature. In a pathway diagram, each node

signifies a biological phenomenon, and each edge between nodes signifies a relation between phe-

nomena. The result is a schematic summary of empirical results and their interpretations; Figure

1.2 is an example. These diagrams are useful in that they can concisely present complicated net-

works of interactions; as such, biology has more graphical information in its literature than do most

other fields [LHM09]. It has even been suggested that the graphical depiction of a directed path

from a source to a target (e.g., S → T ) is the most common image schema used to structure the

expression of ideas [TT11, p. 64].

Ras

GDP

Ras

GTP

Ral-GDS

Raf

PI3K

NF1GEFs

Microtubules

AC

ATP

cAMP

Figure 1.2: An example of a pathway diagram that has been adapted from a research article [CS03].

This diagram illustrates biological mechanisms, but because the meaning of each edge is not pre-

cisely defined, this diagram cannot necessarily be used to reason causally about the system.
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However, biological pathway diagrams lack the kinds of standardized semantics and mathe-

matical descriptions that have been developed for causal graphs. There is not one universal standard

for expressing pathway diagrams, so a given diagram does not always give rise to one unambiguous

interpretation [LHM09]. This problem is compounded when one attempts to synthesize pathway

diagrams from multiple articles.

Multiple pathway diagrams cannot be synthesized by simply constructing the union of the

diagrams’ nodes and edges. As an example, consider Figure 1.3. The first pathway conveys that

a change in X preceded a change in Z, with reason to believe that X in some way affected Z. The

second pathway—say, from a separate article—presents a more nuanced picture: a change in X pre-

ceded a change in Y, and the change in Y preceded a change in Z. A biologist who encounters these

diagrams in the literature may want to combine them—both to reduce the graphical information

that they need to consider and to see what these diagrams imply when considered together. The

third pathway in Figure 1.3 is a hybrid diagram that consists of the union of the first two diagrams.

Note that because of the X→ Z edge, it appears as though X can affect Z independently of Y, even

if, for instance, Y ’s activity is experimentally blocked. But this interpretation does not necessarily

follow from the empirical evidence that led to the first and second diagrams. For example, it is pos-

sible that Y was unknown and thus unmeasured in the first study. Even if, in reality, Y mediated

this X → Z interaction, it was not part of the explanation derived from the empirical evidence. So

while this hybrid diagram may be valid, it is not the only diagram that accounts for the evidence:

the second pathway in Figure 1.3 is another valid option. To know which diagram is correct, we

would need to know more about the studies that led to these diagrams (if such information is even

available), or we would need to perform additional studies. For instance, we could prevent Y from

changing and see if intervening on X still causes a change in Z.

A key point is that empirical evidence can be perfectly consistent with multiple expla-

nations, and thus with multiple pathway diagrams [Fry90, VP91, SGS00]. With every variable

that we add to the system, the number of possible pathways grows super-exponentially. Therefore,

the bookkeeping required to identify every consistent explanation becomes increasingly complex—

far beyond what an individual scientist can be expected to consider manually. The development of

causal graphical models in the last few decades has enabled algorithmic solutions to this problem.
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union of pathways 1 and 2

pathway 1

pathway 2

Figure 1.3: The union of pathway diagrams is not necessarily consistent with the evidence that is

encoded in—or with the inferences that are allowed by—the individual pathway diagrams. Note

that the X→ Z edge implies that X can affect Z independently of Y, even though the evidence that

gave rise to the original pathways does not guarantee that this interpretation is correct.

If pathway diagrams cannot be synthesized by taking their union, how then should they be

combined? The approach presented here is to

1. identify the empirical evidence used to construct pathway diagrams;

2. translate this evidence into formal constraints on causal structure; and

3. input these constraints to a causal discovery algorithm to identify consistent causal graphs.

The mathematical theory that underlies causal graphs allows multiple causal graphs to be fused

while ensuring that the hybrid graph is logically consistent with its individual components. Rather

than analyzing a combination of datasets, this analysis works at the level of structural information, as

described by Danks and Plis:

In general, we contend that evidence amalgamation is sometimes best addressed by

thinking about the underlying structures that generated the evidence, as we can thereby

sidestep some of the standard problems of evidence amalgamation. For example, one

challenge in evidence amalgamation is the possibility of different background conditions

in different experiments. As a practical example, suppose that X does not cause Y in

any individual, but that the base rates of X and Y are both higher in population S1 than

in S2. If we simply merge data from S1 and S2, then we will find an association between

X and Y, which suggests a causal connection of some sort. If we instead merge the

causal structures inferred from each dataset, then we will correctly learn that there is
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no causal connection between them (since we will learn “no connection” from each

dataset). [DP17]

1.2 Aims: Practical causal-reasoning tools for scientists

Before scientists reason causally about a body of evidence, they need to decide which evidence to

trust in the first place. To help scientists integrate and quantify evidence, this dissertation presents

the research map representation for empirical results and hypothetical assertions. This representa-

tion quantifies themethodological diversity onwhich scientific claims are based, taking into account

not only the ontological information (i.e., what happened in a study) but also the methodological infor-

mation (i.e., how this information came to be known). By quantifying both the consistency of individ-

ual lines of evidence and also the convergence (or triangulation) of multiple lines of evidence, this

model of scientific consensus building addresses important gaps in current meta-analytic methods.

This method is thus offered as a strategy for dealing with problems of p-value interpretability and

the related “replication crisis” that is now commonly discussed in academic journals and popular

media [GSR16, ASS18]. We also demonstrate research maps’ use as an annotation schema for cap-

turing information pertaining to causal structure, which is used as input for constraint-based causal

discovery.

There are a variety of causal discovery algorithms that operate on primary data; however, less

explored is the problem of building causal models with only qualitative information from scientific

communication, such as research articles. This is an important problem in that much of the evi-

dence that a scientist encounters is qualitative: research articles and scientific presentations, for

instance, are often unaccompanied by primary data but nonetheless convey important information

that should inform experiment planning. This dissertation uses recent advances in constraint-based

causal discovery to develop a pipeline that allows for causal discovery and experiment selection in

the absence of primary data, using evidence from free-text research articles instead. An advantage

of this approach is that experts’ domain knowledge can readily be incorporated into the pipeline,

thus constraining the model space in ways that primary data often cannot. And when data is avail-

able, it can also be processed by the pipeline, helping to further determine causal structures. This

pipeline was evaluated for its ability to yield causal inferences, which can be derived either from
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an individual research article or from the synthesis of multiple articles. It was also evaluated for

its ability to provide experiment-selection heuristics based on graphical representations of causality.

Below, we discuss how practical limitations in scientific research come into conflict with notions

of optimality in experiment selection. We consider experimental designs under constraints that are

common in biology, particularly molecular biology: experiments that involve only two variables,

in which neither or one of the variables can be intervened on (i.e., experimentally manipulated).

For simplicity we assume causal sufficiency and acyclicity (§ 2.2); however, the causal discovery

algorithm that we use can accommodate latent variables and cycles. Under these assumptions, we

present experiment-selection heuristics that can make formal concepts of causality more practical

for scientists who would like to apply them in their work. With simulations, we show how these

heuristics can be used to increase the efficiency with which scientists obtain causal knowledge.

1.3 Overview: Planning experiments with causal graphs

Figure 1.4 is a system diagram of meta-analytic causal discovery and experiment selection, which

comprises the following steps. First, scientific communication (e.g., literature) is annotated to pro-

duce a schematic representation—for our purposes, a research map—of empirical evidence. Sec-

ond, this schematic representation is translated into a set of statistical relations, expressed as logical

propositions. Third, these propositions, interpreted as constraints on causal structure, are input to

a constraint-based causal discovery algorithm that identifies all the causal graphs consistent with the

constraints. (In cases with conflicting constraints, the algorithm identifies the causal graphs that are

maximally consistent.) Fourth, this set of candidate models is analyzed using the degrees of freedom

of the candidate models (§ 6.2) to identify which next experiments could bemost informative. Each

component of this pipeline is described in a subsequent chapter.

This dissertation proceeds as follows: Chapter 2 reviews the literature on research maps,

causal graphs, causal discovery, and experiment selection; gaps in this literature are discussed in

light of this dissertation’s contributions—specifically regarding meta-analytic causal discovery and

a calculus of evidence for combining scientific results. Chapter 3 presents ResearchMaps, a web ap-

plication that entails a major component of this pipeline, and which provided data for the system’s

analysis. Chapters 4–7 present each component of the meta-analytic technique in greater detail: I
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SYNAPTIC PLASTICITY

Hijacking translation in
addiction
Two studies suggest that the reduced activity of a translation initiation

factor called eIF2a might be partly responsible for the increased risk of

drug addiction seen in adolescents.

ALICIA IZQUIERDO AND ALCINO J SILVA

E
xposure to drugs of abuse – such as nic-

otine and cocaine – changes the brain in

ways that contribute to the downward

spiral of addiction. Adolescents are especially

vulnerable since their newly found independence

is often associated with taking more risks

(Spear, 2000). To make matters worse, adoles-

cence is also characterized by an increased sen-

sitivity to natural rewards and drugs of abuse

(Badanich et al., 2006; Brenhouse and Ander-

sen, 2008; Stolyarova and Izquierdo, 2015).

Experiences with illicit substances alter the

genes that are expressed in the brain, and lead

to increased consumption of these substances.

To date much of the work that has characterized

this insidious cycle has focused on changes in

gene activation, or modifications to proteins

that have already been produced (Robison and

Nestler, 2011). By comparison, much less is

known about how changes in protein synthesis

might contribute to addiction.

Exposure to cocaine leads to persistent

changes in the part of the brain that releases the

chemical dopamine. Specifically, alterations to a

part of the midbrain called the ventral tegmental

area (VTA), along with its connections to other

regions of the brain, are thought to mediate the

transition from recreational to compulsive drug

use and subsequently to addiction (Luscher and

Malenka, 2011). Drugs of abuse make the neu-

rons in the VTA more excitable overall. The

drugs do this by altering two opposing pro-

cesses – both of which involve the translation of

messenger RNAs to produce new proteins – in

ways that ultimately strengthen the connections

between neurons (Ungless et al., 2001;

Lüscher and Huber, 2010).

Now, in two papers in eLife, Mauro Costa-

Mattioli from the Baylor College of Medicine

and colleagues report that a protein that regu-

lates translation is also responsible for much of

the increased risk of addiction seen in adoles-

cent mice and humans. The protein of interest is

a translation initiation factor called eIF2a.

In the first paper, Wei Huang, Andon Placzek,

Gonzalo Viana Di Prisco and Sanjeev Khatiwada –

who are all joint first authors – and other

Copyright Izquierdo and Silva.

This article is distributed under the

terms of the Creative Commons

Attribution License, which permits

unrestricted use and redistribution

provided that the original author and

source are credited.

Related research articles Placzek AN, Molfese

DL, Khatiwada S, Viana Di Prisco G, Wei H,

Sidrauski C, Krnjević K, Amos CL, Ray R, Dani

JA, Walter P, Salas R, Costa-Mattioli M. 2016.

Translational control of nicotine-evoked synap-

tic potentiation in mice and neuronal

responses in human smokers by eIF2a. eLife 5:

e12056. doi: 10.7554/eLife.12056; Huang W,
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CREB regulates spine density of lateral amygdala neurons:
implications for memory allocation
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Neurons may compete against one another for integration into a memory trace.
Specifically, neurons in the lateral nucleus of the amygdala with relatively higher levels
of cAMP Responsive Element Binding Protein (CREB) seem to be preferentially allocated
to a fear memory trace, while neurons with relatively decreased CREB function seem
to be excluded from a fear memory trace. CREB is a ubiquitous transcription factor that
modulates many diverse cellular processes, raising the question as to which of these
CREB-mediated processes underlie memory allocation. CREB is implicated in modulating
dendritic spine number and morphology. As dendritic spines are intimately involved in
memory formation, we investigated whether manipulations of CREB function alter spine
number or morphology of neurons at the time of fear conditioning. We used viral vectors
to manipulate CREB function in the lateral amygdala (LA) principal neurons in mice
maintained in their homecages. At the time that fear conditioning normally occurs, we
observed that neurons with high levels of CREB had more dendritic spines, while neurons
with low CREB function had relatively fewer spines compared to control neurons. These
results suggest that the modulation of spine density provides a potential mechanism for
preferential allocation of a subset of neurons to the memory trace.

Keywords: CREB, amygdala, fear memory, dendritic spines, viral vector

INTRODUCTION
The cAMP Responsive Element Binding Protein (CREB) is an
activity regulated transcription factor that modulates the tran-
scription of genes with cAMP responsive elements (CRE) located
in their promoter regions. Early research in Aplysia (Dash et al.,
1990; Kaang et al., 1993; Bartsch et al., 1995) and D. melanogaster
(Yin et al., 1994, 1995; Perazzona et al., 2004) first implicated
CREB in memory formation. Since that time, the important role
of CREB in memory has been shown across a variety of species
from C. elegans (Kauffman et al., 2010; Lau et al., 2013) to
rats (Guzowski and McGaugh, 1997; Josselyn et al., 2001), mice
(Bourtchuladze et al., 1994; Kida et al., 2002; Pittenger et al.,
2002; Gruart et al., 2012) and humans (Harum et al., 2001) (for
review, see Josselyn and Nguyen, 2005) but see Balschun et al.
(2003). For instance, we (Han et al., 2007), and others (Zhou
et al., 2009; Rexach et al., 2012) previously showed that increas-
ing CREB function in a small portion of lateral amygdala (LA)
neurons (roughly 8–10% of LA principal neurons) was sufficient
to enhance auditory fear memory. Moreover, we observed that
LA neurons with relatively higher CREB function at the time
of training were preferentially included, whereas neurons with
lower CREB function were excluded, from the subsequent LA
fear memory trace (Han et al., 2007, 2009). Conversely, disrupt-
ing CREB function by expressing a dominant negative version of

CREB (CREBS133A)in a similar small percentage of LA neurons
did not affect auditory fear memory, likely because the neurons
expressing CREBS133A were largely excluded from the memory
trace. Furthermore, post-training ablation (Han et al., 2009) or
silencing (Zhou et al., 2009) of neurons overexpressing CREB dis-
rupted subsequent expression of the fear memory, confirming the
importance of these neurons. Together, these data suggest that
neurons with high levels of CREB at the time of training are pref-
erentially allocated to the memory trace because they somehow
outcompete their neighbors (Won and Silva, 2008).

CREB is a ubiquitous transcription factor implicated in many
diverse cellular processes in addition to memory formation,
including regulation of proliferation, survival, apoptosis, differ-
entiation, metabolism, glucose homeostasis, spine density, and
morphology (Bourtchuladze et al., 1994; Murphy and Segal,
1997; Silva et al., 1998; Mayr and Montminy, 2001; Lonze et al.,
2002; Wayman et al., 2006; Aguado et al., 2009; Altarejos and
Montminy, 2011). Which of these CREB-mediated processes
is/are important for memory allocation? Here we investigated
one CREB-mediated process, the regulation of spine density and
morphology.

Dendritic spines are small, highly motile structures on den-
dritic shafts which provide flexibility to neuronal networks. As
an increase in the synaptic strength between neurons is thought
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Abstract

Mouse models with physiological and behavioral differences attributable to differential plasticity of hippocampal and
amygdalar neuronal networks are rare. We previously generated ataxin-2 (Atxn2) knockout mice and demonstrated that
these animals lacked obvious anatomical abnormalities of the CNS, but showed marked obesity and reduced fertility. We
now report on behavioral changes as a consequence of Atxn2-deficiency. Atxn2-deficiency was associated with impaired
long-term potentiation (LTP) in the amygdala, but normal LTP in the hippocampus. Intact hippocampal plasticity was
associated behaviorally with normal Morris Water maze testing. Impaired amygdala plasticity was associated with reduced
cued and contextual fear conditioning. Conditioned taste aversion, however, was normal. In addition, knockout mice
showed decreased innate fear in several tests and motor hyperactivity in open cage testing. Our results suggest that Atxn2-
deficiency results in a specific set of behavioral and cellular disturbances that include motor hyperactivity and abnormal
fear-related behaviors, but intact hippocampal function. This animal model may be useful for the study of anxiety disorders
and should encourage studies of anxiety in patients with spinocerebellar ataxia type 2 (SCA2).
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Introduction

The ataxin-2 (ATXN2) gene belongs to a group of genes, in

which expansion of a translated CAG repeat causes neurodegen-

eration. The function of ataxin-2 is unknown but expansion of the

polyglutamine (polyQ) tract from normally 22 to $32 repeats

causes a late-onset, autosomal dominant ataxia (spinocerebellar

ataxia type 2, SCA2), levodopa-responsive Parkinsonism and

various cognitive deficits involving mainly executive function and

verbal memory [1–4].

Ataxin-2 is a cytoplasmic protein that is expressed throughout

the brain [5]. Structural analysis and experimental data suggest

that ataxin-2 may play an important role in RNA processing.

Ataxin-2 contains Like-SM (LSm) domains which are thought to

be involved in protein-protein and protein-RNA interactions [6,7].

Several lines of experimental evidence also implicate a function of

ataxin-2 in RNA metabolism. These include observations showing

that ataxin-2 is a component of the polysome complex and that it

binds to polyA binding protein 1 (PABP-1) in translation initiation

[8]. Furthermore, ataxin-2 is a component of stress granules and

P-bodies, which are cytoplasmic repositories of untranslated

mRNA during cell stress [9], and it interacts with A2BP1/fox-1,

a known RNA splicing factor [10,11].

Although the mouse ortholog of ataxin-2 is more than 90%

identical to the human protein, it contains only one glutamine at

the site of the human polyQ tract, which suggests that the normal

function of ataxin-2 is not dependent on the polyQ tract [12].

Murine ataxin-2 is widely expressed in both neuronal and

nonneuronal tissues. However, strong murine ataxin- 2 expression

is found in specific neuronal groups such as large pyramidal

neurons and Purkinje cells and in subpopulations of neurons in the

hippocampus, thalamus, and hypothalamus [5]. In non-neuronal

tissues, high levels of ataxin-2 are found in the heart and skeletal

muscle. During mouse development, ataxin-2 is expressed as early

as embryonic day 8 (E8) in mesenchymal cells and the heart, with

a burst of expression at E11 [5]. In humans, high levels of ataxin-2

are found in neurons of the hippocampus and cerebral tissues in

addition to Purkinje neurons [13].

To understand the function of ataxin 2, we previously generated

Atxn2 knockout mice using homologous recombination [14].

Despite widespread expression of ataxin-2 throughout develop-

ment, homozygous Atxn2 knockout mice were viable, fertile and

did not display obvious anatomical or histological abnormalities

[14]. A propensity toward hyperphagia and obesity, when fed a

moderately-enriched fat diet and subtle motor deficits on the

rotarod in late adulthood were observed [14]. These observations

were confirmed in an independently generated Atxn2 knockout

model, which in addition demonstrated insulin resistance in Atxn2-
deficient animals [15].

Several knockout mouse models of other polyQ disease genes

have been generated. These include mice deficient for Atxn1,

Atxn3 and huntingtin (htt) [16–18]. Although htt ko mice were

embryonic lethal [17], mouse knockouts of SCA genes survived

normally into adulthood. Each line, however, exhibited specific

abnormalities such as reduced exploratory behavior and increased

levels of ubiquitinated proteins in Atxn3 ko mice [18], and
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Figure 1.4: This system diagram gives an overview of a meta-analytic approach to causal discovery

and experiment selection. (In the researchmap, the studies involvingX andZ are shown on separate

edges to highlight their correspondence to the third and fourth statistical relations.)

describe how to collect constraints on causal structure (Chapter 4), identify causal structures that

are consistent with the constraints (Chapter 5), quantify evidence and causal underdetermination

(Chapter 6), and select potential experiments by how informative they could be (Chapter 7). Chap-

ter 8 presents evaluations and use cases of the system, designed to demonstrate the pipeline’s prac-

tical utility for biologists. Chapter 9 concludes with comments onmy contributions, my hypotheses,

the results’ generalizability, and themethod’s range of applicability, as well as suggestions for future

work.
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chapter 2

Literature review

2.1 Research maps

A research map is a graphical representation of empirical results and hypothetical assertions [LS13,

SLB14, SM15, MWW17a, MWD18]. Figure 2.1 is a research map that represents a neuroscience

article [CFK02]. As a graphical representation, a research map includes nodes and directed edges.

Each node represents the identity and properties of a biological phenomenon, such as the protein

CREB. A node can be identified with a simple text label, such as “CREB.” More formally, a node

can be identified using the unique identifier (UID) for a concept within an ontology, such as the

Gene Ontology (GO) [ABB00], the Unified Medical Language System (UMLS) [Bod04], or the

Systematized Nomenclature of Medicine—Clinical Terms (SNOMED-CT) [Don06]. In the Re-

searchMaps web application (§ 3.1), each node is represented using the three properties of what,

where, and when.

Each directed edge represents a relation between phenomena, such as the excitatory relation

between CREB and spatial learning (CREB→ spatial learning). As a convention from biology, the

node at the tail of the edge is called an agent; the node at the head is called a target. The agent

for one edge can be the target for another. This agent–target image schema (agent → target) is

used to represent both empirical results and hypothetical assertions. When it represents empirical

results, the schema conveys the result of a study that was actually performed. When it represents

a hypothetical assertion, the schema conveys what a study’s result is hypothesized to be, should

the study be performed. Hypothetical edges are drawn in a lighter color to distinguish them from

empirical edges.
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2.1.1 Categorizing evidence

Each instance of the agent–target image schema represents two kinds of information: methodological

and ontological. The methodological information describes the empirical strategy used to study the

agent and target—it conveys how facts about the phenomena are elicited from nature. For example,

the agent may be experimentally manipulated; if so, this methodological aspect of the experiment

should inform how we interpret the experiment’s results. This methodological information is cate-

gorized according to a taxonomy of empirical methods, which includes four classes:

• positive intervention ( ↑ )

• positive non-intervention (∅↑ )

• negative non-intervention (∅↓ )

• negative intervention ( ↓ )

In an intervention, an agent is experimentally manipulated, causing its quantity or probability to

change; the target’s activity is measured to record whether it also changes, purportedly in response

to the agent’s change. In a non-intervention—an observation—both the agent and target are pas-

sively observed, without intervention; the changes (or lack thereof ) in both phenomena are recorded.

In all four classes, “positive” and “negative” denote the direction of the change in the quantity or

probability of the agent. The target’s quantity or probability may not change in a study, but the

research-map schema requires the agent’s quantity or probability to have changed; otherwise, there

could be no direct evidence of the agent’s effect on the target.1

Studies in these four classes yield empirical results, which are represented in the ontological

component of a research map. Whereas the methodological information describes how the results

were obtained, the ontological information conveys what the study showed. For example, there

could be an experiment where phenomenon A first increases, leading to an increase in phenomenon

B. This result would imply a relation between the two phenomena.

1 It is currently assumed that every edge in a research map is directional; therefore, the agent → target schema is
used even in non-intervention studies where the direction of causality cannot be posited on the basis of a correlation
alone. This convention thus assumes that the researcher has background knowledge that is sufficient to posit a causal
direction on the basis of this observational (non-intervention) result.

11



Relations between phenomena—the edges between nodes in a research map—fall into three

categories:

• excitation ( Ý )

• inhibition (—|| )

• no-connection ( · · ·• )

These relations usually imply the notions of positive correlation, negative correlation, and indepen-

dence, but they are framed with vocabulary that is common among biologists. In a given study, the

combination of the agent’s change and target’s change imply a specific relation. Table 2.1 presents

the possible combinations of study classes and results, along with the relation that is implied in each

case.

Study class Change in agent Change in target Implied relation

positive intervention + + excitation

positive intervention + 0 no-connection

positive intervention + − inhibition

positive non-intervention + + excitation

positive non-intervention + 0 no-connection

positive non-intervention + − inhibition

negative non-intervention − + inhibition

negative non-intervention − 0 no-connection

negative non-intervention − − excitation

negative intervention − + inhibition

negative intervention − 0 no-connection

negative intervention − − excitation

Table 2.1: The possible combinations of study classes and results, along with the relation that is

implied in each case. The plus symbol (+ ) denotes an increase; the minus symbol (− ) denotes a

decrease; and a zero ( 0 ) denotes no change.
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Figure 2.1: This researchmap represents the empirical results and hypothetical assertions reported

in a neuroscience article [CFK02]. All three types of relations are shown: for instance, an excitatory

edge fromK-ras to LTP, an inhibitory edge fromNF1 toGABA inhibition, and a no-connection edge

from N-ras to hippocampal learning. The symbol on the edge from NF1 to hippocampal learning

( ↓ ) indicates that at least one negative interventionwas performed to test the relation between these

two phenomena. The edges in gray—fromGABA inhibition to LTP, and from LTP to hippocampal

learning—are hypothetical edges: putative causal assertions that lack empirical evidence. Hypo-

thetical edges are useful for incorporating assumptions or background knowledge about a causal

system; they give the research map additional structure to facilitate the interpretation of empirical

results. © 2017 Matiasz et al. [MWW17a]; licensed under cc by 4.0.

2.1.2 Quantifying evidence

The research-map framework includes a method for quantifying evidence: each empirical edge is

assigned a cumulative evidence index (CEI) on the interval (0,1) that conveys its evidence’s support
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for a specific relation between the agent and target. The CEI is based on the idea that ontological

information should be evaluated with respect to the methodological details of how it was obtained.

For instance, a correlation betweenA andBmayprovide valuable evidence, but this evidence should

be evaluated in light of whether the correlationmanifested while A was experimentally manipulated

in an intervention. There are at least two reasons for this. First, interventions and observations

each have their own limitations regarding the information that they can provide. Observations can

identify correlations in a system, but in most cases they cannot determine the direction of a causal

relation—hence the popular refrain “correlation does not equal causation.” Interventions are useful

for determining the direction of causality, but because they manipulate parts of the system and thus

perturb it from its “natural” state, they are unable to identify some correlations—namely, those

arising from causal paths that lead to the manipulated variable(s) [EGS06, Ebe07]. The second

reason for considering ontological facts in light of their methodological context is that empirical

methods are fallible: there is always the possibility for a study to yield a result that is a mere artifact.

Scientists thus test hypotheses using a variety of methods to mitigate the risk of spurious results

[SLB14].

The CEI is designed to express the epistemic principles of evidential convergence and consis-

tency. By gauging the extent to which evidence is convergent and consistent, this scoring method

helps to distinguish hypotheses with strong support from those with weak support. The principles

of convergence and consistency are thus used for instantiating and scoring empirical edges in re-

search maps.

Convergence analysis assesses whether the outcomes of the different kinds of studies (pos-

itive and negative interventions, and positive and negative non-interventions) are consistent with

each other—i.e., whether they support a single relation type (either excitatory, inhibitory or no-

connection). Suppose we find that optogenetically inhibiting cell type A is associated with a deficit

in spatial learning. Suppose also that enhancing the activity of cell type A enhances the same form

of learning. If we also found that cell type A is activated during spatial learning, and that this cell

type is inactive when the animal is not learning, then our combined results wouldmake a compelling

argument that the activation of cell type A is causally connected to spatial learning. In a research

map, this convergence between these four study classes would yield a relatively high CEI for the
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excitatory edge between cell type A and spatial learning. On the other hand, contradictions among

the data would lower the CEI of the edge. Convergence thus encompasses the notions that multiple

lines of evidence are preferable to one, and that different study classes make unique contributions

to testing the reliability of a hypothesized relation between two phenomena.

In addition to gauging the convergence of experimental results across multiple study classes,

it is also important to gauge the consistency of empirical results within each study class. For this

purpose, consistency analysis assesses whether experimental results are reproducible. For example,

we might ask whether different kinds of positive interventions on the activity of cell type A (e.g.,

chemogenetic and optogenetic) always result in an enhancement of spatial learning. This question

can refer to multiple iterations of the exact same experiment, or to a set of experiments that are

similar in principle—e.g., two positive interventions of receptorA, one chemogenetic and the other

optogenetic, which test two different forms of spatial learning.

In initial versions of the research-map framework, the CEI was calculated with a heuristic

designed to express the principles of convergence and consistency [SM15]. This initial method

worked as follows. Within each of the four study classes, the first study receives a score of 0.125.

Each subsequent study in the same class receives a progressively smaller score according to a geo-

metric progression, with an initial value of 0.125 and a common ratio of 0.5. For each study class,

this geometric progression asymptotically approaches 0.25, such that the scores from the four study

classes together can sum to a value in the interval (0,1). For example, the first positive intervention

for a given agent–target pair receives a score of 0.25(1−0.51) = 0.125. The secondpositive interven-

tion receives 0.125/2 = 0.0625, for a total score of 0.25(1−0.52) = 0.125+0.0625 = 0.1875. This

geometric progression expresses the principle of consistency, the idea that multiple replications of a

study provide stronger evidence than just one instance of that study alone. But each replication con-

tributes less than its predecessor because the results of successful replications are progressively less

surprising. This progression of scores (0.125, 0.0625, 0.03125, . . . ) is used independently for each

series of studies within each study class. Treating each study class separately is an expression of

convergence, the idea that multiple forms of evidence are always preferable to just one. Intuitively,

each study class provides its own “perspective” on the hypothesis under consideration, helping to

determine which of the possible relations has the dominant evidence. When the results of studies
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conflict—e.g., some suggest an excitatory relation while others suggest an inhibitory relation—the

total score of the edge is lowered by computing a normalized ratio that compares the dominant

evidence’s score to the total score of all evidence. This method, whose derivation is given in Fig-

ure 2.2, has been replacedwith a new one that expresses the same epistemic principles from a formal

Bayesian perspective (§ 6.1).

by edges with properties to store the information used to calculate each edge’s score. 567
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Although a researchmap concisely summarizes a set of empirical results, it does not necessar-

ily give the true causal explanation of those results [SLB14, pp. 130–133]. For instance, consider two

studies, one where positively intervening on A produced an increase in B, and another study where

positively intervening onA produced an increase inC. Considered together, these two studies could

be represented by the research-map edges B← A→ C. This diagram implies that A affects B in a

process that is independent of the process by whichA affectsC. However, it is possible that the true

causal path runs A → B → C, and that B was simply unmeasured in the study involving A and C.

This is another example that shows how a set of empirical results can be perfectly consistent with

multiple explanations (§ 1.1). Therefore, empirical results are represented with research maps, but

causal explanations are represented with a different representation known as causal graphs.
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2.2 Causal graphs

This dissertation expresses causality using the framework of causal graphicalmodels [SGS00, Pea09].

This framework includes the notion of causal structure, which is a system’s particular configuration

of causal relations that exist between phenomena. This network of causal relations is modeled by a

causal graph, a directed graph G = (V,E) where V is the set of vertices in the graph (variables in

the system), andE ⊆ V×V is the set of directed edges between the vertices inV (causal relations

in the system).2 Relative to the vertices in V, a directed edge in the graph (e.g., xi → xj) conveys

that the variable xi ∈ V at the tail has a direct causal effect on the variable xj ∈ V at the head.

The parents of a particular variable xj consist of every variable that has a direct edge from itself to xj;

these parent variables can be thought of as the “variables Nature must consult before deciding the

value of [xj]” [Pea09, p. 203].

Causal graphs are described using the following graph terminology (many of these definitions

are reproduced verbatim or nearly verbatim from [SGS00]):

Directed path A directed path from vertexA to vertexB in a graphG is a sequence of vertices

beginning with A and ending with B such that for every pair of vertices X and Y that are

adjacent in the sequence and occurring in the sequence in that order, there is a directed edge

EX,Y = X→ Y in G.

Directed graph A directed graph has only directed edges.

Descendant A descendant of a vertexA is any vertexB such that there is a directed path from

A to B.

Causal chain If there is a sequence of variables in V beginning with A and ending with B

such that, for each pair of variables X and Y that are adjacent in the sequence in that order, X

2 It is instructive to distinguish between a causal graph and a causal model: A causal graph encodes only a system’s
causal structure, the configuration of directed edges among the system’s variables, where each edge qualitatively sig-
nifies a causal relation. In addition to this structural component, a fully specified causal model has a parameterization,
a quantitative specification of the values that each variable takes in relation to others. For example, a causal Bayesian
network consists of both a causal graph that gives its structure and a set of conditional probability tables that gives its
parameterization [Dar09]. This dissertation addresses the task of learning a system’s causal structure, as expressed by
a causal graph.
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is a direct cause of Y relative toV, then we say that there is a causal chain from A to B relative

toV.

Source In a directed path from A to B, the source of the path is vertex A.

Sink In a directed path from A to B, the sink of the path is vertex B.

Acyclic path A path that contains no vertex more than once is acyclic; otherwise it is cyclic.

Directed acyclic graph (DAG) A DAG is a directed graph whose paths are all acyclic.

Mediator With respect to a directed path from vertex A to vertex C, vertex B is a mediator

if it is on the path but is neither the path’s source nor its sink.

Common cause A variable X is a common cause of variables Y and Z if and only if there is

a directed edge EX,Y = X → Y relative to {X,Y,Z} and a directed edge EX,Z = X → Z

relative to {X,Y,Z}.

Collider With respect to a path in a graph, a collider on the path is a vertex whose adjacent

edges both point toward the vertex. Vertex B is a collider on the path A→ B← C.

Latent variable A latent variable is a variable that is unmeasured but causally connected to

one or more variables in a system of measured variables.

Confounder A confounder is a latent common cause of two variables.

Causal sufficiency A set of variables is causally sufficient if there are no confounders.

A causal graph over a set of variables can be associated with a probability distribution over

that same set of variables. When this association exists, the causal graph encodes features of the

probability distribution, and vice versa. This association can exist given two assumptions:

• Causal Markov condition: A DAG G and its corresponding probability distribution P(V)

satisfy the causal Markov condition if and only if for every xi ∈ V, xi is independent of its

nondescendants, given its parents. Under this assumption, Reichenbach’s common cause prin-

ciple states that if xi and xj are statistically correlated, we know that (1) xi causes xj; (2) xj
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causes xi; or (3) there is a set of common causes (or common causal ancestors) of xi and xj

[RR56, Reu13]. These three conditions all individually imply that a path exists between xi

and xj in the causal graph. Thus, under the causal Markov assumption, a probabilistic depen-

dence implies a causal connection, and a causal separation implies a probabilistic indepen-

dence [Ebe13].

• Causal faithfulness condition: A probability distribution is said to be faithful to its corre-

sponding directed graph G if all and only the independence relations exhibited by the distri-

bution are reflected in the causal structure of G. The assumption of causal faithfulness is the

converse of the causal Markov assumption: under the causal faithfulness assumption, a prob-

abilistic independence implies a causal separation, and a causal connection implies a proba-

bilistic dependence [Ebe07]. Any independence exhibited by data generated from a faithful

causal graph (and only these independencies) will be reflected in the structure of the graph.

Without this assumption, probabilistically independent phenomena could still have a causal

connection between them [Ebe13].

When the causal Markov and causal faithfulness conditions hold for a DAG, a useful corre-

spondence exists between a graphical criterion known as d-separation and features of the probability

distribution associated with the DAG: any conditional dependence or independence relation3 im-

plied byd-separationholds if and only if the probability distribution also encodes this (in)dependence

[GVP90]. D-separation can thus be used to read conditional (in)dependence relations off a DAG.

The definition of d-separation is given in [Pea09, pp. 16–7] for disjoint sets of variables X, Y, and

Z:

A path p is said to be d-separated (or blocked) by a set of nodes Z if and only if

1. p contains a chain i→ m→ j or a fork i← m→ j such that the middle node m is

in Z, or

2. p contains an inverted fork (or collider) i→ m← j such that the middle node m is

not in Z and such that no descendant of m is in Z.
3 Below, I refer to such relations with the shorthand “(in)dependence relation” or “(in)dependence.”
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A set Z is said to d-separate X from Y if and only if Z blocks every path from a node in

X to a node in Y.

Under theMarkov and faithfulness assumptions, if two (sets of ) variables are d-separated, it follows

that the (sets of ) variables are independent in the probability distribution that is associated with the

DAG. To determine if two disjoint sets of variables are d-separated, we can also ask if they are not

d-connected. Hyttinen et al. [HEJ14] give the following definition of d-connection: “A path in graph

G is d-connecting with respect to a conditioning set C if every collider c on the path is in C and no

other nodes on the path are in C.” If a path is not d-connected, it is d-separated. This method for

identifying d-separation is equivalent to Pearl’s method above [Stu98, Kos02].

The model space for causal graphs is enormous. The number D of possible DAGs that exist

for N variables grows super-exponentially and is given by the following recurrence relation [Rob73]:

D(N) =
N∑

k=1

(−1)k−1
(

N
k

)
2k(N−k)D(N− k) (2.1)

This model space is relatively small for small numbers of variables: for sets of one, two, and three

variables, there are one, three, and 25 possible DAGs, respectively. But for ten variables, there

are over 1018 possible DAGs. To highlight how quickly this model space grows, Table 2.2 lists the

number of DAGs that exist for one to ten variables.

2.2.1 Markov equivalence classes

Even though they have different graphical structures, two or more causal graphs can encode the

same (in)dependence relations, as given by the rules of d-separation. A set of causal graphs that all

imply the same (in)dependencies is called aMarkov equivalence class [SGS00]. Figure 2.3 gives an ex-

ample of a (Markov) equivalence class consisting of three graphs. Although the graphs’ edges have

different orientations, they all imply the same (in)dependence relations and are thus observation-

allyMarkov equivalent: given only the observed (in)dependencies, the graphs are indistinguishable.

An equivalence class thus formally expresses how evidence can be consistent with differing expla-

nations, as discussed in § 1.1 and § 2.1.2. In the case of an equivalence class, the evidence can be a

set of (in)dependence relations, and the differing explanations are expressed as causal graphs, each

with a different causal structure.
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Number of variables Number of DAGs

1 1

2 3

3 25

4 543

5 29,281

6 3,781,503

7 1,138,779,265

8 783,702,329,343

9 1,213,442,454,842,881

10 4,175,098,976,430,598,143

Table 2.2: The number of possible DAGs over N variables, for N = 1 to 10.

This dissertation uses the phrase “equivalence class” in two ways: (1) to refer to a Markov

equivalence class, as traditionally defined [SGS00]; and (2) to refer to the set of causal graphs that

remain consistent with a set of evidence. Note that pieces of evidence can come into conflict with

each other, and these conflicts can be resolved in multiple ways. Depending on how the conflict is

resolved—and which evidence is discarded to achieve this resolution—different sets of graphs will

be considered consistent. In this case, “equivalence class” is used to mean “the set of causal graphs

that remain consistent with the evidence that one is currently willing to consider.” Throughout this

dissertation, this phrase will be the intended meaning unless otherwise specified.

2.3 Causal discovery

The goal of causal discovery is to identify a system’s causal structure (i.e., its causal graph) given

information that is derived from the system, such as (in)dependence relations between the system’s

variables [Ebe17]. Causal discovery methods fall into three broad categories: (1) constraint-based

methods, (2) score-based (or Bayesian) methods, and (3) methods based on semi-parametric as-

sumptions [MD18].
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Figure 2.3: The three causal graphs on the left form a Markov equivalence class. Although their

edges have different orientations, these three causal graphs all imply the (in)dependence relations

on the right, in accordance with the rules of d-separation.

Constraint-based methods make use of the correspondence between (in)dependence rela-

tions in data and graphical structures in the associated causal graph. Data collected from the system

is analyzed to obtain the (in)dependence relations that exist between the system’s variables. These

(in)dependence relations are interpreted as constraints on causal structure; the task is then to iden-

tify the causal graphs that are (maximally) consistent with these constraints. Examples of constraint-

based methods include the PC algorithm and the Fast Causal Inference (FCI) algorithm [SGS00].

Some constraint-based methods use Boolean satisfiability (SAT) solvers [BHM09] to identify con-

sistent causal graphs. This dissertation relies heavily on one of these SAT-based methods [HEJ14].

Score-based methods define a measure that quantifies the fit between data and causal graphs.

These methods commonly use a Bayesian approach: the task is to identify the causal graph that

maximizes the likelihood of the data given the causal graph. An example of a measure that is used

is the Bayesian Information Criterion (BIC) [Sch78].

Methods in the third category of causal discovery use semi-parametric assumptions to iden-

tify causal graphs with more efficiency or specificity. These methods differ from those in the first

two categories in that they do not rely on the assumption of faithfulness. As an example of a semi-

parametric assumption, one can assume that a system is governed by linear functions with non-

Gaussian noise and use Linear Non-GaussianModel (LiNGaM) algorithms to identify the system’s

causal graph using independent component analysis [SHH06, Shi14].
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Causal discovery methods are increasingly being used in the biological sciences. They have

been used to identify protein-signaling networks [SPP05], cell signal transduction from proteomics

experiments [III16], transcriptional regulatory networks [CES07], causal effects of genetic variants

[MCK10], associations between gene expression and disease [SLY05], genetic mutations that will

cause predictable phenotypic changes [SMS12], single nucleotide polymorphisms (SNPs) that pre-

dict disease [ALA11], and causal effects of environmental factors on genetic diversity between pop-

ulations [FPP18].

2.4 Experiment selection

Experiment selection4 refers to the strategies that researchers use to design their next experiment.

These decisions are generally affected by many factors, including research funding, laboratory re-

sources, and investigators’ interests. With respect to the goal of understanding a system’s causal

relations, experiment-selection techniques seek to maximize causal knowledge with a minimum of

experimental effort. These techniques ask: which next experiment or sequence of experiments

would most fully and efficiently determine the causal relations that govern the system’s variables?

Experiment selection can be either fixed or adaptive. A fixed procedure selects one specific sequence

of studies before any are performed. An adaptive procedure is permitted to update its planned se-

quence of studies in response to the results of previous studies in the sequence [Ebe07].

Researchers have approached experiment selection using a variety of techniques. Murphy

[Mur01] and Tong and Koller [TK01] take a Bayesian approach to identifying the best experiment

to perform next. Given a prior distribution over possible DAGs (without latent variables), they

enumerate the possible experiments one could perform next, compute a posterior distribution over

the graphs that could result, and identify the experiment thatmaximizes information gain. Although

this method is a principled Bayesian approach, it is very computationally expensive and thus does

not scale well.

Meganck et al. [MML05] andHe and Geng [HG08] use decision-theoretic heuristics to iden-

tify optimal experiments. Considering DAGs without latent variables, these researchers construct

4 In this dissertation, I use “experiment selection,” “experiment planning,” and “experimental design” interchange-
ably. That which is being selected, planned, or designed are the parameters of an experiment described in Chapter 1.
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utility functions and decision criteria based on the number of underdetermined edge orientations

(e.g., in aMarkov equivalence class) that could be determined by subsequent experiments. Note that

Meganck et al. use the empirical distribution of edge orientations in an equivalence class to estimate

the true probability of orientations for each edge; this method is related to the experiment-selection

algorithms given in § 6.2.

Graph-theoretic approaches to experiment selection have also shown promising results. Re-

searchers have found that the problem of optimal experiment selection can be formulated as graph-

theoretic and combinatoric problems [HEH13]. Using such formalisms, Eberhardt et al. [Ebe05]

and Hyttinen et al. [HEH13] derive bounds on the number of experiments sufficient and in the

worst case necessary to identify a causal graph uniquely. In addition to DAGs without latent vari-

ables, these researchers consider causal structures with latent variables and those with feedback

(cyclicty); they also give algorithms for constructing an optimal sequence of experiments under vari-

ous constraints, such as limiting the maximum number of variables that can be intervened on simul-

taneously. Eberhardt [Ebe08] and Hauser and Bühlmann [HB12] consider acyclic graphs without

latent common causes and give algorithms for efficiently selecting optimal intervention sets. Such

methods thus translate the semantics of experiment planning to well established methods in the

literature on graph theory and combinatorics.

2.5 Gaps in the literature

2.5.1 Meta-analytic methods that quantify evidential convergence

Scientists use various heuristics to evaluate evidence and develop confidence regarding the truth

of hypotheses. But this confidence is always achieved with inference procedures, and with incom-

plete evidence. This fact should not be taboo. Consider the alternative: if a hypothesis could not

be deemed true until it was studied exhaustively—however strictly that might be defined—progress

in science would be brought to an almost stagnant pace. For instance, scientists cannot hope to test

every possible relation under every possible experimental context or condition, using every pos-

sible subset of variables; the combinatorics involved make this an impossibly expensive and time-

consuming strategy [Dan05]. This is why scientists need to rely on some sort of inference—and,
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indeed, why they already are doing so.

What exactly are the rules for this inference? Natural candidates include statistical measures,

one of the most common being the p-value. But the p-value’s ubiquity in science is incongruent

with the amount of debate over its utility and misuse, which is now documented regularly in the

literature [Gel13, GP13a, GP13b, HCV15, GSR16, AKR17]. Even theU.S. SupremeCourt has ruled

on this issue, agreeing unanimously in 2011 that “statistical significance is neither necessary nor

sufficient for determining the scientific or practical significance of a set of observations” (Matrixx

Initiatives, Inc. et al. v. Siracusano et al. No. 091156. Argued January 10, 2011, Decided March

22, 2011) [GSR16]. The enormous range of views on this issue suggests that science would benefit

significantly from additional theoretical clarity on the p-value’s role in science.

Despite concerns over the use of p-values and other statistics, the field of meta-analysis has

used such measures for decades to synthesize empirical findings quantitatively. Introduced in its

modern form in the 1970s, meta-analysis usually serves one of two goals: The first is to evaluate

evidence—from a relatively small group of studies—for whether an intervention is effective in ad-

dressing a problem, often in clinical settings. The second goal is to generalize empirical findings—

from a relatively large group of studies—yielding a more complete perspective than any individual

study can offer in isolation [GKN18]. Meta-analysis thus helps researchers to assess the consistency

of evidence and stands as the most sophisticated method of evidence synthesis currently available.

There is growing consensus that meta-analysis should more explicitly analyze and quantify

triangulation, the use of several different methods—each with its own empirical strategy and po-

tential sources of bias—to obtain evidence for a specific hypothesis [SW00, LTD16, MS18]. This

concept is related to the notions of intervention complexity [NGL13, LHC17], methodological diver-

sity [Joh03, Zol10], and evidential convergence (§ 2.1.2 and § 6.1). Meta-analysis offers sophisticated

methods for quantifying the consistency of evidence, including measures of heterogeneity for effect

sizes. However, there has been relatively little development of methods for quantifying triangula-

tion, even though this concept has long been described qualitatively and acknowledged for its impor-

tance [WCS66, Smi81]. A recent review of evidence-synthesis methods for health and social policy

found only one approach [Org14] that “[extends] the domain of consistency to consider evidence

from different study designs” and “looks at evidence from different methodological approaches to
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inform the rating of the quality of a body of evidence” [MDR18].

It is possible that triangulation is following a historical trend that has played out for other

scientific concepts: one in which qualitative intuitions about a scientific concept are gradually trans-

lated into increasingly quantitative models that formalize the original concept while also preserving

the qualitative features that made it instructive in the first place. An example of this trend is the de-

velopment of increasingly refined mathematical models for causality, an old concept that has been

explored by philosophers for centuries. David Hume, for instance, provided an influential defini-

tion of “cause,” as well as qualitative descriptions of related concepts, such as the copy principle and

the problem of induction [Hum03, Hum16]. Qualitative intuitions such as these began to be formal-

ized by Sewall Wright when he introduced path diagrams as a way to express causal associations

[Wri21, Wri23, Wri34]. Additional qualitative concepts such as Austin Bradford Hill’s criteria for

causation [Hil65] and Reichenbach’s common cause principle [RR56] further explicated notions of

causality. These ideas have now been formalized to a greater degree with the framework of causal

graphical models [SGS00, Pea09], a quantitative representation that formalizes ideas previously

described only qualitatively.

If it is true that, like causality, the concept of evidence is following a similar historical trend, it

is then less surprising that there would be such debate about the replication crisis: the crisis hinges

on evidence’s consistency, which meta-analysis explicitly quantifies. Because we now can quantify

consistency, we can scrutinize it to a greater degree. But perhaps less of a crisis would be perceived

if meta-analysis also quantified triangulation with the same precision. Even if scientists fail to repli-

cate a single line of experimentation, the totality of evidence might still point to a consistent set of

explanations [SBS18]. Regardless of the effect that triangulation will ultimately serve in the replica-

tion crisis, science seems primed to develop methods for quantifying it [MS18].

Part of the challenge in quantifying triangulation is articulatingwhat the categories of evidence

should be: what exactly distinguishes the lines of evidence that are meant to converge, allowing us

to “triangulate” our understanding of a system? Randomized controlled trials (RCTs) are usually

seen to be the gold standard for causal inference, whereas other, nonrandomized studies take lower

positions in so-called evidence hierarchies [MDR18]. ButRCTs are simply infeasible inmany research

domains, often due to ethical concerns; for instance, we cannot (and should not) force participants
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to smoke cigarettes. And recent developments in causalmodeling have cast doubt onwhether RCTs

can independently provide the gold standard for inferring causal relations [Ebe13, Pea18]. A variety

of methods are therefore needed, whether the justification is theoretical or pragmatic.

Quantifying triangulation is part of a larger challenge of quantifying evidence. Like causal-

ity, the concept of evidence is central to human inquiry. But, as was true with causality until

only recently, evidence is still not quantified formally in most scientific research—at least not with

widespread consensus as to how this calculation should be defined [VC18,MS18]. There have been

many attempts to developmethods for quantifying evidence, withmotivations grounded in probabil-

ity, statistics, and information theory [Goo60, Goo67, Vie06, Lee11, Vie11, VH11, VDH13, Eva15,

VS15, Eva16, VS16]. Debate over the replication crisis makes clear that this issue has not been re-

solved, as we have yet to articulate objective definitions of evidence that allow a proposition to be

verified or refuted conclusively—with the authority and objectivity, for instance, that is attributed

tomeasurements of temperature [Vie06]. In this dissertation, I take the position that quantifying tri-

angulation, or convergence (§ 2.1.2), will bring us closer to a more complete definition of evidence

that expresses epistemic principles already used by scientists.

2.5.2 Causal discovery without primary data

Regardless of how it might be quantified, causal evidence comes from published studies whose re-

sults are often disseminated only as free text in research articles, often in the form of aggregate

statistics. To build a model of a causal system, a scientist must integrate these results with each

other and with background knowledge. This qualitative information must also be integrated with

knowledge gleaned from the analysis of primary data, when available. Scientists would thus ben-

efit from meta-analytic causal discovery methods that can accommodate all the various forms of

evidence that they encounter [Dan05, MWW17b].

Much of the current literature on causal discovery gives methods to identify causal relations

using primary data from empirical studies (§ 2.3). Efforts such as the Center for Causal Discovery

[CBB15] have developed robust causal discovery algorithms that operate on large-scale datasets,

and much is now understood about data fusion—combining and learning from multiple datasets

that were collected under different empirical conditions [BP16]. But it is not obvious how to gen-
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eralize these methods to meta-analytic techniques that can incorporate multiple forms of causal in-

formation, including qualitative knowledge from published literature. This dissertation shows how

constraint-based causal discovery methods (§ 2.3) provide a good platform for integrating qualita-

tive evidence in free text.

2.5.3 Interpretable experiment-selection strategies

It was just in the last few decades that causality was formalized mathematically [PM18]; it was even

more recently that researchers have used causal graphs as an analytic basis for proposing efficient

experiment-selection criteria (§ 2.4). Although much is now understood about experiment selec-

tion, including its relation to combinatorics [HEH13] and decision theory [MML05], work is needed

to translate the available theory and algorithms into practical tools that fit into scientists’ current

workflows [Gly04, KRO09]. David Danks nicely summarizes the task at hand [Dan05]:

For the experiment choice problem, a simple naïve algorithmwould first enumerate

the possible sequences of experiments as well as the possible integration outcomes for

each stage in each sequence. We could then apply the above inference rules to each ex-

tended experiment-outcome sequence to determine the stage at which we would settle

on a unique integrated structure. If we then had some probability distribution over the

experiment-outcome sequences, we could determine which experiment sequence has

the earliest expected stage at which it settles on a uniquemodel. Of course, this strategy

is hopeless from a computational point of view, because it requires both the enumera-

tion of a highly exponential number of sequences and a specification of the probability

distribution over experiment-outcome sequences. We can avoid the computational ex-

plosion by using some heuristic strategy, but that strategy will not be guaranteed to find

the optimal experiment sequence. Unfortunately, we must—in this domain, as in many

others—make a decision between asymptotic correctness and computational tractability, and

the balancing point for that trade-off depends on the particular domain and scientists. (em-

phasis added)

Experiment-selection methods often use simplifying assumptions that are understandable

given the complexity of the analysis, yet difficult to translate into practice. For instance, to sim-
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plify the analysis, methods will often assume that the true causal graph for the system is acyclic

(e.g., [TK01]). Other methods assume that global bounds are set on the number of variables that

can be either observed or intervened on in any one study (e.g., [May13]). And other methods re-

quire each potential experiment to be assigned a cost, allowing for an objective function that is to be

minimized by the experiment-selection policy (e.g., [MLM06]).

In reality, constraints on empirical work in the laboratory are far less global, and much more

heterogenous across experiments. For example, a particular experimental design may allow for a

simultaneous intervention on three variables and an observation of six; in another experiment with

a different design, researchers may be able to observe only two variables simultaneously [May13].

This heterogeneity of constraints lessens the relevance of the known bounds on the number of ex-

periments that are sufficient and in the worst case necessary to identify a system’s causal graph

[Ebe05, EGS06, Ebe07, HB12]. Additionally, it is often infeasible for a scientist to objectively as-

sign costs to potential experiments: the relevant constraints in such decisions involve more than

just the monetary expenses of the necessary lab equipment, and often include subjective criteria

that are difficult to quantify. In general, research decisions are constrained by practical issues of

funding, timing, resources, and personal motivations. Thus, scientists could benefit from efficient

heuristic methods for selecting experiments that accommodate the complexity of scientific research

while still yielding instructive recommendations.

In the above quotation, Danks highlights a choice between asymptotic correctness and com-

putational tractability, but I submit that there is a third issue in experiment selection: the question

of whether scientists can interpret and see the rationale for an algorithm’s experiment suggestions.

The theoretical justification for experiment-selection algorithms are of course well founded if they

are based on a sound mathematical understanding of the relevant theory, such as combinatorics

[HEH13]. But the justification for the algorithm’s suggestions will also be expressed in these par-

ticular abstractions. These abstractions may be inaccessible to a scientist who has an advanced un-

derstanding of the system under consideration but who nonetheless lacks training in the requisite

mathematics. This is a significant obstacle because in most cases scientists make the final decision

regarding which experiment to perform next. As a result, experiment suggestions whose rationale

can be expressed only at the level of unfamiliar mathematical abstractions may be less persuasive
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than suggestions grounded in representations that domain experts already use to conceive of sys-

tems, such as graphical image schemas like pathway diagrams (§ 1.1). Indeed, the tasks of analyzing

evidence and designing experiments cannot be fully decoupled, as it is usually the gaps in evidence

that primarily motivate the design of a scientist’s next experiment. This dissertation offers inter-

pretable metrics defined over graphical representations of empirical evidence and causal structures,

as well as heuristic experiment-selection methods based on these metrics. The heuristics will not

outperform state-of-the-art experiment-selection methods that approach or achieve theoretical lim-

its on performance, but they are designed to give experiment suggestions whose rationale can be

readily interpreted by a scientist.

2.6 Contributions of this dissertation

2.6.1 The cumulative evidence index (CEI)

The heuristic approach for scoring evidence that is described in § 2.1.2 has been formalized us-

ing Bayesian statistics, yielding the cumulative evidence index (CEI). This new method is presented

in § 6.1 and has been implemented in the ResearchMaps web application, which is presented in

Chapter 3. The CEI models scientific reasoning as a type of distributed Bayesian inference [Kra17],

providing a nuanced analytic basis for characterizing how scientists build consensus in their fields.

It also addresses the lack of convergence inmeta-analysis (§ 2.5.1) by quantifying it explicitly, and by

allowing scientists to express the greater importance it holds relative to evidential consistency. An-

alyzing this model led to the definition of evidential divergence (§ 6.1), another epistemic principle

that complements evidential convergence and consistency [MWD18]. This model thus contributes

to meta-research [IFD15] by translating qualitative principles of scientific reasoning into quanti-

tative parameters of a mathematical model, which can be analyzed and thus made more efficient

through theoretical work, simulations, and historical meta-analyses of the scientific record.

2.6.2 A literature-based technique for causal discovery

To augmentwhat can be learned fromdata-driven causal discovery, this dissertation presents ameta-

analytic approach that allows researchers to identify causal structures using published findings in the
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literature, even if they are not accompanied by primary data. This method uses machine-readable

representations of empirical results in free-text resources like PubMed, which often give only lim-

ited, aggregate statistics. The strategy is to first translate free-text descriptions of empirical results

into formal constraints on causal structure. These causal-structure constraints are fed as input to

a state-of-the-art, constraint-based causal discovery algorithm [HEJ14]. This algorithm can com-

pute every causal graph that is consistent with the constraints. Features of this model space—the

set of causal interpretations that remain viable—are visualized and quantified for further analysis to

facilitate experiment selection.

By grounding literature synthesis in the formalism of causal graphs, this method offers a num-

ber of benefits that could improve the rigor with which scientists evaluate evidence and select ex-

periments. First, by allowing scientists to express empirical findings as formal constraints on causal

structure, there is a clear demarcation between facts that are demonstrated empirically and back-

ground assumptions that are used to simplify the analysis. Because a constraint-based method is

used, background assumptions can also be expressed as formal constraints to facilitate the search

over causal graphs. For example, a domain expert may specify that in any causal path, a specific sub-

set of variables should always come before another subset [Ebe17]. Alternative background assump-

tions can readily be substituted—leaving the empirical constraints intact—to evaluate the effect that

the assumptions have on the set of consistent causal explanations. A second benefit is that scien-

tists can query the system to confirm whether a hypothesis that they propose is a logical extension

of previous results. Once a set of constraints has been obtained, further constraints that represent

hypothetical results can be tested for logical consistency. If a hypothetical result introduces a logical

conflict, the scientist can be confident either that the current set of constraints includes an incorrect

proposition or that the hypothesized result is incorrect (or both). This categorization of hypotheses

has enormous implications for experiment planning but is usually impractical without such tools.

Having examined this information, scientists can select their next experiment with a more precise

understanding of what has already been discovered.
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2.6.3 Interpretable heuristics for experiment selection

To provide experiment suggestions whose rationale can be readily interpreted by scientists, this

dissertation offers interpretable metrics for evidence and uncertainty defined over the graphical

representations of research maps and causal graphs. With research maps, we quantify evidence

using the cumulative evidence index and frame experiment selection as the maximization of empir-

ical evidence for a specific hypothesis about causal structure. With causal graphs, we quantify the

underdetermination of causal structure using the degree-of-freedom metric; we frame experiment

selection as the minimization of this causal underdetermination. Heuristic approaches to experi-

ment selection are defined with respect to these metrics, whose intuition is readily expressed with a

vocabulary that scientists recognize. In these ways, scientists can select their next experiment with

the same abstractions that they use to synthesize past results.
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chapter 3

ResearchMaps: a web application for experiment planning

ResearchMaps is a web application for building and querying research maps [MWD18]. It is cur-

rently hosted at http://www.researchmaps.org and is free for users at colleges, universities, and

non-profit research centers. The application consists of two main pages: the local map and the

global map. The local map shows the research maps for specific articles; it is where the author

of the research map can modify it (Figure 3.4). The global map can be used to query the entire

ResearchMaps database for specific phenomena and connections between them (Figure 3.5).

3.1 Implementation of the research-map framework

InResearchMaps, an agent or target is defined in three complementaryways: what the phenomenon

is, where the phenomenon exists, and when the phenomenon acts. ResearchMaps stores this infor-

mation as three properties for each node: (1) what describes a key identifier of the phenomenon

involved (e.g., the name by which the gene, protein, cell, organ, behavior, etc. is known); (2) where

describes the location of the what (e.g., the organ, species, etc.); and (3) when provides temporal

information that is critical to the identity of the what (e.g., the time, age, phase, etc.). For exam-

ple, if the protein neurofibromin is measured in multiple locations, a corresponding research map

would include multiple nodes for neurofibromin with different where properties. This approach

is instructive, as neurofibromin could have different biological characteristics in different cellular

locations (e.g., excitatory neurons versus inhibitory neurons) or at different stages of development.

ResearchMaps displays the what, where, and when properties on separate lines within each node.

The four study classes are represented by symbols above each empirical edge. As defined in

§ 2.1, positive interventions are represented by an upward arrow ( ↑ ); negative interventions are

represented by a downward arrow ( ↓ ); positive non-interventions are represented by the empty set
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symbol and a superscript upward arrow (∅↑ ); and negative non-interventions are represented by

the empty set symbol and a superscript downward arrow (∅↓ ). Although we have not yet defined

a formal representation for experiments involving more than two nodes, ResearchMaps can store

intervention experiments involving two agents. At the time of this writing, such experiments com-

prise approximately fourteen percent of the experiments logged. The putative mechanisms under-

lying the results of these multi-intervention experiments can be visualized using hypothetical edges

among the three entities involved (two agents and one target); the structure of these hypothetical

edges is provided by the user.

ResearchMaps can store information about the statistical test used to establish each finding, as

well as its associated p-value. Such information is of course valuable in evaluating studies; however,

as the areas covered by research maps are diverse, and there are no standards as to which statistics

are used and how to report them, p-values do not currently affect the CEI of each empirical edge,

and they are optionally tracked by each user. See Figure 3.1 for an example of a research map.

ResearchMaps allows the user to input both empirical and hypothetical edges between any

two phenomena (and, by extension, empirical and hypothetical nodes). As introduced in § 2.1, a

hypothetical edge represents a putative connection with no direct empirical evidence. Hypothetical

edges are often implied by empirical edges, and they are often key in interpreting and reporting the

results of a research article. As hypothetical edges do not represent empirical evidence, they are

assigned neither CEIs nor study symbols. To visually differentiate hypothetical edges, they are

shown in a lighter color and without these annotations on their edges.

Beyond allowing users to track hypotheses, hypothetical edges can also help to structure re-

search maps of empirical evidence. Just as hypotheses help to frame and organize the results of

research articles, hypothetical edges help to structure and contextualize empirical edges in a re-

search map. Consider the hypothesized pathway A → B → C → D. A research map that repre-

sents the empirical edges A → C, A → D, and B → D would not explicitly reflect the putative

A → B → C → D pathway because not all connections in this pathway are part of that map. By

including the hypothetical edges A→ B, B→ C, and C→ D, the underlying hypothesis for the

performed studies is immediately obvious (Figure 3.2). To further illustrate this point, Figure 3.3

displays the research map of Figure 3.1 without its hypothetical edges.
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Figure 3.1: A research map of a published article [CAS16]. Each node in a research map has three

properties: what (top), where (middle), and when (bottom). Nodes are connected by edges that

represent relations: excitatory (sharp arrowhead), inhibitory (blunt arrowhead), and no-connection

(dotted line, circular arrowhead). Each empirical edge also has a CEI that reflects the amount of

evidence represented, as well as symbols that reflect the study classes recorded for that edge. CEIs

and study symbols are not assigned to hypothetical edges. Users can highlight edges that reflect the

article’s main ideas, so that they are more apparent. In cases where no one relation has received

dominant evidence, the corresponding edge is represented by a diamond arrowhead and is not as-

signed a CEI. © 2018 Matiasz et al. [MWD18]; licensed under cc by 4.0.

3.2 Creating research maps: The local map

Figure 3.4 shows the interface for creating research maps. There are fields for: the what, where,

and when properties for both the agent and the target; the study class; the type of result; and,

for empirical edges, succinct descriptions of the approaches used to (1) observe or intervene on

the agent and (2) measure changes in the target. When information is entered into the fields, the

research map is updated accordingly. When a research map is created for an article that is indexed

on PubMed, it is made public to all users. However, being first and foremost a tool for the personal
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Figure 3.2: Using hypothetical edges to organize research maps. The diagram above shows how

hypothetical edges (in gray) help to organize empirical edges in a research map, thus framing the

empirical results in light of a specific hypothesis. Original figure © 2018 Matiasz et al. [MWD18];

used here under cc by 4.0 with a different font.

curation of research information, ResearchMaps can also be used to create privatemaps, visible only

to the user who entered them. These private maps can include unpublished experiments of ongoing

projects, purely speculative models, etc.

There are multiple steps to make a research map for a given article. The first step is to iden-

tify all the nodes that will be included. This process entails the identification of agent–target pairs

involved in the reported studies. For any one agent–target pair, the next step is to find the study

class that was performed to test their relation. In addition to the study class, the user records the

result that was obtained, as well as the key techniques that were used to observe (or manipulate) the

agent and observe the result in the target. Once the empirical edges are entered, any hypothetical

edges suggested by the article can be added, thereby helping to structure the map and contextual-

ize the empirical results. Finally, because research maps can become large and complex, users can

highlight the main edges, whether they are hypothetical or empirical.
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Figure 3.3: The research map of Figure 3.1 with its hypothetical edges removed. This modified

research map, when compared with the one in Figure 3.1, illustrates how hypothetical edges help to

structure researchmaps, thereby augmenting the interpretation of empirical results. ©2018Matiasz

et al. [MWD18]; licensed under cc by 4.0.

3.3 Querying research maps: The global map

In addition to viewing the researchmaps of individual research articles, users can interact with all of

the public data and their individual private data via the global map. On this page, users can search

the application’s database either for a specific node (with a What, Where, and When) or simply for
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a term—e.g., the transcription factor CREB (Figure 3.5). In addition to searching for a single entity,

users can search for specific agent–target pairs, whether they are empirical or hypothetical. The

queries operate on the union of all the (local) research maps that exist in the application’s database.

To constrain the visualizations produced by queries, users can modify each global search

with several parameters, including aminimum andmaximum threshold for filtering empirical edges

based on theirCEIs. By filtering out edgeswith lowCEIs, for example, users can visualize only those

edges with the highest levels of evidence—i.e., those that are likely to be more reliable. Similarly,

by filtering out edges with high CEIs, users can quickly identify those connections with the least

amount of evidence—i.e., those in greatest need of further investigation. Users can also limit the

number of edges that must be traversed between a given query term and its results. Additionally,

users can limit global searches to only the information that they personally entered, thus focusing

searches to specific domains of interest. By interactingwith the information in ResearchMaps, users

can thus explore the ramifications of different hypotheses.

Clicking on any edge in the global map generates a table that lists all the empirical results and

hypothetical assertions represented by that edge (Figure 3.6). Also provided are hyperlinks to the

(local) research maps where this information was originally entered.

3.4 Data collected for analysis

Analyses presented in this dissertation use ResearchMaps data collected between 2013 and 2018.

The bulk of this data was entered by the neuroscientist Alcino J. Silva; over three years, he created

public research maps for 125 articles with 2,251 experiments, 1,293 nodes, and 1,693 edges. Fig-

ure 3.7 shows an aggregate of his research maps in memory allocation and other connected areas.

3.5 Details of the software implementation

The source code for ResearchMaps is publicly available at https://github.com/ResearchMaps/.

The application is currently hosted by AmazonWeb Services (AWS) Elastic Compute Cloud (EC2)

with the Ubuntu 12.04 64-bit operating system.

ResearchMaps uses Node.js (https://nodejs.org/) as its runtime environment. HTML com-
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ponents are made with the Bootstrap framework (http://getbootstrap.com/), and D3.js [BOH11] is

used tomodify the visualized researchmaps, which are created as SVGfileswithGraphviz [EGK01].

JavaScript and the jQuery library (https://jquery.com/) are also used. PubMed’s application pro-

gramming interface (API) (http://eutils.ncbi.nlm.nih.gov) provides bibliographic information for

published research articles, and the NeuroLex API, maintained by the Neuroscience Information

Framework (NIF) [GAA08], provides suggested auto-completions for users’ input.

ResearchMaps uses the Neo4j 2.2.1 graph database and its query language Cypher. The

database schema is designed as follows. Each user is assigned a User node, which is connected

to Paper nodes that represent each research article (or private project) for which a user creates a

research map. Each Paper node is connected to a number of Experiment nodes—one for each

experiment (or hypothetical assertion) that is entered for a given map. Each Experiment node is

connected to two NeurolexTerm nodes representing the agent and the target for that particular

experiment. Agent and target (NeurolexTerm) nodes are connected by edges with properties to

store the information used to calculate each edge’s CEI.
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Figure 3.4: The localmap of ResearchMaps. The form on the left is used to input information. The

citation on the top indicates the article whose research map is displayed. Highlighted in yellow are

edges that reflect the article’s main ideas. Users can double-click on any edge to retrieve PubMed

citations that are potentially relevant to the agent–target relation. © 2018 Matiasz et al. [MWD18];

licensed under cc by 4.0.
40



Figure 3.5: The global map of ResearchMaps. The form on the left is used to query all the research

maps in the application’s database. On the right is a panel that displays the research map returned

in response to the query. © 2018 Matiasz et al. [MWD18]; licensed under cc by 4.0.
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Figure 3.6: Provenance of edges in the global map. Each edge in the global map can be clicked,

revealing a table that lists every empirical result or hypothetical assertion recorded for that edge.

Each entry in this table has a link to the local research map that contains the edge that was clicked.

© 2018 Matiasz et al. [MWD18]; licensed under cc by 4.0.
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CA

0.0625 ↓

IP3R

0.0625 ↓

0.0625 ↓

IO

0.0625 ↓

cbl-b

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

DFF45

0.0625 ↓

0.0625 ↓

0.0625 ↓

neuron number

0.0625 ↓

H-ras

0.1 ↑

0.1 ↑

0.0625 ↑

0.1 ↑

0.125 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

glutamate receptor currents

0.0625 ↑

axon terminal volume

0.0625 ↑

PSD thickness

0.0625 ↑

mobilization reserve pool

0.0625 ↑

vesicle docking

0.1 ↑

vesicle number

0.0625 ↑

P-AKT

0.0625 ↑

spatial memory

0.0625 ↑

dendritic spine

0.0625 ↑

0.0625 ↓

0.0625 ↓

psynapsin I

histidine decarboxylase

0.1 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

Glutamate

0.0625 ↓

GABA

0.0625 ↓

0.0625 ↑

nociceptin receptor

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

contextual learning

0.0625 ↓

Cdk5

0.0625 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

0.125 ↓

amygdala learning

0.0625 ↓

NR2B mRNA

0.0625 ↓

NR2A

0.0625 ↓

spatial learning reversal

0.0625 ↓

0.0625 ↓

contextual conditioning extinction

0.0625 ↓

GluR1

0.0625 ↓

NR1

0.0625 ↓

Calpain

0.0625 ↓

0.1 ↓

NMDAR current

pJacob

0.0625 ↓

S100B

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0688 ↑ ↓

LTP saturation

0.0625 ↓

astrocyte activation

calcium

0.0625 ↑

alpha-internexin

0.0625 ↑

0.0625 ↑

0.125 ↑

0.0625 ↑

0.1625 ↑ ↓

0.0625 ↑

0.125 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.1 ↑

0.0625 ↑

structure

0.0625 ↑

cued conditioning extinction

0.0625 ↑

D-amino-acid oxidase

0.0625 ↓

0.0625 ↓

0.0625 ↑

BRAF

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

CTA extinction

0.0625 ↓

contextual extinction

0.0625 ↓

Motor learning

0.0625 ↓

ERK

0.0625 ↓

0.0625 ↑

p25

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.1 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

astrogliosis

0.0625 ↑

astrogliosis

0.0625 ↑

neurodegeneration

dendritic spine density

0.1 ↑

0.0625 ↑

synapse density

0.1 ↑

atrophy

0.0625 ↑

contextual conditioning consolidation

0.0625 ↑

synaptophysin

0.0625 ↑

p35

0.1 ↓

0.0688 ↑ ↓

ADCY1

0.0625 ↑

0.0625 ↑

0.1 ↑

0.0625 ↑

0.1 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

ADCY1+8

0.0625 ↓

NCX2

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.125 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

CA1 PTP

0.0625 ↓

Synaptic transmission

0.0625 ↓

NCX

0.0625 ↓

0.0625 ↑

AZIP

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.1 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

C/EBPbeta

0.0625 ↑

enrecognition particle 14 kDa

0.0625 ↑

carbonic anhydrase 4

0.0625 ↑

SCCA2

0.0625 ↑

Tal2

0.0625 ↑

ATF4

0.0625 ↑

C/EBPalpha

0.0625 ↑

gene transcription

0.1563 ↓

adenylate cyclase

0.0625 ↑

0.125 ↑

0.0625 ↑

pGCN2

0.0625 ↑

calcineurin

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.1094 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.1 ↓

tetanic depolarization

0.0625 ↓

0.0625 ↓

0.0625 ↓

K-ras

0.0625 ↓

0.0625 ↓

eIF2alpha phosphatase

0.1 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

eIF2alpha

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

CTA memory

0.0625 ↓

morphology

0.0625 ↓

translation

0.0625 ↑

GCN2

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.125 ↑ ↓

0.0625 ↓

weak spatial learning

0.0625 ↓

EGR-1

0.0625 ↓

strong spatial learning

0.0625 ↓

TLCN

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

learning

0.0625 ↓

acoustic startle

0.0625 ↓

sensory motor gating

0.0625 ↓

0.0625 ↓

0.0625 ↓

tPA

0.1 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

brain neuroanatomy

0.0625 ↑

M1 receptor

0.0625 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓memory consolidation

0.0625 ↓

forgeting

0.1 ↓

social discrimination

0.0625 ↓

cued conditiioning

0.0625 ↓

cued conditioining

0.0625 ↓

SIX5

0.0625 ↓

0.0625 ↓

DMPK

0.0625 ↓

0.0625 ↓

MBNL1

0.0625 ↓

0.0625 ↓

0.1 ↓

Anhedonia

0.0625 ↓

Motivation

0.0625 ↓

ataxin-2

0.1 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

hearing

0.0625 ↓

pain perception

0.1 ↓

palpha CaMKII TT305

0.0625 ↑

0.0625 ↑

0.1 ↑

0.0625 ↑

0.0625 ↑

betaCaMKII

0.0625 ↑

palpha CaMKII TT305/6VA

0.0625 ↑

0.1 ↑

0.0625 ↑

0.0625 ↑

low frequency responses

0.0625 ↑

0.0625 ↑

2 theta LTP

0.0625 ↑

100 Hz/0.04 s LTP

0.0625 ↑

reversal spatial learning

0.0625 ↑

synaptotagmin IV

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

balance

0.0625 ↓

Pre-training hippocampus

0.0625 ↓

0.0625 ↓

post-training hippocampus

0.0625 ↓

KVbeta1.1

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

LTP

0.1 ↓

Ca2+- activated K+ channels

0.1 ↓

0.0625 ↓

catalepsy

0.0625 ↓

motor strength

0.0625 ↓

motor coordination

0.0625 ↓

seizure

0.0625 ↓

Leak Conductance

0.0625 ↓

Ataxia

0.0625 ↓

A-type K+

0.1 ↓

0.0625 ↓

0.1 ↓

0.1429 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

protein synthesis termination

0.0625 ↓

cued conditioning retrieval

0.1 ↓

DISC1

0.0625 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

NUDEL

0.0625 ↓

dendritic structure

0.0625 ↓

NR2B/alpha-CaMKII association

0.1 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

CA1 PPF

0.0625 ↓

pGluR1-S831

0.0625 ↓

Densin/aCaMKII association

0.0625 ↓

HIV Tat

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

cell health

0.0625 ↑

neuronal death

0.0625 ↑

synaptic strucure

0.0625 ↑

SYT2

0.0625 ↑

HIV-tat

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.125 ↑

spatial relearning

0.0625 ↑

HIV-gp120

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

NMDAR-extrasynaptic

0.0625 ↑

jacob-nucleus

0.0625 ↑

0.225 ↑ ↓

0.0625 ↓

Neuronal death

0.0625 ↑

0.125 ↑ ↓

0.125 ↑

GABA(A) receptor alpha5 subunit

0.0625 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

NMDAR-synaptic

0.0625 ↑

0.0625 ↑

jacob-nuclear

0.1 ↑

GABAa-R

0.0625 ↓

0.0625 ↓

jacob-synapses

0.0625 ↓

MEK1/2

0.0625 ↓

fyn

0.0625 ↓

0.0625 ↓

0.1094 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

cell number

0.0625 ↓

dendritic density

0.0625 ↓

yes

0.0625 ↓

0.0625 ↓

src

0.0625 ↓

0.0625 ↓

abl

0.0625 ↓

0.0625 ↓

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

fear response

0.0625 ↑

0.1 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

shock

0.0625 ↑

NMDAR 2A

0.1 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

Enrichment

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

non-perforated synapses

0.0625 ↑

L-type Ca2 Channel

0.0625 ↓

0.1 ↓

CaMKII

0.0625 ↓

0.0625 ↓

0.0625 ↓

adenylyl cyclase

0.0625 ↑

MEK1

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.1 ↓

poly A

0.0625 ↓

CBP

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.1 ↓

0.0625 ↓

0.0625 ↓

skull integrity

0.0625 ↓

histone H3 acetylation

0.0625 ↓

histone H2B acetylation

0.125 ↓

histone H2A acetylation

0.0625 ↓

histone H4 acetylation

0.0625 ↓

CDC42

0.1 ↓

0.1094 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

Working memory

0.0625 ↓

dendritic spine structural plasticity

0.0625 ↓

spine enlargement

CCL3/MIP-1α

0.0625 ↑

amygdala

0.0625 ↓

0.0625 ↑

Farnesyl transferase

0.0625 ↓

cortical–hippocampal circuits

entorhinal cortex

Entorhinal layer III to CA1 pathway

CA3 to CA1 pathway

persistent firing

MECIII input to CA1 distal dendrites

mGluR1

CA1 time cells activated in succession

Island cells axons of Entorhinal layer III

GABAergic interneurons in CA1

medial septum

muscarinic receptors

Lsd1n

H3 K4 demethylation

0.0625 ↑

H4 K20 demethylation

0.0625 ↑

H3K4me2 demethylation

0.0625 ↑

H3K4me1 demethylation

0.0625 ↑

H3K9me1 demethylation

0.0625 ↑

H3K9me2 demethylation

0.0625 ↑

H4K20me1 demethylation

0.0625 ↑

CoREST

0.0625 ↑

KCl-mediated depolarization

Lsd1n activation

0.0625 ↑

Lsd1n binding to CREB motifs

0.0625 ↑

Lsd1n binding to MEF2 motifs

0.0625 ↑

Lsd1n complex with CREB

0.0625 ↑

Lsd1n complex with MEF2

0.0625 ↑

Lsd1n bound to MEF2 enhancers

0.0625 ↑

Lsd1n bound to CREB enhancers

0.0625 ↑

transcriptional elongation

0.0625 ↑

transcriptional initiation

0.0625 ↑

RNA Pol II signals

0.0625 ↑

alternative splicing that yields Lsd1n

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

0.0625 ↓

activity-dependent gene expression

0.0625 ↓

Npas4

0.1 ↓

0.0625 ↓ 0.0625 ↓

ARC transcriptional elongation

0.0625 ↓

Egr1 transcriptional elongation

0.0625 ↓

H4K20me1

0.0625 ↓

H4K16Ac

0.0625 ↓

H3K36me3

0.0625 ↓

circadian rhythm

0.0625 ↓

Btg2

0.0625 ↓

Egr1

0.0625 ↓

0.0625 ↑

0.0625 ↑

N-ras

0.0625 ↓

neurofibromin

GIRK channels

0.0625 ↑

excitability 1/3 neurons

cued conditioning memory retrieval

0.0625 ↓

eIF4E

0.0625 ↑

0.1 ↑

0.0625 ↑

0.0625 ↑

0.0625 ↑

0.1 ↑

0.1 ↑

0.0625 ↑

0.1 ↑

eIF4E–eIF4G interactions

0.1 ↑

eIF4E-4E-BP interactions

0.0625 ↑

eIF4G

0.0625 ↑

eIF4B

0.0625 ↑

eIF4A

0.0625 ↑

4E-BP

0.0625 ↑

repetitive digging behaviour

0.0625 ↑

self- grooming

0.0625 ↑

extinction of cued conditioning

0.0625 ↑

frequency mIPSC

0.1 ↑

spine volume

0.0625 ↑

mGluR-LTD

0.0625 ↑

motor learning

0.0625 ↑

sensorimotor gating

0.0625 ↑

Amplitude mIPSC

0.0625 ↑

de novo cap-dependent translation

0.0625 ↑

Hyperactivity

0.0625 ↑

0.0625 ↑

ASD-like deficits

Figure 3.7: This is Alcino Silva’s personally curated research map of work in the field of memory

allocation, as well as related work that either overlaps or connects to the work in memory allocation.

Tominimize the number of nodes, only theWhat property of each node is shown, so that nodeswith

different Where and When properties (but identical What properties) are collapsed into one. Nodes

in orange appear only in research maps for articles on memory allocation. Nodes in red appear not

only in research maps for articles on memory allocation but also in research maps of related work.

© 2018 Matiasz et al. [MWD18]; licensed under cc by 4.0.
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chapter 4

Collecting constraints on causal structure

Data that is collected from a system can be analyzed to identify conditional dependence and inde-

pendence relations among the system’s variables. These statistical relations can then be used to

infer the causal structure that governs the system from which the data was collected. This infer-

ence is permitted by bridge principles, which “connect what can be observed to the underlying causal

structure that generates the phenomena” [Ebe09]. In this dissertation, what can be observed is ex-

pressed as conditional (in)dependence relations; the underlying causal structure is expressed as a

causal graph. The bridge principles that connect (in)dependence relations to causal graphs are the

causal Markov and causal faithfulness conditions (§ 2.2). Together, these conditions allow for a

relation between conditional (in)dependencies in a probability distribution and specific structures

in a causal graph [SGS00]. For instance, if two variables in a system are statistically dependent,

the system’s causal graph will have certain features, such as one or more paths that correspond to

this statistical dependence. The (in)dependence relations obtained from a system thus constrain

which causal structures can accurately describe the system, and such relations can serve as inputs

to constraint-based causal discovery algorithms (e.g., [HHE13, HEJ14]).

We express causal-structure constraints in the form X⊥⊥ Y | C || J, where X and Y are two

variables involved in an independence relation;C is a (possibly empty) set of variables on which we

must statistically condition for the relation to hold; and J is a (possibly empty) set of variables that

underwent experimental intervention when the relation manifested [HEJ14]. Dependence state-

ments instead use the “not-independent” symbol ( ⊥̸⊥ ). The empty-set symbol (∅ ) is used to de-

note empty sets forC and J. An example of an (in)dependence relation is

long-term potentiation ⊥̸⊥ spatial learning | ∅ || long-term potentiation,

which states that long-term potentiation and spatial learning were observed to be (unconditionally)
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dependent in an experiment that intervened on long-term potentiation.

Below, § 4.1 describes how research-map annotations of the literature can be translated into

formal constraints on causal structure for use in constraint-based causal discovery, which is pre-

sented inChapter 5. I refer the reader to Eberhardt [Ebe17] for a discussion of howone can formalize

background assumptions to further constrain the search over causal structures.

4.1 Annotating empirical results in literature

Although the primary data for many studies remains inaccessible to most researchers, research

articles commonly report statistical information that can be formalized as constraints on causal

structure. Examples of this information include statistical tests for the correlation between mea-

sured variables. A research map that captures this statistical information can thus be translated

into (in)dependence relations, to be used for constraint-based causal discovery. Table 4.1 presents

this translation for research map annotations involving two phenomena, one agent and one target.

In this translation, a research map’s distinction between a positive correlation (an excitatory rela-

tion) and negative correlation (an inhibitory relation) is discarded in the causal-structure constraint:

these cases are both mapped to a dependence relation ( ⊥̸⊥ ). (In § 9.5.5, I discuss the possibility of

incorporating this sign information into the search over causal structures.)

A research map is not the only representation that can be used to represent causal-structure

constraints from the literature. In principle, one could use any representation with all the com-

ponents required to instantiate an (in)dependence relation. Research maps were used for the work

presented in this dissertation primarily because theResearchMapsweb application greatly facilitates

this annotation.

These annotations can be used as input for constraint-based causal discovery, yielding causal

graphs that aremaximally consistent with the evidence that has been extracted from literature. This

process, which is described in the next chapter, formalizes what scientists normally do when they

read research articles: they attempt to “stitch” the various findings together, forming a coherent

picture of a system whose dynamics are consistent with the annotated evidence. But as I discuss in

§ 1.1, a body of evidence rarely identifies one unique causal graph; instead, it is usually consistent

with multiple graphs, each with its own causal structure. Through their ability to identify every
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Method Agent’s change Target’s change Relation Constraint

intervention

increase

increase excitatory A ⊥̸⊥ T | ∅ || A

no change no-connection A⊥⊥ T | ∅ || A

decrease inhibitory A ⊥̸⊥ T | ∅ || A

decrease

increase inhibitory A ⊥̸⊥ T | ∅ || A

no change no-connection A⊥⊥ T | ∅ || A

decrease excitatory A ⊥̸⊥ T | ∅ || A

observation

increase

increase excitatory A ⊥̸⊥ T | ∅ || ∅

no change no-connection A⊥⊥ T | ∅ || ∅

decrease inhibitory A ⊥̸⊥ T | ∅ || ∅

decrease

increase inhibitory A ⊥̸⊥ T | ∅ || ∅

no change no-connection A⊥⊥ T | ∅ || ∅

decrease excitatory A ⊥̸⊥ T | ∅ || ∅

Table 4.1: The translation of research map annotations to (in)dependence relations for use in

constraint-based causal discovery. This table includes research map annotations involving only one

agent and one target.

consistent causal graph, causal discovery algorithms help scientists to avoid bias when they search

for consistent graphs and construct new hypotheses based on them. Evaluations in § 8.3 show how

research-map annotations can prune the viable model space of causal graphs, bringing scientists

closer to the true causal graph.
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chapter 5

Identifying consistent causal structures

This chapter presents the constraint-based causal discovery algorithm introduced by Hyttinen et al.

[HEJ14]. Although this method is not a contribution of this dissertation, it is a crucial component

of the meta-analytic pipeline presented in Figure 1.4 and is thus presented here for completeness.

Technical details regarding the software implementation of the algorithm are also provided. The

source code for this method is currently available at https://sites.google.com/site/ajhyttin/. This

algorithm was chosen for the pipeline because it is currently the state of the art in causal discovery.

Among current methods, it considers the most general model space: neither acyclicity nor causal

sufficiency needs to be assumed; the algorithm can thus consider models that contain both cycles

(feedback) and latent confounders. Additionally, the algorithm’s constraint-based approach enables

the formalization of background assumptions [Ebe17], as well as the degree-of-freedom approach

described in § 6.2.

The intuition for this algorithm is as follows. Scientists will perform experiments to under-

stand the causal relations that govern the phenomena in a system. These phenomena and the causal

relations between them can be represented by the nodes and directed edges that compose a causal

graph. We will call this causal graph that correctly models the system the true causal graph. In ad-

dition to this true graph, there are other graphs with the same variables but different sets of edges,

corresponding to different causal explanations of the system’s behavior. The number of possible

causal graphs is very large, even for small sets of variables (§ 2.2). Thus, the scientist who performs

experiments to identify the true causal graph is “searching for a needle in a really huge haystack of

falsehoods” [Gly04].

An experiment’s result can show the scientists which parts of the haystack are safe to remove:

namely, all the causal graphs that are inconsistent with the result.1 When a result is expressed as

1 An erroneous result canmislead scientists bymotivating them to remove a part of the haystack that in fact contains
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a conditional (in)dependence relation (Chapter 4), the rules of d-separation (§ 2.2) can be used

to identify the particular causal graphs that are consistent with the result. Any scientist who un-

derstands d-separation can use a pen and paper to check whether an (in)dependence relation is

consistent with a causal graph. But this computation is infeasible to do manually when there are

thousands of possible graphs, as is true even for a system with only five variables. Therefore, the

strategy taken by Hyttinen et al. is to have this computation performed by a machine.

The algorithm uses answer set programming (ASP), a type of logic programming that is use-

ful for solving very challenging problems such as NP-hard optimization tasks. It is based on the

concept of declarative constraint satisfaction [GL88, Bar03]. In this context, the constraints are

(in)dependence relations, and they are satisfied only by the particular causal graphs that encode

those relations, as given by the rules of d-separation.

The algorithm proceeds in the following steps. First, (in)dependence relations among the sys-

tem’s variables are obtained—either by performing statistical independence tests on data [HEJ14],

or by annotating qualitative information in the literature (§ 2.1 and § 4.1). If none of the constraints

conflict with each other, then a Boolean satisfiability (SAT) solver [BHM09] is sufficient to find the

consistent causal graphs [HHE13]. However, if the constraints contain conflicts—for instance, if

one constraint states that X and Y are independent, while another states that they are dependent—

then a Boolean maximum satisfiability (MaxSAT) solver [BHM09] is required: in this case, each

constraint is assigned a weight that denotes its confidence, and the solver finds the causal graphs

that minimize the sum of the weights for unsatisfied constraints. Weights can be assigned based on

the p-values of independence tests [HEJ14] or based on other measures of confidence, such as the

cumulative evidence index (§ 6.1) for the research-map edge fromwhich the constraint was derived

(§ 4.1). Hyttinen et al. present the constrained optimization problem as follows: given a set K of

conditional (in)dependence constraints for a set of variablesV, and a non-negative weight w(k) for

each k inK, we wish to find the causal graph G∗ (from the class of causal graphs, G, with vertices in

V) such that

G∗ ∈ argmin
G∈G

∑
k∈K:G̸|=k

w(k) . (5.1)

the needle (i.e., the true causal graph). This dissertation does not model scientists’ fallibility; instead, the focus is on
how to reason with evidence and plan experiments, assuming that those experiments will be performed competently.
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A state-of-the-art MaxSAT solver named Clingo [GKK11] is guaranteed to converge to a globally

optimal solution, thus identifying the causal graphs that maximally satisfy the constraints.

Clingo reads independence constraints in the form indep(X,Y,C,J,M,W); dependence

constraints take the formdep(X,Y,C,J,M,W). For both forms, X andY are two variables involved

in an (in)dependence relation; C denotes the conditioning setC; and J denotes the intervention set

J (Chapter 4). The parameter M denotes themarginalization set; for all the analyses and simulations

in this dissertation, the set M is equal toV \ ({X,Y } ∪ C ∪ J), which is the set of all variables in

the system other than the variables in {X,Y },C, and J. Lastly, the parameter W denotes the weight

assigned to the constraint.

Variables X and Y are indexed according to an integer index (1,2,3, . . . ). For example, a sys-

tem with four variables would assign the indices 1, 2, 3, and 4 to the variables. Every constraint

lists the parameters X and Y in ascending order. For instance, if variables 1 and 3 appear in a depen-

dence relation, the constraint is written dep(1,3,…), not as dep(3,1,…). Unlike X and Y, the

parameters C, J, and M are indexed according to the following binary scheme: given a system with

N variables, a string of N binary digits is used as a set of indicator variables to show which of the

system’s variables are included in a given set. For example, if N = 4, and we want to construct a

conditioning set that contains only the variable with the integer index 4, we construct the string of

digits 1000 in binary notation, which is equivalent to 8 in decimal notation. In this case, parameter

C in the constraint syntax would be set to 8, yielding the constraint dep(X,Y,8,…). As another ex-

ample, if we want to construct an intervention set with the integer indices 3 and 4, we construct the

string 1100 in binary and thus 12 in decimal. Parameter J would thus be set to 12, yielding the con-

straint dep(X,Y,C,12,…). Table 5.1 gives the ASP-encoded constraints for the (in)dependence

relations in Figure 1.4.

A set of (in)dependence constraints is input into Clingo, which then computes the causal

graphs that are optimal according to Equation 5.1. Clingo can output either one optimal solution

or every optimal solution; the latter case is invoked by adding the flag –opt-mode=optN in the

call to Clingo [GKK15]. When there are no conflicting constraints, all the output graphs will be

consistent with all the input constraints, yielding aMarkov equivalence class (§ 2.2.1). When there

are conflicting constraints, the graphs will not be consistent with all the constraints, but they will
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(In)dependence relation ASP input

X ⊥̸⊥ Y | ∅ || ∅ dep(1,2,0,0,4,W)

Y ⊥̸⊥ Z | ∅ || ∅ dep(2,3,0,0,1,W)

X ⊥̸⊥ Z | ∅ || ∅ dep(1,3,0,0,2,W)

X⊥⊥ Z | {Y} || ∅ indep(1,3,2,0,0,W)

Table 5.1: The ASP encodings for the (in)dependence relations (i.e., Clingo’s input) in Figure 1.4.

The variables X, Y, and Z are identified with the integer indices 1, 2, and 3, respectively. Weights

are not assigned to these constraints; the parameter W is used as a placeholder.

still be optimal according to Equation 5.1. As a shorthand, this dissertation also refers to this set of

graphs as an equivalence class (§ 2.2.1 explains these two usages of “equivalence class”).

Each causal graph inClingo’s output is described by set of statements of the formedge(X,Y).

For example, the integer-indexed graph 1→ 2→ 3 is encoded by the statements edge(1,2) and

edge(2,3). The graph 1← 2→ 3 is encoded by edge(2,1) and edge(2,3). If Clingo is run

without assuming causal sufficiency, graphs with latent variables (and thus confounding relations)

are encodedwith the syntax conf(X,Y), which denotes that the variablesX andY are confounded.

Table 5.2 uses this encoding to express the equivalence class in Figure 1.4.

Causal graph ASP output

X → Y→ Z edge(1,2), edge(2,3)

X ← Y→ Z edge(2,1), edge(2,3)

X ← Y← Z edge(2,1), edge(3,2)

Table 5.2: The ASP encoding (i.e., Clingo’s output) for the causal graphs in Figure 1.4. The vari-

ables X, Y, and Z are identified with the integer indices 1, 2, and 3, respectively.

Scientists can use algorithms like the one above to find causal explanations for their data.

Thanks to the mathematization of causality, this task can now be performed objectively and ex-

haustively, diminishing the potential for bias. Scientists can spend their time on more challenging

tasks that have not yet been operationalized with such precision, such as designing experimental
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protocols and defining the phenomena that are to be included in a causal model. This reliance on

machines to find consistent causal graphs should be no more taboo than the reliance on machines

to compute descriptive statistics for datasets. What is true of arithmetic is now true of this causal-

reasoning task: what once needed to be done by hand should now be performed more efficiently by

machines. Of course, there can always be disagreements regardingmodeling assumptions, but these

considerations also apply to causal reasoning performed by humans. In the next chapter, I discuss

how machine-readable data structures like causal graphs can be used as the basis for experiment

planning, which entails causal reasoning. Although designing an experiment has not been formal-

ized to the same extent, aspects of this process can be made more objective and communicable by

using causal graphs as the representational tool over which we quantify causal underdetermination.

The use cases presented in § 8.2 illustrate how human cognition can be augmented by these com-

putational approaches.
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chapter 6

Quantifying evidence and causal underdetermination

When scientists amalgamate empirical results, they can view the activity as trying to quantify either

evidence or uncertainty. This chapter shows how these two complementary approaches can be

guided by research maps and causal graphs.

6.1 Quantifying evidence in research maps

Evidence is meaningful only when it entails a relation between facts and hypotheses. Facts alone

cannot constitute evidence whose weight or strength can be measured, devoid of context [Goo50,

OG74, VC18]. For instance, a patient’s cough is not stronger evidence than his bruise until these

facts are consideredwith respect to the hypothesis that the patient is sick. If the hypothesis changes,

the weight of the evidence changes accordingly: if we hypothesize that the patient has fallen, his

bruise now carries more evidential weight than his cough.

The research-map framework defines a cumulative evidence index (CEI) for quantifying evi-

dence [MWD18]. In a researchmap, each fact is an empirical result regarding two phenomena; each

hypothesis posits a specific relation between these two phenomena—either excitation, inhibition,

or no-connection (§ 2.1). The CEI quantifies the extent to which empirical results lend evidence to

these relations. This calculation uses a Bayesian model of scientific consensus building to express

many of the commonsense intuitions that researchers use to reason about evidence.

The CEI for a research-map edge is calculated as follows. Let C =
{
↑,∅↑,∅↓, ↓

}
denote

the set of all study classes, where c = ↑ denotes the class positive intervention; c = ∅↑ denotes

the class positive non-intervention; c = ∅↓ denotes the class negative non-intervention; and c = ↓

denotes the class negative intervention. Let R = {E ,N , I} denote the set of relations that can exist

between two phenomena and for which a study can provide evidence, where E denotes an excitatory
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relation; N denotes a no-connection relation; and I denotes an inhibitory relation. Thus, a study

of class c ∈
{
↑,∅↑,∅↓, ↓

}
can yield evidence in support of relation r ∈ {E ,N , I}.

Letαc = (αc,E , αc,N , αc,I); let θc = (θc,E , θc,N , θc,I), and let xc = (xc,E , xc,N , xc,I), where

(θc,E , θc,N , θc,I) ∼ Dir(αc,E , αc,N , αc,I) , (6.1)

(xc,E , xc,N , xc,I) ∼Mult(θc,E , θc,N , θc,I ,nc) . (6.2)

Here, αc,r is the prior weight given to relation r supported by studies of class c; θc,r is the probability

that the next study of class c will yield evidence in support of relation r; xc,r is the number of studies

of class c that have yielded evidence in support of relation r; and nc is the number of studies of

class c that have been performed. For each study class c, we can define xc (compare to the table in

Figure 6.1):

x↑ = [x↑,E , x↑,N , x↑,I ] , (6.3)

x∅↑ =
[
x∅↑,E , x∅↑,N , x∅↑,I

]
, (6.4)

x∅↓ =
[
x∅↓,E , x∅↓,N , x∅↓,I

]
, (6.5)

x↓ = [x↓,E , x↓,N , x↓,I ] . (6.6)

The CEI for an edge is based on the values of θc for each of the study classes, which are

updated as additional studies are recorded, thereby changing the values of xc. We are thus interested

in estimating eachθc in light of the evidence represented by each xc. Applying Bayes’ theorem yields:

p(θc | xc,αc) ∝ p(xc | θc)p(θc | αc) , (6.7)

∝ θ
αc,E+xc,E−1
c,E θ

αc,N+xc,N−1
c,N θ

αc,I+xc,I−1
c,I , (6.8)

The posterior distribution is in the form of a Dirichlet distribution, so we have that:

θc | xc,αc ∼ Dir(αc + xc) . (6.9)

The expected value of this distribution is thus expressed as:

E [θc,r | xc,αc] =
αc,r + xc,r∑

r αc,r + nc
. (6.10)
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If αc,r = 1 for all c and r, the above expression becomes:

E [θc,r | xc,αc,r = 1] =
1+ xc,r

|R|+ nc
, (6.11)

which is an implementation of Laplace (add-one) smoothing.1

In the absence of evidence (i.e., before any studies are performed), xc,r = 0 for all c, r. We

denote this state by θo:

θo = E [θc,r | xc = (0,0,0) ,αc,r = 1] =
1
|R|

=
1
3
. (6.12)

Let θ denote the set of mean r-components across all the study classes—an expression of

convergence:

θ =
1
|C|

[∑
c

E [θc,E | xc,αc,E = 1] ,
∑

c

E [θc,N | xc,αc,N = 1] ,
∑

c

E [θc,I | xc,αc,I = 1]

]
. (6.13)

The relation assigned to the research-map edge is the relation with the largest component in θ:

argmax
r

θr . (6.14)

The CEI assigned to the research-map edge equals:

max θ − θo

1− θo
, (6.15)

where max θ denotes the largest component of θ. In cases where two or more components of θ are

equal, neither a relation nor a CEI is assigned to the edge.

To develop an intuition for this scoring approach, consider the following example, which uses

the studies involving CREB and the number of Arc neurons that are depicted in Figure 6.2. In this

research map, the edge connecting these two nodes represents three studies: two positive interven-

tions of CREB resulting in no change in the number of Arc neurons, and one negative intervention

of CREB, again resulting in no change. Together, these three studies provide evidence for a no-

connection edge between the two nodes. Before any of these studies were performed, θc was uni-

form for all c. After the first study, in which a positive intervention produced no change in the target,

θc = (0.25,0.50,0.25) and the CEI of the edge was 0.0625. After the second positive intervention

(with the same result as the first), the CEI of the edge became 0.1000.
1 I am grateful to Justin Wood for suggesting that we use Laplace smoothing.

54



If ↵
c,r = 1 for all c and r, the above expression becomes 194

E

⇥

✓
c,r | xc

, ↵
c,r = 1

⇤

=
1 + x

c,r

|R| + n

c

, (11)

which is an implementation of Laplace (add-one) smoothing. 195

In the absence of evidence (i.e., before any experiments are performed), x

c,r = 0 for all c, r. 196

We denote this state by ✓
o

: 197

✓
o

= E

⇥

✓
c,r | xc

= (0, 0, 0) , ↵
c,r = 1

⇤

=
1
|R| =

1
3
. (12)

Let ✓̄ denote the set of mean r-components across all experiment classes (an expression of 198

convergence): 199

✓̄ =
1
|C|

2

6

6

6

6

6

4

X

c

E

⇥

✓
c,E | xc

, ↵
c,E = 1

⇤

,
X

c

E

⇥

✓
c,N | xc

, ↵
c,N = 1

⇤

,
X

c

E

⇥

✓
c,I | xc

, ↵
c,I = 1

⇤

3

7

7

7

7

7

5

.

(13)
The relation assigned to the research-map edge is the relation with the largest component in ✓̄: 200

argmax
r

✓̄
r

. (14)

The score assigned to the research-map edge is 201

max ✓̄ � ✓
o

1 � ✓
o

, (15)

where max ✓̄ denotes the largest component of ✓̄. In cases where two or more components of ✓̄ 202

are equal, neither a relation nor a score is assigned to the edge. 203

See Fig 1 for a depiction of a shorthand calculation of an edge’s score. See Fig 2 for plots of 204

how the score of an edge increases with each subsequent experiment due to the principles of 205

consistency and convergence. 206

B+ B0 B�

A " 5 1 1

A?" 1 1 2

A?# 1 1 2

A # 1 1 1

P(E) = (1/4)
⇥

(5/7)" + (1/4)?" + (2/4)?# + (1/3)#
⇤

= 0.449
P(N ) = (1/4)

⇥

(1/7)" + (1/4)?" + (1/4)?# + (1/3)#
⇤

= 0.244
P(I) = (1/4)

⇥

(1/7)" + (2/4)?" + (1/4)?# + (1/3)#
⇤

= 0.307

Relation = Excitatory Score =
0.449 � (1/3)

1 � (1/3)
= 0.174

Fig 1. A shorthand method for calculating the score of an edge in a research map. A table
representing the model space of experiments is instantiated with a pseudocount of one (a form of
Laplace smoothing). The symbols along the left indicate the classes of experiments involving an
Agent, A: Positive Intervention (A "), Positive Non-intervention (A?"), Negative
Non-intervention (A?#), and Negative Intervention (A #). The symbols along the top indicate
the results recorded in a Target, B: increase (B+), no change (B0), and decrease (B�). This
particular instantiation of the scoring table encodes four (5 � 1) Positive Interventions that
caused the Target to increase, one (2 � 1) Positive Non-intervention that caused the Target to
decrease, and one (2 � 1) Negative Non-intervention that caused the Target to decrease. There
are thus five experiments suggesting an Excitatory relation (green regions), and one experiment
suggesting an Inhibitory relation (red region).

It is worth noting that the scores derived from the above scoring algorithm, which is based on 207

Bayesian principles, closely resemble those derived from another heuristic scoring approach 208

from early versions of research maps, which expressed scientists’ intuitions regarding the 209

integration of evidence [2]. See S1 Fig for a comparison of these two scoring approaches. 210

PLOS 6/23

Figure 6.1: A shorthand method for calculating the CEI for an edge in a research map. A table rep-

resenting the model space of studies is instantiated with a pseudocount of one (a form of Laplace

smoothing). The symbols along the left indicate the study classes involving an agent, A: positive

intervention (A ↑), positive non-intervention (A∅↑), negative non-intervention (A∅↓), and nega-

tive intervention (A ↓). The symbols along the top indicate the results recorded in a target, B: in-

crease (B+), no change (B0), and decrease (B−). This particular instantiation of the scoring table

encodes four (5− 1) positive interventions in which the target increased, one (2− 1) positive non-

intervention in which the target decreased, and one (2− 1) negative non-intervention in which the

target decreased. There are thus five studies suggesting an excitatory relation (green regions), and

one study suggesting an inhibitory relation (red region). © 2018 Matiasz et al. [MWD18]; licensed

under cc by 4.0.

CREB
lateral amygdala
before training

number of Arc neurons
lateral amygdala

24 hrs after training

0.1625 ↑ ↓

Figure 6.2: An example of an edge in a research map. This research map encodes three studies:

two positive interventions ( ↑ ) and one negative intervention ( ↓ ). This edge is part of the research

map for Han et al. [HKY07]. © 2018 Matiasz et al. [MWD18]; licensed under cc by 4.0.

The first positive intervention thus changed the CEI by 0.0625, while the second experiment

changed the CEI by 0.0375. These two changes in the CEI illustrate how the principle of consis-

tency (§ 2.1) is expressed quantitatively by the scoring algorithm: each subsequent study that yields

consistent results will increase the CEI, albeit by an amount that is less than the amount contributed

by the previous consistent study in the same class.
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After the third experiment, in which a previously unrepresented study class (negative inter-

vention) yielded a consistent result (no change), the CEI increased to 0.1625, for a net change of

0.0625. This change demonstrates another desirable feature of the CEI: when consistent results

are obtained across multiple study classes, each sequence of studies within a class contributes the

same set of decaying amounts to theCEI, such that results across the four study classes are weighted

independently of the order in which they are obtained.

If a fourth study with conflicting evidence were recorded—e.g., a positive non-intervention

yielding an increase in the target—the CEI would drop to 0.1313. Appropriately, the conflicting

evidence would undermine the still dominant evidence that the relation between the two nodes is

no-connection. Had this conflicting evidence come from another positive intervention, a study class

already represented in the CEI, the CEI would have dropped to 0.1250. This larger drop (compared

to the one incurred for a conflicting positive non-intervention) reflects the principle of divergence,

which is a corollary to the principle of convergence (§ 2.1): scientists tend to trust evidence from

a particular study class to the extent that studies within this class yield consistent results; equiva-

lently, scientists will mistrust a particular study class to the extent that studies within this class yield

conflicting results.

This model can be tuned along multiple parameters; the particular values in the example

above are specific tomodeling assumptions that can bemodified as needed. For instance, themodel

can accommodate any number of distinct study classes and relation types. Additionally, each study

does not have to contribute an equal weight to the CEI: aspects of each study, such as its p-value

or sample size, can be used to scale that study’s contribution. Similarly, each study class does not

have to be weighted equally: if a particular field is known to value one study class over another,

the weighting can reflect this preference, allowing the model to quantitatively express any evidence

hierarchy [MDR18]. Finally, the rate at which the CEI approaches one—or, equivalently, the impact

of the prior distribution—can be adjusted to change the number of studies that are needed to reach

a high level of confidence.

In the next chapter, I discuss how a research map can help to plan experiments. A research

map frames this task as the search for a study that could maximize the CEI for a single edge, or the

CEIs for a set of edges. The CEI has not yet been generalized to allow for a single map-level CEI.
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Fig 2. A shorthand method for calculating the score of an edge in a research map. A table
representing the model space of experiments is instantiated with a pseudocount of one (a form of
Laplace smoothing). The symbols along the left indicate the classes of experiments involving an
Agent, A: Positive Intervention (A "), Positive Non-intervention (A?"), Negative
Non-intervention (A?#), and Negative Intervention (A #). The symbols along the top indicate
the results recorded in a Target, B: increase (B+), no change (B0), and decrease (B�). This
particular instantiation of the scoring table encodes four (5 � 1) Positive Interventions that
caused the Target to increase, one (2 � 1) Positive Non-intervention that caused the Target to
decrease, and one (2 � 1) Negative Non-intervention that caused the Target to decrease. There
are thus five experiments suggesting an Excitatory relation (green regions), and one experiment
suggesting an Inhibitory relation (red region).

" " " "
0.00

0.25

Study class

Edge’s CEI

" ?" ?# #
Study class

Fig 3. The growth of an edge’s score due only to consistency (left) and due to convergence

(right). These plots show how the score of a research-map edge increases with each subsequent
experiment (all with agreeing results), due to the principle of consistency (left) and due to the
principle of convergence (right). The plot on the left represents repeated iterations of the same
class of experiment (e.g., Positive Intervention) with consistent results. The plot on the right
represents multiple iterations of experiments in which, at each iteration, one of the
least-represented classes of experiments was performed, leading to consistent results. These two
plots express an axiom of research maps: the principle of convergence carries greater
epistemological weight than the principle of consistency.

See Fig ?? for a depiction of a shorthand calculation of an edge’s score. See Fig ?? for plots 204

of how the score of an edge increases with each subsequent experiment due to the principles of 205

consistency and convergence. 206

It is worth noting that the scores derived from the above scoring algorithm, which is based on 207

Bayesian principles, closely resemble those derived from a heuristic scoring approach used in 208

early versions of research maps, which expressed scientists’ intuitions regarding the integration 209

of evidence [?]. See ?? for a comparison of these two scoring approaches; see ?? for the 210

derivation of the earlier heuristic scoring approach. 211

A scoring example 212

To develop an intuition for the above scoring approach, consider the following example, which 213

uses the experiments involving CREB and the number of Arc neurons that are depicted in Fig ??. 214

In this research map, the edge connecting these two nodes represents three experiments: two 215

Positive Interventions of CREB resulting in no change in the number of Arc neurons, and one 216

Negative Intervention of CREB, again resulting in no change. Together, these three experiments 217

provide evidence for a No-connection edge between the two nodes. Before any of these 218

experiments were performed, ✓
c

was uniform for all c. After the first experiment, in which a 219

Positive Intervention produced no change in the Target, ✓
c

= (0.25, 0.50, 0.25) and the score of 220

PLOS 7/??

Figure 6.3: The growth of an edge’s CEI due only to consistency (left) and due to convergence

(right). These plots show how the CEI of a research-map edge increases with each subsequent ex-

periment (all with agreeing results), due to the principle of consistency (left) and due to the principle

of convergence (right). The plot on the left represents repeated iterations of the same class of exper-

iment (e.g., positive intervention) with consistent results. The plot on the right represents multiple

iterations of experiments in which, at each iteration, one of the least-represented classes of experi-

ments was performed, leading to consistent results. These two plots express an axiom of research

maps: convergence carries greater epistemological weight than consistency. Original figure © 2018

Matiasz et al. [MWD18]; used here under cc by 4.0 with modified axis labels.

But its semantics can be applied to multiple edges, yielding qualitative principles for experiment

planning that could guide the formulation of a CEI that incorporates evidence from multiple edges.

6.2 Quantifying causal underdetermination in causal graphs

An equivalence class of causal graphs represents the range of causal interpretations that one can

defensibly take in light of the available evidence. The diversity of causal structures in an equivalence

class represents the extent to which the available evidence is lacking and the extent to which the

true causal graph is underdetermined: the less evidence there is, the more causal graphs there are

that remain consistent with what is known. Because this lack of knowledge is what drives scientific

inquiry, quantifying a causal graph’s underdetermination can help scientists to determinewhich next

experiments could bemost instructive. We can quantify this underdetermination by considering the
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diversity of causal structures that exist throughout all the graphs in an equivalence class.

The degrees of freedom for a causal graph are the possible variations in edge relations that can

exist between any two variables throughout an equivalence class [MWW17b]. For DAGs, these

edge relations are:

• a “left-to-right” edge (X→ Y);

• a “right-to-left” edge (X← Y); and

• neither edge (X Y).2

Whenwe allow for cycles, there is a fourth relation consisting of both directed edges (X ⇆ Y). Here,

we consider only the three edge relations for DAGs. To fully specify a causal graph overN variables,

we need to instantiate exactly one of these edge relations for each of the
(N
2

)
pairs of variables in the

graph. Once a particular edge relation is instantiated for a pair of variables (e.g., X→ Y), there are

two other possible edge relations—two degrees of freedom—that the pair can take (e.g., X ← Y

and X Y). The trivial equivalence class that contains every possible causal graph (satisfying zero

constraints) thus has 2
(N
2

)
degrees of freedom. Note that this number is much smaller than the

number of possible causal graphs over the same number of variables.

Each causal graph in an equivalence class instantiates these edge relations differently for at

least one of the pairs of variables. For each pair of variables in a system, we can determine the

number of instantiations that remain underdetermined by looking at the set of all edge relations that

appear in the system’s equivalence class. For example, in the equivalence class of Figure 2.3, the

graphs all agree that there is no edge for the pair {X,Z}. This edge relation is thus fixed: regardless

of which graph is correct, we know what the edge relation for this pair is X Z. The graphs in this

equivalence class unanimously agree regarding the existence of edges for the pairs{X,Y } and{Y,Z};

however, they do not unanimously agree regarding the edges’ orientations. This equivalence class

thus has two degrees of freedom. Thismetric can be expressed as a percentage to convey the amount

of underdetermination relative to the number of variables in the system. Again, for the equivalence

class in Figure 2.3, there are 2/(2
(3
2

)
) ≈ 33% of the degrees of freedom remaining. Once enough

2 The blank space between the two variables is intentional; it is meant to call attention to the fact that the corre-
sponding nodes in the graph lack any type of edge between them.
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constraints have been supplied to prune an equivalence class to only one graph, zero degrees of

freedom remain. This pruning of the equivalence class thus provides an analytic expression for

Popper’s conception of science based on falsifiability [Pop59].

Given a set of (in)dependence relations (Chapters 4) expressed as constraints on causal struc-

ture, we can use the causal discovery technique discussed in Chapter 5 to obtain the degrees of

freedom for the equivalence class that is consistent with the constraints. For the case where we

assume that the true causal graph is a DAG, the approach is given in Algorithm 1 and proceeds as

follows. We define the set K as the set of causal-structure constraints obtained for a system with

the set of variablesV. For each pair of variables {X,Y } in the system, we run Clingo once for every

degree of freedom that can exist between X and Y: in a given run, we input the constraints in K

as well as one additional constraint, which encodes the particular degree of freedom being tested.

The degrees of freedom X → Y, X ← Y, and X Y are encoded by the sets of ASP constraints

{edge(X,Y).}, {edge(Y,X).}, and {-edge(X,Y)., -edge(Y,X).}, respectively. The hy-

phens ( - ) in the last set indicate negation. In each run, Clingo returns either SATISFIABLE or

UNSATISFIABLE, indicating whether the potential degree of freedom occurs at least once in the

equivalence class—i.e., whether the edge relation exists in any of the consistent causal graphs. A

systemwith N variables and three possible relations between each pair of variables will require 3
(N
2

)
runs of Clingo to fully determine the degrees of freedom. Therefore, this procedure splits the set of

all possible edge relations into two sets: (1) the degrees of freedom, each of which appears in at least

one graph in the equivalence class, and (2) the relations that have been ruled out by the constraints.

This procedure can be extended to consider cyclic causal graphs by including the degree of freedom

indicated by the constraint set {edge(X,Y)., edge(Y,X).}.

In the next chapter, I discuss how causal graphs can help to plan experiments. With an equiva-

lence class, this task can be framed as the search for an experiment that couldminimize causal under-

determination. As an aid to causal reasoning, the degrees of freedom allow one tomake fairly strong

inferences regarding every graph in the equivalence class—even if it would be too computationally

expensive to compute every graph explicitly. By giving scientists a more “global” perspective on the

range of causal explanations that remain viable, such inferences can help to identify when a poten-

tial experiment would be either interesting or uninformative. This approach to experiment planning
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Data: K: set of causal-structure constraints over the set of variablesV

Result: D: set of degrees of freedom for each pair of variables in the equivalence class

D← ∅;

for each pair of variables {X,Y } ∈ V do

for each set of constraints,Kd, encoding a potential degree of freedom for {X,Y } do

s← satisfiability of constraint set (K ∪Kd);

if s = SATISFIABLE then

D← (D ∪Kd);

end

end

end
Algorithm 1:Deriving the degrees of freedom for an equivalence class

allows one to categorize hypotheses with respect to the range of causal interpretations that remain

viable, given the evidence. These categories, discussed in § 7.2, have enormous consequences for

experiment planning. In § 8.2, I demonstrate how degree-of-freedom analyses were used to identify

conflicts in the ResearchMaps database. I also discuss how this approach can be used to draw infer-

ences regarding phenomena that did not appear together in any one study; instead, such inferences

arise out of the synthesis of multiple studies.
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chapter 7

Selecting the next experiment

When scientists plan their next experiment, they can view the activity as trying to either maximize

evidence or minimize uncertainty. This chapter shows how these two complementary approaches

can be guided by research maps and causal graphs.

7.1 Maximizing evidence in research maps

As a representation of empirical evidence, a research map provides guidelines for selecting exper-

iments that will maximize evidence. The Bayesian model used to compute a research map’s CEIs

(§ 6.1) can be queried to obtain the particular study design(s) that would most effectively add evi-

dence to a particular edge or pathway. Thus, studies can be ranked by the value of the evidence that

they could potentially yield [MWW17a].

Given that convergence and consistency are used to gauge evidence in research maps, these

principles can also be used to determine which studies could most effectively strengthen or weaken

the evidence for a particular edge. For example, if the evidence for an edge is based solely on a

positive intervention, the principle of convergence would suggest that negative interventions and

non-intervention studies could be used to strengthen the evidence for that edge. Additionally, the

principle of consistency would suggest that repetitions of any one of these studies could strengthen

the evidence. This reasoning represents a straightforward approach commonly used by scientists

to plan their research. Beyond just a single edge, these integration rules can be extended to an

entire research map. To facilitate the presentation of these principles, I limit the discussion below

to researchmaps that contain only three nodes, representing part of a signaling pathway or biological

cascade.

It is important to remember that studies are usually carried out with reference to a specific
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hypothesis that is commonly suggested by findings and theories. In research maps, hypotheses

are represented by hypothetical edges. Unlike edges representing empirical studies, hypothetical

edges have no CEI or study symbols (Figure 2.1). Hypothetical edges can thus organize and struc-

ture empirical edges that are based on actual studies. Although the causal relations represented by

hypothetical edges cannot always be directly tested—we may lack the required tools—they never-

theless inform the choice among feasible studies by contextualizing empirical results within specific

theories or interpretations.

With a given research map, we can use a number of principles, including the pioneering rule,

to develop its evidence. This pioneering rule states that when a research map’s edges imply the

existence of an edge that spans other edges, testing this edge can significantly inform the model.

For example, if we have a research map with empirical edges X → Y → Z, then designing a study

to test the edge X → Z will likely be instructive as to whether X contributes to Z. Finding that

interventions on X reliably affect Z, for example, will provide further evidence for the existence of

a pathway from X to Z.

Having considered all the pairwise edges in a research map, we then refer to what is called

theweakest-link rule. This rule simply states that edges with the lowest CEI should receive themost

attention when designing studies to assess a given research map. Using the example above, if the

X → Y edge has a CEI of 0.250 while the Y → Z edge has a CEI of 0.125, the weakest-link rule

states that we should further test the Y → Z edge first. Note that once a particular edge has been

selected for additional studies, the single-edge integration rules of convergence and consistency

(§ 6.1) provide guidelines for selecting the optimal study to perform.

There are cases when the above rules cannot identify a single study that is optimal: there

may be two or more study classes (e.g., positive and negative interventions) that could (potentially)

provide equally convergent and consistent evidence, given the studies that have already been per-

formed. In such cases we refer to the rule of multi-edge convergence. This rule states that when given

a choice between (potentially) equally convergent study classes, we should select the class that is

least represented among studies recorded for the entire research map. The rationale for this rule is

that increasing the methodological diversity of a set of findings will lower the chances of systematic

artifacts. For example, the prevalence of negative interventions depicted in Figure 2.1 would en-
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courage the use of positive interventions, as well as non-interventions, to study this system further.

These rules—(single-edge) convergence and consistency, the pioneering rule, the weakest-

link rule, and multi-edge convergence—provide guidelines for experiment planning when working

with researchmaps. These rules attempt tomake explicit and quantitative the epistemological strate-

gies commonly used by biologists. Just as Hill’s criteria for causation [Hil65] provided qualitative

descriptions of causality that were later formalized in graphical models, these experiment-selection

criteria codify commonsense intuitions that currently guide experiment planning in biology.

7.2 Minimizing underdetermination in causal graphs

When we interpret an experiment’s result, it is prudent to be conservative: we should draw only

the most likely conclusions, or else we risk exaggerating the result’s impact. But when we plan

the next experiment, it is valuable to be aggressive: we should target the part of the system about

which there is the most ambiguity, the most conflicting information. We learn the most from ex-

periments whose results we cannot predict—or whose results we predicted incorrectly—than from

experiments whose results we can predict confidently [NKS16].

As a complement to selecting the experiment that couldmaximize evidence (§ 7.1), one can try

to identify the experiment that couldminimize uncertainty. An equivalence class of causal graphs—

the set of causal explanations that remain consistent with what is known—provides an analytic basis

for posing this task of minimizing uncertainty. In the context of causal graphs, this uncertainty is

more accurately referred to as underdetermination [May13].

An equivalence class contains every causal explanation that remains consistent with what is

known about the system. For instance, in a particular equivalence class, some graphs might have

the edge X→ Y, others X← Y. This diversity of causal structures indicates the location and mag-

nitude of underdetermination about a system’s causal structure, and thus which evidence about the

system is lacking. When quantified, this underdetermination provides an analytic basis for selecting

the next experiment.

Given a knowledgebase of constraints on causal structure, the pipeline in Figure 1.4 provides

a way to place a given hypothesis in one of three categories, with crucial distinctions:
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1. The hypothesis is consistent with none of the causal graphs in the equivalence class. This kind of hy-

pothesis should be pursued only if we are confident that one ormore constraints in the current

knowledgebase are incorrect. The hypothesis is then useful insofar as it identifies which con-

straints in the knowledgebase could be refuted. Otherwise, given the current knowledgebase,

we would fail to find even one causal graph that is consistent with this kind of hypothesis.

2. The hypothesis is consistent with all the causal graphs in the equivalence class. Although this kind of

hypothesis produces accurate predictions about the system, it is equally unhelpful as the first

kind with respect to experiment selection: this hypothesis should not be tested empirically

unless we believe there to be a flaw in our current knowledgebase and wish to refute one or

more of its constraints. The reason is that if a hypothesis is consistent with all the causal

graphs in the equivalence class, it already follows logically from the knowledgebase; the logical

proposition that expresses the hypothesis is thus true for all solutions (i.e., causal graphs). In

propositional logic, it is said to be in the backbone of the satisfying formula [HHE13].

3. The hypothesis is consistent with some (not all) of the causal graphs in the equivalence class. This

kind of hypothesis is most worth pursuing empirically. The experiment’s result—which the

current knowledgebase cannot predictwith certainty—is guaranteed to prune the equivalence

class, bringing us closer to the true causal graph.

We can easily test which category a hypothesis belongs to. First, we express the hypothesis as

a hypothetical edge in a research map, which is translated into a formal causal-structure constraint.

Second, we compute whether the conjunction of this hypothetical constraint and the rest of the

knowledgebase is logically satisfiable—that is, whether the conjunction is consistent with none, all,

or some of the causal graphs in the equivalence class. As with the degree-of-freedom analysis, this

procedure does not require the SAT solver to perform the expensive computation of enumerating

every graph in the equivalence class. Instead, we can simply compute whether the hypothesized

constraint is satisfiable, as a binary condition. If the answer is no, then we know that the hypothesis

falls into the first category: it is consistent with none of the causal graphs in the equivalence class.

If the answer is yes, then we must distinguish between whether the hypothesis is consistent with

some or all of the graphs. We do this by querying for the satisfiability of the hypothesis’s negation. If
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the hypothesis’s negation cannot be satisfied by any of the graphs, then we know that the hypothesis

falls into the second category: it is consistent with all the causal graphs in the equivalence class.

If the negation can be satisfied by at least one graph, then we know that the hypothesis falls into

the third category: it is consistent with some (not all) of the causal graphs in the equivalence class.

Therefore, any hypothesis, expressed as a causal-structure constraint, can be categorized with only

one or two queries to a SAT solver. Despite the enormous consequences that this categorization has

on experiment planning, it is usually infeasible for a scientist to manually compute which category

a hypothesis belongs to.

It can also be instructive to analyze the particular pattern of degrees of freedom that exists

for each pair of variables in the equivalence class. Table 7.1 lists each possible pattern and a gen-

eral interpretation of what each pattern suggests about the causal interpretations that remain viable.

After performing the degree-of-freedom analysis described in § 6.2, a scientist can inspect the vi-

able degree-of-freedom patterns to see precisely which edge relations have been ruled out by the

available evidence. If, based on other background knowledge or assumptions, it is believed that

additional edges could be ruled out, the (in)dependence relation(s) that would be required to fur-

ther prune the equivalence class can be identified. Experiments can then be planned to test these

hypothesized (in)dependence relations.

Based on the degrees of freedom that remain viable, some experiments will be more effective

than others in their ability to further prune the equivalence class. For instance, if two variables

X and Y exhibit pattern #5 in Table 7.1, we can conclude that if a third variable Z is a necessary

mediator between X and Y, this variable does not appear in the set of variables for which the degree-

of-freedom analysis was performed: every causal graph in the equivalence has a direct edge between

X and Y. Note that this kind of analysis allows us to make fairly strong statements about the entire

equivalence classwithout having to enumerate every one of its causal graphs explicitly. Based on this

kind of analysis, one can thus plan the next experiment with a better sense of the causal explanations

that remain viable, given the current evidence. For each degree-of-freedompattern that can exist for

a pair of variables, {X,Y }, Table 7.2 lists the suggested intervention sets that will most effectively

distinguish between the pair’s remaining degrees of freedom.

The degrees of freedom can be used as the basis for experiment-selection methods. Below, I
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Degree-of-freedom pattern Interpretation

1. X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

not connected

2.

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

not connected, or connected in either direction

3.

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

not connected, or connected in one direction

4.

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

not connected, or connected in one direction

5.

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

connected in either direction

6.

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

connected in one direction

7.

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

connected in one direction

Table 7.1: The possible patterns for degrees of freedom in an equivalence class over DAGs. Each

pattern is associated with an interpretation given in plain language. In this table, “connected” im-

plies “directly connected”: note that all these patterns—including the first—still allow for an indirect

path between X and Y via other nodes in the graph. A scientist can inspect these patterns to see

which edge relations have been ruled out by the available evidence. This information can motivate

the selection of additional experiments (Table 7.2).

present twomethods: the first is based primarily on the degrees of freedom of the equivalence class;

the second is based on the degrees of freedom and also an expectation metric. The first method is

computationally less expensive because it does not require the enumeration of every causal graph

in the equivalence class, as discussed in § 6.2. The second method requires more computation, but

its suggestions are correspondingly more informed, leading to more efficient causal discovery. Both

methods can be performed with input from a domain expert: after each empirical result is added

to the knowledgebase, the suggestions based on these graphical metrics should be evaluated with

respect to the full diversity of constraints on experiment planning that currently only a human being

can consider.
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Algorithm2 gives an experiment-selectionmethod based on the degrees of freedom. First, for

each pair of variables in the system, {X,Y }, we obtain nX,Y, the number of degrees of freedom in the

equivalence class E for the pair {X,Y }. Next, for the (X,Y,nX,Y) three-tuple with the largest nX,Y,

we randomly choose one of the suggested experiments for the pair’s degrees of freedom, DX,Y, as

given inTable 7.2. (Ifmultiple three-tuples have the samemaximum nX,Y, we choose one randomly.)

The experiments in Table 7.2 are chosen to be maximally informative, given the degrees of freedom

that remain viable. For example, if the relations X → Y and X Y are the remaining degrees of

freedom, we do not suggest an intervention on Y, as this would remove the X→ Y edge, rendering

the two relations indistinguishable [Pea09]. Because this algorithm suggests an experiment given a

set of experiments that have already been performed, additional bookkeeping is done to ensure that

experiments are not repeated unnecessarily [RFF15] (see the while-loop).

When it is possible to explicitly compute every causal graph in the equivalence class, we can

improve on the efficiency of Algorithm 2: Algorithm 3 gives an experiment-selection method that

incorporates an expectation metric.1 As with Algorithm 2, this method uses the degrees of freedom

of the equivalence class. But here the intuition is also grounded in expectation maximization. First,

for each pair of variables in the system, {X,Y }, and for each possible degree of freedom, d, we obtain

md
X,Y, the number of graphs in the equivalence classE that assign the degree of freedom d to the pair

{X,Y }. We use this quantity to calculate the empirical probability of a graph in the equivalence class

having that particular degree of freedom:
md

X,Y
|E| . We also calculate the number of graphs that would

be eliminated from the equivalence class if we were to learn that this degree of freedom was the

actual relation taken by that pair of variables in the true causal graph: |E| − md
X,Y. This empirical

probability,
md

X,Y
|E| , is multiplied by its associated “reward,” |E|−md

X,Y, yielding the pair’s expectation

for a given d: e d
X,Y =

md
X,Y
|E| (|E| − md

X,Y). Next, for the (X,Y,d,e d
X,Y) four-tuple with the highest

expectation, we randomly choose one of the suggested experiments for d, as given in the last three

rows of Table 7.2. (If multiple four-tuples have the same maximum e d
X,Y, we choose one randomly.)

As is true for Algorithm 2, additional bookkeeping is performed to ensure that experiments are not

repeated unnecessarily [RFF15].

Although these experiment-selection heuristics will not achieve known limits of efficiency

1 I am grateful to Justin Wood for suggesting this approach.
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Data: K: set of causal-structure constraints over the set of variablesV;

P: set of experiments performed to obtainK

Result: s: experiment suggested on the basis ofK andP

E← equivalence class (maximally) consistent withK (Chapter 5);

D← degrees of freedom for each pair of variables inE (Algorithm 1);

R← ∅;

for each pair {X,Y } ∈ V do

nX,Y ← number of degrees of freedom inE for {X,Y};

R← R ∪ {(X,Y,nX,Y)};

end

rankR by nX,Y in descending order;

c← 0;

while c < max | SDX,Y | do

for each (X,Y,nX,Y) ∈ R do

SDX,Y ← set of experiments suggested according toDX,Y (Table 7.2);

if | SDX,Y ∩P |≤ c and | SDX,Y ∩P |<| SDX,Y | then

s← s ∈ (SDX,Y −P);

return s;

end

end

c← c + 1
end

return random experiment from set of possible experiments not inP;
Algorithm 2: Experiment selection based on degrees of freedom

for experiment selection and causal discovery, they are grounded in the graphical representations

that scientists already use to express causal mechanisms. As a result, scientists can readily inter-

pret the algorithm’s rationale for suggested experiments in the context of the graphical models that

they consider to be viable. Although any experiment, if executed properly, can yield useful informa-

tion regarding a system, strategic experiment selection—even if guided simply by heuristics—can
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Data: K: set of causal-structure constraints over the set of variablesV;

P: set of experiments performed to obtainK

Result: s: experiment suggested on the basis ofK andP

E← equivalence class (maximally) consistent withK (Chapter 5);

D← degrees of freedom for each pair of variables inE (Algorithm 1);

R← ∅;

for each pair {X,Y } ∈ V do

for each degree of freedom d ∈ DX,Y do

md
X,Y ← number of graphs inE with degree of freedom d for X,Y;

e d
X,Y ←

md
X,Y
|E| (| E | −md

X,Y);

R← R ∪ {(X,Y,d,e d
X,Y)};

end

end

rankR by e d
X,Y in descending order;

c← 0;

while true do

for each (X,Y,d,e d
X,Y) ∈ R do

SDX,Y ← set of experiments suggested according to d (Table 7.2);

if | SDX,Y ∩P |≤ c and | SDX,Y ∩P |<| SDX,Y | then

s← s ∈ (SDX,Y −P);

return s;

end

end

c← c + 1
end
Algorithm 3: Experiment selection based on degrees of freedom and expectation

save considerable amounts of work toward identifying a system’s true causal graph. The simula-

tions in the next chapter quantify these savings by comparing the experiment-selection policies of

Algorithms 2 and 3 to random experiment selection.
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Degree-of-freedom pattern,DX,Y Suggested experiments, SDX,Y SDX,Y in research maps

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

J = ∅

J = {X }

J = {Y}

∅↑,∅↓, ↑X, ↓X, ↑Y, ↓Y
X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

J = ∅

J = {X }
∅↑,∅↓, ↑X, ↓XX Y

X Y

X Y

X Y

X Y

X Y

X Y

1

J = ∅

J = {Y}
∅↑,∅↓, ↑Y, ↓Y

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

J = {X }

J = {Y}
↑X, ↓X, ↑Y, ↓Y

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

J = {X } ↑X, ↓X

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

J = {∅} ∅↑,∅↓

X Y

X Y

X Y

X Y

X Y

X Y

X Y

1

J = {Y} ↑Y, ↓Y

Table 7.2: The experiments that would bemost informative with respect to a pair of variables, given

their particular degree-of-freedom pattern in an equivalence class. These suggested experiments

inform the experiment-selection methods given in Algorithms 2 and 3. In the third column, the

variable that appears after each intervention symbol ( ↑ or ↓ ) is the agent that is intervened on.
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chapter 8

Evaluation

8.1 Reasoning with structural patterns in research maps

Interpreting and reporting scientific results usually involve some abstraction away from what was

actually done in the laboratory. For example, in neuroscience studies that address how the protein

CREB affectsmemory, the phenomenon ofmemory is notmeasured directly, as if, like temperature,

it can be detected physically by a sensor. Instead, researchers measure another variable, such as

the time required to complete a maze, with the interpretation that this measurement is a proxy for

memory.

If scientists were restricted to reporting only what literally happened in the laboratory, arti-

cles would often fail to articulate how the collected data fit into an emerging theory of the system.

But when scientists summarize their findings in the literature, it is certainly possible for them to

interpret and abstract excessively. In the example above, a more conservative interpretation might

be that a protein affects spatial memory in particular, while it may not have an effect on other forms

of memory, such as fear memory. This idea is illustrated by high-density lipoprotein (HDL) and

low-density lipoprotein (LDL): although they are both forms of cholesterol, they have opposite ef-

fects on heart disease. Therefore, if researchers study the effect of cholesterol on heart disease

without differentiating between HDL and LDL, they will likely obtain conflicting results, even if

each individual study is well executed [SS04].

It would be very useful to analytically detect when causal variables have been misspecified, as

is truewhen scientists excessively rely on interpretation or abstraction [Ebe16]. This problem can be

addressed by annotating research articles using the research-map schema and looking for structural

conflicts in the resulting map: such conflicts signal logical inconsistencies in the story that is being

presented regarding the data. Of course, some of these conflicts will arise due to poorly executed
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experiments that yield erroneous (and thus conflicting) results. But many conflicts can be resolved

by revising the research map to more faithfully represent what literally happened in the course of

the study—that is, by interpreting less, and by specifying the causal variable with more precision.

Consider the following example of how research maps can be used to identify and correct

misspecified causal variables. Figure 8.1 shows a particular pattern of research-map edges that was

found to permit a particular inference. Given the research-map edges A Ý B, A · · ·•C, D Ý C, and

D · · ·•B, it follows that there can be neither an excitatory nor inhibitory path between A and D,

whether direct or indirect. For instance, an A Ý D edge would create the path A Ý D Ý C, creating

a correlation betweenA andC; however, thiswould conflictwith the edgeA · · ·•C, which states that

A and C are independent. A symmetric argument applies for the other disallowed edge: a D Ý A

edgewould create the pathD Ý A Ý B, creating a correlation betweenD andB; however, this would

conflict with the edge D · · ·•B, which states that D and B are independent. Figure 8.2 shows the

Neo4j query that can be used to find a violation of this inference in the ResearchMaps database.

This query was used to identify conflicts in the neuroscientist Alcino J. Silva’s research map for the

article “A temporal shift in the circuits mediating retrieval of fear memory,” published in Nature

[DQQ15] (Figure 8.3). Dr. Silva then revised the research map to resolve the conflicts, producing

the research map in Figure 8.4. The two research maps contain the same number of experiments,

so they both faithfully represent the work performed in the laboratory; however, they instantiate

different nodes and thus imply different causal explanations for the empirical results. This revision

required the When properties of some nodes to be specified with greater precision, thereby avoiding

excessive abstraction—a version of the LDL–HDL problem described above.

We note two important advantages of this approach to conflict detection. The first is that

these types of analyses can be “recycled”: once an inference has been made, a database of research

maps can be queried for other instances of the structural template—the specific configuration of

nodes and edges—that permitted the original inference; note that the inference will hold regardless

of the identity of the nodes involved. The second advantage is that combining structural informa-

tion frommultiple articles allows one tomake inferences about biological phenomena that may have

never even appeared together in the same experiment, or which were never discussed together in a

single article [Dan05]. Although conflicts among results may be apparent if they occur in a single
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article, a conflict’s structural components may be spread out across many articles, making it diffi-

cult to find. It it thus extremely difficult to anticipate where such conflicts might arise, and it is

challenging to notice ones derived from the synthesis of many articles, unless one is already looking

for a specific pattern—particularly as the patterns become increasingly complex. In fact, another

instance of the pattern in Figure 8.1 was found in the ResearchMaps database; however, in this case

the pattern arose only when the research maps of two separate articles were merged, as described

in § 8.2.

A B

C D

✘
✘

Figure 8.1: A pattern of research-map edges that imply a lack of paths between the variables A and

D. The Neo4j query for detecting a conflict with this pattern is given in Figure 8.2. Exactly this

conflict was found in the original research map for a neuroscience article [DQQ15], as highlighted

in Figure 8.4.

8.2 Reasoning with degrees of freedom in causal graphs

We used the meta-analytic pipeline shown in Figure 1.4 to synthesize the evidence in two neuro-

science articles [GFF98, THT96]. The phenomena addressed in these articles were to become

the nodes in a causal graph; we thus chose articles with partially overlapping sets of phenomena,

simulating the analogous situation of causal discovery with partially overlapping datasets [HEJ14].

Alcino Silva annotated these two articles, yielding a research map for each (Figures 8.5 and 8.6).

Because the ASP-based procedure described in Chapter 5 does not scale well past eight variables,

subsets of the results involving seven variables were extracted and merged into a single research

map for further analysis (Figure 8.7). This merged research map allowed for the demonstration of

meta-analytic causal discovery in a small but nonetheless real biological system.
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MATCH (w:Experiment)-[:agent]->(a:NeurolaxTerm)<-[:agent]-(x:Experiment)-[:

target]->(c:NeurolaxTerm)<-[:target]-(y:Experiment)-[:agent]->(d:

NeurolaxTerm)<-[:agent]-(z:Experiment)-[:target]->(b:NeurolaxTerm)<-[:

target]-(w:Experiment),

(a)<-[:agent]-(r:Experiment)-[:target]->(e:NeurolaxTerm),

(e)<-[:agent]-(q:Experiment)-[:target]->(d:NeurolaxTerm)

WHERE (w.conclusion=’No Relation’)

AND NOT (x.conclusion=’No Relation’)

AND (y.conclusion=’No Relation’)

AND NOT (z.conclusion=’No Relation’)

AND NOT (r.conclusion=’No Relation’)

AND NOT (q.conclusion=’No Relation’)

AND ID(a)<ID(d)

RETURN a.What,a.Where,a.When,e.What,e.Where,e.When,d.What,d.Where,d.When;

Figure 8.2: TheNeo4j query used to find the conflicts that are highlighted in Figure 8.1, and which

appeared in the original version of a research map (Figure 8.3).

The two research maps were translated into formal causal-structure constraints as described

in Chapter 4, yielding ten constraints over the seven variables (Table 8.1). These constraints were

then used to identify consistent causal explanations, as described in Chapter 5. Because there are

over one billion possible causal graphs for seven variables [Rob73], we did not enumerate every graph

in the equivalence class, whichwould have been expensive to compute, and impractical for a domain

expert to assess. Instead, we performed a degree-of-freedom analysis (§ 6.2), which characterizes

the equivalence class in a way that not only is faster to compute but also yields a digestible and ac-

tionable visualization. Our degree-of-freedom analysis thus showed which edge relations remain

viable for this system: the annotated results are consistent with 42 (66%) degrees of freedom, and

inconsistent with 21 (33%). Each degree of freedom took on the order of 30 seconds to compute

using a 2.4 GHz Intel Core i5 processor. Figure 8.8 shows in black the edge relations that remain

viable; in red are edge relations that have been ruled out. Note that Figure 8.9—one of the con-
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Figure 8.3: Alcino Silva’s original research map for Do-Monte et al. [DQQ15], which contained

conflicts. This research map was revised to resolve its conflicts, yielding the research map in Fig-

ure 8.4.

sistent causal graphs—contains a particular set of the viable degrees of freedom from Figure 8.8.

Although the model space for causal graphs is very large, this use case showed that a set of just ten

constraints is sufficient to eliminate a third of the degrees of freedom from a system with over one

billion possible graphs. A domain expert can inspect the remaining degrees of freedom to deter-

mine which constraints—and thus which experiments—are needed to eliminate additional edges

from consideration.

Even though this analysis does not enumerate every causal graph in the equivalence class, the

specific degree-of-freedom patterns that exist between each pair of nodes allow one to make strong

statements regarding all the graphs in the equivalence class. Consider the CaMKII and NMDAR1

nodes in Figure 8.8; the degrees of freedom between these nodes have pattern #1 in Table 7.1: the

two directed edges are ruled out (red), and the dotted line—indicating the absence of an edge in
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Figure 8.4: A revised version of Alcino Silva’s original research map for Do-Monte et al. [DQQ15]

(Figure 8.3) that resolves conflicts present in the original version.

the causal graph—remains viable (black). This pattern implies that these two nodes cannot have

a direct path connecting them in the true causal graph. In fact, because the constraints involving

these nodes had empty conditioning sets, we can state further that these two nodes also cannot have

an indirect path connecting them.1

The research-map edges that gave rise to this degree-of-freedom pattern is exactly the pattern

in Figure 8.1, discussed in § 8.1. Whereas this pattern was used to detect a conflict in a single re-

search map, it was also used to make an inference about causal structure—and thus to predict the

outcome of experiments—in a set of results that span multiple articles (in this case, two). Specif-

ically, this pattern of research-map edges (and degrees of freedom) imply that any study involving

1 I am grateful to Frederick Eberhardt for pointing out this inference. If there are any errors in the discussion of this
finding, they are mine.
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Figure 8.5: Alcino Silva’s research map for Giese et al. [GFF98].
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Figure 8.6: Alcino Silva’s research map for Tsien et al. [THT96].
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Figure 8.7: A researchmap showing a subset of the results in Figure 8.5 and Figure 8.6 merged into

a single research map.

these two variables would lead to an independence relation. This hypothesis was deemed plausible

by a senior neuroscientist (Alcino Silva). As with the analysis described in § 8.1, the degree-of-

freedom pattern on which this inference is based can be “recycled”; the same inference will apply

to other pairs of nodes that share this degree-of-freedom pattern.

8.3 Simulations of experiment-selection algorithms

The experiment-selection policies given in Algorithms 2 and 3 were evaluated using the following

simulation. First, one of the 543 possible DAGs over four variables was set as the true graph. Be-

fore any experiments were simulated, the equivalence class trivially contained every possible graph.

To simulate how researchers learn about a system through repeated experimentation, we sampled

experimental designs according to three different policies: at each iteration, we chose the next exper-

iment (1) randomly, (2) according to Algorithm 2, and (3) according to Algorithm 3. The correct

result of each experiment was returned by an oracle that assumed causal sufficiency and had ac-

cess to the true causal graph. Each experiment’s result was added to a growing list of constraints,
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(in)dependence relation ASP constraint

pα-CaMKII T286⊥⊥ LTD |∅ || pα-CaMKII T286 indep(1,2,0,1,124,1).

pα-CaMKII T286 ⊥̸⊥ spatial learning |∅ || pα-CaMKII T286 dep(1,3,0,1,122,1).

pα-CaMKII T286 ⊥̸⊥ LTP |∅ || pα-CaMKII T286 dep(1,4,0,1,118,1).

LTP ⊥̸⊥NMDAR |∅ ||NMDAR dep(4,5,0,16,103,1).

pα-CaMKII T286⊥⊥NMDAR |∅ || pα-CaMKII T286 indep(1,5,0,1,110,1).

pα-CaMKII T286 ⊥̸⊥ visual learning |∅ || pα-CaMKII T286 dep(1,6,0,1,94,1).

visual learning⊥⊥NMDAR1 |∅ ||NMDAR1 indep(6,7,0,64,31,1).

LTD ⊥̸⊥NMDAR1 |∅ ||NMDAR1 dep(2,7,0,64,61,1).

spatial learning ⊥̸⊥NMDAR1 |∅ ||NMDAR1 dep(3,7,0,64,59,1).

LTP ⊥̸⊥NMDAR1 |∅ ||NMDAR1 dep(4,7,0,64,55,1).

Table 8.1: The (in)dependence relations derived from the research map in Figure 8.7, along with

their ASP encodings. For brevity, only the What property of each variable is listed. The following

integer indices are used in the first two arguments of each ASP constraint: 1: pα-CaMKII T286;

2: LTD; 3: spatial learning; 4: LTP; 5: NMDAR; 6: visual learning; 7: NMDAR1. Because these

constraints are satisfiable, each constraint was arbitrarily assigned a weight of 1.

yielding—at each iteration, and for each experiment-selection policy—an equivalence class of con-

sistent causal graphs. After each experiment, we recorded the number of graphs that remained in

each equivalence class. This process continued until we performed every one of the 48 two-variable

experiments defined for the research-map schema. This simulation was repeated for every one of

the 543 possible DAGs over four variables, thus showing that the experiment-selection policies are

not sensitive to specific features of the true causal graph, such as the density of its edges. For each

policy, we then computed the average number of graphs in the equivalence class that remained after

each iteration (Figure 8.10). Algorithm 4 provides pseudocode for this simulation.

The comparison of Algorithms 2 and 3 to random experiment selection does not imply that

scientists are currently selecting their experiments at random. Instead, random experiment selec-

tion is used to establish a baseline of performance against which other methods can be judged; this
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Data: GA: all DAGs over N variables;

PA: all experiments over N variables and their results, for each DAG G ∈ GA

Result: SP,G: sequences of experiments;

SE,G: sequences of equivalence class sizes after each experiment

for eachDAG G ∈ GA do

equivalence classE← GA;

set of performed experimentsP← ∅;

while |P| < |PA,G| do

s← experiment selected by policy (random, Alg. 2, or Alg. 3);

P← P ∪ {s};

updateE based on result of s for G (Chapter 5);

record s in SP,G;

record |E| in SE,G;

end

end

compute average SE across every DAG G ∈ GA;
Algorithm 4: Simulation of experiment-selection policies. This simulation was performed once

for each experiment-selection policy: (1) random, (2) Algorithm 2, and (3) Algorithm 3. This

resulted in three sequences of average equivalence class sizes, which are displayed in Figure 8.10.

approach has precedent in the experiment-selection literature [VJM00, Vat01, KWJ04, VDB06].

Although scientists do not perform their experiments randomly, scientists usually do not plan their

experiments in perfect coordination. These simulations thus highlight the experimental effort that

can be saved when experiment planning is augmented by computational tools, and when research

efforts in a field are coordinated [RFF15].

The results of these simulations illustrate a few key points about the limitations of piecemeal

causal discovery and the importance of planning experiments in light of the causal explanations

that remain viable. It is known that log(N ) + 1 experiments suffice to identify the true, causally

sufficient DAG over N variables, where in each experiment, scientists can observe every variable,

and intervene on any number of variables in the system. If we are limited to single-intervention
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experiments, N − 1 experiments are sufficient and in the worst case necessary [EGS06, HEH13].

The contextwe consider here is further constrained: we consider studies inwhich only two variables

are observed simultaneously and at most one variable can be intervened on per experiment. Thus,

on average, between four and five graphs remain in the equivalence class after every possible two-

variable experiment has been performed. Our policies’ failure to uniquely identify some of the true

causal graphs is in part a manifestation of the limits on piecemeal causal discovery [Ebe13, May13].

This underdetermination is also due in part to limitations of the research-map schema, including its

lack of a conditioning set, which is discussed in § 9.5.2.

These simulations show that strategic experiment planning can save a considerable amount

of effort in the laboratory: equivalent levels of underdetermination are reached with far fewer ex-

periments using the suggestions of Algorithms 2 and 3. Compared to the policy of Algorithm 3,

the random policy on average takes 32 additional studies to reach the minimum value. Algorithm 3

reaches an equivalence class of fewer than 10 graphs in less than half the number of experiments

required by the random policy (9 vs. 19).
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Figure 8.8: The “degrees of freedom” of an equivalence class. Each edge represents one of a

causal graph’s degrees of freedom—i.e., one of the edge relations that can exist between two nodes

in a causal graph. A dotted line denotes the relation in which the pair of nodes has no direct edge

between them in the corresponding causal graph (e.g., X Y). Black edges are present in at least

one causal graph in the equivalence class. Red edges are not present in the equivalence class, rep-

resenting hypotheses that are inconsistent with the available evidence. The one red dotted edge—

between “palpha-CaMKII T286” and “visual learning”—implies that every possible causal graph

in the equivalence class has a direct edge between these nodes. This diagram demonstrates that

even among the graphs that accommodate all the annotated constraints, many causal edges remain

viable. Additional constraints—and thus additional experiments—are needed to eliminate edges

from consideration. Note, however, that many edge relations have already been ruled out: the avail-

able evidence already precludes many edges (in red) from appearing in any of the consistent graphs.

Such implicationswould be prohibitively difficult for a researcher to calculate by hand. © 2017 IEEE

[MWW17b].
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Figure 8.9: One of the thousands of optimal causal graphs derived from annotated results in litera-

ture. Each edge is a viable degree of freedom (Figure 8.8). © 2017 IEEE [MWW17b].
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Figure 8.10: A comparison of three experiment-selection policies: (1) random, (2) Algorithm 2,

and (3) Algorithm 3. This plot shows the results of the simulation given in Algorithm 4 for N = 4.

The results show the experimental effort that is saved when each experiment is chosen based on the

remaining degrees of freedom in the equivalence class.
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chapter 9

Conclusion

9.1 Summary of contributions

This dissertation presents methods that can help scientists to evaluate evidence and plan experi-

ments. These research tasks are formalized using the graphical representations of research maps

and causal graphs. With these representations, scientists can express their domain knowledge in

computable data structures that can be used to automate parts of the scientific method, including

evidence amalgamation, causal reasoning, and experiment planning.

Evidence amalgamation was formalized by redefining the research-map framework’s cumu-

lative evidence index (CEI) using a Bayesian model. Although views are split on whether human

learning is Bayesian [ED11], Bayesian models have been useful as an analytic basis for describing

the learning process and have been supported by cognitive scientists [LYL08, TKG11, Gop12]. The

CEI (§ 6.1) is intended not to resolve this debate but to offer a quantitative model of scientific con-

sensus that captures scientists’ commonsense intuitions, many of which are currently applied only

informally and qualitatively. The CEI’s primary strength is that it explicitly quantifies not only

evidential consistency but also evidential convergence; the latter is an important concept that is

commonly discussed in science but currently absent from traditional meta-analysis [MS18]. As a

quantitativemodel of scientific consensus building, theCEI provides another analytic basis formeta-

research. Bymapping qualitative epistemic principles like convergence into quantitative parameters

of a Bayesian model, the CEI advances the discussion of how scientists could evaluate evidence and

justify future experiments more objectively. Together with traditional statistics like p-values, the

CEI can thus offer a more holistic picture of the strength of evidence.

Meta-analytic causal reasoning was formalized by using research maps to express qualitative

evidence from literature as formal constraints on causal structure; these constraints then drive a
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causal discovery method that identifies causal explanations consistent with the evidence from liter-

ature. With this pipeline, scientists can synthesize research articles and plan experiments in light

of every causal explanation that remains consistent with what is known, thus minimizing bias for

specific causal structures. Biologists in particular may benefit from this approach: rather than sim-

ply stitching together pathway diagrams from the literature, the pipeline can be used to fuse these

diagrams according to the rigorously defined formalisms of causal graphical models. The resulting

causal graphs give logically consistent interpretations of the empirical evidence that motivated each

individual pathway. Although the research-map schema was shown to be an effective representa-

tion for facilitating this process, we also identifiedmultiple improvements that could be made to the

schema to increase its expressivity, which in turnwill allow formore efficient pruning of equivalence

classes.

Experiment planning was operationalized by defining interpretable metrics for evidence and

uncertainty, all of which are framed using graphical representations that are already familiar to scien-

tists. The ResearchMaps web application and meta-analytic pipeline offer practical tools that lever-

age recent advances in causal discovery, thereby augmenting scientists’ existing workflows. The

use cases (§§ 8.1–8.2) and simulations (§ 8.3) involving these tools demonstrate their practical use,

as well as their limitations—particularly as they pertain to the constraints that scientists face when

designing experiments. This work thus demonstrates real examples of piecemeal causal discovery,

which characterizes much of the work in biology [May13].

9.2 Assessment of hypotheses

This work shows that qualitative information in the literature is sufficient to drive causal discovery,

yielding causal graphs that convey valid inferences and logically consistent explanations. Because

the proposed methods use constraint-based causal discovery, multiple types of evidence can be

integrated, including both primary data and statistical relations. This meta-analytic approach to ev-

idence amalgamation and experiment selection can be readily applied by scientists, who must often

deal with a mixture of evidence, much of which is expressed qualitatively in the literature.

This work also shows that evidence amalgamation and experiment selection can be partially

automated and thus made less prone to error if scientists’ domain knowledge is expressed using
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computable data structures that can automate causal reasoning. By grounding these crucial research

tasks in graphical representations of causality, scientists have an analytic basis for defending their

interpretations, forming new hypotheses, and justifying their experimental designs.

9.3 Generalizability of the results

The meta-analytic method for causal discovery and experiment selection (Chapters 4–7) can be

applied to any system with distinct and defined variables in which experimentation (or at least ob-

servation) is possible. This method is thus generalizable to most scientific domains. An impor-

tant advantage of this method is that it can be applied in the absence of background knowledge:

apart from labels (e.g., indices) to distinguish the variables, the pipeline does not need any informa-

tion besides conditional (in)dependence relations—for instance, it does not need a domain-specific

ontology—either to infer causal structures or to suggest additional experiments. This means that

scientists can apply our method without first constructing a knowledgebase with relevant descrip-

tions of the domain—a potentially expensive task that is required for some experiment-selection

methods [KWJ04]. This feature is possible due to the universality of what we are trying to learn—

namely, causal relations. In causal graphical models, the definition of a causal relation does not

differ depending on the variables of interest: a causal graph involving biological phenomena is not

fundamentally different from a causal graph involving economic phenomena, for instance.

Because it can operate without background knowledge, this methodmay suggest experiments

that are infeasible—due perhaps to ethical concerns, or due to a lack of the requisite technology. But

if a human can review the suggestions, infeasible experiments can simply be ignored; the researcher

can instead traverse a list of ranked experiments until a feasible one is reached. And because tech-

nology is always changing, infeasible experimentsmay soon become feasible. It is therefore valuable

to consider the potential information gain of experiments while ignoring whether they can currently

be performed. By identifying which experiments would be most instructive, this type of analysis

can thus help to prioritize the development of technology that would enable highly informative ex-

periments.
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9.4 Range of applicability

In this dissertation, experiment selection starts by assuming that the variables exist and that they are

well defined; what is left is to determine the causal relations that describe the variables’ interactions.

But much of the work in science involves defining what these variables should be in the first place.

This problem is not trivial; it requires cognitive processes that are beyond what we understand and

can automate, including the frame problem [MH69]. Therefore, the methods in this dissertation

cannot fully automate experiment selection in its most general sense.

However, these methods can be used to automate experiment selection for robots that are

designed to perform many consecutive experiments on a predefined set of phenomena—a strat-

egy that is increasingly common as scientific discovery is automated [Gly04, KCM18]. Examples

include drug development [Mur11]; experiments to determine gene function [KWJ04]; and exper-

iments to determine the effects of chemical compounds on the subcellular localization of proteins

[NKS16]. In these contexts, scientists will usually not want to monitor thousands of consecutive ex-

periments and select a new experiment at every step. The robot, left to its own devices, must there-

fore have some way to decide which experiments to perform, and in which order. This sequence of

experiments could be completely defined by scientists beforehand. But ideally, the results of earlier

experiments would inform the selection of later experiments, potentially saving time and resources.

For these scenarios, the methods presented here offer heuristics with which the robot can choose

an experiment sequence not just automatically but intelligently.

These methods should also be used to augment scientists’ causal reasoning and experiment

planning—cognitive skills that are being increasingly taxed as science becomes more complex. For

some tasks, such “mind–machine partnerships” could help scientists more than even a human col-

laborator could [FBB18]—particularly in helping to avoid cognitive biases when considering causal

explanations that are equally consistent with the evidence [MNB17].

These methods can help scientists to ensure that they tell logically consistent stories about

sets of related experiments, as demonstrated in § 8.1. This is achieved by using a machine-readable

data structure (e.g., a research map) to express evidence at the level of causal structure, and algo-

rithmically checking its logical consistency. Growing databases of coded empirical results can be
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continuously scanned for conflicts, alerting users whenever inconsistent results are entered. This

approach can expand the scope of quality-assurance methods that are currently used on knowledge

networks.

In addition to conflict detection, these methods can also help scientists to identify causal in-

ferences that remain latent in the literature. Finding such inferences can be a challenge because

it is often not obvious which results—and thus which research articles—should be considered to-

gether. For instance, § 8.2 gives a real example from the neuroscience literature of howwe canmake

causal inferences involving phenomena that may have never been involved in the same experiment.

This approach can be generalized: growing databases of machine-coded results can be continuously

scanned for inferences using the methods presented here. When multiple constraints on causal

structure are combined to derive an inference, we can check whether the constraints came from a

single article or from multiple articles. In the latter case, scientists can be alerted to this advanta-

geous grouping of articles.1

It even seems feasible that as we improve methods to measure evidence and experiments’ po-

tential information gain, such measures could inform how research funding is allocated. This will

likely not happen for some time, but it may be unhelpful to rule it out completely. It is worth remem-

bering, for example, that some ecologists initially objected to statistics on the basis that it could not

fully account for what made each individual organism distinct—a perspective that of course has

fallen out of favor among scientists [GKN18]. Thus, if used properly, the types of methods pre-

sented in this dissertation could further democratize how funding is allocated.

9.5 Future work

Thework in this dissertation can be improved inmanyways. Below, a sample of such improvements

are briefly discussed.

9.5.1 Automating literature annotation

The pipeline presented in Figure 1.4 would be much more scalable if we used natural language pro-

cessing (NLP) to automate the annotation of research maps. This is likely to prove challenging:

1 I am grateful to Frederick Eberhardt for pointing out this useful application.
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the information needed to instantiate each research-map edge is often scattered throughout the re-

search article, sometimes even in its figures and supplemental material. However, ResearchMaps

already contains thousands of experiments annotatedmanually by domain experts; this information

could in principle help to train classifiers to extract at least part of each researchmap automatically.2

Noisy annotations could be corrected as needed by human reviewers. And partial annotations—for

instance, the statement of an independence between two variables, without additional context—

could still be translated into meaningful constraints on causal structure, thus pruning the set of

viable models.

9.5.2 Extending the research-map schema

The research-map schema can be augmented to accommodate a greater variety of causal information.

This would allow a greater variety of empirical results to be annotated and improve the ability of the

annotated constraints to drive causal discovery.

One strategy for augmenting the research-map schema would be to simply adopt the schema

for (in)dependence relations presented in Chapter 4 [HEJ14]. This would introduce a representa-

tion of statistical conditioning; this information is currently absent, so every research map annota-

tion translates to a causal-structure constraint with an empty conditioning setC (Chapter 4). The

schema would also be augmented to allow for any number of variables to be included in a study, all

the way up to N, the number of variables in the system. This would greatly facilitate discovery, as it

has been shown that if k, the number of variables observed simultaneously is less than N, there may

always be some remaining underdetermination of the system’s causal structure [May13].

Another improvement is related to the asymmetry with which pairs of phenomena are anno-

tated. Currently, each annotation names an agent and a target, with an edge assumed to be directed

toward the target (agent→ target). This convention is used even for non-intervention experiments,

where the agent and target are passively observed. Originally, this design decision was made to

reflect the fact that in biology, studies are always designed in the context of other considerations,

such as hypothetical connections and other intervention experiments. However, this assumption

of directionality could be relaxed, enabling researchers to use the results of observational studies in

2 I am grateful to Justin Wood for his preliminary work in this area.
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which this directional information is not known or even hypothesized. For example, assuming not

only that there is a causal relation between X and Y but also that X does not necessarily precede Y,

passively observing both variables will reveal that they are correlated. This evidence is consistent

with X → Y, X ← Y, and indirect paths in both directions. The schema should thus leave open

these possibilities.

9.5.3 Generalizing the cumulative evidence index in research maps

The cumulative evidence index (CEI) is defined for each edge in a research map; therefore, each

index quantifies evidence and suggests experiments that involve only two nodes. The CEI would

be more informative if its Bayesian model were generalized so that it could measure evidence and

suggest experiments at the level of entire research maps with multiple edges. This dissertation

gives qualitative principles that could guide the development of this generalized model (§ 7.1). The

intention is for these qualitative principles to be formalized into a quantitative model for map-level

integration, just as qualitative notions of causality were formalized with graphical models [Shi02].

9.5.4 Scaling SAT-based causal discovery methods

Although SAT-based causal discovery procedures achieve remarkably accurate results, they do not

yet scale as well as other causal discovery algorithms. The pipeline presented in this dissertation

would thus be made more useful to scientists if its causal discovery algorithm were made faster.

One approach to improving the scalability of this method is to parallelize the algorithm. This par-

allelization could occur in two ways. First, a new ASP encoding (Chapter 5) could divide the over-

all SAT problem into separate problems, each of which could be solved simultaneously by separate

solvers. Second, one could use a parallelized SAT solver [MML11a,MML11b,MML12b,MML12c,

MML12a, HS18].3 It may also be possible to combine these two strategies.

Another strategy is to apply SAT-based causal discovery in highly constrained domains and

explore the trade-offs that occur between accuracy and speed [Ebe17]. For instance, Magliacane,

et al. [MCM16] significantly improved the scalability of the method by Hyttinen et al. [HEJ14] by

considering only ancestral causal relations. Hyttinen et al. [HPJ16] considered sub-sampled time

3 Frederick Eberhardt pointed out this distinction between strategies.
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series data and was able to scale their method to around 70 variables.

It is also worth noting that in many applications, scientists can wait long periods of time

for hardware-optimized supercomputers to return a solution [Ebe17]. Compared to the enormous

amounts of time that scientists spend reading the literature andplanning experiments, waitingweeks

or evenmonths to identify every consistent causal explanation—among trillions, potentially—seems

to be a relatively small price to pay.

9.5.5 Incorporating sign information into causal discovery

In the current pipeline (Figure 1.4), each research map’s sign information—whether each correla-

tion is positive or negative—is lost in its translation to causal-structure constraints: every correla-

tion, regardless of its sign, is mapped to a statistical dependence because the constraint-based causal

discovery method does not use the sign information (Table 4.1). But this does not need to be the

case. In principle, one could modify the algorithm to use this information in its search over causal

structures, which may improve its performance.4

9.5.6 Improving experiment-selection heuristics

The experiment-selection policies presented in this dissertation were designed to be practical for

scientists, meaning that they could be readily interpreted and incorporated into existing workflows.

These heuristics could be made more efficient while still remaining applicable by practicing scien-

tists. For instance, the analyses presented here considered only DAGs; however, feedback mecha-

nisms are ubiquitous in biology, suggesting that these methods should be extended to allow for cy-

cles, and thus the fourth degree of freedom discussed in § 6.2. One could also explore experiment-

selection methods that are hybrids of the methods presented individually in § 7.1 and § 7.2. The

intuition would be to choose experiments that improve the convergence and consistency of the ev-

idence from a methodological perspective while also identifying the system’s true causal structure

as efficiently as possible.

4 Frederick Eberhardt pointed out this strategy.
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