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Low power and high density requires scaling of MOSFETs in VLSI. As the

Si based bulk MOSFETs scale down to the limit imposed by gate oxide tunnel-

ing induced gate leakage, short channel effects (SCEs) induced loss of control on

electrostatic integrity, high body doping induced high Vt variation, and band-to-

band tunneling induced high substrate leakage, etc., two categories of novel MOS-

FETs are being intensively investigated: Si multiple gate MOSFETs and high

mobility III-V material based MOSFETs. Among all types of Si multiple gate

MOSFETs, nanowire MOSFET is drawing quite a few attentions for its superior
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electrostatic control through all-around gate structure. High mobility III-V MOS-

FETs are considered as a principal candidate to achieve high speed without too

aggressive scaling, which can keep good control of electrostatic integrity. This dis-

sertation is primarily devoted to modeling and characterization of challenges and

features which are becoming pronounced in aggressively scaled MOSFETs and high

mobility material based MOSFETs. High-κ dielectric on III-V MOS capacitors

are intensively characterized and modeled with the focus on defects at insulator-

semiconductor interface as well as inside the oxide, which are grand challenges for

III-V MOSFETs. A distributed bulk-oxide trap model is developed to account for

the commonly observed frequency dispersion of small signal capacitance-voltage

and conductance-voltage data in accumulation and near flat band region. The

observed C-V humps in depletion to strong inversion are modeled by interface

states model. For III-V MOSFETs design, SCEs and raised source/drain issues

are studied using TCAD simulation. Fabricated III-V MOSFETs are characterized

and mobility is extracted through experimental current voltage data and multiple

frequency gate to channel capacitance measurement and data. For multiple gate

Si MOSFETs, this dissertation focuses on nanowire MOSFETs. SCEs based on

generalized scale length theory are discussed and compact models are proposed

and validated by TCAD simulation. Quantum confinement effects on Vt shift in

nanowire MOSFETs with anisotropic effective mass are modeled. Scaling limit is

projected for extremely scaled nanowire MOSFETs based on Vt shift sensitivity

and scale length theory. Finally, inversion layer capacitance beyond the conven-
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tional bulk Si-based MOSFETs is investigated for III-V MOSFETs as well as two

typical 3-D transistors, namely symmetric double-gate MOSFETs and nanowire

MOSFETs.
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Chapter I

Introduction

I.1 A Review of CMOS Technology in the Nano Era

The number of transistors on a chip roughly doubles every two years [1].

This is the famous “Moore’s Law” which is followed by the semiconductor indus-

try for many decades. Fig. I.1 shows the technology trends for both memory

and microprocessor unit (MPU) products summarized by International Technol-

ogy Roadmap for Semiconductors (ITRS) in 2009 [2], in comparison with “Moore’s

Law”. It is predicted that, after 2013, the “Moore’s Law” rate of on-chip transis-

tors for MPU slows to 2× every three years, to match the slower 3-year technology

cycle. How could the semiconductor industry maintain the “Moore’s Law” for

decades? But why will the pace slow down after 2013?

The primary driving source for the “Moore’s Law” is the continued scaling

down of CMOS transistors to ever smaller physical dimensions. As shown in Fig.

1
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(a)

(b)

Figure I.1: 2009 ITRS product technology trends: (a) memory product function-
s/chip and industry average “Moore’s Law” and chip size trends; (b) MPU product
functions/chip and industry average “Moore’s Law” and chip size trends. Adapted
from [2].
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Figure I.2: MOS transistor scaling — 1974 to present: 0.5 shrink factor per two
technology cycle. Adapted from [2].

I.2, the half pitch or gate length has always been reduced by half per 2 technology

cycle since year 1974. In other words, the CMOS scaling factor between two ad-

jacent technology nodes is about 0.7. Following this historical trend, the CMOS

technology entered nano era in early 2000s, and Intel has been holding the lead-

ership of CMOS scaling during this period. Fig. I.3 demonstrates the roadmap of

Intel since 90 nm technology node. In may of 2011, Intel announced and demon-

strated the first 22 nm microprocessor, codenamed “Ivy Bridge”, that will be the

first high-volume chip to use 3-D transistors. With this major breakthrough and

historic innovation in microchips, Intel continued to successfully introduce leading

edge process and products on a 2 year cadence [3]. It is indicated in Fig. I.3 that

every step in the nanotechnology era is not straightforward. Besides 3-D transis-

tor innovation, other breakthroughs such as strained silicon and high-k metal gate
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Figure I.3: Intel’s roadmap of CMOS scaling since 90 nm technology node.
Adapted from [3].

are the miracles to make it happen, i.e., follow the “Moore’s Law”. People believe

that, using the 3-D tri-gate transistors, Intel would be able to follow another round

of on-time 2 year cycle for the 16 nm technology node. However, as we are getting

more and more close to the physical limits, it becomes more and more difficult to

move forward to the next node. It is why people expect slower 3-year technology

cycle after the 16 nm node in 2013. Before diving into the potential innovations

for future technology, we will review the existing breakthroughs for the CMOS

scaling in the nanotechnology era, namely, strained silicon [4]-[12], high-k metal

gate [13]-[22], and 3-D transistor [23]-[41].
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I.1.A Strained Silicon

It is well known that, in a short-channel MOSFET, the saturation of drain

current occurs at a much lower voltage due to velocity saturation. Besides, the

CMOS technology does not follow the constant-field scaling, and the electric field

has been increasing over the generations. As a result, the effective mobility drops

accordingly, due to the surface roughness scattering at high vertical effective field.

Therefore, the saturation current deviates more and more from 1/L dependence

as the channel length L shrinks. It became a headache for CMOS technology in

nano era, because scaling down of dimensions would have much less impact on

the device performance. Strain engineering has been introduced to address this

headache in 90 nm technology node and beyond by many semiconductor manufac-

turers, especially microprocessor manufacturers [4]-[12]. The purpose of strained

silicon is to achieve significant mobility enhancement to compensate the limitation

imposed by velocity saturation and mobility degradation at high field. The most

challenging part, which results in huge complexity, is that NMOS and PMOS re-

spond differently to different types of strain (compressive or tensile). There are

two categories of stress that can lead to strained silicon, namely, biaxial substrate

stress or uniaxial-process-induced stress. Both of them have been paid enough

attention, and studied extensively. The comparison of biaxial substrate strain and

uniaxial process-induced strain by [6] reveals that uniaxial strain is superior than

biaxial strain in sub-100 nm CMOS technology in the following aspects. First, uni-
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Figure I.4: (a) Strained-Si p-channel MOSFET process flow for the representative
stacked gate transistor and TEM cross-sectional view. (b) dual stress liner process
architecture with tensile and compressive silicon nitride capping layers. Adapted
from [5].

axial strain can provide more significant enhancement of hole mobility than biaxial

strain at low strain and high vertical electric field due to differences in the warping

of the valence band under strain [6]. Second, uniaxially strained-Si MOSFETs

have better performance in nanoscale short channel devices, since the mobility en-

hancement of electrons and holes are mostly due to reduced conductivity effective

mass. Finally, uniaxially strained n-channel bears the threshold voltage shift five

times smaller than biaxial strain. Large threshold voltage shift can weaken the

performance improvements introduced by mobility enhancement through channel

doping adjustment. Furthermore, because different types of uniaxial stress (com-

pressive or tensile) can be realized for p-type and n-type MOSFETs respectively
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on the same wafer, uniaxial strain has been chosen by the semiconductor industry

for nanoscale CMOS technology. Using embedded SiGe for source/drain is one of

the most effective and widely implemented approaches to create large compres-

sive uniaxial stress for p-MOSFETs. This technique consists of steps shown in

Fig. I.4(a). Source/drain is first etched to create a silicon recess, and then SiGe is

epitaxially grown in the recessed source/drain. Similarly, embedded SiC can be ap-

plied to n-MOSFETs for tensile stress [7], but it has not been commercialized yet.

Besides embedded SiGe, dual stress liners are also being widely adopted [8]-[11].

The compressive and tensile SiN capping layers are deposited over p-MOSFETs

and n-MOSFETs, respectively, as illustrated in Fig. I.4(b). Another popular one

is stress memorization technique (SMT), which introduces strain into the silicon

channel via a stress memorization of the poly-Si gate [12]. Therefore, it is not valid

for high-k metal gate technology. With these novel techniques, both electron and

hole mobility can be significantly improved, especially hole mobility, which expects

an enhancement of over 200% [5].

I.1.B High-k Metal Gate

Intel pioneered in high-k dielectrics and metal gate, and adopted them since

45 nm technology node [3]. The other semiconductor companies are catching up

in 32/28 nm products. It is well known that the short-channel effects (SCEs) are

the key challenges with CMOS scaling [43]. To suppress the SCEs, the device has

to maintain the electrostatic integrity, i.e., the charge in the channel should be
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Figure I.5: HRTEM image for the high-k metal gate MOSFET. Adapted from [42].

primarily controlled by the gate but not the drain. For the classical bulk MOS-

FETs and partially-depleted SOI (PDSOI) MOSFETs, the two major solutions for

control of SCEs are reducing the gate oxide thickness and the maximum depletion

width, respectively. Both of them are facing the physical limits. We focus on

reducing the gate oxide thickness first, and leave the other to the next part. As

the gate oxide thickness decreases with CMOS scaling, it is already below 3 nm in

the early nanoscale CMOS technology, which is so thin that the oxide layer only

consists of several atomic layers. In this case, the gate leakage current becomes a

major concern for circuit design, and it is the biggest trouble for further scaling

down of oxide thickness. Insulator with higher relative dielectric constant than 3.9

(SiO2), so-called high-k dielectric, is no doubt the best way to go beyond this limit

imposed by gate tunneling leakage. The bad quality of interface between high-k

dielectric and silicon is the most prominent difficulty that prevents high-k dielec-

tric to appear earlier in CMOS technology. Actually, having a native oxide with

good interface quality is one of the primary reasons that silicon was eventually
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chosen for CMOS technology. Although researchers have been able to improve the

interface quality for high-k/Si, it is still significantly worse than that of SiO2/Si.

Therefore, a compromised methodology is to have SiO2 interfacial layer and de-

posit high-k material on top of interfacial layer, as shown in Fig I.5. In such a

way, one can take advantage of low interface states density and large band offset of

SiO2/Si by trading off somewhat in terms of effective oxide thickness (EOT), which

is defined as the oxide thickness normalized by dielectric constant with respective

to SiO2. As for the high-k material, it is not that the higher dielectric constant

the better. In most of the cases, the material with higher dielectric constant has

smaller band offset to silicon so that tunneling is not necessarily lower given the

same EOT. Besides, there are many other considerations such as defect density,

high-k/SiO2 interface quality, reliability, etc. According to the most recent reports

in literature, HfO2 seems to be preferred by most of semiconductor manufacturers

[13, 14, 16, 18, 20, 21, 42].

The most obvious motivation for metal gate is low gate resistance. Actually,

metal is used as the gate material in the very early years, but the semiconductor

industry moved away from metal to poly-Si due to a few fabrication considera-

tions, e.g., high temperature tolerance, work function suitability, self-aligned gate

technique. With the huge improvements in process techniques, people are able

to switch back to metal gate and thus take advantage of low resistivity of metal.

Besides low resistivity, metal gate is also able to get rid of poly depletion effect,

which has bad impact on gate capacitance, gate resistance, control of SCEs, etc.
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Figure I.6: Pros and cons of different high-k metal gate integration options.
Adapted from [44].

One of the key challenges for metal gate is the work function engineering, because

n- and p-MOSFETs need different gate work functions to achieve right threshold

voltages. This challenge together with some other considerations have led to an in-

tensive debate on whether to use gate-first or gate-last technology [21, 42, 44]. The

pros and cons of different high-k metal gate integration options are summarized in

Fig. I.6. The fully silicided (FUSI) gate option has already been abandoned, and

only gate-first, also commonly called metal inserted Poly-Si (MIPS), or gate-last,

also commonly called replacement metal gate (RMG), are actively developed to-

day. MIPS is consistent with the conventional process flow, so it has much better

compatibility with the previous circuit design based on SiON Poly technology. On

the contrary, RMG has much more restricted design rules due to process complex-
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ity, and no doubt this situation is not preferred by circuit designers. However,

RMG broadens the range of gate material options for effective work function tun-

ing by allowing low thermal budget after metals deposition, decoupling it from the

junction activation [42]. Due to this dilemma, it is quite likely that we will see

companies adopting different strategies for the integration of high-k metal gate,

depending on their products portfolio [44].

I.1.C 3-D Transistors

For bulk and PDSOI MOSFETs, besides reducing EOT, another effective

way to control SCEs is to reduce maximum depletion width, which requires the

increasing of channel doping. However, high channel doping causes a lot of negative

effects that reduce device performance, increase device leakage, and even enlarge

process variability. Some of the typical negative effects include the followings.

First of all, high doping would significantly reduce carrier mobility due to strong

impurity scattering. Second, dopant fluctuation effect is more severe for higher

doping condition, and thus the local variation, i.e., device mismatch, is a bigger

concern, especially for the SRAM and analog circuit design. Third, high channel

doping results in large band-to-band tunneling, so the gate-induced-drain-leakage

(GIDL) current becomes very large. Besides the GIDL current, the diode leakage

between drain and body may also increase. Therefore, channel doping level has

imposed a limit on the scaling of conventional bulk and PDSOI MOSFETs.
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Figure I.7: Different topologies of DG MOSFETs: (a) Planar type; (b) Vertical
type; (c) Fin type. Adapted from [46].

Fortunately, many types of multiple-gate (MuG) MOSFETs have been pro-

posed to scale down CMOS technology more aggressively, because of better control

SCEs and ideal 60 mV/Decade subthreshold slope [45]. The basic idea of MuG

MOSFETs is to use silicon film dimension to control SCEs instead of doping level

by taking advantage of very thin silicon film. Among all the MuG MOSFETs,

double-gate (DG) MOSFETs received earliest attentions and have been exten-

sively studied since 1980s [23]-[41]. Three possible orientations of DG MOSFET
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are illustrated in Fig. I.7. The one in Fig. I.7(a) is the planar type, which is not

preferred due to the huge challenge of aligning the top gate and the bottom gate.

All the other MuG MOSFETs are called 3-D transistor because of the non-planar

nature in device orientation, including the two types of DG showing in Fig. I.7(b)

and (c). It has been many years that people believe the Fin type in Fig. I.7(c) is

the right choice to extend CMOS technology to 22 nm and beyond, so FinFETs

almost becomes an equivalent term to DG MOSFETs. However, in most of the

FinFET devices, the gate covers 3 of the 4 sides, therefore, FinFETs can be either

DG MOSFETs or tri-gate (TG) MOSFETs depending on the thickness of top gate

oxide and aspect ratio of height over width.

As well known, Intel already announced and demonstrated the first 22 nm

microprocessor, codenamed “Ivy Bridge”, that will be the first high-volume chip to

use 3-D TG transistors. The other semiconductor companies are also pushing very

hard for TG or FinFET in general to appear in 22/20 nm or 16/14 nm node product

[24]-[29]. But one of the key debates is on whether it should be based on SOI or

bulk substrate [30]. Intel adopted the bulk substrate [3], and TSMC also leans

towards bulk substrate [24]. However, many other companies have been working

on SOI-based FinFETs for a while [25]-[29]. Fig. I.8 shows the schematics and

TEM pictures for both SOI and bulk FinFETs. Introducing SOI substrate leads to

lower junction capacitance, but both alternatives exhibits similar intrinsic device

performance [30]. But anyway, the key challenge for both SOI and bulk FinFETs

is the threshold voltage engineering. Unlike the bulk or PDSOI MOSFETs, where
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Figure I.8: Schematics and TEM pictures for both SOI and bulk FinFETs.
Adapted from [30].

threshold voltage can adjusted with doping profile, threshold voltage engineering

for FinFETs relies more on the work function of metal gate material.

I.2 The Future of CMOS Technology

What is the future of CMOS technology after the revolutionary FinFET

or TG architecture? It is believed that high-k metal gate will be adopted in all

the future CMOS technologies no matter what breakthrough has been achieved.

But people would like to step further in the other two directions, namely, increas-
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ing mobility and saturation velocity of the channel materials and developing 3-D

transistors with better electrostatic integrity. For the first direction, we are almost

getting close to the limit of silicon with strain engineering. It is reported that

the strain engineering is even applied to the 3-D transistors successfully [24]. The

feasible choice to further improve mobility and saturation velocity is to replace sil-

icon with other high mobility materials such as III-V materials or germanium. For

the second direction, gate-all-around transistors with either rectangular or circular

cross section can provide better control of SCEs than FinFETs.

I.2.A III-V/Germanium MOSFETs

III-V materials and germanium have been used in transistors for many

decades, such as SiGe BJTs, heterojunction bipolar transistors (HBTs), and high

electron mobility transistors (HEMTs). Even the first MOSFET device is based

germanium rather than silicon. Having a native oxide with good interface quality is

one of the primary reasons that silicon was eventually chosen for CMOS technology.

As the strain engineering has pushed silicon to the very limit, III-V materials and

germanium are suggested as the future channel materials in MOSFETs, because

they have much larger mobilities than silicon or even strained silicon. However, it

is not likely to replace silicon with one single material. InGaAs and InP are the

ideal candidates for n-type MOSFETs due to their large electron mobilities, but

their hole mobilities are comparable to or even lower than silicon. Fortunately,

we have GaSb and germanium as good choices for p-type MOSFETs. They have
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mobility advantage on holes instead of electrons.

III-V/gemanium MOSFETs are quite different from silicon MOSFETs in

many different ways. The high mobility is not achieved for free. It is always

associated with the small effective mass of electron/hole. Smaller effective mass

would introduce much stronger quantum-mechanical effects, therefore the tran-

sistor characteristics are more sensitive to the process variations. Besides, small

effective mass corresponds to small density-of-states (DOS). In silicon MOSFETs,

the inversion layer capacitance is usually dominated by centroid of inversion charge

distribution, because of the large DOS of silicon. On the contrary, the semicon-

ductor capacitance of III-V/gemanium MOSFETs is dominated by the DOS. This

is one of the key differences between III-V/gemanium and silicon MOSFETs that

has to be taken into account in device design and modeling. From the capaci-

tance point of view, this is a positive factor because the total gate capacitance

is decreased. But at the same time, the total inversion charge would be reduced,

which is not good in terms of total drain current. Another particular benefit of

III-V material is that, by tailoring composition, heterostructures offer additional

degrees of freedom to optimize the device.

III-V/gemanium MOSFETs have both advantages and disadvantages com-

pared with silicon MOSFETs, but many people think the advantages significantly

exceed disadvantages, and put hope on III-V/gemanium MOSFETs for future rev-

olutionary CMOS technology. However, to make it happen, the key success factor
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Figure I.9: Experimental (a) C-V and (b) G-V data of Al2O3/n-InGaAs MOS.
Data are provided Professor Paul McIntyre, Stanford University.

is to achieve high quality gate dielectric and semiconductor interface. Different

high-k dielectrics have been considered for III-V/gemanium MOSFETs, including
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Al2O3, HfO2, ZrO2, and so on [47]-[63]. At this moment, the trade-off between

high permittivity and large barrier is less important, because none of the dielectric

materials are showing competitive interface quality close to that of Si/SiO2 and

thus the focus is to improve the interface quality. The large frequency dispersion

is commonly observed in the capacitance-voltage (C-V) and conductance-voltage

(G-V) data, as exemplified in Fig. I.9. It is widely believed that the future of

III-V/gemanium MOSFETs heavily depends on what level of interface quality can

be eventually achieved.

I.2.B Nanowire MOSFETs

Transistors with gate all around are usually called nanowire MOSFETs,

which can have circular or rectangular cross section, or even some irregular shape.

Nanowire MOSFETs can provide the best controllability of SCEs, and thus are

being intensively studied [64]-[77]. The rectangular or irregular shaped ones suf-

fer a lot from the corner effect, especially those with significant doping [78, 79].

Therefore, nanowire MOSFETs with circular cross section have generated much

more research interests recently. In this dissertation, we will put emphasis on the

ones with circular cross section. Fig. I.10 shows both the 3-D schematic view and

the TEM images of the twin silicon nanowire MOSFETs fabricated by Samsung.

Similar to the III-V MOSFET case, the best controllability of SCEs is not

achieved for free. The semiconductor wire can be considered as 2-D confinement
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Figure I.10: (a) Three-dimensional schematic view and (b) the TEM images of the
twin silicon nanowire MOSFETs fabricated by Samsung. Adapted from [77].

system for carriers, so the quantum mechanical effects are much more severe in

nanowire MOSFETs compared with FinFET transistors. A direct output is that

threshold voltage shift due to quantum effects would be much more sensitive on the

diameter of nanowire, therefore the process variation on diameter could be the key

factor that determines the scaling limit. Another disadvantage of 2-D confinement

system is that it corresponds to 1-D DOS, which is relatively small due to the

1/sqrt(E − E0) dependence.

I.3 Organization of the Dissertation

The theme of this dissertation is design, modeling and characterization

of non-classical MOSFETs. In Chapter I, we review major CMOS technology
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in the nanometer era: strained silicon, high-κ metal gate, and 3-D transistors, in

particular, FinFET transistor. Then advantages and disadvantages of two primary

future CMOS solutions are discussed, namely III-V/germaniam MOSFETs and

nanowire MOSFETs. This dissertation includes four chapters in body part.

Chapter II focuses on analysis of high-κ dielectric on InGaAs MOS capaci-

tors. We address the major challenge in high-κ dielectric on III-V MOS: defects or

traps inside the insulator as well as at the dielectric-semiconductor interface. A dis-

tributed bulk-oxide trap model is developed to account for the commonly observed

frequency dispersion of small signal capacitance-voltage and conductance-voltage

data in accumulation and near flat band region. The observed C-V humps in

depletion to strong inversion are modeled by interface states model.

In Chapter III, design and characterization of III-V MOSFETs are pre-

sented. Starting from our 15 nm baseline design, the strategies for further scaling

to 11 nm are studied. Potential issues in raised source/drain process are evaluated.

The third section of Chapter III deals with III-V MOSFETs characterization and

mobility extraction with non-ideal dielectric-semiconductor interface.

In Chapter IV, compact model and scaling limit of nanowire MOSFETs are

discussed. First section of this chapter is devoted to compact modeling of SCEs.

Quantum confinement effects on Vt shift in nanowire MOSFETs with anisotropic

effective mass are modeled as well. Scaling limit is projected for extremely scaled

nanowire MOSFETs based on Vt shift sensitivity and scale length theory.
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In Chapter V, by invoking both Poisson’s and Schrödinger’s equations, as

well as one subband approximation, analytical results for inversion layer capac-

itance in symmetric DG and nanowire capacitors are developed. In the derived

results, the physical meanings of DOS capacitance and quantum well capacitance

are manifest.

The last chapter summarizes the whole dissertation.



Chapter II

High-κ on InGaAs MOS

II.1 Preliminary Analysis on Experimental C-V Charac-

teristics of InGaAs MOS

In this section, experimental frequency dependent capacitance-voltage (C-

V) characteristics of InGaAs MOS will be analyzed qualitatively. Before digging

into III-V MOS C-V, ideal C-V of Si MOS devices will be reviewed.

Small-signal capacitances measurement at various frequencies is commonly

used to characterize metal-oxide-semiconductor devices. The total MOS capaci-

tance per unit area is defined as

C =
d(−Qs)

dVg

(II.1)

where Qs is the charge per unit area in Si substrate. With defects charge ig-

nored and poly silicon depletion width small enough, the total MOS capacitance

22
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Figure II.1: Energy-band diagram near the silicon surface of a p-type MOS device.
The band bending ψ is defined as positive when the bands bend downward with
respect to the bulk. Adapted from [43].

in general consists of two components connected in series. One is Cox = εox/tox,

associated with dielectric constant and thickness of the oxide. The other is semi-

conductor capacitance Cs dependent on MOS capacitor bias condition. Therefore,

C can be express as

C =

(
1

Cox

+
1

Cs

)−1

(II.2)

Cox only depends on gate oxide parameters and is constant for an existing

MOS capacitor. On the other hand, semiconductor capacitance Cs is a strong

function of surface potential ψs which is defined in Fig. II.1. Cs is defined as

Cs =
d(−Qs)

dψs

(II.3)

Since the total semiconductor charge Qs consists of both contributions from the
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Figure II.2: Equivalent circuit model of an MOS capacitor at low frequency. Semi-
conductor capacitance is divided into two parts: Ci and Cd.

charge associated with majority carriers Qd and the charge associated with minor-

ity carriers Qi, Cs can be divided into two parts according to Qs components:

Cs = Ci + Cd (II.4)

where Ci and Cd are defined as

Ci =
d (−Qi)

dψs

Cd =
d (−Qd)

dψs

(II.5)

According to the equations (II.2) and (II.4), an equivalent circuit for MOS

capacitance C at low frequency is shown in Fig. II.2. In Fig. II.3, three curves

at different frequencies overlap on accumulation side because of instantaneous ma-

jority response to both gate bias sweep and small-signal modulation. Qi and Ci

are both negligible. On inversion side, the MOS capacitor is such biased that

inversion charge is much more than depletion charge at quasi-static condition.

When frequency is low enough so that generation of minority carriers is able to

follow ac voltage, inversion charge capacitance Ci is also much larger than ma-
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Figure II.3: MOS capacitance-voltage curves: (a) low frequency, (b) high fre-
quency, (c) deep depletion. Adapted from [80].

jority component Cd. The total capacitance will go back up to oxide capacitance

Cox as surface potential increases and Ci is even much larger than Cox, as shown

in curve (a). Actually, in this case, response of minority carriers screen the ac

electric field change from penetrating into space charge region, resulting negligible

majority carrier response to ac signal. When frequency is high enough so that

generation and recombination of minority carriers are not able to follow ac signal,

Ci is negligible and total capacitance will be a series combination of Cox and Cd as

shown in (b). For the frequency somewhere in between these two limits, Cs would

be frequency dependent on inversion side. Therefore total capacitance also show

frequency dependent characteristics in between curves (a) and (b). Actually, it is

possible to measure Ci and Cd separately in a split C-V measurement on MOSFET
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Figure II.4: Equivalent circuit model for split C-V setup. Ci and Cd are connected
to different terminals.

[81, 82]. The equivalent circuit model for split C-V setup (Fig. II.4) is slightly

different from that of an MOS capacitor. In the split C-V measurement, the n+

Source/Drain part of the total MOS capacitance is Cinv

Cinv =
d (−Qi)

dVg

=
CoxCi

Cox + Ci + Cd

(II.6)

and the p-type Substrate part of the total MOS capacitance is CD

CD =
d (−Qd)

dVg

=
CoxCd

Cox + Ci + Cd

(II.7)

The importance of Cinv is manifest. Being the slope of DC Qi–Vg curves, Cinv can

be integrated to regenerate Qi–Vg curves. Such a technique is used, for example,

in channel mobility measurements where the inversion charge density must be

determined accurately.

An example of split C-V measurement results is demonstrated in Fig. II.5.

It can be observed that before inversion layer forms only CD contributes. But

after inversion layer forms, Cinv becomes dominant quickly, and CD drops signif-

icantly due to the strong screening by inversion layer. Therefore, it is a good
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Figure II.5: An example of split C-V measurement results. Cd dominates in the
accumulation region, and Ci dominates in the inversion region.

approximation in the strong inversion region that

Cinv =
CoxCi

Cox + Ci

(II.8)

i.e., Cinv equals Cox and Ci connected in series.

It’s worth of note that the above discussion on inversion and accumulation

region is only suitable for small Cox and semiconductor that has large conduction

band and valence band density of states (DOS), such as Si, where Cs is much larger

than Cox in inversion and accumulation. As device dimensions scale down, dielec-

tric becomes thinner and Cox becomes larger, the classic theory is no longer valid.

Furthermore, III-V substrate materials such as InGaAs has lower conduction band

DOS compared with Si, resulting in a different comparison relationship between
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Figure II.6: Simulated quasi-static Al2O3/n-In0.53Ga0.47As MOS C-V (solid line)
compared with experimental C-V data (dots) at 1 MHz. Cox = 1.06µF/cm2

Cox and Cs.

Fig. II.6 shows simulated ideal quasi-static C-V in solid line in comparison

with experimental high frequency C-V at 1 MHz in dots for Al2O3/n-In0.53Ga0.47As

MOS with n-type doping density of 2 × 1016 cm−3. Cox is indicated in the figure

by a dashed line. Conduction band edge Ec, Valence band edge Ev and flat-band

condition is also labeled in lateral axis Vg. There are several different features

of InGaAs MOS ideal quasi-static C-V compared with Si ideal quasi-static C-V

with thick oxide: (a) Total capacitance in inversion deviates from Cox; (b) Total

capacitance in accumulation deviates from Cox; (c) Non-symmetry between inver-

sion and accumulation to some extent. The simulated quasi-static C-V includes

quantum-mechanical effects and non-parabolic effects. Because of quantum effects,
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Figure II.7: A comparison on E-k dispersions between parabolic band description
and non-parabolic band description. Adapted from [83].

inversion charge is pushed away from oxide-semiconductor interface and inversion

charge capacitance Ci is no longer much larger than Cox, and therefore simulated

C-V in inversion (negative Vg) deviates from one of serial components Cox [82]. On

the other side, because of small electron effective mass and therefore small DOS

in conduction band, majority charge capacitance is also not much larger than Cox

[82]. So simulated C-V in accumulation (positive Vg) would be considerably lower

than dielectric capacitance Cox. However, besides the small DOS degradation

to accumulation capacitance, non-parabolic effects actually compensate this low

DOS degradation [83]. Fig. II.7 schematically compares E-k dispersions between

parabolic band description and non-parabolic band description. As a result of

smaller effective mass of InGaAs, and hence smaller DOS, electrons will populate
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Figure II.8: Experimental C-V of Al2O3/n-In0.53Ga0.47As MOS C-V. The measure-
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higher energy states at a given gate bias and Cox. Effective mass from parabolic

approximation at bottom of E-k relation cannot adequately describe the electronic

structure at higher energies. Non-parabolic feature should be taken into account

for electrons at higher energy, where actual DOS is higher than calculated from

parabolic approximation. Therefore small DOS is counteracted by non-parabolic

feature to some extent. Thus the final C-V with all these effects taken into account

shows non-symmetry of some degree.

With the ideal III-V quasi-static C-V established, we will take a look at

experimental multiple frequency C-V for Pt/Al2O3/n-In0.53Ga0.47As MOS device,

as shown in Fig. II.8 (Data are from McIntyre’s group, Stanford University).

The device is fabricated under similar processing procedures as in Ref. [84]. The
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semiconductor layer structure is 1 µm 2×1016 cm−3 doped n-In0.53Ga0.47As on 100

nm 5× 1018 cm−3 doped n-In0.53Ga0.47As on n+ InP substrate. The Al2O3 film is

prepared by 50 cycles of atomic layer deposition (ALD) with trimethyl aluminum

precursor and water vapor oxidant. The sample is then annealed in forming gas

for 30 minutes at 400◦C.

To characterize the MOS device, the first step is to extract oxide capac-

itance Cox. We cannot take low frequency capacitance on inversion side as Cox

because of the following reasons: (a) On inversion side, 1 KHz is not low enough

for true inversion to take place. (b) Even in quasi-static C-V measurement, where

true inversion can happen, 1-D quantum confinement on inversion charge will make

semiconductor capacitance less than infinity compared with oxide capacitance and

total capacitance somewhat smaller than Cox. (c) Considering the non-ideality of

measured device sample, defects or traps response will make the measured capac-

itance distorted and related with Cox in a complicated way. Total capacitance on

accumulation side cannot be taken as Cox either for the following reasons: (a) Small

conduction band DOS leads to small semiconductor capacitance and thus makes

total capacitance lower than Cox. (b) Total capacitance could be either higher or

lower than Cox due to traps in oxide. To extract oxide capacitance accurately, we

need to compare experimental data with ideal quasi-static simulation. C-V data

at highest measurement frequency 1 MHz are least affected by trap response and

thus most close to ideal MOS case. When simulated total capacitance matches

with 1 MHz data, Cox is obtained from simulation.
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In Fig. II.8, a few features can be observed: (a) Frequency dispersion

from large positive gate bias through zero gate bias. (b) Frequency dispersion

and humps in negative gate bias. It’s worth to mention that these features are

not unique for Al2O3/n-In0.53Ga0.47As MOS capacitor. Actually they are quite

common in high-κ - III-V semiconductor MOS devices. So it’s of great importance

that we understand these features physically and come up with appropriate models

to account for the observations and calibrate for essential device parameters, such

as defects density.

Conventionally interface states are considered as the cause for frequency

dispersion in multi-frequency C-V. Interface states are defects located at the di-

electric - semiconductor interface, which have one or more energy levels within

the semiconductor bandgap. These defects can exchange charge with the semicon-

ductor. Specifically, they can interact with the semiconductor conduction band by

capturing or emitting electrons and with the valence band by capturing or emitting

holes. These capture and emission processes are governed by Shockley-Read-Hall

(SRH) mechanism. Capture or emission occurs when interface states change oc-

cupancy. When a small AC voltage applies to the gate of an MOS capacitor, the

band edges move toward or away from the Fermi level alternately. Carriers are

captured or emitted, changing occupancy of interface trap levels in a small en-

ergy interval a few kT/q wide centered about the Fermi level. This capture and

emission of majority carriers causes an energy loss observed at all frequencies ex-

cept the very lowest (to which interface traps immediately respond) and the very
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highest (to which no interface trap response occurs) [85]. Thus a capacitance in

series with a conductance can be utilized to model the process of traps’ changing

occupancy under small signal AC voltage drive. Another type of defects, called

bulk-oxide traps, are located inside the dielectric and with energy level distributed

throughout wide dielectric bandgap. Bulk-oxide traps can also exchange charge

with semiconductor bands through a different mechanism - quantum tunneling.

The two types of defects both contribute to the observed multi-frequency C-V and

conductance-voltage (G-V) as well. Before characterizing and modeling experimen-

tal frequency dependent C-V and G-V, it’s necessary to review the conductance

method - the most accurate and commonly used methodology for interface states

characterization in Si MOS.

II.2 Review of Conductance Method

By assuming an interface trap to be an SRH center located at the oxide-

semiconductor interface, the equivalent circuit for an MOS capacitor with interface

traps at a single energy E within the bandgap can be derived as shown in Fig.

II.9 according to [85, 86]. Cox is the oxide capacitance. Cinv is the inversion

capacitance. Cdep is the depletion capacitance. CT is the trap capacitance given

by

CT =
q2NT

kT
f0(1− f0) (II.9)
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Figure II.9: General equivalent circuit for an n-type MOS capacitor with single
interface trap energy level. Adapted from [86].

where NT is interface states density in unit of cm−2. f0 is the Fermi function of

traps in equilibrium and is given by

f0(E) =
1

1 + exp [(E − Ef ) /kT ]
(II.10)

From (II.9), we can see that CT is non-negligible only when its energy level

E is close to Fermi level Ef within several kT . Gn and Gp are conductances

associated with charge exchange between trap states and conduction band and

valence band, respectively. They are given by

Gn =
q2NT cnns

kT
(1− f0) (II.11)

and

Gp =
q2NT cpps

kT
f0 (II.12)

where cn and cp are trap capture probability coefficients for electrons and holes

respectively. ns and ps are the electron and hole densities per unit volume at the

interface. Gd models the diffusion-induced inversion response. The equivalent cir-

cuit in Fig. II.9 involves traps interaction with both conduction band and valence
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Figure II.10: Equivalent circuit for an n-type MOS capacitor with single interface
trap energy level biased in depletion.

band. When the number of holes dominate, Gp is much larger than Gn, interface

states exchange traps mainly with conduction band and vice versa. In accumu-

lation and depletion, this general equivalent circuit can be reduced to Fig. II.10,

which only includes one trap branch associated with majority carrier energy band.

The total admittance Ytot can be easily derived from Fig. II.10,

Ytot = jωCd + jωCT Gn(Gn + jωCT )−1 (II.13)

If we define equivalent parallel capacitance Cp and equivalent parallel con-

ductance Gp as shown in Fig. II.11, we can obtain Cp and Gp/ω, which both

contain interface traps information:

Cp = CT

[
1 + (ωτ)2]−1

+ Cd (II.14)

Gp

ω
= CT ωτ

[
1 + (ωτ)2]−1

(II.15)

It’s not straight forward to extract interface states properties from Cp since one

also needs to know Cd.

In real devices, interface states are distributed in closely spaced energy
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Figure II.11: Equivalent circuit defining equivalent parallel capacitance Cp and
equivalent parallel conductance Gp.

levels throughout semiconductor bandgap. The corresponding equivalent circuit

for devices biased in depletion is shown in Fig. II.12. If we assume continuous

energy distribution of interface states, NT in (II.9) becomes interface states in unit

of cm−2Joule−1, and we denote this energy distributed density as Dit to distinguish

from single energy level interface states density. By further assume a constant Dit

over energy, we can derive total equivalent parallel capacitance and conductance

Figure II.12: Equivalent circuit for an n-type MOS capacitor biased in depletion
with interface traps distributed in energy.
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for traps distributed in energy by integrating (II.14) and (II.15) over energy with

NT replaced with Dit [85]. The results are

Cp = q2Dit (ωτ)−1 arctan (ωτ) + Cd (II.16)

Gp

ω
= q2Dit (2ωτ)−1 ln

[
1 + (ωτ)2] (II.17)

Fig. II.13 shows Gp/ω vs. ωτ for single energy level traps (dashed line) and

energy distributed traps (solid line). The peak of the curve for energy distributed

case is smaller than single energy case. In addition, energy distributed case has

larger spread-out in frequency and a shift to larger frequency compared to single

energy case. From Gp/ω peak, one can extract Dit information as follows,

Dit =
2.5

q2

(
Gp

ω

)

peak

(II.18)
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Till now we have reviewed the basic theory of conductance method. In next

section, we will review another Dit extraction method based on C-V stretch-out

and apply it to the data in Fig. II.8.

II.3 Dit Extraction from High Frequency C-V Stretchout

In this section, we will review interface states density extraction method

based on high frequency experimental C-V and simulated ideal high frequency

C-V. The method is applied to characterize Al2O3/n-In0.53Ga0.47As.

In high frequency C-V measurement, traps cannot respond to small signal

modulation due to their small time constant, so the measured total capacitance is

the same as ideal MOS capacitance without traps. As discussed in Section II.1,

the total capacitance is serial combination of Cox and Cs, as shown in Fig. II.14.

One the other side, the gate bias sweep in C-V measurement is at very low rate. In

this case, traps can fully respond to gate bias change during sweep without delay.

The total capacitance is Cox in series with the parallel combination of Cs and Cit,

as shown in Fig. II.15. We can extract Dit from comparison between measured

Figure II.14: Equivalent circuit for HF capacitance measurement, where no traps
respond to small signal modulation, as well as for ideal simulation without traps
present.
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Figure II.15: Equivalent circuit for DC gate bias sweep in capacitance measure-
ment.

HF C-V and simulated ideal C-V. For the simulated ideal C-V, both small signal

capacitance and DC sweep capacitance can be represented by Fig. II.14. A given

capacitance corresponds to the same surface potential but different gate bias in

measured HF C-V and simulated ideal C-V due to traps charge/discharge in gate

bias sweep in measurement. So trap density information is embedded in the slope

degradation of measured HF C-V. From Fig. II.14, we have

(
dψs

dVg

)

sim

=
Cox

Cox + Cs

(II.19)

From Fig. II.15, we have

(
dψs

dVg

)

data

=
Cox

Cox + Cs + Cit

(II.20)

ψs is surface potential. dC/dψs in both simulation and HF experimental data are

the same. So we can multiply dC/dψs to both sides of (II.19) and (II.20), we have

(
dC

dVg

)

sim

=
Cox

Cox + Cs

(
dC

dψs

)
(II.21)

(
dC

dVg

)

data

=
Cox

Cox + Cs + Cit

(
dC

dψs

)
(II.22)
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Dit can be derived from the ratio of (II.21) and (II.22):

Dit =
1

q2

[
(dC/dVg)sim

(dC/dVg)data

− 1

]
(Cs + Cox) (II.23)

At certain capacitance, we can extract Dit from slopes of HF experimental

C-V and simulated ideal C-V. Since certain capacitance corresponds to certain

surface potential and Fermi level position, we can further mapping capacitance to

Fermi level positions in the band diagram. Because traps with energy level close to

Fermi level dominate in charging/discharging process, Dit vs. Fermi level positions

is equivalent to Dit vs. trap energy. Thus we can extract Dit energy profile

through this method. It is worth to mention that this method is only suitable

for depletion and moderation accumulation, but not applicable to inversion and

strong accumulation. In inversion and strong accumulation, HF C-V is rather flat,

no information can be obtained from almost zero C-V slope. The methodology is

used to extract Dit for Al2O3/n-In0.53Ga0.47As MOS devices.

Both data of Al2O3/n-In0.53Ga0.47As MOS with and without forming gas an-

neal (FGA) are investigated to quantitively evaluate the effects of FGA to interface

defects. Experimental multiple frequency C-V of the FGA Al2O3/n-In0.53Ga0.47As

MOS is shown in Fig. II.8. Experimental multiple frequency C-V of the Al2O3/n-

In0.53Ga0.47As MOS without FGA is shown in Fig. II.16. Cox is extracted to be

1.06 µF/cm2 by comparing HF experimental C-V with simulated ideal C-V in

terms of accumulation capacitance shown in Fig. II.6. Also labeled in Fig. II.6

are Vg values for Ec, Ev, and Vfb, where the Fermi level crosses those energies at
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Figure II.16: Experimental C-V of Al2O3/n-In0.53Ga0.47As MOS without FGA.
The measurement frequencies are 1 kHz, 2 kHz, 3 kHz, 5 kHz, 10 kHz, 30 kHz, 50
kHz, 100 kHz, 1 MHz. Data are from McIntyre’s group, Stanford University.

the surface. Most of the steep transition region in the 1 MHz C-V curve is ac-

tually near flatband or in moderate accumulation, not depletion. C-V curves are

shifted horizontally to account for fixed charge influence on flatband voltage. The

C-V slope degradation of data can be observed by the comparison, which is due

to traps’ charging/discharging as Fermi level moves when sweep gate bias. Fig.

II.17 shows the extracted Dit energy profile for both FGA device and no FGA de-

vice. It can be observed that FGA reduces Dit approximately by half in depletion

and moderate accumulation. Dit increases toward higher energy above conduction

band edge. Conventional interface states are only distributed in semiconductor

bandgap. Therefore, the extracted Dit in semiconductor conduction band could

be another type of traps. Considering the observed frequency dispersion in multi-

frequency C-V in strong accumulation, traps distributed above conduction band
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Figure II.17: The extracted Dit profile from HF C-V slope degradation in Al2O3/n-
In0.53Ga0.47As with FGA (star) and without FGA (dot).

edge must include slow traps with time constant comparable with midgap interface

states to produce frequency dispersion between 1 kHz to 1 MHz. In next section,

we will investigate the “slow” traps and develop a circuit model to account for the

effects on small signal admittance.

II.4 A Distributed Bulk-Oxide Trap Model for the Al2O3-

InGaAs MOS Devices

Recently, III-V compound semiconductor MOSFETs have been intensely

investigated to replace silicon CMOS for high-performance digital applications.

In many reports in the literature [87, 88, 89, 90, 91, 92], frequency dispersion is

commonly observed in the capacitance-voltage and conductance-voltage data of
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Figure II.18: Experimental (a) C-V and (b) G-V data of Al2O3/n-InGaAs MOS
at 1 KHz, 2 KHz, 3 KHz, 5 KHz, 10 KHz, 30 KHz, 50 KHz, 100 KHz, and 1 MHz.

high-κ/III-V MOS devices. Examples are shown in Fig. II.18 for ALD Al2O3 on

n-type In0.53Ga0.47As MOS capacitor. The dispersion in the strong accumulation

region cannot be explained by the conventional interface states whose time con-

stant in such bias regions is far shorter than the period of typical measurement

frequencies, 1 KHz to 1 MHz [85, 93]. On the other hand, trap states inside the
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gate insulator, called bulk-oxide traps or border traps, do have long time constants

as they interact with the conduction band electrons via tunneling [94]. In addition,

when the conventional conductance method [85] for interface states is applied to

the high-to-low transition region (maximum slope) of the C-V data, the frequency

dispersion of conductance does not follow the well known peak behavior. And the

C-V stretch-out with respect to the ideal curve indicates an interface state density

far exceeding that extracted from the dispersion in that region. Such a discrepancy

can be resolved by a bulk-oxide trap model in which the low-frequency component

causing C-V stretch-out is larger than the high-frequency component responsible

for dispersion.

In previous publications, bulk-oxide traps are modeled by a lumped R-

C circuit [95, 96], which does not reflect the distributed nature of border trap

capacitance over the depth of the gate insulator. We developed a distributed bulk-

oxide trap model to explain the dispersion in both strong accumulation and the

flatband region of Al2O3/n-In0.53Ga0.47As MOS data [97, 98]. The model is also

applied to account for the C-V stretch-out in the device.

For the C-V in Fig. II.18, also shown in Fig. II.8, we have extracted its Cox

and trap density through stretch-out in Section II.3. In this section, we will focus

on the modeling of frequency dispersion in strong accumulation and the flatband

region, as well as the stretch-out.

It has been reported that parasitic resistance in series with the MOS capac-
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Figure II.19: (a) Equivalent circuit for Cp and Gp. (b) Experimental Gp/ω vs.
log(ω) at Vg = 0.3 V.

itor could make the apparent Ctot lower at high frequencies, e.g., 1 MHz. We rule

this out as the cause of the dispersion in the measured C-V because the dispersion

persists to as low frequencies as a few KHz, where the series resistance plays no

role. Moreover, the estimated spreading resistance in the substrate for the 100 µm

dot size is less than a few ohms — several orders of magnitude smaller than the

capacitive reactance at 1 MHz. It cannot be explained by the conventional inter-

face states either, since their time constant in accumulation is in nano-seconds,

far shorter than the period of the highest measurement frequency, 1 MHz. Near
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the flatband or in moderate accumulation, the parallel conductance in the semi-

conductor, Gp, defined in Fig. II.19, is calculated from the measured Ctot(ω) and

Gtot(ω) for a given bias point. Instead of exhibiting a peak behavior as predicted

in the standard interface-state model, the Gp/ω vs. log(ω) plot in Fig. II.19 is

rather featureless, indicative of wide distribution of trap time constants more in

line with the bulk-oxide trap model.

The C-V humps in the negative Vg bias region corresponding to depletion

and weak inversion do exhibit a peak Gp/ω behavior and are attributed to a local-

ized density of interface states. Analysis of these features will be covered in next

section.

II.4.A Distributed Bulk-oxide Trap Model

In MOS devices, traps in the bulk gate dielectric film can exchange charge

with mobile carriers in the semiconductor bands through tunneling. Fig. II.20

shows schematically the tunneling process between bulk-oxide traps and conduc-

tion band in an n-type MOS device biased in accumulation. The time constant

associated with charge exchange between bulk-oxide traps and semiconductor is

governed by the tunneling mechanism which gives an exponential dependence on

the trap distance x from the interface [94, 95]:

τ(x) = f0τ0e
2κx. (II.24)
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Figure II.20: Schematic diagram of tunneling between bulk-oxide traps in gate
insulator and conduction band of semiconductor.

Here τ0 is the time constant of interface traps inversely proportional to the carrier

density at the semiconductor surface, f0 is the Fermi-Dirac function that a trap

at energy E is occupied by an electron, and κ is the attenuation coefficient for an

electron wave function of energy E decaying under an energy barrier Eox
C > E:

κ =
√

2m∗(Eox
C − E)/~. (II.25)

m∗ is electron effective mass in the dielectric film and Eox
C is the energy of the top

of the dielectric barrier as indicated in Fig. II.20.

For a given gate DC bias, bulk-oxide traps at a certain depth x and energy

E change occupancy in response to a small signal AC modulation. Bulk-oxide

traps at energy close to E = Ef are most responsible for the small-signal ca-

pacitance. The effects of bulk-oxide traps at a specific depth and energy on the
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small-signal MOS admittance can be modeled by a serial combination of capaci-

tance and conductance. The bulk-oxide traps within an incremental depth ∆x at x

and an incremental energy ∆E at E are represented by an incremental capacitance

∆Cbt(E, x) and an incremental conductance ∆Gbt(E, x) connected in series. If the

density per volume per energy of bulk-oxide traps is Nbt in units of cm−3Joule−1,

then [85, 94]

∆Cbt(E, x) =
f0(1− f0)q

2Nbt

kT
∆E∆x. (II.26)

∆Gbt(E, x) and ∆Cbt(E, x) are related by the time constant τ(x):

∆Cbt(E, x)/∆Gbt(E, x) = τ(x) = f0τ0e
2κx. (II.27)

To integrate for a continuous energy distribution of bulk-oxide traps, the serial

connection of ∆Cbt(E, x) and ∆Gbt(E, x) at a given x must first be converted to a

parallel combination of incremental admittances. Because the factor f0(1− f0) is

sharply peaked at E = Ef , κ of (II.25) is set to be a constant with E = Ef in the

integration. The total incremental admittance at x is then:

∆Ybt(x) =

∫

E

1
1

jω∆Cbt(E,x)
+ 1

∆Gbt(E,x)

=
q2Nbt ln(1 + jωτ0e

2κx)

τ0e2κx
∆x (II.28)

For a continuous distribution of bulk traps throughout the oxide thickness, the

equivalent circuit of the MOS device is of a distributed form shown in Fig. II.21,

where the oxide capacitance is broken into an infinite number of serial segments

with branches of ∆Ybt(x) connected at different depths. Here, εox is the permittivity

of the insulator and Cs is the semiconductor capacitance.
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Figure II.21: Equivalent circuit for bulk-oxide traps distributed over the depth of
the insulator. The semiconductor capacitance is represented by Cs.

If we define Y (x) to be the equivalent admittance at a point x looking into

the semiconductor in Fig. II.21, the recursive nature of the distributed circuit

gives the admittance of the next point, x + ∆x, as

Y (x + ∆x) = ∆Ybt(x) +
1

∆x
jωεox

+ 1
Y (x)

. (II.29)

Substituting (II.28) for ∆Ybt(x), the first-order terms in ∆x then yield a differential

equation for Y(x):

dY

dx
= − Y 2

jωεox

+
q2Nbt ln(1 + jωτ0e

2κx)

τ0e2κx
. (II.30)

The boundary condition is Y (x = 0) = jωCs. This differential equation is the

correct one to use over the one we derived earlier without energy integration [97].

Although the previously derived equation had a different last term, it only made

minor differences in most numerical results.

In general, (II.30) needs to be solved numerically to obtain the total admit-
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Figure II.22: An example of numerical solution to Eq. II.30: (a) Real and (b)
imaginary parts of Y (x = tox) vs. ωτ0 with Nbt = 4.2 × 1019 cm−3eV−1 and
τ0 = 2.3× 10−10 s.

tance seen by the gate,

Y (x = tox) ≡ Gtot + jωCtot. (II.31)

A typical example of the solutions Ctot vs. ln ω and Gtot vs. ω is given in Fig. II.22.

In the high frequency limit, ωτ0 > 1, none of the bulk-oxide traps respond to the
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AC signal and Ctot equals Cox in series with Cs as expected. For the measurement

frequencies of 1 KHz to 1 MHz, 1.4× 10−6 < ωτ0 < 1.4× 10−3, Ctot varies linearly

with ln(1/ω), and Gtot linearly with ω, i.e., Gtot/ω ≈ constant. Both are consistent

with the data trends in Fig. II.18. The constant Gtot/ω reflects the fact that, for a

given gate bias, response of bulk-oxide traps spans a wide spectrum of frequencies

due to their depth distribution – a clear distinction from conventional interface

traps [85].

For ω = 0 or DC, Fig. II.21 becomes a purely capacitive circuit and (II.30)

is reduced to a real equation for the capacitance C(x):

dC

dx
= −C2

εox

+ q2Nbt. (II.32)

The boundary condition is C(x = 0) = Cs. For uniform Nbt, (II.32) can be solved

analytically to yield

C (x) = C0

(Cs + C0) exp
(
2qx

√
Nbt/εox

)
+ (Cs − C0)

(Cs + C0) exp
(
2qx

√
Nbt/εox

)
− (Cs − C0)

. (II.33)

Here, C0 = q
√

εoxNbt. If 2qtox

√
Nbt/εox À 1, then C(x = tox) ≈

√
q2εoxNbt (left

plateau in Fig. II.22(a)), insensitive to Cs. This is, of course, only a matter of

theoretical interest as in practice, it would take much longer than the age of the

universe to charge up all the bulk traps in the oxide!

Of particular interest is the case in accumulation where Cs is very high.

From equation (II.33), Ctot(DC)≈ C0coth(C0/Cox), always larger than Cox. This

is in contrast with the interface state or lumped-circuit border trap models which
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do not produce dispersion when shorted out by a large semiconductor capacitance.

Dispersion in accumulation is therefore a good indicator of distributed bulk oxide

traps.

II.4.B Correlation of Model with Multi-Frequency C-V and G-V Data

in Strong Accumulation and Near Flatband

The experimental capacitance and conductance versus frequency data in

strong accumulation in Fig. II.18 (Al2O3/n-InGaAs at Vg = 2.9 V) are compared

to model calculations in Fig. II.23. For model parameters, the semiconductor

capacitance Cs is chosen such that the serial combination of Cox and Cs gives a

Ctot slightly below the measured 1 MHz capacitance at Vg = 2.9 V. κ is calculated

from (II.25) with m∗ = 0.5m0 and Eox
C − E = 1.99 eV. Both the slopes of Ctot

versus ln(1/ω) and Gtot versus ω are sensitive to the bulk-oxide trap density Nbt.

By choosing a single fitting parameter, uniform Nbt = 4.2× 1019 cm−3eV−1, good

agreement is achieved between the model and the measured Ctot, Gtot data from

1 KHz to 1 MHz in Figs. II.23(a) and (b). The parameter τ0 has little effect on

Ctot, Gtot slopes until ωτ0 → 1 (Fig. II.22) which is much beyond 1 MHz.

Fig. II.24 shows the model correlation with data near the flatband voltage

at Vg = 0.3 V, i.e., in the region of steep C-V transition in Fig. II.18. A lower

bulk-oxide trap density of Nbt = 2.2 × 1019 cm−3eV−1 is found to fit both the

capacitance and conductance versus frequency data. Note that the zero-depth

trap time constant τ0 here is much longer than that in strong accumulation (Fig.
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Figure II.23: Al2O3 MOS experimental (a) Ctot(ω) and (b) Gtot(ω) dispersion data
(open circles) at Vg = 2.9 V in Fig. II.18 compared to those calculated from the
distributed bulk-oxide trap model (solid lines). A single bulk-oxide trap density,
Nbt = 4.2 × 1019 cm−3eV−1, is assumed in both Ctot(ω) and Gtot(ω) calculations.
The rest of the model parameters are Cox = 1.06 µF/cm2, tox = 5 nm, Cs = 2.7
µF/cm2, κ = 5.1 nm−1, and τ0 = 2.3× 10−10 s.
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Figure II.24: Al2O3 MOS experimental (a) Ctot(ω) and (b) Gtot(ω) dispersion data
(open circles) at Vg = 0.3 V in Fig. II.18 compared to those calculated from the
distributed bulk-oxide trap model (solid lines). A single bulk-oxide trap density,
Nbt = 2.2 × 1019 cm−3eV−1, is assumed in both Ctot(ω) and Gtot(ω) calculations.
The rest of the model parameters are Cox = 1.06 µF/cm2, tox = 5 nm, Cs = 0.635
µF/cm2, κ = 5.47 nm−1, and τ0 = 1.35× 10−7 s.
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Figure II.25: Al2O3 MOS experimental (a) Ctot(ω) and (b) Gtot(ω) dispersion data
(open circles) at Vg = 0.2 V in Fig. II.18 compared to those calculated from the
distributed bulk-oxide trap model (solid lines). A single bulk-oxide trap density,
Nbt = 1.81× 1019 cm−3eV−1, is assumed in both Ctot(ω) and Gtot(ω) calculations.
The rest of the model parameters are Cox = 1.06 µF/cm2, tox = 5 nm, Cs = 0.42
µF/cm2, κ = 5.5 nm−1, and τ0 = 2.5× 10−7 s.
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Figure II.26: Al2O3 MOS experimental (a) Ctot(ω) and (b) Gtot(ω) dispersion data
(open circles) at Vg = 0.4 V in Fig. II.18 compared to those calculated from the
distributed bulk-oxide trap model (solid lines). A single bulk-oxide trap density,
Nbt = 2.6 × 1019 cm−3eV−1, is assumed in both Ctot(ω) and Gtot(ω) calculations.
The rest of the model parameters are Cox = 1.06 µF/cm2, tox = 5 nm, Cs = 0.875
µF/cm2, κ = 5.43 nm−1, and τ0 = 6× 10−8 s.
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II.23) such that nonlinearity starts to show up in Gtot at 1 MHz. This is consistent

with the lower surface electron density near the flatband. Fig. II.25 and Fig. II.26

show the model correlation with data at Vg = 0.2 V and Vg = 0.4 V, respectively.

II.4.C Correlation of Model with C-V Stretchout Near Flatband

It is seen in Fig. II.6 that in addition to giving rise to C and G dispersions,

oxide traps also cause a degradation of the dCtot/dVg slope near the flatband and

moderate accumulation compared to the ideal simulated curve. Such a “stretchout”

of the 1 MHz C-V is commonly employed to extract the interface state density

(Terman method) based on the relation ∆Vg/∆Ψs = 1 + (Cs + Cit)/Cox, where

Ψs is the surface potential and Cit is the capacitance due to interface states. In

Section II.3, this method is applied to the observed C-V slope degradation in Fig.

II.6 and yields an interface-state density of 5.4 × 1012 cm−2eV−1 at Vg = 0.3 V.

This level of interface-state density would result in a much higher dispersion than

the experimental data. For example, it leads to a Gp/ω peak value of 0.35 µF/cm2

- about 5.5 times the data in Fig. II.19(b).

The discrepancy between low frequency stretchout and high frequency dis-

persion is readily resolved with the bulk-oxide trap model which predicts much

richer low frequency component than high frequency (Fig. II.22(a)). Physically,

the slow sweep rate of Vg allows charging and discharging of more traps by tunnel-

ing deeper into the oxide. An expression for the frequency dependent ∆Vg/∆Ψs can



58

be derived from the distributed bulk-oxide trap model. We define the differential

potential at a point x in the oxide in Fig. II.21 as V (x), then

V (x + ∆x)− V (x) =
Y (x)V (x)

jω (εox/∆x)
. (II.34)

where Y (x) is the admittance at x solved by (II.30). Therefore,

dV

dx
=

Y (x)V (x)

jωεox

. (II.35)

and

∆Vg

∆Ψs

=
V (x = tox)

V (x = 0)
= exp

[
1

jωεox

∫ tox

0

Y (x)dx

]
. (II.36)

For DC, Y (x) = jωC (x), where C (x) is given by (II.33) for uniform Nbt. (II.36)

gives

(
∆Vg

∆Ψs

)

trap

=
(Cs + C0) exp (2C0/Cox)− (Cs − C0)

2C0

exp

(
− C0

Cox

)
. (II.37)

where C0 = q
√

εoxNbt. Note that this DC expression assumes bulk oxide traps all

the way to the metal gate are engaged. In reality, the sweep rate of Vg is finite and

we expect an experimental ∆Vg/∆Ψs value lower than the DC value of (II.37).

For the Al2O3 MOS biased at Vg = 0.3 V, ∆Vg/∆Ψs is computed from

(II.36) using the uniform Nbt and other parameters extracted from high frequency

C and G dispersions in Fig. II.24. Fig. II.27 plots the real part of ∆Vg/∆Ψs

with respect to (∆Vg/∆Ψs)notrap = (Cox + Cs) /Cox as a function of frequency

(solid curve). The imaginary part is negligible. The experimental stretchout of

Vg can be estimated by comparing the dCtot/dVg slope of the 1 MHz C-V data

to that of the ideal simulated C-V in Fig. II.6. However, since both Nbt and τ0
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Figure II.27: Real part of (∆Vg/∆Ψs)trap/(∆Vg/∆Ψs)notrap vs. frequency at Vg =
0.3 V for Al2O3 MOS with uniform Nbt and other parameters extracted from high
frequency C and G dispersions in Fig. II.24 (solid line). The dashed line shows
the ratio calculated with a nonuniform Nbt that produces the observed stretchout
at a frequency in the range of the C-V sweep rate.

are bias dependent, the contribution of bulk oxide traps to the 1 MHz Ctot is also

bias dependent and has the effect of steepening the slope. A more accurate way

is to determine the slope using the extracted Ctot,ωτ0À1 = CsCox/(Cs + Cox) near

Vg = 0.3 V. This is shown in Fig. II.28, which gives a dCtot,ωτ0À1/dVg slope a factor

of 1.74 smaller than that of the simulated C-V with no stretchout. This factor is

compared to the computed ratio in Fig. II.27 since dCtot,ωτ0À1/dVg is inversely

proportional to ∆Vg/∆Ψs for the same Ctot,ωτ0À1 and Ψs between the two curves.

While the calculated DC ratio of 1.71 is comparable to the measured inverse-slope

ratio, the calculated ratio of 1.31 at ∼ 0.1 Hz corresponding to the sweep rate is

lower. The model-to-data match can be fine tuned by allowing nonuniform Nbt,

with higher trap densities toward the gate. The dashed curve in Fig. II.27 shows
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the model calculation with a nonuniform Nbt shown in Fig. II.29 that reproduces

the experimental (∆Vg/∆Ψs)trap at 0.1 Hz without affecting the dispersions at

higher frequencies.

II.5 Modeling of Al2O3/n-In0.53Ga0.47As C-V and G-V in

Depletion, Weak Inversion and Strong Inversion

In previous section, we have discussed the distributed bulk-oxide trap model,

which can explain frequency dispersion in C-V and G-V in strong and moderate

accumulation. In this section, we will investigate frequency dispersion on the left

side of Fig. II.8, especially the observed humps between Vg = −1 V and Vg = 0 V.

Does the dispersion follow the bulk-oxide trap model? We will take a look at the

trend of the dispersion around the humps. Fig. II.30 shows (a) capacitance and

(b) conductance frequency dispersion data at Vg = −0.8 V of Fig. II.8. The capac-

itance does not follow ∝ log(ω) trend and conductance does not follow ∝ ω trend.

So the dispersion at humps could not be explained by bulk-oxide trap model.

Fig. II.31 compares experimental Al2O3/n-In0.53Ga0.47As multi-frequency

C-V in Fig. II.8 with quasi-static C-V from Sentaurus simulation. The humps

in 1 kHz C-V occur in depletion and weak inversion where the inversion-layer

capacitance is still low. So the humps should be due to interface states response.

The quasi-static C-V shown in Fig. II.31 does not take interface states induced

stretch-out into account. In real cases, the interface states charging and discharging
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(a)

(b)

Figure II.30: (a) capacitance and (b) conductance frequency dispersion data at
Vg = −0.8 V of Fig. II.8.

during gate bias sweep leads to stretch-out of C-V so that strong inversion takes

place at more negative gate voltage than the shown ideal curve. We will adopt

the full interface state model from Nicollian and Brews [85]. The full equivalent

circuit of MOS with interface states is shown in Fig. II.32. CD is the depletion
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Figure II.31: Experimental Al2O3/n-In0.53Ga0.47As multi-frequency C-V in Fig.
II.8 is compared with quasi-static C-V from simulation with Cox = 1.06µF/cm2.
The locations of conduction band edge Ec, valence band edge Ev and intrinsic
Fermi level Ei are labeled.

charge capacitance; CI is the inversion charge capacitance. CTn, CTp and Ggr are

proportional to interface states density Dit, and are defined as

CTn = qDitτ
−1
n

∫ 1

0

(1− f)
[
jωf(1− f) + fτ−1

p + (1− f)τ−1
n

]−1
df (II.38)

CTp = qDitτ
−1
p

∫ 1

0

f
[
jωf(1− f) + fτ−1

p + (1− f)τ−1
n

]−1
df (II.39)

Ggr = −qDitτ
−1
n τ−1

p

∫ 1

0

[
jωf(1− f) + fτ−1

p + (1− f)τ−1
n

]−1
df (II.40)

where

τn = (σnv
n
thns)

−1 (II.41)

τp = (σpv
p
thps)

−1 (II.42)

τn is the time constant for a trap to capture an electron from conduction band,

and τp is for trap to capture a hole from valence band. As Vg goes negative,
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Figure II.32: Full equivalent circuit of MOS with interface states. Adapted from
[85].

electron density at interface ns decreases and hole density at interface ps increases.

As a result, τn increases and τp decreases. At different regions such as depletion,

weak inversion and strong inversion, the full equivalent circuit can be simplified

Figure II.33: Experimental Gp/ω of Al2O3/n-In0.53Ga0.47As MOS in depletion re-
gion.
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Figure II.34: (a) C-V data and corresponding (b) C-V fitting using Dit = 1× 1013

cm−2eV−1 in interface states model.

according to the comparison between τn and τp. In depletion, τn < τp, CTp is

negligible and there is no CI . The equivalent circuit reduces to Cox in series with

a parallel combination of Cp and Gp, which are defined in (II.16) and (II.17). The

Gp/ω exhibits a peak at ωτn = 1.98 as shown in solid curve in Fig. II.13, which is

the theoretical basis of the well-known “conductance method”.
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(a)

Figure II.35: C-V fitting for the data of Fig. II.8. By courtesy of Han-Ping Chen.

Fig. II.33 shows the experimental Gp/ω in depletion region. The curves

exhibit consistent trend with the model: as Vg goes negative, τn increases and

the peak appears at lower frequency. Dit increase toward lower frequency can be

observed from the peak magnitude increases toward lower frequency. Previously, a

uniform Dit of 1×1013 cm−2eV−1 was used for fitting data from a different sample.

The results are shown in Fig. II.34. We can see that the fitting is not satisfactory.

Interface states distribution should be non-uniform or localized. Another student

Han-Ping Chen continues the work of modeling with non-uniform Dit, which leads

to much better fitting of multi-frequency C-V in Fig. II.35.
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II.6 Summary

In this chapter, we discuss the characteristics of high-κ III-V MOS capac-

itors, focusing on Dit and bulk-oxide traps extraction and modeling. The small

signal admittance of an Al2O3/n-InGaAs MOS sample at multiple frequencies are

analyzed. The ideal C-V is simulated to extract Cox. Total trap density is extracted

from high frequency stretch-out. However, it is much larger than the number pre-

dicted from conductance method. A distributed bulk-oxide trap model based on

tunneling between the semiconductor surface and trap states in the gate insulator

is developed. It differs fundamentally from the conventional interface state model

in that there is a wide frequency spectrum of bulk-oxide trap response at a given

gate bias. It is more physical than previously published lumped circuit models

in the literature. The model is validated with the Pt/Al2O3/n-In0.53Ga0.47As dis-

persion data in strong accumulation and near the flatband. Unlike surface states

which are in units of areal density, bulk-oxide traps are characterized by a volume

density, extracted from fitting of the capacitance and conductance data. It is fur-

ther shown that the commonly employed method of extracting the interface state

density from C-V stretchout could yield unphysical numbers inconsistent with the

high-frequency dispersion data. On the other hand, the bulk-oxide trap model,

in particular, with nonuniform trap density in the oxide film, can explain C-V

stretchout independent of the dispersion at higher frequencies. Non-uniform Dit

yields better fitting of the C-V humps on inversion side in the framework of full
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conductance method.

The text of Chapter II, in part, is a reprint of the material as it appears in

“A distributed bulk-oxide trap model for Al2O3-InGaAs MOS devices” by Yu Yuan,

Bo Yu, Jaesoo Ahn, Paul C. McIntyre, Peter M. Asbeck, Mark J. W. Rodwell and

Yuan Taur, submitted to IEEE Transactions on Electron Devices. The dissertation

author was the primary investigator and author of this paper.



Chapter III

Design and Characterization of

III-V MOSFETs

III.1 Further Scaling of 15 nm Baseline Design to 11 nm -

SCEs Consideration

We will review our baseline sub-22 nm MOSFETs design [82] before dis-

cussing further scaling options. The schematic diagram of the baseline device

design is shown in Fig. III.1. This is a thin-BOX-SOI-like structure. There are

several design considerations to be captured briefly. First, a conductor not too

far from the channel layer is needed to confine the lateral source-drain field for

better short channel effects control. So the InGaAs under wide bandgap InAlAs

barrier should be highly doped below channel region. Second, a self-aligned shal-

low Ti implant can be made after gate patterning to damage the p+ regions under

69
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Figure III.1: Schematic diagram of the baseline device design of thin-BOX-SOI-like
III-V MOSFETs for sub-22 nm scaling [82].

the source/drain to avoid excessive parasitic capacitance and resistance. Finally,

raised source/drain can help to alleviate source starvation effects by increasing the

chance of electrons’ moving direction change through scattering [83]. The baseline

design can be scaled to 15 nm in terms of drain induced barrier lowering (DIBL)

and high drain Vt roll-off sensitivity on change length, as shown in Fig. III.2.

Further scaling to 11 nm gate length from baseline design will be investigated.

Two difference strategies will be considered: vertical scaling and lateral scaling.

We set the following criteria for electrostatic integrity: (a) DIBL < 100 mV/V;

(b) High drain Vt roll-off < 50 mV/10%Lg. In vertical scaling, we will consider

reducing the channel thickness while keeping the same high-κ EOT. The original

total channel thickness is 5 nm. Thinner thickness of 3 nm or 4 nm InGaAs will

be used in TCAD simulation to calculate DIBL and Vt roll-off at multiple gate

length. The results are shown in Fig. III.3 and Fig. III.4 for Vt roll-off and DIBL,

respectively. When channel thickness decreases to 3 nm, Vt roll-off sensitivity falls
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Figure III.2: Vt roll-off vs. channel length for baseline design. DIBL and Vt roll-off
sensitivity are also labeled [82].

Figure III.3: High drain Vt roll-off vs. channel length for baseline design (diamond),
and reduced channel thickness design of 3 nm (star) and 4 nm (circle). Vt roll-off
sensitivity on channel length sensitivity is labeled.



72

Figure III.4: DIBL vs. channel length for baseline design (diamond), and reduced
channel thickness design of 3 nm (star) and 4 nm (circle). The criterion of 100
mV/V is labeled. The simulation is conducted at Vds = 1 V.

below 50 mV/10%Lg and DIBL drops below 100 mV/V at Lg = 11 nm. So the

device can be scaled to 11 nm with 3 nm channel thickness but not with 4 nm

Figure III.5: Schematic diagram of the modified baseline device design with un-
doped underlap region on the drain side (in pink color).
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Figure III.6: High drain Vt roll-off vs. channel length for baseline design (diamond),
adding 5 nm underlap (triangle) and adding 10 nm underlap (square) design. Vt

roll-off sensitivity on channel length sensitivity is labeled.

Figure III.7: DIBL vs. channel length for baseline design (diamond), adding 5 nm
underlap (triangle) and adding 10 nm underlap (square) design. The criterion of
100 mV/V is labeled. The simulation is conducted at Vds = 1 V.
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channel thickness. Compared to 4 nm channel thickness, DIBL improves signifi-

cantly for 3 nm channel thickness. In lateral scaling, we will consider asymmetric

device with undoped underlap region on the drain side, as shown in Fig. III.5.

Adding undoped underlap region plays a similar role in improving SCE as increas-

ing channel length. The effects on high drain Vt roll-off and DIBL are illustrated

in Fig. III.6 and Fig. III.7, respectively. The device can barely be scaled to 11 nm

channel length with 10 nm underlap region. Compared with DIBL improvement

by vertical scaling, lateral underlap is less effective in reducing DIBL.

Figure III.8: Schematic diagram of the raised source/drain structure, optimized to
avoid “source starvation” [83].



75

Figure III.9: Simulated electron density vs. y-axis under the sidewall on the source
side for 10 nm sidewall and 30 nm sidewall with 100 nm gate length at Vgs = 1 V
and Vds = 1 V.

III.2 Raised Source/Drain Process Issues

Two source/drain (S/D) patterns have been considered in our III-V MOS-

FET design. One is recessed S/D structure and the other is raised S/D structure.

We will focus on raised S/D structure shown in Fig. III.8. On both sides of un-

doped InGaAs channel, there are extensions of undoped InGaAs. These undoped

InGaAs extensions might introduce extra series resistance to the MOSFET. We

are interested in electron density in the undoped InGaAs extension on the source

side because of its effect on the device current. The region under the sidewall is

more difficult to obtain electrons compared to the region under n+ source. Elec-

trons in the underlap regions come primarily from three sources: spillover from n+

raised source; fringing capacitance induced electrons; spillover from gated channel.

Electron density under the sidewall is very sensitive to sidewall thickness. Elec-
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tron density from Sentaurus simulation is plotted in Fig. III.9 for 10 nm and 30

nm sidewall. Electron density in the underlap region is more than 4 × 1018 cm−3

even for 30 nm thick sidewall, which is acceptable. Relatively low electron density

under the sidewall causes extra series resistance to the MOSFETs. This can be

observed from the simulated band diagram shown in Fig. III.10. The source is on

the left side. The kink of the electron Fermi level on the source side indicates the

I-R drop caused by the side wall. The series resistance can be estimated through

the I-R drop and the MOSFET current at Vgs = 1 V and Vds = 1 V. The source

series resistance is less than 15 Ohm·µm for 10 nm wide side wall. Even for 30

nm side wall, the source series resistance is only about 75 Ohm·µm, which will not

significantly affect the device performance. Ids vs. Vgs is plotted in Fig. III.11 for

different sidewall thickness. Transconductance degrades as the sidewall thickness

increases because of the series resistance effects. Threshold voltage increases as

the sidewall thickness increases due to larger source to drain separation and hence

better short channel effects control. 30 nm sidewall results in 25% degradation in

“on” current.

III.3 III-V MOSFETs I-V, C-V, and Mobility Extraction

To characterize III-V MOSFETs with high-κ gate insulator, interface traps

effects on device performance cannot be ignored due to the their large number.

Therefore, we will discuss the effects of interface traps on device performance:
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Figure III.10: The simulated band diagram for the MOSFETs structure in Fig.
III.8, with 100 nm gate length at Vgs = 1 V and Vds = 1 V.

Figure III.11: The simulated Ids vs. Vgs for the MOSFETs structure in Fig. III.8
of 100 nm gate length and various sidewall thickness. Vds = 1 V.

subthreshold degradation in the subthreshold region; inversion charge capacitance

degradation above threshold. Fig. III.12 shows the equivalent circuits for MOS-
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(a) (b)

Figure III.12: The equivalent circuits for MOSFETs with interface traps in (a)
subthreshold region and (b) above threshold region.

FETs with interface traps in (a) subthreshold region and (b) above threshold

region for DC condition. Interface traps’ occupancy change follows DC gate bias

sweep without delay, so it can be modeled by a pure capacitance, in parallel with

depletion capacitance in subthreshold region and with inversion capacitance in

above threshold condition. These two equivalent circuits will be utilized in the

characterization of InGaAs MOSFETs with Al2O3 gate insulator.

In Fig. III.13, Ids at Vgs = 0.05, 1, and 2.5 V are plotted. Poor subthreshold

slope of 720 mV/dec is observed due to large Dit. According to Fig. III.12 (a),

the subthreshold slope is given by

S.S. =
Cox + Cd + Cit

Cox

× 60mV/dec (III.1)

Cd is negligible compared to Cit due to large Dit and therefore large Cit. Dit is

estimated to be ∼ 1× 1014 cm−2eV−1 from (III.1).

To extract effective mobility of the device, mobile charge density needs to

be characterized from device measurement. In mature Si technology, a single fre-
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Figure III.13: Ids vs. Vgs for three terminal In0.53Ga0.47As channel MOSFETs with
5 nm Al2O3 gate insulator and semi-insulating substrate. The device width is 7
µm; gate length is 10 µm. From Prof. Mark Rodwell, University of California,
Santa Barbara.

quency split C-V measurement can provide mobile charge information. Since the

MOSFET to be characterized is three terminal device, gate to source/drain ca-

pacitance can be measured to extract mobile charge density. Another factor to

be considered is trap response to C-V measurement. In high-κ III-V MOSFETs,

much more traps are present at insulator-semiconductor interface and inside gate

insulator than Si MOSFETs. Single frequency C-V is not sufficient to charac-

terized mobile charge density when trap response plays a role. To separate trap

response from inversion charge response, gate to channel capacitance is measured

at multiple frequencies especially high frequencies. The two probes connect to gate

pad and source/drain pad. The C-V data are plotted in Fig. III.14. The multi-

frequency gate to channel capacitance exhibits strong frequency dependence. This

is consistent with frequency dependent interface traps response. At lower frequen-
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Figure III.14: Multi-frequency gate to channel capacitance for three terminal
In0.53Ga0.47As channel MOSFETs with 5 nm Al2O3 gate insulator and semi-
insulating substrate. The device width is 7 µm; gate length is 10 µm. The sample
is provided by Prof. Mark Rodwell, University of California, Santa Barbara.

cies, more trap response are present. So low frequency C-V should mainly corre-

sponds to trap response instead of true inversion charge response. The inversion

charge response should be instant and frequency independent in the presence of

source/drain electron reservoir. So the C-V data at highest measurement frequency

are least contributed by interface traps response and will be used to estimate in-

version charge density. When there is no interface traps response, the equivalent

circuit in Fig. III.12 (b) reduces to a simple series combination of Cox and Ci,

where Ci is inversion charge sheet density differentiation with respect to surface

potential. So we can obtain Ci through high frequency gate to channel capacitance

with known Cox. On the other hand, Ids is measured in DC condition, when the

total equivalent circuit is as shown in Fig. III.12 (b). To calculate the inversion
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Figure III.15: Estimated electron effective mobility for the three terminal
In0.53Ga0.47As channel MOSFETs with 5 nm Al2O3 gate insulator and semi-
insulating substrate. The device width is 7 µm; gate length is 10 µm.

charge density per unit area vs. gate bias, we need to know Cinv which is defined

by inversion charge sheet density differentiation with respect to gate voltage Vg.

With interface traps present, Cinv is given by

Cinv =
CoxCi

Cox + Ci + Cit

(III.2)

Cinv could be degraded significantly by large Cit. With known Cox, Ci and Cit, we

can obtain Cinv vs. Vg. Inversion charge sheet density Qi is obtained by integrating

Cinv over Vg:

Qi(Vg) =

∫ Vg

−∞
Cinv(V

′
g )dV

′
g (III.3)

Then electron effective mobility can be estimated through low drain bias Ids vs.

Vg data:

µeff ≈ LgIds

WQiVds

(III.4)
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where Lg and W are MOSFET gate length and width, respectively; Vds is the

drain to source bias. The effective mobility is estimated from Vds = 50 mV Ids

vs. Vg data for the Lg = 10 µm and W = 7 µm device, whose Ids vs. Vg and

gate to channel capacitance are shown in Fig. III.13 and Fig. III.14, respectively.

The result is plotted in Fig. III.15. The estimated effective electron mobility

is in the range of 2000 to 5000 cm2/V·S. Assuming no interface traps response

at highest measurement frequency may overestimate inversion charge density and

hence underestimate the mobility.

III.4 Summary

In device design part, the baseline sub-22 nm MOSFETs design can be

scaled to 11 nm gate length by shrink the channel thickness to 3 nm and can be

barely scaled to 11 nm gate length by adding 10 nm undoped underlap region at

the drain side; the series resistance induced by increasing the sidewall thickness

to 30 nm in a Lg = 100 nm MOSFET is acceptable. In device characterization

part, the mobile charge density in high-κ InGaAs MOSFET is characterized by

frequency dependent measurement of gate to channel capacitance and electron

effective mobility is extracted to be in the range of 2000 to 5000 cm2/V·S.



Chapter IV

Nanowire MOSFETs: Compact

Model and Scaling Limit

A continuous analytic drain current model has been developed for long-

channel nanowire transistors recently [99]. This model is developed by following

the approach for DG MOSFETs in [100] of Professor Taur. It is based on the exact

solution of the Poisson’s equation, and is derived directly from Pao-Sah integral

without charge sheet approximation. Therefore, the model is able to cover all

the operation regions (linear, saturation, subthreshold) as well as the transition

between them without fitting parameters. On top of the drain current model,

the analytic charge and capacitance model has also been obtained to constitute a

complete set of compact model for long-channel nanowire transistors, i.e., enable

AC and transient CAD simulation [101]. But the focus of this chapter is not on the

long-channel nanowire transistors. On the contrary, we will put emphasis on the

83
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compact model of short-channel nanowire transistors, especially those close to the

scaling limit, where both short channel effects (SCEs) and quantum effects have

to be included.

IV.1 Analytic Model for SCEs in Nanowire MOSFETs

Fig. IV.1 shows the schematic diagram of an undoped (or lightly doped)

nanowire MOSFET. In the subthreshold region, both the fixed and mobile charge

densities are negligible, therefore Poisson’s equation takes the following form in

both the silicon and insulator regions:

1

ρ

∂

∂ρ
ρ

(
ε (ρ)

∂ψ

∂ρ

)
+

∂

∂y

(
ε (ρ)

∂ψ

∂y

)
= 0 (IV.1)

Figure IV.1: Schematic diagram of a nanowire MOSFET (cut through symmetry
axis).
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where the electrostatic potential ψ(ρ, y) is defined as the intrinsic potential at

a point (ρ, y) with respect to the Fermi level in the n+ source, and ε (ρ) is the

dielectric constant of silicon or the insulator. If we assume the source and drain

junctions are abrupt, the boundary conditions are as follows:

Gate : ψ (Ri, y) = Vg −∆φ, 0 6 y 6 L

Source : ψ (ρ, 0) = Vs + Vbi, 0 6 ρ 6 R

Drain : ψ (ρ, L) = Vd + Vbi, 0 6 ρ 6 R (IV.2)

where Ri = R + tox, ∆φ is the work function of gate electrode with respect to

the intrinsic silicon, and Vbi is the build-in voltage roughly given by Vbi = Eg/2q.

It can be noticed that we have no explicit boundary conditions in the insulator

gap regions between the source/drain and gate. Numerical simulation results show

that the potential in this region is approximately a logarithm function of ρ. The

potential in the insulator gap region can then be expressed by

ψ (ρ, 0) = (Vs + Vbi) +
Vg −∆φ− Vs − Vbi

ln (Ri/R)
ln

ρ

R
,R < ρ 6 Ri

ψ (ρ, L) = (Vd + Vbi) +
Vg −∆φ− Vd − Vbi

ln (Ri/R)
ln

ρ

R
,R < ρ 6 Ri (IV.3)

By applying the superposition principle, the electrostatic potential in the

nanowire MOSFET can be written as

ψ (ρ, y) = v (ρ) + uL (ρ, y) + uR (ρ, y) (IV.4)

where v (ρ) is the 1-D solution of

1

ρ

∂

∂ρ
ρ

(
ε (ρ)

∂v (ρ)

∂ρ

)
= 0 (IV.5)
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and satisfies gate boundary condition. uL and uR are solutions to Poisson’s equa-

tion and satisfy the source and drain boundary conditions, respectively. For ex-

ample, uL is zero on the gate and drain boundaries, but v + uL satisfies the source

boundary condition. Similarly, uR is zero on the gate and source boundaries, but

v + uR satisfies the drain boundary condition [43, 102].

Owing to the volume inversion effect in the subthreshold region, we can

choose v (ρ) = constant = Vg − ∆φ. Meanwhile, uL and uR can be written as

uL(ρ, y) = Σ∞
n=1bnBn(ρ, y) and uR(ρ, y) = Σ∞

n=1cnCn(ρ, y), respectively, where

Bn (ρ, y) =





J0 (knρ) sinh[kn(L−y)]
sinh(knL)

, 0 6 ρ 6 R

J0 (knR) J0(knρ)Y0(knRi)−J0(knRi)Y0(knρ)
J0(knR)Y0(knRi)−J0(knRi)Y0(knR)

sinh[kn(L−y)]
sinh(knL)

, R < ρ 6 Ri

(IV.6)

and

Cn (ρ, y) =





J0 (knρ) sinh(kny)
sinh(knL)

, 0 6 ρ 6 R

J0 (knR) J0(knρ)Y0(knRi)−J0(knRi)Y0(knρ)
J0(knR)Y0(knRi)−J0(knRi)Y0(knR)

sinh(kny)
sinh(knL)

, R < ρ 6 Ri

(IV.7)

Here J0 (r) denotes the 0-th order Bessel function of the first kind (Bessel function),

and Y0 (r) denotes the 0-th order Bessel function of the second kind (Neumann

function) [103].

The implicit boundary conditions at the silicon/insulator interface also re-

quire ε (ρ) (∂uL,R/∂ρ) to be continuous at ρ = R, which lead to:

εsi
J1 (knR)

J0 (knR)
= εox

J1 (knR) Y0 (knRi)− J0 (knRi) Y1 (knR)

J0 (knR) Y0 (knRi)− J0 (knRi) Y0 (knR)
(IV.8)

where J1 (r) and Y1 (r) are the 1-st order Bessel function and Neumann function,

respectively. This eigenvalue equation is equivalent to that in [104]. By solving
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this implicit equation, we can obtain the eigenvalues of kn, which form a sequence

k1 < k2 < k3 < · · · with kn/k1 ∼ n. The generalized scale length λ is defined by

λ = π/k1.

The eigenfunctions Bn (ρ, 0) (=Cn (ρ, L)) are not orthogonal to each other.

In order to evaluate the coefficients bn and cn, we need to find the orthogonality

relationship in this case. It can be approved that the orthogonality relationship

takes the form
∫ Ri

0

Bn (ρ, 0) Bm (ρ, 0) ε (ρ) ρdρ = 0, n 6= m (IV.9)

The key point to prove equation (IV.9) is to analytically carry out the

integrals in the form of
∫ t2

t1
tf1 (at) f2 (bt) dt (a 6= b), where the functions f1 and

f2 can be either Bessel function J0 or Neumann function Y0. Here, we will take

∫ t2
t1

tJ0 (at) Y0 (bt) dt as an example to show how to calculate this type of integral.

According to the definitions, one has

1

t

d

dt

[
t
dJ0 (at)

dt

]
+ a2J0 (at) = 0 (IV.10)

1

t

d

dt

[
t
dY0 (bt)

dt

]
+ b2Y0 (bt) = 0 (IV.11)

(IV.10)× (tY0 (bt))−(IV.11)× (tJ0 (at)) leads to

(
a2 − b2

)
tJ0 (at) Y0 (bt) = −Y0 (bt)

d

dt

[
t
dJ0 (at)

dt

]
+J0 (at)

d

dt

[
t
dY0 (bt)

dt

]
(IV.12)

Integrating the above equation, we finally obtain

(
a2 − b2

) ∫ t2

t1

tJ0 (at) Y0 (bt) dt = [atJ1 (at) Y0 (bt)− btJ0 (at) Y1 (bt)]|t=t2
t=t1

(IV.13)
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By multiplying uL,R with Bn (ρ, 0) ε (ρ) ρ and integrating, we will obtain the

coefficients bn and cn. bn can be expressed as

bn =

∫ Ri

0
[ψ (ρ, 0)− v (ρ)] Bn (ρ, 0) ε (ρ) ρdρ∫ Ri

0
B2

n (ρ, 0) ε (ρ) ρdρ
(IV.14)

and cn can be expressed as

cn =

∫ Ri

0
[ψ (ρ, L)− v (ρ)] Cn (ρ, L) ε (ρ) ρdρ∫ Ri

0
C2

n (ρ, L) ε (ρ) ρdρ
(IV.15)

The above tedious integrals can be carried out by using the basic character-

istics of Bessel and Neumann functions [103]. To derive explicit expressions for bn

and cn, we have to analytically calculate following types of integral:
∫ t2

t1
tf1 (at) dt,

∫ t2
t1

t ln tf1 (at) dt, and
∫ t2

t1
tf1 (at) f2 (at) dt. Here, we will list the result of an ex-

ample for each type, and the others can be obtained by replacing J0,1 with Y0,1, or

reversely:
∫ t2

t1

tJ0 (at) dt =

[
tJ1 (at)

a

]∣∣∣∣
t=t2

t=t1

(IV.16)

∫ t2

t1

t ln tJ0 (at) dt =

[
t ln tJ1 (at)

a
+

J0 (at)

a2

]∣∣∣∣
t=t2

t=t1

(IV.17)

∫ t2

t1

tJ0 (at) Y0 (at) dt =

[
t2J1 (at) Y1 (at)

2
+

t2J0 (at) Y0 (at)

2

]∣∣∣∣
t=t2

t=t1

(IV.18)

According to these intermediate results, we can obtain the final expressions of bn

and cn as

bn = E (Vs + Vbi + ∆φ− Vg) (IV.19)

and

cn = E (Vd + Vbi + ∆φ− Vg) (IV.20)
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where

E =
π2

2

1

ln (Ri/R)

εi

εsi

J0 (knR)

A ·B + π2

4
k2

nR2 · C (IV.21)

with

A =
J0 (knR)

J0 (knR) Y0 (knRi)− J0 (knRi) Y0 (knR)

B =
J1 (knR)

J1 (knR) Y0 (knRi)− J0 (knRi) Y1 (knR)

C =

(
1− εi

εsi

)
J2

0 (knR) +

(
1− εsi

εi

)
J2

1 (knR) (IV.22)

Note that bn and cn are bias dependent. The Vd dependence in cn is responsible

for drain induced barrier lowering (DIBL), and the Vg dependence in both bn and

cn is responsible for subthreshold slope degradation, which will be discussed later.

For L > 1.3λ, the uL,R series decay rapidly since kn/k1 ∼ n. Therefore only

the lowest order terms in the uL,R series need to be kept. Then the expression for

the full 2-D potential in the subthreshold region is ψ (ρ, y) = Vg−∆φ+b1B1 (ρ, y)+

c1C1 (ρ, y), which in the silicon region is explicitly given by

ψ (ρ, y) = Vg −∆φ +
b1 sinh [k1 (L− y)] + c1 sinh (k1y)

sinh (k1L)
J0 (k1ρ) (IV.23)

Once the analytical potential is obtained, the subthreshold current can be

derived based on the current continuity equation

Ids (y) = µ (2πR) Qi (y)
dV (y)

dy
(IV.24)

where

Qi (y) =
qni

R

∫ R

0

eq[ψ(ρ,y)−V (y)]/kT ρdρ (IV.25)
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Figure IV.2: IdsL−Vg curves for nanowire MOSFETs obtained from the analytical
model (solid lines) in comparison with the 2-D numerical simulation results (open
circles).

is the inversion charge per unit gate area. Current continuity requires Ids to be

independent of y. Therefore, integration of (IV.24) with respect to y from 0 to L

yields

Ids = 2πµqni

∫ Vd

Vs
e−qV (y)/kT dV (y)

∫ L

0
dy∫ R

0 eqψ(ρ,y)/kT ρdρ

= 2πµkTni
e−qVs/kT − e−qVd/kT

∫ L

0
dy∫ R

0 eqψ(ρ,y)/kT ρdρ

(IV.26)

The subthreshold current can be calculated analytically as a function of Vg,

Vs, and Vd according to (IV.26). In Fig. IV.2, we compare the model-predicted

IdsL−Vg curves with the numerical simulation results. Because we use cylindrical

coordinates instead of Cartesian coordinates in ISE-DESSIS, the numerical simu-
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lation is essentially 2-D. We observe excellent agreement in the subthreshold region

where the analytical solution is valid.

Threshold voltage roll-off ∆Vt can be obtained from the parallel shift of

IdsL− Vg curves (in log-scale) of a short-channel device with respect to the long-

channel device, i.e.,

IdsL (short channel) = IdsL (long channel)× e−
q∆Vt
kT (IV.27)

The subthreshold drain current expression (IV.26) contains a double integral in

the denominator that cannot be carried out analytically. To derive an explicit

expression for compact model purposes, we need to simplify the 2-D potential

function ψ(ρ, y).

The drain current is predominantly controlled by the point of maximum

electron energy barrier (minimum electrostatic potential) in the channel direction

located at (0, yc), where yc is obtained by solving ∂ψ (ρ, y) /∂y|y=yc
= 0,

yc =
L

2
− 1

2k1

ln
c1e

k1L/2 − b1e
−k1L/2

b1ek1L/2 − c1e−k1L/2
' L

2
− 1

2k1

ln
c1

b1

(IV.28)

The minimum potential can then be expressed as

ψmin = ψ(0, yc) = Vg −∆φ + 2
√

b1c1e
− k1L

2 (IV.29)

We expand ψ(ρ, y) at (0, yc) and keep to the second order term,

ψ(ρ, y) ' ψmin + k2
1

√
b1c1e

− k1L
2 (y − yc)

2 − 1

2
k2

1

√
b1c1e

− k1L
2 ρ2 (IV.30)

Substituting (IV.30) into the extraction equation (IV.27), one can derive

∆Vt = ∆Vt1 + ∆Vt2 + ∆Vt3 (IV.31)
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where ∆Vt1 corresponds to the minimum potential term given by

∆Vt1 = −2
√

b1c1e
− k1L

2 (IV.32)

and ∆Vt2 and ∆Vt3 correspond to the modifications induced by the second order

terms in the channel direction and radial direction, respectively. They are

∆Vt2 =
kT

q
ln

{ √
π

2D1L
[erf (D1 (L− yc)) + erf (D1yc)]

}

∆Vt3 =
kT

q
ln

[
D2

1R
2

2
(
1− e−D2

1R2/2
)
]

(IV.33)

where erf(z) is the error function defined as

erf(z) =
2√
π

∫ z

0

e−u2

du (IV.34)

and

D1 =

(
qk2

1

√
b1c1e

− k1L
2

kT

)1/2

(IV.35)

Fig. IV.3 shows the model-predicted threshold voltage roll-off ∆Vt as a

function of channel length, compared with 2-D numerical simulation results. The

shift is evaluated at a constant IdsL level corresponding to the current of the long

channel device at Vg −∆φ = 0 V, deeply into the subthreshold region. Inasmuch

as the subthreshold slope changes slightly when L > 1.3λ, the choice of constant

current level is non-critical. Good agreement has been achieved for channel length

down to ∼ 1.3λ.

As can be observed from (IV.20) and (IV.31), DIBL effect is incorporated

in the threshold voltage roll-off model through the Vd-dependent parameter c1, and
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Figure IV.3: Threshold voltage roll-offs for nanowire MOSFETs as functions of
channel length L obtained from the analytical model (lines) in comparison with
the 2-D numerical simulation results (symbols).

can be estimated by

DIBL = ∆Vt(Vds = 0.05V )−∆Vt(Vds = 1V ) (IV.36)

Fig. IV.4 indicates the validity of our DIBL model by comparison with simulation

results. In Fig. IV.5, the model-predicted DIBL effects are compared with the

experimental results in [67], where the physical gate lengths of the twin silicon

nanowire MOSFETs are reported to be around 30 nm. The underlap regions in

the extremely short devices led to an increase of the effective channel length over

the physical gate length. An estimated 35 nm effective channel length gives a good

match between the analytical model and experimental data.

In order to extract an explicit expression for the subthreshold slope from
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Figure IV.4: DIBL effects for nanowire MOSFETs as functions of channel length
L obtained from the analytical model (lines) in comparison with the 2-D numerical
simulation results (symbols).

(IV.26), the 2-D potential function is further simplified by ψ(ρ, y) ' ψmin. We

can approximate the subthreshold current as Ids ∝ eqψmin/kT . Then the inverse

subthreshold slope is given by

S =

[
∂ (log10 Ids)

∂Vg

]−1

'
(

∂ψmin

∂Vg

)−1

× 60 mV/Dec (IV.37)

With the definition of ψmin in (IV.29), one obtains the expression for ∂ψmin/∂Vg,

which is smaller than 1 and thus accounts for the subthreshold slope degradation:

∂ψmin

∂Vg

= 1− 2E

(
Vbi + ∆φ + Vd+Vs

2
− Vg

)
e−

k1L
2√

(Vs + Vbi + ∆φ− Vg)(Vd + Vbi + ∆φ− Vg)
(IV.38)

where E is given by (IV.21) (n = 1).

Fig. IV.6 shows that the analytical subthreshold slope for nanowire MOS-
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Figure IV.5: DIBL effects for nanowire MOSFETs as functions of channel length
L obtained from the analytical model (lines) in comparison with the experimental
data in Ref. [67] (symbols).

FETs is in good agreement with 2-D numerical simulation results for L > 1.3λ.

Again, the gate voltage is chosen to satisfy Vg − ∆φ = 0 V so that the device is

biased in the deep subthreshold region. Actually, the subthreshold slope is almost

independent of bias condition as long as it is in the subthreshold region.

IV.2 Analytic Model for Threshold Voltage Shift Due to

Quantum Effects in Nanowire MOSFETs

In addition to SCEs, quantum-mechanical (QM) effects play more and more

important roles in aggressively scaled devices, especially those with nanowire-like

Si body (i.e., 2-D quantum confinement). QM effects manifest themselves in two



96

Figure IV.6: Subthreshold slopes for nanowire MOSFETs as functions of channel
length L obtained from the analytical model (lines) in comparison with the 2-D
numerical simulation results (symbols).

ways [43]. First, the slope of inversion charge versus gate voltage curve is degraded

because the inversion charge distribution is pushed further into Si, i.e., away from

the oxide interface. Second, the threshold voltage (Vt) is shifted to a higher value

due to the higher quantized subband energies. Previously, the QM Vt shift has

been analytically modeled for conventional bulk MOSFETs [43], DG MOSFETs

[105], and also triple-gate and quadruple-gate MOSFETs [106]. We develop an

analytic model for quantum confinement induced Vt shift in undoped or lightly-

doped nanowire MOSFETs. To deal with the ellipsoidal constant energy surfaces

of the Si conduction band, which are induced by anisotropic effective mass, we use

elliptic coordinates, where Mathieu functions are invoked [107].
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Figure IV.7: Schematic cross section diagram of a nanowire MOSFET. Y is the
symmetry axis direction.

Following the general method of Stern and Howard [108] for films, Bescond

et al. [65] have proposed the effective-mass approach for n-type nanowire MOS-

FETs with arbitrary orientation very recently. To model the Vt shift caused by

quantum confinement in Si nanowire MOSFETs, it is reasonable to make use of

Boltzmann statistics as well as parabolic approximation in the weak inversion

region. Furthermore, the mobile charge term in the Poisson equation can be ne-

glected, leading to the decoupling of Poisson’s and Schrödinger equations. There-

fore, in the undoped or lightly-doped body, the potential is almost constant [99],

and we can assume the 2-D quantum well to be flat-bottomed with infinitely high

potential barriers.

For an arbitrarily oriented undoped or lightly-doped cylindrical nanowire

MOSFET, whose schematic cross section diagram is illustrated in Fig. IV.7, the
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total energy under weak inversion condition is given by

E = E ′ +
~2k2

y

2md

(IV.39)

where E ′ is the bottom energy of each discrete subband, determined by the eigen-

value equation

(
− ~2

2mx

∂2

∂x2
− ~2

2mz

∂2

∂z2
+ V (x, z)

)
ζ (x, z) = E ′ζ (x, z) (IV.40)

with

V (x, z) =





0,
√

x2 + z2 < R

∞,
√

x2 + z2 > R

(IV.41)

Here, md is the density-of-state (DOS) effective mass. According to (IV.40), we

have chosen a (x, z) coordinate to diagonalize the reduced 2×2 reciprocal effective-

mass tensor. mx and mz are the corresponding effective masses in the x- and

z-directions, respectively. We choose the coordinates such that mx > mz.

For the special case of mx = mz, eigenvalues of E ′ can be easily obtained

with Bessel functions [103]:

E ′ , Emn =
2~2qmn

mxR2
(IV.42)

where qmn is determined by the boundary condition

Jm (2
√

qmn) = 0 for m = 0, 1, 2, ... (IV.43)

Here, Jm(ρ) denotes the Bessel function of the first kind. The subscript n indicates

that 2
√

qmn is the n-th zero of Jm(ρ). There is an extra two-fold degeneracy for
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m 6= 0. 1

For the general case of mx > mz, by making a coordinate scaling: X =

√
mx/m0x and Z =

√
mz/m0z, where m0 is the free electron mass, (IV.40) can

be transformed to

(
∂2

∂X2
+

∂2

∂Z2
+

2m0E
′

~2

)
ζ (X, Z) = 0 (IV.44)

with the boundary condition

ζ (X, Z) = 0, where

√
m0

mx

X2 +
m0

mz

Z2 = R. (IV.45)

The new boundary is an ellipse instead of a circle. Therefore, to solve the eigenvalue

equation (IV.40) generally, we need to use the elliptic coordinates, and deal with

Mathieu functions based on separation of variables. The solution in the elliptic

coordinates is given by [107]

ζ (ξ, η) =
∞∑

m=0

AmCm(ξ, q)cm(η, q) +
∞∑

m=1

BmSm(ξ, q)sm(η, q) (IV.46)

where the elliptic coordinates (ξ, η) is corresponding to (X, Z) by

X = a cosh ξ cos η (IV.47)

Z = a sinh ξ sin η (IV.48)

with a defined as the focal distance of the elliptical boundary given by

a = R

√
mx −mz

m0

. (IV.49)

1The two-fold degeneracy is a result of symmetry. Actually, we have another group of characteristic
values determined by J−m

(
2
√

q′mn

)
= 0, where m = 1, 2, .... Based on the circular symmetry, it is not

surprising that q′mn = qmn, which finally leads to the two-fold degeneracy.
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Note that we choose mx > mz. In equation (IV.46), Am and Bm are coefficients;

cm(ξ, q) and sm(ξ, q) are the Mathieu functions with order m of cosine and sine

types, respectively; Cm(ξ, q) and Sm(ξ, q) are the modified Mathieu functions with

order m of cosine and sine types, respectively.2 Boundary condition yields

Cm

(
ξb, q

(c)
mn

)
= 0 for m = 0, 1, 2, ... (IV.50)

or

Sm

(
ξb, q

(s)
mn

)
= 0 for m = 1, 2, 3, ... (IV.51)

Here, ξb is defined by ξb = cosh−1
√

mx/ (mx −mz). The subscript n indicates

that ξb is the n-th zero of Cm(ξ, q
(c)
mn) and Sm(ξ, q

(s)
mn). Energy is related with q

(l)
mn

(l = c or s) through the following equation

E ′ , E(l)
mn =

2~2q
(l)
mn

(mx −mz) R2
(IV.52)

Within the framework of quantum mechanics, the total mobile charge den-

sity per unit gate length NQM is given by

NQM = N1D exp

(
Ef − EQM

s

kBT

)
(IV.53)

with

N1D =
∑

k

N1D
k (IV.54)

and

N1D
k =





∑
m

∑
n g

√
2mdkBT

π~2 exp
(
−E

(c)
mn

kBT

)

+
∑

m

∑
n g

√
2mdkBT

π~2 exp
(
−E

(s)
mn

kBT

)
, mx > mz

∑
m

∑
n gD

√
2mdkBT

π~2 exp
(
−Emn

kBT

)
, mx = mz

(IV.55)

2The Mathieu and the modified Mathieu functions with order m of cosine (sine) type may be denoted
in some references as cem(ξ, q) (sem(ξ, q)) and Cem(ξ, q) (Sem(ξ, q)), respectively.
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Here, EQM
s is the quantum-mechanically calculated conduction band edge. The

subscript k denotes valley index. g and md are the degeneracy and the DOS

effective mass, respectively. E
(l)
mn and Emn are the subband energies for the cases

of mx > mz and mx = mz, which can be solved through Mathieu and Bessel

functions, respectively. The coefficient D is responsible for the degeneracy which

comes from symmetry: D = 1 for m = 0 ; D = 2 otherwise. Without QM effects,

the classical theory leads to

NCL = πR2N3D exp

(
Ef − ECL

s

kBT

)
(IV.56)

where ECL
s is the classical counterpart of EQM

s , and N3D is the 3-D effective DOS,

i.e., N3D = Nc for the conduction band. Equating NQM in (IV.53) to NCL in

(IV.56) yields an analytic model for the shift of the QM potential compared to the

classical one:

∆ψQM
s =

EQM
s − ECL

s

−q
=

kBT

q
ln

(
πR2N3D

N1D

)
. (IV.57)

Knowing ∆ψQM
s , one can easily calculate the Vt shift due to the QM effects as [43]

∆V QM
t =

S

60
∆ψQM

s (IV.58)

where S is the inverse subthreshold slope in the unit of mV/decade. An analytic

model for S has been given in the last section. When SCEs are not severe, S is

close to the ideal 60 mV/decade.

Based on above derivation, quantum confinement induced threshold volt-

age shift can be analytically obtained for nanowire MOSFETs with certain radius
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and known effective mass. It has been shown that the effective-mass approach is

even applicable to very small size Si nanowires (e.g., R = 1− 2 nm), but in these

extreme cases the effective mass varies as radius changes [109, 110]. To calculate

corresponding effective masses for different valleys is a complicated research topic

by itself, and here we will not put emphasis on it. For simplicity, we will employ ef-

fective masses for bulk silicon and concentrate on the subject of this section, which

emphasizes the compact model for Vt shift induced by quantum confinement. In

the following calculations, we focus on n-type nanowire MOSFETs with three typ-

ical orientations: y = (100), (110), (111). The corresponding effective masses and

valley degeneracies are listed in Table IV.1, and the corresponding characteristic

values (q
(l)
mn and qmn) are listed in Table IV.2, IV.3, and IV.4 in ascending order.

The characteristic values can be easily obtained with the built-in Bessel, Mathieu,

and related functions of MATHEMATICA. For each case, we have listed enough

number of characteristic values to achieve high accuracy.

In Fig. IV.8, we have shown the model-predicted ∆ψQM
s versus R for

nanowire nMOSFETs. When R is quite small, the lowest energy subband plays a

dominant role, and the carrier population in higher energy subband is negligible.

Because of larger lowest subband energy, ∆ψQM
s for orientation (111) is expected

to be larger than those for orientations (100) and (110), as shown in Fig. IV.8.

However, it is not a quite significant difference. ∆ψQM
s for (100) and (110) are

very close to each other for small R due to the same lowest subband energies,

and the subtle difference is accounted for by different degeneracies. For larger R,
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Table IV.1: Valley notation, valley degeneracy, and confinement (mx, mz) and
DOS (md) effective masses for electrons in nanowire MOSFETs with different
orientations [65]. The effective masses are given in units of the free electron mass
m0.

Orientation (100) (110) (111)

Valley, k 1 2 1 2 1

Degeneracy, g 4 2 2 4 6

mx 0.916 0.190 0.916 0.315 0.403

mz 0.190 0.190 0.190 0.190 0.190

md 0.190 0.916 0.190 0.553 0.432

the carrier population in higher energy subband becomes significant. Generally,

the heavier DOS effective mass leads to carriers occupying relatively lower energy

subbands, and thus tends to counteract relatively higher subband energies which

are always associated with heavier DOS effective mass. Therefore, we can observe

in Fig. IV.8 that ∆ψQM
s for all the three orientations have similar behaviors as R

becomes larger than ∼ 3 nm. The importance of carrier population in higher en-

ergy subband for R >∼ 3 nm is further shown in Fig. IV.9. The first ten subbands

in all valleys are significant for nanowire MOSFETs, whereas for DG MOSFETs,

the first three or four subbands in all valleys are enough until tsi ∼ 20 nm [105].

This result can be understood from the fact that the subband energy E ′ in DG



104

Table IV.2: Characteristic values for the cases of (100) and (110) k = 1 in Table
IV.1.

(lmn) q
(l)
mn (lmn) q

(l)
mn (lmn) q

(l)
mn

(c01) 3.278 (s41) 23.812 (c81) 45.515

(c11) 5.517 (c12) 28.417 (s22) 47.050

(c21) 8.569 (c61) 29.585 (c42) 47.474

(100) (s11) 11.021 (s51) 29.595 (s81) 51.811

and (c31) 12.482 (c22) 34.056 (s32) 54.058

(110) (s21) 14.559 (s61) 36.180 (c91) 54.835

k = 1 (c41) 17.282 (c71) 37.097 (c52) 55.328

(s31) 18.810 (c32) 40.391 (s91) 60.874

(c51) 22.981 (s12) 40.713 (s42) 61.764

(c02) 23.508 (s71) 43.582 (c03) 62.535
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Table IV.3: Characteristic values for the cases of (110) k = 2 and (111) k = 1 in
Table IV.1.

(lmn) q
(l)
mn (lmn) q

(l)
mn (lmn) q

(l)
mn

(c01) 0.761 (c31) 4.797 (c22) 8.415

(c11) 1.691 (s31) 5.114 (c51) 9.365

(110) (s11) 2.170 (c12) 6.211 (s51) 9.476

k = 2 (c21) 3.042 (c41) 6.919 (s22) 9.721

(s21) 3.461 (s41) 7.124 (c03) 11.083

(c02) 4.433 (s12) 7.500 (c32) 11.381

(c01) 1.188 (c02) 7.341 (c22) 12.845

(c11) 2.468 (s31) 7.703 (c51) 13.212

(111) (s11) 3.552 (c41) 9.708 (s51) 13.847

k = 1 (c21) 4.316 (c12) 9.836 (s22) 15.661

(s21) 5.381 (s41) 10.526 (c32) 16.405

(c31) 6.734 (s12) 12.512 (c61) 17.206
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Table IV.4: Characteristic values for the case of (100) k = 2 in Table IV.1, which
corresponds to Bessel function.

(mn) qmn (mn) qmn (mn) qmn

(01) 1.446 (31) 10.176 (03) 18.723

(100) (11) 3.671 (12) 12.306 (51) 19.233

k = 2 (21) 6.595 (41) 14.394 (32) 23.819

(02) 7.618 (22) 17.712 (61) 24.681

Figure IV.8: Model-predicted ∆ψQM
s for nanowire nMOSFETs as functions of R

for orientations (100), (110), and (111).
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Figure IV.9: ∆ψQM
s for nanowire nMOSFETs as functions of R for orientation

(100) with different numbers of subbands accounted for: 1) Lowest subband in
both valleys; 2) First 3 subbands in both valleys; 3) First 10 subbands in both
valleys; 4) All subbands obtained from Table IV.2, IV.3, and IV.4 (corresponding
to the so-called model-predicted ∆ψQM

s ).

MOSFETs is proportional to j2, whereas in nanowire MOSFETs we roughly have

E ′ ∝ j, where j is the ordinal number for each subband.

Although Mathieu functions provide accurate eigenvalues, to simplify the

model, we may substitute reduced isotropic effective mass for anisotropic effective

mass. The approximation leads to an isotropic effective mass problem which has

solution of Bessel function type. Reduced isotropic effective mass mr is defined as

follows

mr , 2(
1

mx
+ 1

mz

) (IV.59)

The first 20 subband energies for the valley labeled k = 1 of orientation (100)
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Figure IV.10: Subband energies E ′ normalized to 2~2/m0R
2 as functions of ordinal

number j for the valley labeled k = 1 of orientation (100). Degeneracy for m 6= 0 is
included where the approximation of reduced isotropic effective mass is assumed.

calculated using reduced effective mass are compared with those obtained with-

out approximation in Fig. IV.10, with ordinal number j for each subband as the

horizontal ordinate. First of all, Fig. IV.10 validates that subband energy E ′ in

nanowire MOSFETs roughly has linear relationship with ordinal number j. The

simplified model yields almost the same lowest subband energy as accurate model.

However, the subband energies obtained by the simplified model are obviously

larger than accurate values except the first and third ones. Based on the observa-

tions in Fig. IV.10, the results of ∆ψQM
s versus R in Fig. IV.11 can be expected.

For small R, ∆ψQM
s is dominated by the lowest subband energy, so the two curves

generated with and without the approximation almost overlap. As R increases, the
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approximate ∆ψQM
s becomes larger than the accurate one due to the overestima-

tion of most subband energies. Actually, we found that the approximation-induced

relative error of the lowest subband energy remains quite small over a wide range

of the ratio mx/mz, as shown in Fig. IV.12. Therefore, with given anisotropic

effective mass, Vt shift can be obtained conveniently using the reduced isotropic

effective mass for small radius, where only the lowest subband population is im-

portant. As mentioned previously, effective mass is dependent on the radius for

very small size nanowire MOSFETs. Instead of calculating characteristic value

q
(c)
01 of Mathieu function for every different value of mx/mz, one can make use

of the approximation to obtain Vt shift directly, with characteristic value q01 of

Bessel function given in Table. IV.4. However, this simplified model with reduced

isotropic effective mass cannot completely substitute for the original model due to

the limitation of small radius.

This section presents an analytic model for Vt shift due to quantum confine-

ment in nanowire MOSFETs with anisotropic effective mass, which results in the

involvement of Mathieu functions. With this compact model, it has been shown

that Vt shifts for (100) and (110) oriented nMOSFETs are slightly less serious

than that for (111) one when the radius R is small. The model also indicates that

several subbands are necessary to obtain accurate Vt shift for some intermediate

range of radius. By introducing the reduced isotropic effective mass, a simplified

version of the model is proposed and demonstrated to be valid for small radius.
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Figure IV.11: ∆ψQM
s for nanowire nMOSFETs as functions of R for orientation

(100) with effective mass of the valley labled k = 1 being: 1) anisotropic effective
mass (solid line); 2) reduced isotropic effective mass (dashed line).

IV.3 Scaling Limit of Nanowire MOSFETs

An earlier work (Wang et al.) [111] compared the electrostatic integrity

of a planar DG and a nanowire silicon MOSFET with respect to their respective

quantum confinement effects. They identified a size limit based on the sensitivity

of the ground-state energy and therefore of the threshold voltage to the silicon

thickness or radius. A first-order scale length parameter was employed without a

quantitative criterion on the acceptable short-channel threshold roll-off.

In this section, we discuss the key factors in the scaling of nanowire MOS-

FETs to 10 nm gate lengths and below. By applying a tolerance criterion for

threshold variation with channel length, a general guideline is established between
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Figure IV.12: Percentage error of the lowest subband energy caused by the ap-
proximation of reduced isotropic effective mass, as a function of ratio mx/mz.

the gate length and the nanowire size, based on the analytic model of short-channel

threshold voltage roll-off for given nanowire dimensions in Section IV.1. In the last

section, solving the 2-D Schrodinger’s equation in subthreshold for anisotropic ef-

fective masses yields discrete energy levels for electrons. The ground-state energy

and therefore the threshold voltage is sensitive to the radius of the nanowire below

5-10 nm. Combination with the short-channel scaling guideline allows an estimate

of the scaling limits of nanowire MOSFETs as a function of the electron effective

mass in the semiconductor.

Fig. IV.13 shows the model-predicted threshold voltage roll-off ∆V SCE
t ,

according to (IV.31), as a function of normalized channel length L/λ, compared
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Figure IV.13: Threshold voltage roll-offs for nanowire MOSFETs as functions
of normalized channel length L/λ obtained from the analytical model (lines) in
comparison with the 2-D numerical simulation results (symbols).

with numerical simulation results. Assuming ±10% variation of channel length L,

we obtain a general guideline of Lmin ∼ 1.3λ for a tolerance criterion of 100 mV

threshold voltage variation, indicated by the slope (chained line) in Fig. IV.13. If

we further assume R = 3tox (SiO2) for silicon nanowire MOSFETs near the scaling

limit, a simple relation between the generalized scale length λ and the nanowire

radius R can be extracted from equation (IV.8) as λ = 2.4R. This leads to a

general scaling guideline for nanowire transistors below 10 nm channel lengths:

Lmin ∼ 3R.

As shown in the last section, ∆ψQM
s for all the three orientations of silicon

nanowire nMOSFETs are very sensitive to R when R <∼ 5 nm. For small R,
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Figure IV.14: Model-predicted total variation of ∆ψQM
s , [−d(∆ψQM

s )/dR]× (20% ·
R), for nanowire nMOSFETs as functions of R, based on an assumption of ±10%
variation of R. Nanowires with (100) and (110) orientations for silicon and InGaAs
are compared.

∆ψQM
s for orientation (111) is larger than those for orientations (100) and (110),

due to the larger lowest subband energy. Therefore, (100) and (110) orientations

are better choices than (111) in terms of device scaling limit, and from now on,

we only focus on (100) and (110) orientations. The sensitivity can be expressed as

the magnitude of variation in ∆ψQM
s per variation in R. Because of technological

process tolerance on R, this sensitivity is the key factor that will limit the scalability

of nanowire MOSFETs. The limit hinges on how precise the nanowire radius can

be controlled. If we assume a typical ±10% variation of R statistically, the total

variation of ∆ψQM
s is

δ
(
∆ψQM

s

)
= −d

(
∆ψQM

s

)

dR
× (20% ·R) (IV.60)
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Here, we assume uniform or average variation of R, i.e., local variations are av-

eraged out. In Fig. IV.14, δ∆ψQM
s is plotted as a function of R. For a crite-

rion of δ∆ψQM
s 6 100 mV, the minimum tolerable R for (100) and (110) silicon

nanowire nMOSFETs are both 1.6 nm. Following the above-mentioned general

guideline of Lmin ∼ 3R from consideration of SCEs, we obtain the minimum

channel length for both (100) and (110) orientations: 4.8 nm. The curve for In-

GaAs nanowire nMOSFETs is also shown in Fig. IV.14 for comparison. The

conduction band of In0.53Ga0.47As has an isotropic effective mass of 0.04m0 with-

out degeneracy, and ∆ψQM
s for InGaAs nanowire nMOSFETs can also be calcu-

lated by equation (IV.57) with only Bessel functions. Due to the small effective

mass, the minimum tolerable R for InGaAs nanowire nMOSFETs is 4.5 nm for

the same 100 mV criterion. The SCEs of nanowire transistors is independent of

effective mass. If we assume a tunneling-limited gate dielectric of tox = 1.5 nm

with εox = εInGaAs = 14ε0, the scaling limit for InGaAs nanowire MOSFETs is

estimated to be Lmin ∼ 1.3π(R + tox)/α1 ∼ 10 nm.

For comparison, we have also estimated the scaling limit of DG MOSFETs

following the similar criteria. With the 100 mV criterion for δ∆ψQM
s , the minimum

tolerable tsi for (100) and (110) confinement directions are 1.3 nm and 2.1 nm,

respectively [105]. Assuming a scaling limit of tox = 0.5 nm (SiO2) as with the

nanowire before, we obtain the scaling limits for DG MOSFETs in (100) and (110)

confinement directions: Lmin ∼ 1.3λ ∼ 4.5 nm and 5.8 nm, respectively.
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IV.4 Summary

In this chapter, the compact models for SCEs in nanowire MOSFETs have

been presented, including threshold voltage roll-off, DIBL, and subthreshold slope

degradation. Besides, quantum confinement effects on Vt shift in nanowire MOS-

FETs with anisotropic effective mass are also modeled. Based on models for both

SCEs and quantum effects, scaling limit is projected for extremely scaled nanowire

MOSFETs, in comparison with that of DG MOSFETs.

The text of Chapter IV, in part, is a reprint of the material as it appears

in “An analytic model for threshold voltage shift due to quantum confinement in

surrounding gate MOSFETs with anisotropic effective mass” by Yu Yuan, Bo Yu,

Jooyoung Song, and Yuan Taur, Solid State Electronics, Feb 2009. The dissertation

author was the primary investigator and author of this paper.

The text of Chapter IV, in part, is a reprint of the material as it appears in

“A two-dimensional analytical solution for short-channel effects in nanowire MOS-

FETs” by Bo Yu, Yu Yuan, Jooyoung Song, and Yuan Taur, IEEE Transaction

on Electron Devices, Oct 2009. The dissertation author was a co-author of this

paper.

The text of Chapter IV, in part, is a reprint of the material as it appears

in “Scaling of nanowire transistors” by Bo Yu, Lingquan Wang, Yu Yuan, Peter

Asbeck, and Yuan Taur, IEEE Transaction on Electron Devices, Nov 2008. The

dissertation author was a co-author of this paper.



Chapter V

Physical Understanding of

Inversion Layer Capacitance

beyond Bulk Silicon MOSFETs

In Chapter II, we put emphasis on the impact of oxide and interface traps

on C-V characteristics. While in this chapter, we will focus on the inversion layer

capacitance of semiconductor itself and take out the effects of oxide and interface

traps in the analysis for the purpose of simplicity. The motivation is to obtain

a clear physical understanding of the inversion layer capacitance Ci beyond the

conventional bulk or PDSOI silicon-based MOSFETs. The analysis is performed

on III-V MOSFETs as well as two typical 3-D transistors, namely symmetric DG

MOSFETs and nanowire MOSFETs. The results for III-V MOSFETs are jointly

developed by Bo Yu, Dennis Wang, Prof. Peter Asbeck, Prof. Yuan Taur and

116
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myself. The details can be found in [82], and we are not going to repeat it.

Instead, we will present our new results of comprehensive equivalent capacitance

circuit model for symmetric DG MOSFETs and nanowire MOSFETs.

V.1 Inversion Layer Capacitance in Symmetric DG MOS-

FETs

In this section, we will extend our comprehensive equivalent capacitance

circuit model to symmetric DG MOSFETs, especially DG MOSFETs based on

III-V material. Consider an undoped (or lightly doped) symmetric DG MOSFET

schematically shown in Fig. V.1. First of all, a DG MOS capacitance can be broken

up into an equivalent circuit shown in Fig. V.2. Here, gate insulator capacitance

Figure V.1: Schematic diagram of a symmetric DG MOSFET. Symmetry acix is
at x = 0.
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Figure V.2: Equivalent circuit model of a symmetric DG MOS capacitor at low
frequency.

Cox is given by Cox = εox/tox, and inversion layer capacitance Ci is defined as

Ci =
d (−Qi)

dψs

(V.1)

where Qi is the total inversion charge per unit area, including all the contributions

across the semiconductor thin film. The symmetric nature of the equivalent circuit

in Fig. V.2 enables us to simplify it by a straightforward folding. The simplified

equivalent circuit is illustrated in Fig. V.3.

Similarly, according to the quantum-mechanical theory, one is able to ex-

pand Qi into
∑

n Qi,n, where Qi,n is the inversion charge associated with the n-th

subband of the quantum well formed by both band offset (structural confinement)

Figure V.3: Simplified equivalent circuit model of a symmetric DG MOS capacitor
at low frequency.
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and transverse electrical field (electrical confinement). If we define

Ci,n =
d (−Qi,n)

dψs

(V.2)

it is straightforward to get

Ci =
∑

n

Ci,n (V.3)

Since the surface potential ψs is determined by the bending of conduction band

edge at the semiconductor/insulator interfaces, it is obvious that

Ci,n =
d (−Qi,n)

dψs

=
d (−Qi,n)

d
(

Ef−Ec(x=±tsi/2)

q

) (V.4)

where Ef is the Fermi level in the semiconductor, and Ec(x = ±tsi/2) is the surface

conduction band edge. We can further decompose Ci,n like this:

Ci,n =






 d (−Qi,n)

d
(

Ef−En

q

)


−1

+


 d (−Qi,n)

d
(

En−Ec(x=±tsi/2)
q

)


−1



−1

(V.5)

where En is the eigen-energy of the n-th subband. We define

CDOS,n =
d (−Qi,n)

d
(

Ef−En

q

) (V.6)

since it is the capacitance associated with DOS for the n-th subband. The other

term is much more complicated, which contains the information of the solutions

of Schrödinger’s equation and Poisson’s equation. To get its exact value, the two

master equations must be solved self-consistently. But anyway it is the capacitance

associated with quantum well confinement effect for the n-th subband, so we define

Cqw,n =
d (−Qi,n)

d
(

En−Ec(x=±tsi/2)
q

) (V.7)
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Figure V.4: Comprehensive equivalent circuit model of a symmetric DG MOS
capacitor at low frequency.

Finally, equation (V.3) is explicitly written as

Ci =
∑

n

1
1

CDOS,n
+ 1

Cqw,n

(V.8)

Combining equation (V.8) and Fig. V.3, a more comprehensive equivalent circuit

model of a symmetric DG MOS capacitor can be obtained, as illustrated in Fig.

V.4.

As we mentioned, CDOS,n is the capacitance associated with DOS for the

n-th subband. Here, we will show in details why it is the DOS capacitance. To

unveil the physical meaning and derive the analytical expression, we need to make

a couple of necessary approximations: 1) No electrons penetrate into the insulator,

i.e., the insulator has infinite barrier; 2) the whole device has parabolic dispersion

relation. Under these approximations, it is well known based on the quantum-

mechanical theory that

Qi,n = −qm∗
d,n

π~2
kT ln

[
1 + exp

(
Ef − En

kT

)]
(V.9)
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where m∗
d,n is the DOS effective mass for the n-th subband. For materials with

subband degeneracy (e.g., Si), degeneracy g is incorporated into m∗
d,n.

Substituting equation (V.9) into equation (V.6) yields

CDOS,n = q2
m∗

d,n

π~2

1

1 + exp
(

En−Ef

kT

) (V.10)

The last term 1/[1+exp((En−Ef )/kT )] is in the form of Fermi-Dirac distribution

function, which approaches unity when Ef is more than a few kT/q above En. We

know that m∗
d,n/π~2 is usually recognized as the 2-D DOS, therefore it is clear now

why (V.6) is called the DOS capacitance.

CDOS,n has very clear physical meaning, but not Cqw,n. The complexity

of the self-consistent solutions of Schrödinger’s equation and Poisson’s equation

has been fully lumped into Cqw,n. The coupling between populations in different

subbands is reflected in Cqw,n, and this coupling prevents us from developing a

compact analytical result for Cqw,n. It is reasonable to make the assumption that

only the lowest subband is occupied in ultra scaled DG MOSFETs. Under this

approximation, the comprehensive equivalent circuit model of a symmetric DG

MOS capacitor shown in Fig. V.4 is reduced to a simplified one, as illustrated in

Fig. V.5.

According to the one subband approximation, one can obtain

Cqw,1 =
d (−Qi,1) /dψs

d
(

E1−Ec(x=±tsi/2)
q

)
/dψs

=
Ci

d
(

E1−Ec(x=±tsi/2)
q

)
/dψs

(V.11)
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Figure V.5: A simplified equivalent circuit model of a symmetric DG MOS capac-
itor under the one subband approximation.

Following the quantum-mechanical theory, we get

d
(

E1−Ec(x=±tsi/2)
q

)

dψs

=
d

(
〈φ1| H−Ec(x=±tsi/2)

q
|φ1〉

)

dψs

=
d 〈φ1|
dψs

(
H − Ec(x = ±tsi/2)

q

)
|φ1〉

+ 〈φ1|
d

(
H−Ec(x=±tsi/2)

q

)

dψs

|φ1〉

+ 〈φ1|
(

H − Ec(x = ±tsi/2)

q

)
d |φ1〉
dψs

= 〈φ1|
d

(
H−Ec(x=±tsi/2)

q

)

dψs

|φ1〉 (V.12)

where H represents the Hamiltonian of the quantum well, and |φ1〉 is the eigen

wavefunction corresponding to the lowest subband. It can be approved that

d 〈φ1|
dψs

(
H − Ec(x = ±tsi/2)

q

)
|φ1〉 = 〈φ1|

(
H − Ec(x = ±tsi/2)

q

)
d |φ1〉
dψs

= 0

(V.13)

Since the kinetic operator in Hamiltonian H is independent of ψs and the

band-offsets between different materials are invariables, it is straightforward to

have

〈φ1|
d

(
H−Ec(x=±tsi/2)

q

)

dψs

|φ1〉 = 〈φ1| d (ψs − ψ(x))

dψs

|φ1〉 (V.14)
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The 1-D Poisson’s equation for DG MOS capacitor is given by

d2ψ

dx2
=

q

εs

n(x),−tsi
2

< x <
tsi
2

(V.15)

Integrating it twice, we obtain

ψ(x = 0)− ψ(x) =
q

εs

[∫ x

0

x
′
n(x

′
)dx

′ − x

∫ x

0

n(x
′
)dx

′
]

(V.16)

which yields

ψs − ψ(x) =
q

εs

[∫ x

0

x
′
n(x

′
)dx

′ − x

∫ x

0

n(x
′
)dx

′
]

− q

εs

[∫ tsi
2

0

x
′
n(x

′
)dx

′ − tsi
2

∫ tsi
2

0

n(x
′
)dx

′
]

(V.17)

Substituting (V.17) into (V.14), we will have four terms, which are calculated

separately as follows:

〈φ1|
d

∫ x

0
x
′
n(x

′
)dx

′

dψs

|φ1〉 =

∫ tsi
2

− tsi
2

|φ1(x)|2
(∫ x

0

x
′ dn(x

′
)

dψs

dx
′
)

dx

=

∫ tsi
2

− tsi
2

n(x)
∫ tsi

2

− tsi
2

n(x)dx

(∫ x

0

x
′ dn(x

′
)

dψs

dx
′
)

dx

= −
∫ tsi

2

− tsi
2

x
dn(x)

dψs




∫ x

− tsi
2

n(x
′
)

∫ tsi
2

− tsi
2

n(x)dx
dx

′


 dx

+

∫ tsi
2

0

x
dn(x)

dψs

dx (V.18)

The second step is based on the one subband assumption and infinite insulator
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barrier approximation. The third step is simply integration by parts.

〈φ1|
d

[
x

∫ x

0
n(x

′
)dx

′]

dψs

|φ1〉 =

∫ tsi
2

− tsi
2

xn(x)
∫ tsi

2

− tsi
2

n(x)dx

(∫ x

0

dn(x
′
)

dψs

dx
′
)

dx

= −
∫ tsi

2

− tsi
2

dn(x)

dψs




∫ x

− tsi
2

x
′
n(x

′
)

∫ tsi
2

− tsi
2

n(x)dx
dx

′


 dx

(V.19)

Here the second step has utilized the symmetry of n(x) after integration by parts.

〈φ1|
d

∫ tsi
2

0
x
′
n(x

′
)dx

′

dψs

|φ1〉 =

∫ tsi
2

0

x
dn(x)

dψs

dx (V.20)

〈φ1|
d

[
tsi

2

∫ tsi
2

0
n(x

′
)dx

′
]

dψs

|φ1〉 =
tsi
2

∫ tsi
2

0

dn(x)

dψs

dx (V.21)

Combining equations (V.18)-(V.21), one obtain

d
(

E1−Ec(x=±tsi/2)
q

)

dψs

=
q

εs

(
tsi
2
− xc − xsh

) ∫ tsi
2

0

dn(x)

dψs

dx

=
tsi

2
− xc − xsh

εs

Ci

2
(V.22)

where xc and xsh are defined as follows:

xc =

∫ tsi
2

0
x · n(x)dx

∫ tsi
2

0
n(x)dx

(V.23)

xsh =

∫ tsi
2

0
dn(x)
dψs

(
∫ x

0

(
x−x

′)
n(x

′
)

∫ tsi
2

0 n(x)dx

dx
′

)
dx

∫ tsi
2

0
dn(x)
dψs

dx
(V.24)

xc is the centroid of the inversion charge, but the reference point is the axis of

symmetry instead of semiconductor/insulator interface. Therefore, it is physically

sound to have tsi/2−xc term in (V.22). xsh is very complicated, but we know that
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it is like the square root of a second order central moment. In other words, xsh is

related to the spreading of the inversion charge. To show this point manifestly, we

can assume Gaussian distribution approximately, i.e., assume

n(x)
∫ tsi

2

0
n(x)dx

' 1√
2πσc

exp

[
−(x− xc)

2

2σ2
c

]
, 0 < x <

tsi
2

dn(x)
dψs∫ tsi

2

0
dn(x)
dψs

dx
' 1√

2πσav

exp

[
−(x− xav)

2

2σ2
av

]
, 0 < x <

tsi
2

(V.25)

where xav is the centroid of the differential inversion charge with respect to the

axis of symmetry and defined as

xav =

∫ tsi
2

0
x · dn(x)

dψs
dx

∫ tsi
2

0
dn(x)
dψs

dx
(V.26)

Then we can calculated xsh as

xsh =

∫ tsi
2

0
dn(x)
dψs

(
∫ x

0

(
x−x

′)
n(x

′
)

∫ tsi
2

0 n(x)dx

dx
′

)
dx

∫ tsi
2

0
dn(x)
dψs

dx

'
∫ ∞

−∞

1√
2πσav

exp

[
−(x− xav)

2

2σ2
av

]∫ x

−∞

(x− y)√
2πσc

exp

[
−(y − xc)

2

2σ2
c

]
dydx

=

√
σ2

c + σ2
av

2π
− xc − xav

2
+ O

(
δ2

)
(V.27)

xc is very close to xav, and σc is very close to σav. So (xc − xav) , (σc − σav) ∼ O (δ).

In the last step of (V.27), we only keep to the first order of δ. Now, it is clear

that the primary part of xsh is
√

(σ2
c + σ2

av)/2π, which reinforces our previous

understanding of xsh as a second order moment. The difference between xc and

xav will also make a small part of contribution.

According to (V.27), it is physically meaningful to reformulate (V.22) as
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follow:

d
(

E1−Ec(x=±tsi/2)
q

)

dψs

=
tsi

2
− xcen − xspr

εs

Ci

2
(V.28)

where

xcen =
xc + xav

2
(V.29)

xspr = xsh +
xc − xav

2

=

∫ tsi
2

0
dn(x)
dψs

[∫ x

0

(
x− x

′)
n(x

′
)dx

′ − ∫ tsi
2

x

(
x− x

′)
n(x

′
)dx

′
]
dx

2 · ∫
tsi
2

0
dn(x)
dψs

dx · ∫
tsi
2

0
n(x)dx

'
√

σ2
c + σ2

av

2π
(V.30)

It is not difficult to discover that both xcen and xspr will not change if n(x) and

dn(x)/dψs are switched.

Substituting equation (V.28) into (V.11) yields

Cqw,1 =
2εs

tsi

2
− xcen − xspr

(V.31)

Because the capacitances are connected in series, it is more convenient to use the

concept of effective thickness, which is defined by the reciprocal of capacitance

normalized to the dielectric constant εs. For example, we define

CDOS,1 = q2
m∗

d,1

π~2

1

1 + exp
(

E1−Ef

kT

) 4
=

εs

xDOS

(V.32)

According to the one subband approximation, we have

Ci =
1

1
CDOS,1

+ 1
Cqw,1

(V.33)
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Combining equations (V.31), (V.32), (V.33), one finally obtain

Ci =
εs

xDOS + tsi

4
− xcen

2
− xspr

2

4
=

εs

xi

(V.34)

i.e., xi is the effective thickness associated with the inversion layer capacitance Ci

and given by

xi = xDOS +
tsi
4
− xcen

2
− xspr

2
(V.35)

V.2 Inversion Layer Capacitance in Nanowire MOSFETs

In this section, we will extend our comprehensive equivalent capacitance cir-

cuit model to nanowire MOSFETs, especially nanowire MOSFETs based on III-V

material. Consider an undoped (or lightly doped) nanowire MOSFET schemati-

cally shown in Fig. V.6. First of all, a nanowire MOS capacitance can be broken

Figure V.6: Schematic diagram of a nanowire MOSFET (cut through symmetry
axis).



128

Figure V.7: Equivalent circuit model of a nanowire MOS capacitor at low fre-
quency.

up into an equivalent circuit shown in Fig. V.7. Here, gate insulator capacitance

Cox is given by Cox = εox/[R ln(1 + tox/R)], and inversion layer capacitance Ci is

defined as

Ci =
d

(−Qm

2πR

)

dψs

(V.36)

where Qm is the total inversion charge per unit length along the channel direction.

Here, both Cox and Ci have been normalized by 2πR.

Similarly, according to the quantum-mechanical theory, one is able to ex-

pand Qi into
∑

n Qi,n, where Qi,n is the inversion charge associated with the n-th

subband of the quantum well formed by both band offset (structural confinement)

and transverse electrical field (electrical confinement). Since nanowire is 2-D con-

finement system, its eigenstates are supposed to have 2 subscript indice. But we

can sort and assign the ordinal number n to the eigenstates in energy space. If we

define

Ci,n =
d (−Qi,n)

dψs

(V.37)
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it is straightforward to get

Ci =
∑

n

Ci,n (V.38)

Since the surface potential ψs is determined by the bending of conduction band

edge at the semiconductor/insulator interfaces, it is obvious that

Ci,n =
d (−Qi,n)

dψs

=
d (−Qi,n)

d
(

Ef−Ec(ρ=R)

q

) (V.39)

where Ef is the Fermi level in the semiconductor, and Ec(ρ = R) is the surface

conduction band edge. We can further decompose Ci,n like this:

Ci,n =






 d (−Qi,n)

d
(

Ef−En

q

)


−1

+


 d (−Qi,n)

d
(

En−Ec(ρ=R)
q

)


−1



−1

(V.40)

where En is the eigen-energy of the n-th subband. We define

CDOS,n =
d (−Qi,n)

d
(

Ef−En

q

) (V.41)

since it is the capacitance associated with DOS for the n-th subband. The other

term is much more complicated, which contains the information of the solutions

of Schrödinger’s equation and Poisson’s equation. To get its exact value, the two

master equations must be solved self-consistently. But anyway it is the capacitance

associated with quantum well confinement effect for the n-th subband, so we define

Cqw,n =
d (−Qi,n)

d
(

En−Ec(ρ=R)
q

) (V.42)

Finally, equation (V.38) is explicitly written as

Ci =
∑

n

1
1

CDOS,n
+ 1

Cqw,n

(V.43)
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Figure V.8: Comprehensive equivalent circuit model of a nanowire MOS capacitor
at low frequency.

Combining equation (V.43) and Fig. V.7, a more comprehensive equivalent circuit

model of nanowire MOS capacitor can be obtained, as illustrated in Fig. V.8.

CDOS,n has very clear physical meaning, but not Cqw,n. The complexity

of the self-consistent solutions of Schrödinger’s equation and Poisson’s equation

has been fully lumped into Cqw,n. The coupling between populations in different

subbands is reflected in Cqw,n, and this coupling prevents us from developing a

compact analytical result for Cqw,n. It is reasonable to make the assumption that

only the lowest subband is occupied in ultra scaled nanowire MOSFETs. Under

this approximation, the comprehensive equivalent circuit model of a nanowire MOS

capacitor shown in Fig. V.8 is reduced to a simplified one, as illustrated in Fig.

V.9.
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Figure V.9: A simplified equivalent circuit model of a nanowire MOS capacitor
under the one subband approximation.

According to the one subband approximation, one can obtain

Cqw,1 =
d (−Qi,1) /dψs

d
(

E1−Ec(ρ=R)
q

)
/dψs

=
Ci

d
(

E1−Ec(ρ=R)
q

)
/dψs

(V.44)

Following the quantum-mechanical theory, we get

d
(

E1−Ec(ρ=R)
q

)

dψs

=
d

(
〈φ1| H−Ec(ρ=R)

q
|φ1〉

)

dψs

=
d 〈φ1|
dψs

(
H − Ec(ρ = R)

q

)
|φ1〉

+ 〈φ1|
d

(
H−Ec(ρ=R)

q

)

dψs

|φ1〉

+ 〈φ1|
(

H − Ec(ρ = R)

q

)
d |φ1〉
dψs

= 〈φ1|
d

(
H−Ec(ρ=R)

q

)

dψs

|φ1〉 (V.45)

where H represents the Hamiltonian of the quantum well, and |φ1〉 is the eigen

wavefunction corresponding to the lowest subband. It can be approved that

d 〈φ1|
dψs

(
H − Ec(ρ = R)

q

)
|φ1〉 = 〈φ1|

(
H − Ec(ρ = R)

q

)
d |φ1〉
dψs

= 0 (V.46)

Since the kinetic operator in Hamiltonian H is independent of ψs and the

band-offsets between different materials are invariables, it is straightforward to
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have

〈φ1|
d

(
H−Ec(ρ=R)

q

)

dψs

|φ1〉 = 〈φ1| d (ψs − ψ(ρ))

dψs

|φ1〉 (V.47)

The 1-D Poisson’s equation for nanowire MOS capacitor is given by

d2ψ

d2ρ
+

1

ρ

dψ

dρ
=

q

εs

n(ρ), 0 < ρ < R (V.48)

Integrating it twice, we obtain

ψ(ρ = 0)− ψ(ρ) =
q

εs

[∫ ρ

0

ln(ρ′)ρ
′
n(ρ

′
)dρ

′ − ln(ρ)

∫ ρ

0

ρ
′
n(ρ

′
)dρ

′
]

(V.49)

which yields

ψs − ψ(ρ) =
q

εs

[∫ ρ

0

ln(ρ′)ρ
′
n(ρ

′
)dρ

′ − ln(ρ)

∫ ρ

0

ρ
′
n(ρ

′
)dρ

′
]

− q

εs

[∫ R

0

ln(ρ′)ρ
′
n(ρ

′
)dρ

′ − ln(R)

∫ R

0

ρ
′
n(ρ

′
)dρ

′
]

(V.50)

Substituting (V.50) into (V.47), we will have four terms, which are calculated

separately as follows:

〈φ1|
d

∫ ρ

0
ln(ρ

′
)ρ

′
n(ρ

′
)dρ

′

dψs

|φ1〉 =

∫ R

0

n(ρ)ρ∫ R

0
n(ρ)ρdρ

(∫ ρ

0

ln(ρ
′
)ρ

′ dn(ρ
′
)

dψs

dρ
′
)

dρ

= −
∫ R

0

ln(ρ)ρ
dn(ρ)

dψs

(∫ ρ

0

n(ρ
′
)ρ

′

∫ R

0
n(ρ)ρdρ

dρ
′
)

dρ

+

∫ R

0

ln(ρ)ρ
dn(ρ)

dψs

dρ (V.51)

The second step is based on the one subband assumption, infinite insulator barrier

approximation, and circular symmetry approximation. The third step is simply
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integration by parts.

〈φ1|
d

[
ln(ρ)

∫ ρ

0
ρ
′
n(ρ

′
)dρ

′]

dψs

|φ1〉 =

∫ R

0

ln(ρ)n(ρ)ρ∫ R

0
n(ρ)ρdρ

(∫ ρ

0

ρ
′ dn(ρ

′
)

dψs

dρ
′
)

dρ

= −
∫ R

0

ρ
dn(ρ)

dψs

(∫ ρ

0

ln(ρ
′
)n(ρ

′
)ρ

′

∫ R

0
n(ρ)ρdρ

dρ
′
)

dρ

+

∫ R

0

ρ
dn(ρ)

dψs

dρ

∫ R

0
ln(ρ)n(ρ)ρdρ∫ R

0
n(ρ)ρdρ

(V.52)

〈φ1|
d

∫ R

0
ln(ρ′)ρ

′
n(ρ

′
)dρ

′

dψs

|φ1〉 =

∫ R

0

ln(ρ)ρ
dn(ρ)

dψs

dρ (V.53)

〈φ1|
d

[
ln(R)

∫ R

0
ρ
′
n(ρ

′
)dρ

′
]

dψs

|φ1〉 = ln(R)

∫ R

0

ρ
dn(ρ)

dψs

dρ (V.54)

Combining equations (V.51)-(V.54), one obtain

d
(

E1−Ec(ρ=R)
q

)

dψs

=
q

εs

(Zc − Zsh)

∫ R

0

ρ
dn(ρ)

dψs

dρ

=
Zc − Zsh

εs

RCi (V.55)

where Zc and Zsh are defined as follows:

Zc =

∫ R

0
ln(R

ρ
) · n(ρ)ρdρ

∫ R

0
n(ρ)ρdρ

(V.56)

Zsh =

∫ R

0
dn(x)
dψs

(∫ ρ

0

ln( ρ

ρ
′ )n(ρ

′
)ρ
′

∫ R
0 n(ρ)ρdρ

dρ
′
)

dρ

∫ R

0
ρdn(ρ)

dψs
dρ

(V.57)

The concept of centroid of the inversion charge in the polar coordinate system

is very different from that in Cartesian coordinate. Re−Zc is the centroid of the

inversion charge with the axis of symmetry as the reference point. Zsh is very

complicated, but we know that it is like the square root of a second order central

moment. In other words, Zsh is related to the spreading of the inversion charge.
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Substituting equation (V.55) into (V.44) yields

Cqw,1 =
εs

R (Zc − Zsh)
(V.58)

Because the capacitances are connected in series, it is more convenient to use the

concept of effective thickness, which is defined by the reciprocal of capacitance nor-

malized to the dielectric constant εs. According to the one subband approximation,

we have

Ci =
1

1
CDOS,1

+ 1
Cqw,1

(V.59)

One finally obtain

Ci =
εs

xDOS + R(Zc − Zsh)

4
=

εs

xi

(V.60)

i.e., xi is the effective thickness associated with the inversion layer capacitance Ci

and given by

xi = xDOS + R(Zc − Zsh) (V.61)

V.3 Summary

In conclusion, based on both Poisson’s equation and Schrödinger’s equation,

we have developed equivalent capacitance circuit models for both DG and nanowire

MOS capacitors by adopting the one subband approximation. The analytical re-

sults in terms of effective thicknesses can help understand the physical meanings of

inversion layer capacitance in DG and nanowire MOS capacitors, especially those

with high mobility materials. Because high mobility is always associated with low
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DOS, the major contribution to inversion layer capacitance of high mobility ma-

terials is from DOS capacitance rather than the capacitance component due to

quantum confinement effect.



Chapter VI

Conclusion

In this dissertation, design, modeling and characterization of non-classical

MOSFETs are present, with focus on MOS capacitors and MOSFETs based on

III-V materials as well as nanowire MOSFETs.

Unlike Si MOS, III-V MOS devices lack native oxide with good interface

quality. Defects or traps at dielectric semiconductor interface and inside the gate

insulator are major issue for high-κ III-V MOS devices. Multi-frequency small

signal C-V and G-V data are utilized to characterize and model trap effects. Our

analysis focuses on InGaAs substrate device. Due to small electron effective mass

and hence small conduction band DOS, the Fermi level enters conduction band

when N-type MOS capacitors are biased in accumulation. According to conven-

tional interface states theory, interface states have too small time constant to

produce the observed frequency dispersion from 1 kHz to 1 MHz in C-V and G-V

136



137

when the Fermi level is close to or beyond the conduction band edge. On the other

hand, trap states inside the gate insulator, called bulk-oxide traps or border traps,

do have long time constants as they interact with the conduction band electrons via

tunneling [94]. A distributed bulk-oxide trap model based on tunneling between

the semiconductor surface and trap states in the gate insulator is developed. It

differs fundamentally from the conventional interface state model in that there is a

wide frequency spectrum of bulk-oxide trap response at a given gate bias. It is more

physical than previously published lumped circuit models in the literature. The

model is validated with the Pt/Al2O3/n-In0.53Ga0.47As dispersion data in strong

accumulation and near the flatband. Unlike surface states which are in units of

areal density, bulk-oxide traps are characterized by a volume density, extracted

from fitting of the capacitance and conductance data. It is further shown that the

commonly employed method of extracting the interface state density from C-V

stretchout could yield unphysical numbers inconsistent with the high-frequency

dispersion data. On the other hand, the bulk-oxide trap model, in particular, with

nonuniform trap density in the oxide film, can explain C-V stretchout independent

of the dispersion at higher frequencies. On the other hand, the C-V humps on

inversion side can be successfully modeled by the conventional interface states the-

ory. In combination with TCAD simulation, interface states density Dit vs. energy

are extracted. There time constants vs. energy also shows reasonable trend. It

is also found that the capacitor enters strong inversion regime at very negative

bias although measured capacitance seems dropping down. The true inversion
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happened but the response cannot be observed because the frequency is not low

enough or the temperature is not high enough.

In III-V MOSFETs device design part, the baseline sub-22 nm MOSFETs

design can be scaled to 11 nm gate length by shrink the channel thickness to 3

nm and can be barely scaled to 11 nm gate length by adding 10 nm undoped

underlap region at the drain side; the series resistance induced by increasing the

sidewall thickness to 30 nm in a Lg = 100 nm MOSFET is acceptable. In III-V

device characterization, the mobile charge density in high-κ InGaAs MOSFET is

characterized by frequency dependent measurement of gate to channel capacitance

to eliminate trap response. The electron effective mobility is extracted to be in

the range of 2000 to 5000 cm2/V·S.

Analytical results of potential and subthreshold current are derived for

short-channel nanowire MOSFETs based on generalized scale length theory. 2-

D Poisson’s equation is solved in both the semiconductor and insulator regions.

The compact model for SCEs are derived and validated by numerical simulation. Vt

shift due to 2-D quantum confinement in nanowire MOSFETs with anisotropic ef-

fective mass is modeled by solving Schrödinger’s equation in elliptical coordinates.

The scaling limit of nanowire MOSFETs is projected from Vt shift sensitivity and

scale length theory.

By invoking both Poisson’s and Schrödinger’s equations, as well as one sub-

band approximation, analytical results for inversion layer capacitance in symmetric
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DG and nanowire capacitors are developed. The derived results can help under-

stand the physical meanings of DOS capacitance and quantum well capacitance,

especially in high mobility materials.
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