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• Zooming in on the Swampland, Harvard University, 8-10 March 2021. 
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Department of Physics, University of California, Merced 
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titled "The Radcliffe Wave on FIRE Simulation" in the field of astrophysics.  

❖ Assist with developing research skills (reviewing peer-reviewed articles, 

programming with Python, creating and keeping Jupyter Notebooks, 

using command-based interfaces), analyzing data (utilizing statistical 

methods), visualizing data (using Gluviz), and presenting findings 

(creating poster and LaTeX documents). 

❖ Conduct weekly meetings to discuss research progress, provide feedback, 

and plan for upcoming steps. 

❖ Co-author a research poster with Biviana Oseguera presented at the 242nd 

Meeting of the American Astronomical Society. Biviana won a 
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ABSTRACT OF THE DISSERTATION

From Quark Confinement to Dynamical History of Stars

by

Davoud Masoumi

Doctor of Philosophy in Theoretical Physics
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Professor Chih-Chun Chien, Chair

This thesis includes two parts discussing two fascinating areas of fundamental physics.

Part (I) explores the enigma of quark confinement within the intricate domain of

quantum field theory, addressing a foundational puzzle in particle physics. Quark

confinement dictates that quarks are bound within hadrons, so we cannot observe

quarks as free, isolated particles. Despite extensive efforts over the past fifty years,

the theoretical foundation of quark confinement in quantum chromodynamics (QCD)

is still unclear. Studying the Schwinger effect (particle-antiparticle pair creation in

vacuum in the presence of a strong external electromagnetic field) can pave the way

to explore the behavior of quarks within hadrons. We utilize an indirect method, in

particular the so-called AdS/QCD correspondence, to investigate the response of a

QCD-like gauge theory to a static electromagnetic field. AdS/QCD correspondence

is a form of gauge/gravity duality. This duality connects a gauge theory (repre-

senting particle physics) to a gravitational theory (specifically, string theory with an

Anti-de Sitter background metric). Leveraging this method enables us to study the

Schwinger effect for quark-antiquark pairs through potential analysis and calculation

of the pair-production rate Γ. Our findings show that both the potential analysis and

the calculation of the pair-production rate yield consistent results. We identify two
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critical electric fields Es and Ec as lower and upper bounds of a range in which pair

production can occur only by tunneling through a potential barrier. Below Es, the

potential barrier is insurmountable, and pair production cannot happen. Above Ec,

there is no potential barrier to restrict the pair production. While previous studies

have explored various aspects of the Schwinger effect using AdS/QCD duality, further

investigation is required for scenarios involving QCD-like gauge theories with simul-

taneous electric and magnetic fields. Addressing this research gap, our findings reveal

that a magnetic field perpendicular to the electric field suppresses Γ and increases Es.

Conversely, a purely parallel magnetic field does not influence the system’s response

to an external electric field but enhances Γ in the presence of a perpendicular mag-

netic field. Part (II) ventures into the cosmos, examining the formation of young

stellar groups (both bound star clusters and unbound stellar associations) within a

full cosmological context. A young stellar group is a collection of newly born stars

moving together as a relatively coherent unit through a galaxy. Recent observational

advancements, driven by improved precision of Gaia DR3, along with complemen-

tary near-field studies like PHANGS-HST and PHANGS-JWST, have significantly

enhanced our understanding of stellar groups in the Milky Way and local universe

galaxies, enabling us to study the conditions and environment that set clustered star

formation across a statistically significant sample. Yet despite the exciting progress

in observations, there is still a notable absence of robust theoretical cosmological

models to interpret the data. Recent advancements in generating galaxy zoom-in

simulations enable the comprehensive study of the formation and evolution of giant

molecular clouds and stellar groups within a cosmological galactic framework and,

in turn, facilitate filling the gap between observations and theoretical models. We

present the fundamental properties of young massive stellar groups, both bound and

unbound, formed within or near the galactic disk at the present time (at redshifts

z < 0.008) in the Latte suite of FIRE-2 Milky Way-like galaxy simulations. Our anal-

ysis encompasses the measurement of various characteristics for each stellar group,

xxii



including its boundedness, mass, size (stellar group’s radius), 1D velocity disper-

sion, dispersion in age, and dispersion in metallicity [Fe/H]. We find the properties

of simulated stellar groups with ages between 0 and 3 million years are within the

range of values reported in observational studies. Our results depict the capability

of Latte simulations to generate reasonably realistic star clusters and associations

and set the stage for the forthcoming project that will focus on generating synthetic

images of the simulated stellar groups and measuring their properties by utilizing

the conventional pipelines used in observational studies. This approach will allow

a more consistent comparison between simulations and observations, aiding in the

establishment of benchmarks for interpreting observations and advancing our under-

standing of various aspects of galaxy formation, such as stellar evolution, the impact

of feedback on galactic dynamics, and the processes involved in star and planetary

system formation.
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Chapter 1

An Introduction to Quark

Confinement

The ultimate purpose of this chapter is to describe the puzzle of quark confine-

ment, which has remained an open question in the realm of particle physics and

quantum field theory (QFT) for several decades. We start by reviewing the history

of physics through the lens of particle physics to highlight the key ideas and motiva-

tions that have led us to our current understanding of this mysterious puzzle. After

setting the stage, we explain the quark confinement in the final section.

1.1 From Classical Physics to Quantum Mechan-

ics

One of the most outstanding achievements of the 17th century was the invention

of classical mechanics. Despite the great success of classical mechanics in describing

the physics of mechanical waves and the motion of particles at large scales, it failed

in various ways. It postulates instantaneous action at a distance. Moreover, postu-

lating absolute space and time leads to finding Galilean transformation. These were

1
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inconsistent with the fact that Maxwell equations respect Lorentz transformation

instead of Galilean transformation. Some of the other well-known failures of clas-

sical mechanics include its inability to explain the spectrum of the hydrogen atom,

wave properties of matter and electron diffraction, and the experimental results of

the Compton effect. Efforts to resolve these fundamental problems ended up with

finding the special theory of relativity and the theory of quantum mechanics at the

beginning of the 20th century.

Despite the limitations of classical mechanics, the following are some of the most

important lessons and ideas we learned from it. These lessons and ideas are essential

for finding and developing more fundamental theories. Classical mechanics sets the

stage to explain the universe by introducing a set of quantities, such as mass, po-

tential, force, momentum, velocity, and position. It introduces the concept of field.

Also, it tells us about the connection between symmetries and the conservation laws

of nature (the beautiful Noether theorem). In addition, establishing the three aston-

ishing and equivalent formalisms, Lagrangian, Hamiltonian, and Hamilton-Jacobi,

which were initially developed in classical mechanics, provides a powerful tool for

studying a system of particles. The core idea of these formalisms is the foundational

basis for finding and developing theories that explain the laws of nature at a deeper

level.

1.2 From Quantum Mechanics to Quantum Field

Theory

Quantum mechanics successfully explains the spectrum of atoms; the aim for that

it was developed. By solving the Schrodinger equation, one can find the discrete en-

ergy levels of electrons bound to an atom’s nucleus, which is an outstanding achieve-

ment. It also informs us about spin, an intrinsic property of subatomic particles.
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Quantum mechanics also gives us insight into wave-particle duality, the uncertainty

principle, and the measurement mechanism in subatomic scales. It teaches us about

the quantum entanglement opposing our intuition, which is mainly developed based

on an understanding of macroscopic scales. It informs us about the Pauli exclu-

sion principle, Fermi’s golden rule, and in general transition rules (a.k.a. selection

rules). Furthermore, studying the Bohm-Aharonov effect [3] by quantum mechanics

illustrates the connection between the geometry of space and the phase of a wave

function. In addition to all these great lessons, John Von Neuman taught us how

to make a transition from classical mechanics to quantum mechanics by utilizing a

rigorous mathematical prescription [215].

Despite quantum mechanics’ spectacular successes, there are several fundamental

issues with this successful theory. In particular, two issues can be easily recognized

at first sight. First, quantum mechanics does not respect the Special Relativity. It

can be seen from the Schrodinger equation: it includes a first-order derivative for

time, while the derivative for space is a second-order derivative. Second, quantum

mechanics studies systems only with a conserved number of particles. However, with

the discovery of fundamental particles, we know there are events where the number

of fundamental particles is not conserved. For instance, a muon µ− can decay into

three particles: an electron e−, an electron antineutrino νe, and a muon neutrino νµ

[209, 189, 82].

µ− −→ e− + νe + νµ (1.1)

Resolving these issues needed proposing and developing revolutionary ideas. Among

competing theories, quantum field theory (QFT) could simultaneously resolve the

aforementioned issues and explain the experimental results of the growing field of

particle physics [206, 196, 162].
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1.3 Discovery of Elementary Particles and New

Fundamental Forces

Twenty-three years after the discovery of the electron by J. J. Thomson in 1897,

Ernest Rutherford in 1920 identified the hydrogen nucleus as an elementary particle

and named it a proton. In 1932, positron was discovered, and since then, a large

family of fundamental particles has been discovered [82]. The discovered elementary

particles include leptons (electron, electron neutrino, muon, muon neutrino, tau,

tau neutrino), hadrons (proton, neutron, pion, kaon, and many others), quarks (up,

down, charm, strange, top and bottom) which are the building blocks of hadrons,

and another group of particles named force carriers (photon, gluon, W and Z boson)

and of course the Higgs boson.

In addition to these elementary particles, two new fundamental forces have been

discovered in the past century. In the 1930s, Enrico Fermi discovered a new funda-

mental force called weak nuclear force [59, 219]. In the same decade, Ernest Ruther-

ford, following his studies on the nucleus of atoms, discovered another fundamental

force named strong nuclear force.

1.4 Quantum Field Theory

As we discussed in the previous sections, it was essential to develop a theory be-

yond quantum mechanics to study the physics of elementary particles. Between 1946

and 1950, Shinichirō Tomonaga [208], Julian Schwinger [197, 198], Richard Feynman

[60, 61], and Freeman Dyson [55, 56] established the theory of quantum electro-

dynamics (QED), a quantum description of interactions between charged particles.

This theory is consistent with Special Relativity and can successfully explain the

scattering processes. QED also has achieved several remarkable feats. It accurately
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predicts the fine structure of the hydrogen atom’s spectral lines. It also predicts

the electron’s anomalous magnetic moment, which refers to the deviation of the

electron’s magnetic moment from the value predicted by classical electromagnetism.

QED showed us how to transition from quantum mechanics to a more fundamental

theory called quantum field theory (QFT) or gauge theory.

Quantum field theory assumes the existence of a specific type of charge and one

or more than one force carrier corresponding to each of the four fundamental forces of

nature. For electromagnetic interactions, the charge is called electric charge, and the

particle that carries the force of electromagnetism is called photon. There are only

two types of electric charges, conventionally named positive and negative. Regarding

the electric charge, there is only one type of photon because they have no electric

charge. It is notable that photons carry the force of electricity and magnetism while

having no electric charge.

The charge associated with the strong nuclear force is called color charge, and

this force is carried by gluons. There are three types of color charges and three types

of anti-color charges, conventionally named red, green, blue, antired, antigreen, and

antiblue. These so-called color charges are not related to actual colors. Gluons do

not have a specific color in the way that quarks do; instead, they carry combinations

of color and anti-color charges, resulting in eight possible color combinations: red-

antired, red-antigreen, red-antiblue, green-antired, green-antigreen, green-antiblue,

blue-antired, blue-antigreen. The QFT that describes strong nuclear interactions

between quarks and gluons is called quantum chromodynamics (QCD) [81].

The charge associated with weak nuclear force is named weak isospin (T), which

is a quantum number analogous to electric charge in electromagnetism, and three

particlesW+, W−, and Z0 carry the weak nuclear force. The three force carriers, W+,

W−, and Z0, have weak isospin values of +1 and −1, and 0, respectively, while the

weak isospin of other particles can take on values of +1/2 or −1/2. The established

QFT to explain the weak nuclear interaction is called the weak interaction theory
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[16, 17, 74, 160].

We still do not have a QFT explaining the gravitational interactions, but it is

evident that the charge corresponding to this force must be mass. The carrier of the

force of gravity is a particle called graviton. Mass can be only positive or zero, and

there is typically only one type of graviton because they are proposed as massless

particles in standard theoretical frameworks.

1.5 Classification of Elementary Particles

It is common to classify elementary particles into two groups, fundamental and

composite particles as shown in Fig. 1.1.

1) Fundamental particles: The fundamental particles are indivisible particles.

In other words, there is no experimental evidence that they are made of finer parti-

cles. Based on their spins, they can be classified as follows:

- Bosons: The Higgs particle and all force carriers fall within this group.

- Femions: This group include six leptons (e, νe, µ, νµ, τ , ντ ) and six quarks (u, d,

c, s, t, b). Leptons do not have color charges, and for each lepton, there is an anti-

particle with the same mass but the opposite electric charge. In the contrary, quarks

have both electric and color charges, and for each quark, there is an anti-particle

with the same mass but the opposite electric and color charge.

2) Composite particles (hadrons): Composite particles are made of quarks.

Based on their spins, they can be classified into two groups:

- Bosons: Composite particles, which are bosons, are called mesons. They are made

of a quark and an antiquark. Pion and kaon are some examples of mesons.

- Femions: Composite particles, which are fermions, have a particular name, baryons.

These particles are made of three quarks. If a particle is made of three antiquarks
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instead of three quarks, we call it an antibaryon. Protons and neutrons are the most

known examples of brayons.

Elementary 

Particles

Fundamental 

Particles

Composite 

Particles

(Hadrons)

Leptons:

Quarks:

𝑒

𝜈𝑒
 

𝜇

𝜈𝜇
 

𝜏

𝜈𝜏

𝑢

𝑑 

𝑐

𝑠 

𝑡

𝑏 

Force Carriers 

(Gauge Bosons)
𝛾, 𝑔, 𝑊+, 𝑊−, 𝑍, 𝐻:

Fermion

Boson

Baryons 𝑞𝑞𝑞 :

Mesons 𝑞 ത𝑞 :

𝑝, 𝑛, Σ+, Σ−, Σ, Ξ, ∆+, ∆−, ∆, … 

𝜋+, 𝜋−, 𝜋, 𝐾+, 𝐾−, 𝐾, 𝜌, Τ𝐽 𝜓 , …

Fermion

Boson

Figure 1.1: A simple classification of elementary particles.

Properties of elementary particles are listed in Ref. [82] in detail, and Ref. [85,

77, 161] describe the discovery of fundamental particles and some hadrons.

1.6 Complexity of QCD

In general, QCD computations are more complex than QED computations [76].

As mentioned in the former sections, besides having positive or negative electric

charges (like electrons and protons), quarks and gluons also have color charges. De-

spite the electric charge that has only two possible states (positive and negative), the

color charge can have six states: red and antired, green and antigreen, and blue and

antiblue. This diversity of possible states of the color charge illustrates why QCD

is more complicated than QED. However, this is not the end of the story. It should

be noticed that photons (the carrier of the electromagnetic force) do not have an
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electric charge, so two photons cannot directly interact via electromagnetic force. In

contrast, gluons (the carrier of the strong nuclear force) have color charges which

means gluons can interact directly with each other via strong nuclear interactions.

Consequently, QCD should consider the interaction between gluons, interactions be-

tween gluons and quarks, and interactions between quarks. This is another source

of higher-order complexity in QCD computations compared to QED.

1.7 Quark Confinement

Quark confinement states that quarks are bound within hadrons, so we cannot

observe quarks as free, isolated particles [153]. A hadron can be thought of as a bag

of quarks and gluons. A simple model for the potential of hadrons is

V (r) = −k1
r

+ k2r (1.2)

where k1 and k2 are two constants. The first term corresponds to a Coulomb-like

potential and it dominates in small values of r. As shown in Fig. 1.2, the second

term dominates at large values of r and dictates the confinement of quarks within

hadrons.

Although this simple model can help us gain valuable insights, it does not explain

all aspects of the behavior of quarks and gluons. For instance, this model cannot ex-

plain the complicated characteristics of the coupling constant of QCD. The coupling

constant is a dimensionless parameter that reflects the strength of each specific type

of interaction. The coupling constant of QCD is called strong coupling and is usually

shown by αs in the literature. Here we emphasize on some specific characteristics of

αs :

1. αs >> α:

The value of strong coupling αs is much larger than the coupling constant of

QED, α, in the range of present experiments. Consequently, in contrast with
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Figure 1.2: The strong interaction potential of charmonium (a bound state of charm

and anticharm quarks) with k1 ≈ 0.05 GeV and k2 ≈ 1 GeV/fm.

QED, employing the perturbation theory —the method of calculating interac-

tion probabilities in terms of powers of the dimensionless coupling constant—

becomes very complicated and often impossible in QCD. Thus, problems in the

realm of QCD often fall in the non-perturbative regime of QFTs.

2. Running coupling constant:

A central feature of the QCD is the running of its coupling constant αs [162].

In both QED and QCD, the values of αs and α are not determined theoretically

from fundamental principles. To specify the value of α, we must measure some

quantity that is sensitive to the magnitude of the electron’s electric charge.

For the case of αs, we face a complicated situation, because αs changes rapidly

with the quark’s wavelength at a distance of ∼ 1 fm. In terms of the quark

equivalent energy E = hc/λ, the strong coupling αs ≈ 1 at E = 1 GeV , while
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αs ≈ 0.1 at E = 100 GeV . It is why the αs is known as the running coupling

constant.

A direct result of this feature is the asymptotic freedom of quarks. In 1973,

the concept of asymptotic freedom of quarks was theoretically realized by H.

David Politzer [166, 45], David Gross, and Frank Wilczek [79, 78, 80], and it

is experimentally verified [21, 223]. This concept states that while quarks are

confined in hadrons, the shorter the distance between quarks, the more they

behave like free particles. As we discussed, at shorter distances E = hc/λ

is larger and αs is smaller, so quarks are less impacted by the strong nuclear

interactions.

At the lowest order in energy, the variation of αs with energy, shown in Fig.

1.3, can be expressed as

αs(E) =
12π

(33 − 2nf ) ln(E
2

Λ2 )
(1.3)

where nf is the number of quark flavors that can be involved in a binding

process, and Λ is a mass scale constant [179]. At energies much greater than

the quarks’ mass energies, all flavors of quarks can be involved. The mass

scale constant Λ must be determined only by experiments. This constant de-

fines a boundary in energy: below the boundary hadrons exist, and above the

boundary, quarks are not confined. The value of this constant is in the order of

magnitude of the rest mass of the lightest hadron, pion †1. From experiments,

Λ ≈ 0.2 GeV .

In brief, the theoretical foundation of quark confinement in QCD is still unclear.

Noting the running of αs, quark confinement occurs in the non-perturbative regime

of QCD, where traditional perturbative methods break down. In addition, from

1† The mass of pion ≈ 0.135MeV .
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Figure 1.3: Running of strong coupling constant.

a different perspective, quark confinement arises from the non-Abelian characteris-

tic of the strong nuclear interaction described by QCD [79], leading to complicated

dynamics involving gluon self-interactions [162]. In the past decades, significant

computational and analytical efforts have been made to develop new tools and tech-

niques to study the non-perturbative regime of QCD. One approach to this is lattice

QCD, a powerful numerical technique. However, it is computationally intensive

and requires sophisticated algorithms to simulate the behavior of quarks and glu-

ons in confinement accurately. Regarding analytical efforts, anti-de Sitter/quantum

chromodynamics correspondence (AdS/QCD) offers a different route to attack the

problem and provides exciting results. We discuss AdS/QCD and employ it to study

quark confinement in Chapter 4.

In this thesis, we investigate quark confinement by analyzing the creation of quark

and antiquark pairs in the presence of a strong external field, akin to the Schwinger
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effect in QED, where electron-positron pairs are generated. Chapter 2 reviews the

Schwinger effect for electron-positron pairs from an experimental standpoint, while

Chapter 3 introduces tools essential for our study. In Chapter 4, we apply these

tools to examine the Schwinger effect for quark and antiquark pairs using AdS/QCD,

aiming to shed light on the puzzle of quark confinement.



Chapter 2

Schwinger Effect from

Experimental Perspective: Pair

Production from Vacuum at the

Focus of an X-Ray Free-Electron

Laser

It is known that the vacuum in quantum field theory (QFT) in the presence of

external fields, such as electromagnetic fields, is unstable. In particular, electron-

positron (e+e−) pairs can be created by a strong static electromagnetic field. The

phenomenon is called the Schwinger effect [199] and is currently on the verge of being

experimentally tested by using an X-ray free-electron laser (XFEL) [177]. In the last

two decades, several XFELs have been constructed. The X-ray pulses produced in

the SPring-8 Angstrom Compact free-electron Laser (SACLA), in the Linac Coherent

Light Source (LCLS) at Stanford Linear Accelerator Center (SLAC), in the Euro-

pean XFEL, in the Tera Electron Volt Superconducting Linear Accelerator (TESLA)

13
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XFEL at Deutsches Elektronen-Synchrotron (DESY), as well as in the FERMI at

Elettra-Sincrotrone Trieste are far shorter than the pulses from the other X-ray

sources. Their peak brilliance is approximately eight orders of magnitude higher

[194]. These X-ray lasers may pave a way to make the laser beam radius in the range

of its wavelength to obtain powerful electric fields—much stronger than the electric

fields produced by optical lasers [29]. In the present chapter, we discuss the possi-

bility of using X-ray lasers to get electric fields strong enough for a direct laboratory

test of the Schwinger effect.

2.1 Introduction

Among the other effects leading to the production of particles, like Hawking ra-

diation and the creation of particles in an expanding universe, the Schwinger effect

is a compelling case because of its importance in understanding different aspects of

quantum field theories (QFTs). The rate of pair production due to the impact of a

static electric field is non-analytic [199]; this reveals the non-perturbative nature of

the Schwinger effect. Therefore, this phenomenon not only can be used to explore

the non-perturbative regime of QFTs but also provides an experimental tool to test

the results in the non-perturbative regime, which has not been investigated deeply.

Furthermore, it plays a crucial role in many problems of phenomenological and cos-

mological interest like quantum evaporation of black holes [89, 44, 70, 68], giving

rise to gamma-ray bursts [175] and particle production in both hadronic collisions

[39, 6, 23] and the early universe [156, 24].

A classical description might be useful to understand the Schwinger effect intu-

itively [151]. We imagine a virtual (e+e−) pair at a distance l from each other in

a static electric field of strength E. If the energy of the virtual pair eEl received

from the electric field exceeds the energy corresponds to the rest mass of the pair

eEl ≥ 2mec
2, they become real particles. The typical distance l between a vir-
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tual (e+e−) pair is of the order of the reduced Compton wavelength of the electron

λe = ℏ/mec. As a result, the minimum strength of the electric field to cause pair

production equals 2m2
ec

3/eℏ.

The exact formula for the minimum required strength of the electric field and

the rate (per unit volume) of spontaneous (e+e−) pair production (SPP), ΓSPP, in a

static electric field can be found from a full consideration in quantum electrodynamics

[199, 188, 91],

ΓSPP ∝ exp

(
−πEc

E

)
(2.1)

where,

Ec =
mec

2

eλe
=
m2

ec
3

eℏ
= 1.3 · 1018(V/m). (2.2)

Thus, a measurable ΓSPP requires extraordinarily enormous electric field strengths

of the order or above 1018(V/m). For E ≪ Ec , the SPP may occur only via

quantum tunneling mechanism, and its corresponding production rate exponentially

suppresses.

In the 1970s, people were interested to know whether optical lasers could make

it possible to investigate the Schwinger effect’s verification [31, 28]. They found out

that the power density of available optical lasers was not enough for a sizeable pair

creation rate [31, 65]. Simultaneously, the question was raised whether the required

electric field strengths could be generated microscopically in the collision of heavy

ions with Z1 + Z2 > Zc ≈ 170 [12, 222, 152]. Till the present time, it still seems

impossible to produce macroscopic electric fields of the order of magnitude of the

critical field strength in the laboratory, and there is still no clear experimental signal

to verify SPP in heavy-ion collisions with a significant lifetime [75].

In the last two decades, several XFELs have been constructed, for instance,

SACLA, LCLS at SLAC [10, 135], TESLA XFEL at DESY [29, 143, 144, 1] and

FERMI at Elettra-Sincrotrone Trieste. These X-ray lasers may pave a way to make

the laser beam radius in the range of its wavelength, σ ≥ λ ≃ O(0.1) nm, to get
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powerful electric fields,

Ec =

√
µ0cP

πσ2
≃ 1.1 · 1017(V/m)

(
P

1(TW)

)1/2(
0.1(nm)

σ

)
(2.3)

much stronger than the produced electric fields by optical lasers of the same peak

power P .

Here, we review recent work on SPP at the focus of XFELs [177, 178, 172, 167]

and discuss the possibility of using X-ray lasers to produce electric fields strong

enough for a direct laboratory test of the Schwinger effect.

2.2 Basic principles of XFELs

The principle of the Free-Electron Laser (FEL) was proposed in 1971 [120, 27].

The most common kind of lasers, optical lasers, radiate in the optical band because

the gain in optical lasers is the result of cooperative stimulate emissions of electrons

bound to the atoms of the material used in the laser. In XFELs, as we will dis-

cuss, the amplification medium instead is microbunches of unbound electrons [194].

These electrons are accelerated to relativistic speeds to emit X-rays, and they have a

characteristic charge density modulation to guarantee the coherence of the radiated

X-rays. In this section, we review the basic principles of XFELs.

Figure 2.1: Schematic view of the UV and soft X-ray FEL FLASH at DESY (Ref.

[194], Fig. 8.1).
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2.2.1 XFEL

Here, we explain the procedure of producing intense and short flashes of remark-

ably coherent light in XFELs, usually built alongside a synchrotron storage ring, cf.

Fig. 2.1. In the first part of a typical FEL, there is a photoninjector shooting packets

of electrons at approximately the speed of light. Then, the electrons pass through

a sequence of electromagnetic fields to gain more and more energy. They can be

pictured as surfers earning energy by surfing the waves. In the next step, the pack-

ets of electrons pass through a bunch compressor—a sort of magnet package—that

compresses the length of the electron beam. This process repeats a few times till the

outcome is the electron bunches that are shorter and full of energy.

In the second part, the compressed electron bunches pass through a series of

magnetic devices, forcing them to follow an undulating path. In the first device,

which is called modulator, the electrons meet a laser wave. The spatial modulation

of energy in the electron bunch becomes well-defined as a result of the interaction

between the electrons and the magnetic field of the laser beam. Subsequently, because

of the laser features, the electrons’ energy modulation inside the bunch is transformed

into a density modulation. Then, using a few magnetic devices, the electrons are

concentrated into microbunches (i.e., smaller bunches). Afterward, the new electron

microbunches enter the radiator, where their constant deflection from the rectilinear

trajectory stimulates the emission of light. At this point, both electrons and the

light produced by them proceed in the same direction.

In the third part, the electrons interact with the light, and the electrons arrange

themselves into a structure dictated by the wavelength of the light. In other words, it

is a kind of resonance effect. This arrangement creates a resonance effect, where the

electrons and the light are bound and in sync, leading to an increase in the intensity

of the produced light.

By the end of the path, the microbunches of electrons produce extremely intense
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pulses of X-ray. Finally, the X-ray pulses will be sent to the experimental hall, where

they will collide with the samples to be studied.

2.2.2 Single-pass free-electron laser

A single-pass free-electron laser in the self-amplified spontaneously emission (SASE)

mode [147] works by passing an electron beam pulse with a peak current and the

total energy Ee through an undulator—a periodic magnetic structure, cf. Fig. 2.2.

The electron beam pulse interacts with the emitted synchrotron radiation in the

undulator while most of the power of the emitted synchrotron radiation is concen-

trated in an opening angle

1/γ ≡ mec
2/Ee = 2 · 10−5(25 GeV/Ee) (2.4)

where me is the electron mass. This interaction causes a longitudinal charge density

modulation called microbunching if the resonance condition,

γ ≡ λU
2γ2

(
1 +

K2
U

2

)
= 0.3(nm)

(
1/γ

2 · 10−5

)(
1 +K2

U/2

3/2

)
(2.5)

is met. Here λ and λU are, respectively, the emitted radiation’s wavelength, and

the length of the undulator’s magnetic period. The dimensionless quantity KU is

the undulator parameter that gives the ratio of the average deflection angle of the

electrons in the undulator magnetic field BU to the opening cone of the synchrotron

radiation

KU ≡ eλUBU

2πmec
(2.6)

The undulator parameter is typically in the range of 1 − 3, but it should be

of the order of one on resonance. In the end, the electrons—in the developing

microbunches—radiate coherently while the number of emitted photons exponen-

tially increases until saturation is reached. It turns out that in an undulator the

radiation power P ,

P ∝ e2N2
eB

2
Uγ

2 (2.7)
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Figure 2.2: The FEL pulse energy exhibits exponential growth with the distance

traveled in the undulator, denoted as z. These observations, represented by open

circles, were recorded at the SASE FEL of the TESLA test facility, utilizing an

electron energy of 245 MeV [177]. The schematic depiction illustrates the evolving

microbunching phenomenon. Laser saturation initiates when z surpasses 12 m, indi-

cating the full development of microbunches, with no anticipated further rise in laser

power (Ref. [194], Fig. 4.2).

where Ne ≥ 109 is the number of electrons in a bunch, cf. Fig. 2.3.

In 1998, the idea of using a linear accelerator for constructing an XFEL for the

Stanford Linear Accelerator was proposed [10], and in 2008 it started to provide

the X-ray laser beams. The X-ray pulses produced in LCLS [135] in Stanford and
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in the European XFEL facility [29, 143, 144, 1] in Hamburg are far shorter than

the pulses from the other X-ray sources. Their peak brilliance is about eight orders

of magnitude higher. In Table 2.1, some features of the radiation produced at the

TESLA XFEL laboratory are listed. The high pulse energy and the femtosecond

duration of the coherent X-ray pulses have opened new fields of research.

Table 2.1: Properties of X-ray FELs at the TESLA XFEL laboratory.

unit SASE 1 SASE 5

wavelength nm 0.1− 0.5 0.4− 5.8

bandwidth (FWHM) % 0.08 0.29− 0.7

peak power GW 37 110− 200

average power W 210 610− 1100

photon beam size (rms) µm 43 25− 38

peak power density W/m2 6 · 1018 6 · 1019

2.3 Semi-classical production rate estimation

In this section, we discuss the spontaneous pair production at the focus of XFELs.

We use a set of assumptions and an approximation for the electromagnetic field of the

laser beam. They preserve the general case’s leading properties and allow us to find a

closed-form solution for the (e+e−) pair production rate. For the critical parameters

of XFELs, we estimate the order-of-magnitude required to get an observable effect.

It turns out that in a light-like static electromagnetic field characterized by

F ≡ 1

4
FµνF

µν ≡ −1

2
(E2 − c2B2) = 0 (2.8)

G ≡ 1

4
FµνF̃

µν ≡ cE ·B = 0 (2.9)

pair production cannot occur [199]. Here Fµν and F̃ µν are, respectively, the

electromagnetic field strength tensor and its dual defined as F̃ µν = (1/2) ϵµναβFαβ. It
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has been suggested that laser beam fields, when focused, closely resemble a wrenchless

(E · B = 0) light-like field, potentially suppressing pair creation significantly [210].

However, in regions near the focus where F < 0, pair production remains possible

[31, 120, 27]. In general, in a light-like electromagnetic field, pair production is

possible, unless G = 0 and F = 0 or G = 0 and F > 0. The latter case corresponds

to a pure magnetic field in an appropriate coordinate system [199]. Therefore, one

can expect to observe pair creation in a pure uniform electric field oscillating with a

frequency ω

E(t) = (0, 0, E cos(ωt)) , B(t) = (0, 0, 0) , (2.10)

as it corresponds to G = 0, F < 0. Such a field may be created in an antinode of

the standing wave [168, 169, 170, 171, 150, 141, 41] formed by a superposition of two

coherent laser beams with wavelength

λ =
2πc

ω
(2.11)

and the created electric field can be assumed uniform at distances far less than the

wavelength λ.

To compute the rate of (e+e−) pair production in a semi-classical manner, we

start with assuming that every pulse of an XFEL is split into two equal parts and

recombined to form the standing wave, in regions where the electromagnetic field

has the form Eq. (2.10) with a peak electric field given by Eq. (2.3). We also assume

that the electric field amplitude E and the laser photon energy ℏω are, respectively,

much smaller than the critical field Ec and the rest-mass energy of the electron:

E ≪ Ec , ℏω ≪ mec
2. (2.12)

These conditions are well satisfied with X-ray lasers (cf. Table 2.2). We use the

generalized WKB method [28, 168, 169, 54, 65, 119]. The parameter η,

η =
ℏω
eEλ

=
ℏω
mec2

Ec

E
=
mec ω

eE
, (2.13)
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Table 2.2: Comparison of Laser Parameters and Derived Quantities for Spontaneous

(e+e−) Pair Production Estimates.

Laser Parameters

Optical X-ray FEL

Focus: Design Focus: Focus:

Diffraction limit Available Goal

λ 1 µm 0.4 nm 0.4 nm 0.15 nm

ℏω = hc/λ 1.2 eV 3.1 keV 3.1 keV 8.3 keV

P 1 PW 110 GW 1.1 GW 5 TW

σ 1 µm 26 µm 21 nm 0.15 nm

△t 500 fs - 20 ps 0.04 fs 0.04 fs 0.08 ps

Derived Quantities

S = P/πσ2 3× 1026 W/m2 5× 1019 W/m2 8× 1023 W/m2 7× 1031 W/m2

E =
√
µ0 c S 4× 1014 V/m 1× 1011 V/m 2× 1013 V/m 2× 1017 V/m

E/Ec 3× 10−4 1× 10−7 1× 10−5 0.1

ℏω/mec
2 2× 10−6 0.006 0.006 0.02

η = ℏω/eEλ 9× 10−3 6× 104 5× 102 0.1

plays the role of an adiabaticity parameter. The probability of creation of one (e+e−)

pair per unit time and unit volume,

w =
dne+e−

d3x dt
(2.14)

depends on the laser frequency only via η, and it can be estimated as follows [177,
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172, 167]

w ≃ c

4 π3λ4
× (2.15)

×



(
√

2/π) (E/Ec)
5/2 exp

[
−π (E/Ec)

(
1 − 1

8
η2 + O(η4)

)]
, : η ≪ 1 ,√

π/2 (ℏω/mec
2)

5/2×

×
∑

n>2 mec2/ℏω (e/4η)2n exp [−2 (n− 2 mec
2/ℏω)]×

×Erfi
(√

2 (n− 2 mec2)
)

: η ≫ 1 ,

Here Erfi is the imaginary error function. In the regime characterized by adi-

abatic strong-field conditions with low frequency (ω ≪ 1) and small η ≪ 1, the

obtained result is consistent with Schwinger’s non-perturbative findings for a spa-

tially uniform static field [199]. In contrast, in the non-adiabatic weak-field regime

with high frequency (ω ≫ 1) and large η (η ≫ 1), the result is perturbative. This per-

turbation corresponds to the perturbation order equal to or greater than n, where

n represents the minimum number of quanta required to create an (e+e−) pair:

n ≳ 2,mec
2/ℏω ≫ 1.

At this point, it is possible to discuss if the non-perturbative Schwinger pair

creation mechanism has already been observed in the SLAC experiment E-144 [147,

32]. This experiment aimed to study positron production in the collision of 46.6

GeV/c electrons with terawatt optical laser pulses (λ = 527 µm). In the rest frame of

the incident electrons, E ≃ 5 ·1017 V/m was reached, and the adiabaticity parameter

η is therefore in the range 3 − 10, cf. Fig. 2.4. It corresponds to the multi-photon

regime. Two studies provide convincing evidence for the interpretation of the data

as multi-photon light-by-light scattering [32, 13]. The measured production rate of

positrons scales as Re+ ∝ η−10 , Fig. 2.4. This agrees with Eq. (2.14) where w ∝ η−2n

for η ≫ 1, since n is the number of involving laser photons, and five photons are

required to produce a pair near threshold to satisfy the kinematic constraints.
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For the strong-field adiabatic regime, using an X-ray laser (ℏω ≃ 1 − 10 keV),

to satisfy η ≲ 1 the amplitude of the electric field should be E ≳ ℏωEc/ (mec
2) ∼

1015−1016 V/m. From Eq. (2.14) it turns out that to obtain a sizeable pair production

rate an electric field of about 0.1Ec ∼ 1017 V/m is required [177]. To produce an

electric field amplitude of this order-of-magnitude, a terawatt X-ray beam is needed.

In Table 2.2, the relevant parameters of XFELs are summarized [177]. By consid-

ering available power densities and available techniques, it is clear that the electric

field strengths are still much smaller than the magnitudes required for a sizeable

effect. If the peak power increases to the terawatt region, and if X-ray optics ap-

proaches the diffraction limit of focusing, 0.1-nanometer range, there would be ample

room to test the Schwinger pair production mechanism at XFELs.

2.4 Summary

Advancements in XFEL technology have brought us closer to experimentally ver-

ifying the Schwinger effect, a phenomenon with profound implications for quantum

field theories and cosmology. The unique capabilities of XFELs, including their

ability to produce intense and short X-ray pulses with high peak brilliance, offer

a promising avenue for generating the extreme electric field strengths required for

observing the Schwinger effect. By exploiting XFELs’ ability to focus X-ray beams

to wavelengths comparable to the laser beam’s radius, it becomes possible to achieve

electric fields stronger than those produced by optical lasers. The semi-classical pro-

duction rate estimation provides insight into the conditions required for observing

the Schwinger effect in XFEL experiments. Despite significant progress, challenges

remain, including ensuring precise control over experimental parameters and confirm-

ing the observance of pair creation against background noise. More advancements in

XFEL technology and experimental techniques hold the promise of shedding further

light on the Schwinger effect and its implications for fundamental physics.
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Figure 2.3: Expected peak brilliance of the planned X-ray FELs LCLS and XFEL

(Ref. [144, 1], Fig. 6.2). Peak brilliance refers to the anticipated number of X-

ray photons emitted per second, per unit area, per unit solid angle, and within

a certain bandwidth around the peak wavelength. mrad2 stands for milliradians

squared and refers to the solid angle subtended by the X-ray beam. In the context

of free electron lasers, it quantifies the spread or focus of the X-ray beam. “0.1%

bandwidth” specifies the width of the wavelength range around the peak wavelength

within which the photon count is calculated.



26

Figure 2.4: The positron rate per laser shot as a function of the inverse of the

adiabaticity parameter, η−1. The data were obtained by the SLAC experiment E-

144. The line is a power law fit to the data. It gives Re+ ∝ η−2n, with n =

5.1 ± 0.2(stat)+0.5
−0.8(syst) (Ref. [32], Fig. 5).



Chapter 3

The Gauge-Invariant Wilson Loop

The ultimate aim of this chapter is to introduce the Wilson Loop, a gauge-

invariant parameter, that is an essential tool to compute the pair production rate in

the next chapter. To build up intuitions, we start by reviewing the most common

way to introduce QED’s local gauge invariance. Although this approach is straight-

forward, it does not reveal the geometrical origin of the procedure. In the second

section, we study the gauge invariance of field theories from a geometrical perspec-

tive. In the last section, we show that the geometrical approach canonically leads to

introducing the Wilson loops [163].

3.1 Introduction U(1) gauge transformation

We begin by studying the gauge invariance of Dirac Lagrangian

LDirac = ψ(x)iγµ∂µψ(x) −mψ(x)ψ(x) (3.1)

27
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where ψ(x) is the complex-valued Dirac field, γµ represents Dirac 4 × 4 matrices,

ψ(x) ≡ ψ†(x)γ0, and m is the Dirac field’s mass. Under global U(1) transformationψ(x) → ψ
′
(x) = eiαψ(x)

ψ(x) → ψ
′

(x) = e−iαψ(x)
(3.2)

LDirac remains invariant

LDirac → L′

Dirac = LDirac (3.3)

but it changes under local transformationψ(x) → ψ
′
(x) = eiα(x)ψ(x)

ψ(x) → ψ
′

(x) = e−iα(x)ψ(x)
(3.4)

LDirac → L′

Dirac ̸= LDirac (3.5)

By adding terms to the LDirac, we can make it locally invariant. Substituting the

partial derivative with the covariant derivative 1

Dµ ≡ ∂µ + ieAµ(x) (3.6)

where e = −|e| is the electron charge, and Aµ(x) is the vector potential with the

following U(1) transformation rule

Aµ(x) → A
′

µ = Aµ(x) − 1

e
(∂µα(x)) (3.7)

the new Lagrangian equals

Lnew = ψ(x)iγµ
(
∂µ + ieAµ(x)

)
ψ(x) −mψ(x)ψ(x)

= ψ(x)iγµ∂µψ(x) − eψ(x)γµAµ(x)ψ(x) −mψ(x)ψ(x)
(3.8)

1One may tend to think that the idea is borrowed from classical physics. The momentum p of

an electron in the presence of an electromagnetic field equals P − eA , where P is the canonical

momentum vector [174, 71].
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that is locally gauge invariant

Lnew → L′

new = Lnew (3.9)

Finally, to write the most general locally invariant Lagrangian called LQED, it is

essential to add pure gauge-invariant terms like Fµν(x)F µν(x) , where

Fµν(x) ≡ ∂µAν(x) − ∂νAµ(x) (3.10)

is called field strength tensor. Hence, we have

LQED = ψ(x)iγµ∂µψ(x)−eψ(x)γµAµ(x)ψ(x)− 1

4
Fµν(x)F µν(x)−mψ(x)ψ(x) (3.11)

3.2 The geometry of gauge invariance

3.2.1 Covariant derivative

Assuming that local gauge invariance is a fundamental principle, it is possible

to employ this principle to construct gauge-invariant filed theories. We start to

construct a filed theory with the complex-valued Dirac field ψ(x). It is expected

that the field theory be locally U(1) gauge-invariant. The mass term mψ(x)ψ(x) is

pure gauge-invariant, but terms including combinations of ψ(x) and ∂µψ(x) are not.

Noting the definition of the ∂µψ(x) in the direction nµ:

nµ∂µψ(x) ≡ lim
ϵ→0

1

ϵ

[
ψ(x+ ϵn) − ψ(x)

]
, (3.12)

it is clear 2 that the transformation of ∂µψ(x) depends on both the transformation

of ψ(x) and the transformation of ψ(x + ϵn). If we define a new derivative Dµψ(x)

whose transformation law looks like the transformation of ψ(x) → eiα(x)ψ(x) and use

it to substitute for ∂µψ(x), the term including the Dµψ(x) and ψ(x) will be locally

gauge-invariant.
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To construct such a derivative, we need to employ a factor m(y, x) called com-

parator that compensates for the difference in phase transformations from one point

to the next. We introduce the comparator as a pure phase eiϕ(y,x) with the following

properties:

m(y, x) ≡ eiϕ(y,x) (3.13)

m(x, x) = 1 (3.14)

m†(y, x) = m(x, y) (3.15)

m†(y, x) → eiα(y) m(y, x)e−iα(x). (3.16)

With this transformation law for the comparator, ψ(x+ ϵn) and m(x+ ϵn)ψ(x)

have the same transformation law rule

ψ(x+ ϵn) → eiα(x+ϵn)ψ(x+ ϵn) (3.17)

m(x+ ϵn)ψ(x) → eiα(x+ϵn) m(x+ ϵn)ψ(x), (3.18)

that is precisely what we require to define the Dµψ(x) called covariant derivative as

follows:

nµDµψ(x) ≡ lim
ϵ→0

1

ϵ

[
ψ(x+ ϵn) − m(x+ ϵn)ψ(x)

]
. (3.19)

Using Eq. (3.17), Eq. (3.18) and Eq. (3.19), the transformation law for the covariant

derivative is

Dµψ(x) → eiα(x)Dµψ(x) (3.20)

To find the explicit form of the covariant derivative, we need to use the expansion

of m(x+ ϵn) for infinitesimally separated points

m(x+ ϵn) = m(x, x) + ϵnµ
[
∂µ

m(x, x)
]

+ O(ϵ2)

= 1 − ieϵnµAµ(x) + O(ϵ2);
[
∂µ

m(x, x) ≡ −ieAµ(x)
] (3.21)

2Noting the transformation law for ψ(x), given by Eq. (3.4), it is trivial that under local U(1)

transformation. nµ∂µψ(x) → eiα(x)nµ
{
∂µ + i

[
∂µα(x)

]}
ψ(x)
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where e is an arbitrary constant, and Aµ represents a new vector filed called connec-

tion. Then, using Eq. (3.19) and Eq. (3.21), Dµ takes the form

Dµ = ∂µ + ieAµ(x) (3.22)

Moreover, using Eq. (3.16) and Eq. (3.21), the transformation law for Aµ(x) can be

found as

Aµ(x) → Aµ(x) − 1

e

(
∂µα(x)

)
(3.23)

Accordingly, the following Lagrangian

LQED = ψ(x)iγµDµψ(x) −mψ(x)ψ(x)

= ψ(x)iγµ
[
∂µ + ieAµ(x)

]
ψ(x) −mψ(x)ψ(x)

= ψ(x)iγµ∂µψ(x) −mψ(x)ψ(x) − eψ(x)iγµAµψ(x)

(3.24)

is invariant under local U(1) gauge transformation.

3.2.2 Kinetic term of Aµ(x)

It should be noticed that structures like the connection mass term Aµ(x)Aµ(x)

are not locally invariant due to Eq. (3.22). As a result, to find the most general

locally U(1) gauge invariant Lagrangian, we need to construct the kinetic term for

Aµ(x). For this purpose, there are two approaches: 1) using the comparator, and 2)

using the covariant derivative.

3.2.2.1 The first approach

For the first approach, we consider an imaginary infinitesimal square in (1,2)-

plane, as defined by the unit vectors 1̂ and 2̂ in spacetime, cf. Fig. (3.1). Defining

W (x) as follows, we link together comparisons around the square.

W (x) ≡ m(x, x+ ϵ2̂) m(x+ ϵ2̂, x+ ϵ1̂ + ϵ2̂) m(x+ ϵ1̂ + ϵ2̂, x+ ϵ1̂) m(x+ ϵ1̂, x) (3.25)
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Figure 3.1: An imaginary infinitesimal square in (1,2)-plane.

The transformation law for the comparator, Eq. (3.16), indicates that W (x) is lo-

cally invariant. In the limit ϵ → 0, W (x) will therefore give a locally invariant

function of Aµ(x). To expand W (x), we use Eq. (3.15) and the following expansion

for comparisons and connections:

m(x+ ϵn̂, x) = exp
[
− i e ϵ nµAµ(x+

ϵ

2
n̂) + O(ϵ3)

]
(3.26)

Aµ(x+ ϵn̂) = Aµ(x) + ϵ nν∂νAµ(x) + O(ϵ2) (3.27)

Consequently,

W (x) = m†(x+ ϵ2̂, x) m†(x+ ϵ1̂ + ϵ2̂, x+ ϵ2̂) m(x+ ϵ1̂ + ϵ2̂, x+ ϵ1̂) m(x+ ϵ1̂, x)

= exp

{
− ieϵ

[
− A2(x+

ϵ

2
2̂) − A1(x+

ϵ

2
1̂ + ϵ2̂)

+ A2(x+ ϵ1̂ +
ϵ

2
2̂) + A1(x+

ϵ

2
1̂)
]

+ O(ϵ3)

}
= exp

{
− i e ϵ2

[
∂1A2(x) − ∂2A1(x)

]
+ O(ϵ3)

}
= exp

{
− i e ϵ2F12(x) + O(ϵ3)

}
= 1 − i e ϵ2F12(x) + O(ϵ3)

(3.28)
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This reveals that Fµν ≡ ∂µAν(x) − ∂νAµ(x) is locally invariant 3.

Fµν(x) → F
′

µν(x) = Fµν(x) (3.29)

Therefore, any function of Aµ(x) is locally invariant only through Fµν(x) and its

derivatives.

3.2.2.2 The second approach

Working from the covariant derivative, because of Eq. (3.4) and Eq. (3.20), it is

clear that

DµDνψ(x) → eiα(x)DµDνψ(x) (3.30)

so the transformation law for the commutator of covariant derivatives is

[Dµ, Dν ]ψ(x) → eiα(x)[Dµ, Dν ]ψ(x) (3.31)

In Eq. (3.31), ψ(x) accounts for the entire local transformation; therefore, [Dµ, Dν ]

must be locally invariant. It is interesting that the commutator [Dµ, Dν ] is not itself

a derivative at all, since

[Dµ, Dν ]ψ(x) = [∂µ + ieAµ(x), ∂ν + ieAν(x)]ψ(x)

= [∂µ, ∂ν ]ψ(x) + ie

{[
∂µ, Aν(x)

]
−
[
∂ν , Aµ(x)

]}
ψ(x)

+
[
Aµ, Aν(x)

]
ψ(x)

= ieFµν(x)ψ(x)

(3.32)

Eq. (3.32) indicates that

[Dµ, Dν ] = ieFµν(x) (3.33)

and, as a result, Fµν(x) is locally invariant. To see the equivalence of the two ap-

proaches, we can visualize the commutator of covariant derivatives as the comparison

of comparisons around the four corners of an infinitesimal square lied in (µ, ν)-plane,

cf. Fig. (3.2).

3The invariance of this structure can be checked directly by using Eq. (3.23).
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Figure 3.2: A closed path in (µ, ν)-plane.

3.2.3 Writing the most general locally invariant Lagrangian

Using the ingredients assembled in 2.1 and 2.2, we can write the most general

locally invariant Lagrangian for the electron field ψ(x) and its associated connection

Aµ(x). In 4 dimensions,

L4 = ψ(x)iγµDµψ(x)− 1

4
Fµν(x)F µν(x)−c ∈αβµν Fαβ(x)Fµν(x)−mψ(x)ψ(x) (3.34)

where ∈αβµν is the Levi-Civita symbol. The third term violates the discrete symme-

tries parity P and time reversal T . Hence, if we postulate these symmetries, then

we must exclude the third term, and we end up with LQED.

It should be noticed that, from the discussed geometrical point of view, all the

achieved results in this section are direct consequences of the symmetry principle.

3.2.4 The Wilson loop

In 2.2.1, we defined W (x) as the multiplication of four comparisons corresponding

to the four corners of an infinitesimal square. Moreover, we showed that W (x) is

different than 1. The difference is proportional to the surface of the closed path.

Inspired by Eq. (3.21) and Eq. (3.26), it seems canonical to define comparator for an
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arbitrary path P that runs from x to y as

m

P (y, x) ≡ exp

[
− ie

∫
P

dzµAµ(z)

]
(3.35)

where m

P (y, x) is called the Wilson line. It is clear that Eq. (3.35) and Eqs. (3.13)

to (3.16) agree. We check the transformation law as follows:

m

P (y, x) → m′
P (y, x) = exp

[
− ie

∫
P

dzµA
′

µ(z)

]

= exp

{
− ie

∫
P

dzµ
[
Aµ(z) − 1

e
∂µα(z)

]}

= exp

{
− ie

∫
P

dzµAµ(z) − iα(y) + iα(x)

}
= eiα(x) m

P (y, x)e−iα(y)

(3.36)

Accordingly, if P is a closed path like the path shown in Fig. (3.3), we have

Figure 3.3: The surface that spans the closed loop P .

m

P (x, x) ≡ exp

[
− ie

∮
P

dzµAµ(z)

]
(3.37)
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called the Wilson loop. Using the Stoke’s theorem, the Wilson loop equals

m

P (x, x) = exp

[
− ie

∮
P

dzµAµ(z)

]

= exp

[
− i

e

2

∫
Σ

dσµνFµν(z)

] (3.38)

where dσµν is an antisymmetric area element on the surface Σ that spans the closed-

loop P .

It is crucial to emphasize that the Wilson loop is locally gauge-invariant. More

importantly, all gauge-invariant functions of Aµ(x) can be thought of as combinations

of Wilson loops for different path P choices.



Chapter 4

Using Ads/QCD to unveil Quark

Confinement

In the present chapter, we thoroughly investigate the response of a QCD-like

gauge theory, holographically dual to a deformed AdS5 model, to a static electro-

magnetic field. The calculations are performed for three different cases, i.e., with only

a quadratic correction, with only a logarithmic correction, and with both quadratic

and logarithmic corrections, for which the parameters are chosen as the ones found

in [90] by fitting to experimental and lattice results.

The critical electric fields of the system are found by analyzing its total poten-

tial. Comparing the total potential for the three cases, we observe that the quarks

can be liberated easier in quadratic and then logarithmic case, for a given electric

field. Then, by calculating the expectation value of a circular Wilson loop, the pair

production rate is evaluated while a static electric field and a static magnetic field

are simultaneously present. The aforementioned result obtained from the potential

analysis is also confirmed here when no magnetic fields are present.

This chapter contains text from an article published in Physical Review D (Masoumi et al. 2020

[142]).

37
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We moreover find that the presence of a magnetic field perpendicular to the

direction of the electric field suppresses the rate of producing the quark pairs and

accordingly increases the critical electric field below which the Schwinger effect does

not occur. Interestingly, the presence of a parallel magnetic field alone does not

change the response of the system to the external electric field, although it enhances

the creation rate when a perpendicular magnetic field is also present.

4.1 Introduction

It is well known that the vacuum in quantum field theory (QFT) can be affected

by external fields such as electromagnetic fields; virtual charged particle pairs become

real if the external fields are strong enough. Such a phenomenon is referred to as the

Schwinger effect [199]. Among other effects leading to the production of particles

in high energy physics, such as the Hawking radiation from a black hole and the

creation of particles in an expanding universe, the Schwinger effect is one of the

most exciting ones due to its importance in understanding various aspects of QFTs.

The result that the dependence of the production rate of particles under the

effect of a constant electric field is nonanalytic, shows its nonperturbative nature

which motivates us to use it for exploring the nonperturbative regime of QFTs. This

phenomenon can also provide an experimental tool for the verification of the results

in the nonperturbative regime which has not been explored in a deep manner.

Although the Schwinger effect has not been observed directly yet by experiments,

due to the very high intensity of the electric field, about 1.32 × 1018 V m−1, needed

for this effect to be detectable, new advances in laser technology have provided a

promising ground to reach high-intensity electric fields and test the results of this

phenomenon [183, 211].

The Schwinger effect was first investigated at the weak coupling (in fact elimi-

nating the Coloumb interaction) and weak field approximation [199] and later gen-
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eralized to the arbitrary coupling but weak field case[2]. Despite this effect has

been first addressed in the context of quantum electrodynamics (QED), where the

electron-positron pairs are created as a response to the electric field, it is also relevant

to other QFTs, such as QCD. Quark-antiquark pairs can be produced in the pres-

ence of electromagnetic fields, since they also have electric charges. However, in this

case, for the quark-antiquark pairs to be created, the electric force must overcome

the confining force acting between the quarks.

Investigating this process, beside the fact that this is a realistic phenomenon

and thus worth-noticing by itself, can be helpful in shedding light on the mysterious

but not-yet discovered quark confinement. One of the most important places that

strong electromagnetic fields show up experimentally is in heavy-ion collisions, e.g.,

in RHIC and LHC, due to the highly accelerated charged particles [116, 216, 50, 203].

In such strong electromagnetic fields, quark-antiquark pairs may be produced as well

as electron-positron pairs.

Due to the nonperturbative nature of the Schwinger effect, it cannot be studied

using the standard perturbation theory. The AdS/CFT correspondence or generally

gauge/gravity duality [84, 220, 140, 38] provides a powerful framework to analyze this

effect especially in the confining backgrounds such as QCD-like theories. Following

the work of Semenoff and Zarembo [200], in which they proposed a holographic

setup to investigate the Schwinger pair production rate in QED-like theories, a vast

number of research has been done to explore the various aspects of this phenomenon

in different systems with gravity duals including confining ones [186, 187, 184, 26,

185, 111, 64, 69, 224, 112, 202].

AdS/QCD tries to construct a five-dimensional gravity theory in such a way that

its dual field theory gains the known properties of the real QCD as much as possible.

Using this phenomenological approach, people employed some backgrounds which

are reduced to the standard AdS in the UV but are different from it in the IR in

such a way that the geometry is terminated at a finite value in the holographic radial
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direction.

The existence of the IR wall is crucial to model the confinement in any bottom-up

holographic theory. Such backgrounds that are shown to model experimental data or

lattice results surprisingly well, can be simply constructed by slightly deformed AdS5

metrics. It has been shown that these backgrounds have some important features

in common with the QCD. Most of them lead to the asymptotic linearity of Regge

trajectories and a remarkable similarity to the Cornell potential for heavy-quarks,

by fitting a small set of free parameters.

In [90], they employed such a background with a deformation function containing

a quadratic and a logarithmic term with three free parameters. They investigated

the heavy-quark potential along with the dilaton field and dilation potential found

from the Einstein equation and also examined the corresponding beta function for

three cases: with only a quadratic correction, with only a logarithmic correction, and

with both quadratic and logarithmic corrections.

The models with a negative and positive quadratic term known, respectively, as

the soft wall [109] and Andreev-Zakharov [7, 8] model, have produced the properties

related to the linear confinement including the linear Regge behavior of mesons in

the former model and the linear Regge behavior along with the heavy-quark poten-

tial similar to the Cornell potential in the latter model. Various aspects of the latter

model have been considered in many other articles [9, 49, 4]. Using their investi-

gations, the authors of [90] found the best values for the parameters of the model

by the best-fitted heavy-quark potential and other quantities mentioned above, in

any of the three cases and in general they found the theory with only logarithmic

correction to be fitted better than other theories.

Although a large number of papers have investigated different aspects of the

Schwinger effect in different systems including confined ones, many other aspects are

yet to be known, especially the ones regarding the effect of the simultaneous presence

of electric and magnetic fields. In this regard, our plan is to consider the response of
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the same theory as the one in [90] to an external electromagnetic field.

Since the theory is confining and has an IR cutoff which is a generic feature

of confining theories, we expect the existence of two critical electric fields, usually

denoted by Es and Ec. Below Es, the Schwinger effect does not happen at all.

For electric fields between Es and Ec the pairs are produced with an exponential

suppression. Above Ec the pairs are produced freely and catastrophically and the

vacuum of the theory is completely unstable. The organization of the paper is as

follows.

In the next section, we set the basic framework in which we are working. Then,

the total potential of quarks in the presence of an external electric field is evaluated

in Sec. 3, and the radius of the IR wall in the three cases of our interest along with

their critical electric fields are also calculated. Section 4 is devoted to the calculation

and analysis of the pair production rate by extremizing the world-sheet action of a

string ending on the boundary of a circular Wilson loop located on a probe D3-brane

in the bulk, and equipped with a constant electric and magnetic field. In section 4,

we concentrate mainly on the response of the system to the magnetic fields imposed

in different directions. We finally summarize our results in Sec. 5.

4.2 The deformed AdS5 model

We shall begin by introducing the following Euclidean background metric:

ds25 = Gs
mndX

mdXn = e2As(z)
(
dt2 + dx⃗2 + dz2

)
, (4.1)

where Gs
mn denotes the metric in the string frame. The radial direction is denoted

by z and the boundary is located at z = 0. To break the conformal symmetry

and find QCD-like models in the dual gauge theory side, a deformed warp factor

has been added to the pure AdS5. We define the deformation function h(z) using

e2As(z) = h(z)L2

z2
, in which L is the AdS5 radius. h(z) = 1 gives the Euclidean pure
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AdS5 metric. Following [90] we choose the deformation function in the form of

h(z) = exp

[
σz2

2
+ λ ln

(
zIR − z

zIR

)]
, (4.2)

with three free parameters. σ and λ can be either positive or negative and zIR > 0.

If λ = 0, the positive and negative values of the parameter σ correspond to the

Andreev-Zakharov model [7, 8] and soft-wall model [109], respectively.

In what follows, we want to examine the effect of a static external electric field

on this background for three cases; with only the quadratic function, with only the

logarithmic term, and with both quadratic and logarithmic terms.

4.3 Studying the Schwinger effect using the total

potential

This section is devoted to the analysis of the total potential of a quark-antiquark

pair influencing by a constant external electric field E, in the background of our

interest.

We know that the potential of a quark-antiquark pair of infinite masses is evalu-

ated from the Wilson loop of a rectangle C with one direction along the time direction

T and the other along the separation direction of the two quarks. For infinite T the

expectation value of the Wilson loop gives the interaction potential of the heavy

quark-antiquark pair. Holographically, this can be found by calculating the on-shell

Nambo-Goto (NG) action of an open string hanging down from the boundary with

its endpoints separated by a distance x in, say, x1 direction of the field theory. Since

the creation of infinitely heavy quark particles is severely suppressed, to study the

Schwinger effect, we should assume quarks of finite mass. To that purpose, following

Semenoff and Zarembo’s proposal [200], we put a probe D3-brane at an intermediate

position z0 in the radial direction and attach the endpoints of the string to this brane.
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Parametrizing the bulk coordinates as (t = η0, x1 = η1, x2 = x3 = 0, z = z(η1))

and obtaining the induced metric on the string world-sheet, the string action is given

by

SNG =
1

2πσs

∫
dη0dη1e

2As(z)
√

1 + z′2 =
T

2πσs

∫ x/2

−x/2

dx1e
2As(z)

√
1 + z′2, (4.3)

where σs is proportional to the inverse of the string tension with a dimension of

GeV −2. The conserved quantity is found to be e2As(z)√
1+z′2

= e2As(zc), where the right-

hand side has been determined by the use of the conditions z(0) = zc and z′(0) = 0.

By virtue of this relation and then substituting it into Eq. (4.3), the distance between

the pair of quarks and their potential energy are derived respectively as follows:

x = 2z0a

∫ 1

1/a

dv
v2 h(z0a)

h(z0av)√
1 − v4

(
h(z0a)
h(z0av)

)2 , (4.4)

VQQ̄ =
L2

πσsz0a

∫ 1

1/a

dv
h(z0av)

v2
√

1 − v4
(

h(z0a)
h(z0av)

)2 , (4.5)

in which we have defined the rescaled dimensionless quantities v ≡ z/zc and a ≡
zc/z0. The relation (4.5) contains both the static (mass) and potential energy of

the quark-antiquark pair. To obtain the total energy in the presence of an external

electric field E, we need to add the potential associated with E, which leads to

Vtot(x) =
L2

πσsz0a

∫ 1

1/a

dv
h(z0av)

v2
√

1 − v4
(

h(z0a)
h(z0av)

)2 − Ex, (4.6)

where x is the separation length of the quarks given in Eq. (4.4).

4.3.1 IR cutoff of the deformed AdS5

In almost all holographic confining gauge theories, there exists a wall cutting off

the AdS space in the IR region, realizing the linear confinement. One of the first
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efforts in this direction was led to the hard wall model [165]. In the theories we

are considering here also there is an IR cutoff zh in the gravity side, i.e., the radial

coordinate z is only allowed in the interval z0 ⩽ z < zh, where z0 is the position of

the probe D3-brane.

The value of zh can be simply found by imposing the reality condition of the

integral in Eq. (4.4) giving the separation length between the quarks in the dual

gauge theory. In fact this condition should be satisfied in order for the chosen

geometry could be the holographic dual of the gauge theory. Using a similar argument

presented in [8] for the case of the positive quadratic function (the Andreev-Zakharov

model), one can simply obtain the maximum value of the radial position z that the

tip of a string hung from the boundary (or the D3-brane) can reach, which is equal

to the IR cutoff of the gravity theory.

A brief explanation of the process of obtaining zh is presented here. We suppose

that the probe D3-brane is absent for a moment to make the argument simpler

without changing the result. This is equivalent to z0 = 0 in our calculations. To

ensure that the integrand in this equation is real in the whole integral range 0 ⩽

v ⩽ 1, the function f(v) ≡ 1 − v4
(

h(zc)
h(zcv)

)2
in the denominator should be positive

for the whole v-interval, where we have used the replacement zc = z0a. A simple

analysis shows that in all three cases of our interest this function is equal to one at

the beginning of the integral range, v = 0, it is zero at v = 1, and tends to one

again as v → +∞. One concludes immediately that this function has at least one

minimum at which f(v) ⩽ 0. To ensure the positivity of the function f(v) for the

whole integral range 0 ⩽ v ⩽ 1, we demand this minimum happens at vmin ⩾ 1.

When vmin = 1, the integral develops a logarithmic singularity and for vmin > 1, it

is definitely real. By the use of the condition vmin ⩾ 1, we find a constraint on the

permitted values of zc in terms of the parameters of the theory as zc ⩽ zh.

Here we report the results, found by this calculation, for the three cases of our
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interest. In the quadratic case where λ = 0, the function f(v) can be written as

f(v) = 1 − v4eσz
2
c(1−v2).

The only extremum of this function found with the aid of the condition df(v)
dv

= 0 is

obtained as vmin =
√

2
σz2c

. Then from vmin ⩾ 1, we obtain zc ⩽
√

2
σ

meaning that

zh =
√

2
σ
. For the logarithmic case, i.e., σ = 0, we can write

f(v) = 1 − v4e
−2λ log

zIR−zcv

zIR−zc = 1 − v4
(
zIR − zcv

zIR − zc

)−2λ

,

and following the above mentioned procedure we simply find zh = 2zIR
2−λ

. And, for the

last case where both the quadratic and logarithmic terms are present the function

f(v) can be written as follows

f(v) = 1 − v4 exp

[
σz2c

(
1 − v2

)
− 2λ log

zIR − zcv

zIR − zc

]
.

This function has only one real extremum from which we can again obtain the

IR cutoff in terms of the parameters of the theory. In this case from the condition
df(v)
dv

= 0, we arrive at the algebraic equation σz3cv
3−σzIRz2cv2+(λ−2)zcv+2zIR = 0.

Using the condition vmin ⩾ 1 in which vmin is the real root of this algebraic equation,

one finds the value of zh in terms of the parameters of the theory.

Notice that a = zc
z0

which is the rescaled radial value of the tip of the string in

the bulk cannot be larger than zh
z0

. In fact, at the maximum value of zc, i.e., zh

a logarithmic singularity is developed in the integral of Eq. (4.4) and the effective

string tension reaches its minimum. Also, the integral becomes complex for zc > zh.

4.3.2 Critical electric fields

According to the previous studies, for every confining field theory, there are two

values of electric fields at which the response of the theory alters critically. One of

them, usually represented as Es and restricted to confined theories, is the threshold
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value of the electric field required for liberating the lightest quarks and starting the

Schwinger effect. The other critical electric field, usually denoted as Ec, is the one

above which there is no potential barrier and the vacuum is completely unstable. The

existence of Ec is common in deconfined as well as confined phases. For Es < E < Ec

the quarks are faced with a finite potential barrier and they can be liberated only

through a tunneling process.

In this section, we search for the critical electric fields in the confined theories

of our interest. As mentioned above, Ec is the electric field at which the total

potential barrier vanishes completely or equivalently limx→0
dVtot

dx
= 0. To obtain the

derivative of the total potential with respect to x, we can use the chain rule for the

first term in Eq. (4.6) as
dVQQ̄

dx
=

dVQQ̄

da
/dx
da

. From Eq. (4.4), it can be seen that x→ 0

is equivalent to a→ 1, where a is related to the maximum radial value of the string.

The derivatives are obtained as

dVQQ̄

da
=

−L2

πσsa2z0

∫ 1

1/a

dv
h(z0av)

v2
√

1 − v4
(

h(z0a)
h(z0av)

)2 +
L2

πσsaz0

∫ 1

1/a

dv
∂

∂a

h(z0av)

v2
√

1 − v4
(

h(z0a)
h(z0av)

)2
+

L2

πσsaz0

h(z0)√
1 − 1

a4

(
h(z0a)
h(z0)

)2 , (4.7)

dx

da
=2z0

∫ 1

1/a

dv
v2 h(z0a)

h(z0av)√
1 − v4

(
h(z0a)
h(z0av)

)2 + 2az0

∫ 1

1/a

dv
∂

∂a

v2 h(z0a)
h(z0av)√

1 − v4
(

h(z0a)
h(z0av)

)2
+ 2az0

h(z0a)
h(z0)√

1 − 1
a4

(
h(z0a)
h(z0)

)2 . (4.8)

All the integrals in both Eqs. (4.7) and (4.8) vanish in the limit a → 1. Thus, we

simply have

dVQQ̄

dx
=

L2

2πσsa2z20

h (z0)
2

h(z0a)
. (4.9)
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Since lima→1 h(z0a) = h(z0), we finally arrive at

dVtot
dx

=
L2

2πσs

h(z0)

z20
− E, (4.10)

which gives the critical electric field as Ec = 1
2πσs

L2h(z0)

z20
.

The critical electric field Ec can also be evaluated from the DBI action of a

probe D3-brane including a constant world-volume electric field, located at the radial

position z0 in the bulk. To do so, we need to work in the Lorentzian signature in

which the first term in the deformed AdS5 metric (4.1) is negative. The DBI action

simply reads

SD3 = −TD3

∫
d4x
√

− det (gµν + 2πσsFµν)

= −TD3

∫
d4x

h (z0)L
2

z20

√(
h (z0)L2

z20

)2

− (2πσs)
2E2, (4.11)

where TD3 is the D3-brane tension. The integral is only real for E ⩽ Ec where

Ec = 1
2πσs

L2h(z0)

z20
which agrees with the critical value obtained from the analysis of

the total potential of the quarks. Notice that Ec is a function of z0, meaning that

the critical electric field above which the pairs can be produced freely depends on

the mass of the quarks, since according to the AdS/CFT dictionary the quark mass

corresponds to the self-energy of a straight string stretched from the probe D3-brane,

placed at z0, to the IR-cutoff at zh, which can be written as m = L2

2πσs

∫ zh
z0

h(z)dz
z2

in

our problem. Thus, by changing the position of the probe D3-brane z0, the mass of

the corresponding quark would change.

Now, we turn our attention to the other critical electric field, Es, below which

quark-antiquark pairs even the ones of zero mass cannot be created from the vacuum.

Thus, Es is the electric field at which the quarks are faced with an infinitely large

potential barrier, i.e., limx→∞
dVtot

dx
= 0, or equivalently the total potential becomes

completely flat.
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Performing the same calculations as those illustrated above, the critical electric

field is found as Es = 1
2πσs

L2h(zh)

z2h
. Using a simple comparison, one can see that the

relations of both of the critical electric fields are consistent with the ones found for

the general backgrounds in [187].

4.3.3 Potential analysis

Let us now study the effect of the external electric field on the theory of our

interest. In all the following results we use the values found and reported in [90].

We set the AdS radius as L = 1 GeV −1, and the string tension as σs = 0.38 GeV −2

in all cases. Also, for the quadratic deformation function we choose σ = 0.22 GeV 2

and for the logarithmic deformation function the related parameters are chosen to be

λ = −0.272 and zIR = 2.1 GeV −1. And, for the case with both the quadratic and log-

arithmic terms the parameters are σ = −0.34 GeV 2, λ = −1 and zIR = 2.54 GeV −1.

Using these values, the critical electric field below which the pair production does

not occur is Es ≈ 0.125234 GeV 2, Es ≈ 0.218321 GeV 2 and Es ≈ 0.248432 GeV 2 for

the three theories mentioned above, respectively. The other critical electric field Ec

depends on the mass of the quarks through z0, the position of the probe D3-brane.

In all the calculations we set z0 = 0.5 GeV −1.

We first depict the graphs of the separation of the quark-antiquark pair, given

in Eq. (4.4), as a function of 1/a. Here, 1/a is the inverse of the rescaled radial

position z of the tip of the corresponding string in the bulk, which takes its values

in the interval [z0/zh, 1], where zh is the maximum value of z that can be reached

in any case. For the pure AdS, zh → ∞, i.e., the whole radial interval is attainable.

The separation lengths of the quarks for different cases are shown in Fig. 4.1. By

increasing the distance x between the quarks, the tip of the corresponding string

moves farther away from the boundary until it lies on a horizon at z = zh, where the

quarks are eventually infinitely far from each other. This happens at a finite value
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of zh for all the deformed AdS cases and is a characteristic of any confining field

theory. However, in the pure AdS case, as can be seen, the quarks can be infinitely

far away from each other only when the tip of the string has reached the end of the

AdS space at z → ∞.

Pure AdS
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Figure 4.1: The separation length of the quarks versus the rescaled radial position

of the turning point of the string for different theories.

The results for the total potential of the quarks in the presence of the electric

field are summarized in Fig. 4.2. Notice that in this figure and in the following results

the parameter α ≡ E
E0

c
denotes the rescaled electric field with respect to the critical

electric field of the pure AdS case, i.e., E0
c = 1

2πσs

L2

z20
. The left panel shows the total

potential for the case with only a quadratic deformation function. As is obvious, the

slope of the diagram at x = 0 goes to zero for E = Ec and the diagram of E = Es

becomes flat as x → ∞, as expected from the discussions and calculations of the

previous subsection. Moreover, for a sample electric field between these two critical

fields, the quarks are faced with a finite potential barrier. In the right panel we

compare the total potential for three values of the electric field and for three different

deformation functions. It can be seen that, PBQuad < PBLog < PBQuad&Log, where

PB stands for the potential barrier. This means that the quarks can be liberated

simpler and faster in the quadratic case than in other cases. Since the Schwinger
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effect happens through a tunneling process, a smaller potential barrier means that

the quarks can be freed for a smaller value of the electric field.
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Figure 4.2: Left graph: The total potential versus x for various electric fields in the

case of the quadratic deformation function. Right graph: Comparison of the total

potential for different deformation functions.

Notice that the choice of the form of the deformation function in the gravity side,

per se, does not have any meaning in the physics of the field theory side. In fact, in

the bottom-up holographic theories one pursues the geometries with free parameters

that lead to the most similar results to the experimental and lattice data. And, at

the present, there exists no real experimental data in this subject as a reference.

However, among these geometries with the parameters found in [90], the one leading

to the results with the most similarity to the upcoming results by the next generation

light sources aiming at detecting the Schwinger effect is favored as a good holographic

model of QCD.

We should mention a very important issue here. The difference of the total

potential of the three theories for a given external electric field comes from the fact

that we have used the parameters found in [90] using the best fitted heavy-quark

potential of these theories to the Cornell potential with the coefficients adjusted to

fit the charmonium spectrum. Notice that in our problem the mass of the quarks

is chosen to be finite. This assumption is required in order to be able to study
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the effect of the external electromagnetic fields on the system. Therefore, we use

the parameters found in [90] as the only available values, which would work as an

approximation for our case with a different quark mass.

4.4 Pair production rate

This section is devoted to the calculation of the pair production rate Γ. This

quantity is equivalent to the expectation value of a circular Wilson loop, in the t−x1
plane, on the probe D3-brane located at z0. x1 is the direction of the applied electric

field. Holographically, we need to evaluate the NG action of a string, attaching to

the D3-brane, coupled to a constant electric NS-NS 2-form B2 = B01dx
0∧dx1. Then,

according to the AdS/CFT dictionary, Γ corresponds to the exponential of the total

action as follows

Γ ∼ e−S = e−SNG−SB2 . (4.12)

The problem we are dealing with is to consider the effect of both electric and magnetic

fields on the confining theory of our interest. In [184] the proposal of Semenoff and

Zarembo was generalized so as to contain the study of the pair production rate in the

presence of both electric and magnetic fields. We first describe the setup to calculate

Γ in the presence of a constant electric field and then study the creation of quarks

under the influence of both electric and magnetic fields.

To calculate the extremal surface in the bulk that shares the same boundary

as the temporal-spatial Wilson loop on the D3-brane, we first need to obtain the

induced metric on the string world-sheet. We choose the following ansatz for the

bulk coordinates

t = r(ρ) cos(ϕ), x1 = r(ρ) sin(ϕ), z = z(ρ), (4.13)

where (ρ, ϕ) are the polar coordinates of the string world-sheet, and 0 ⩽ ϕ ⩽ 2π and

0 ⩽ ρ ⩽ ρ0. The other coordinates of the bulk are chosen to be zero. Having found
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the induced metric on the string world-sheet using the above ansatz and inserting it

into the NG action, we arrive at

SNG =
L2

σs

∫ R

0

dr
r h(z)

z2

√
1 + z′2, (4.14)

SB2 = − 1

σs
B01

∫ R

0

dr r = − R2

2σs
B01, (4.15)

where R is the radius of the circular Wilson loop on the D3-brane. Notice that we

have converted the integration variable from ρ to r, and supposed that r(ρ = 0) = 0

and r(ρ = ρ0) = R. When only an electric field is turned on, the only nonvanishing

component of B2 is B01 = E (2πσs). From Eq. (4.14), the equation of motion for z(r)

is given by

2r
(
1 + z′2

)
+ z

[
z′ + z′3 − r

1

h(z)

dh(z)

dz

(
1 + z′2

)
+ rz′′

]
= 0, (4.16)

where a prime denotes the derivative with respect to r. This equation is solved

numerically with the boundary conditions z′(0) = 0 and z(0) = zc with z0 ⩽ zc ⩽

zh. Then, to find the solution consistent with the presence of B2, we select the

configuration that satisfies the following constraint condition

z′|z0 = −
√

1

α2
− 1. (4.17)

Through this constraint, classical action depends on the value of the electric field.

The total action and its exponential part, i.e., the decay rate Γ are respectively

shown in the left and right graphs of Fig. 4.3, where different lines indicate the results

for different deformation functions with the same parameters as in the previous

section. As can be easily seen, for an arbitrary value of the electric field ΓQuad >

ΓLog > ΓQuad&Log. This means that the pairs are produced easier in the case with a

quadratic deformation function and in the case with both quadratic and logarithmic

functions a stronger electric field is needed to have the same pair production rate as

the other two cases. However, when the electric field approaches the critical electric
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field E0
c , the difference between the production rates in various cases becomes less

obvious.
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Figure 4.3: The left and right graphs respectively show the action and the production

rate Γ versus the rescaled electric field for different deformation functions.

Let us now turn to the case where both electric and magnetic fields are present.

Using the results of [184], the critical electric field EB
c in the presence of parallel and

perpendicular magnetic fields can be found, from analyzing the DBI action of the

probe D3-brane placed at z0, as follows

EB
c = Ec

√
1 +

B2
⊥

E2
c +B2

∥
, (4.18)

in which Ec is the critical electric field in the absence of magnetic fields, and B⊥

and B∥ are the components of the magnetic field in the perpendicular and parallel

directions with respect to the direction of the electric field, respectively. It can be

seen that the critical electric field is independent of B∥ when B⊥ = 0 and increases

with B⊥ regardless of the value of B∥.

According to the discussions and calculations of [184], all the calculations of the

production rate are generalized to the case at which the magnetic fields are present
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if we replace E in all the calculations with the following relation

E → 1√
2

(
E2 −B2

∥ −B2
⊥ +

√(
E2 −B2

∥ −B2
⊥

)2
+ 4E2B2

∥

)1/2

. (4.19)

Moreover, the critical electric field EB
c could be found by solving the same relation

as follows

Ec =
1√
2

(
EB

c

2 −B2
∥ −B2

⊥ +

√(
EB

c
2 −B2

∥ −B2
⊥

)2
+ 4EB

c
2B2

∥

)1/2

. (4.20)

A simple analysis shows that the solution to this equation is the one in Eq. (4.18).

This equality is also correct for the replacements Ec → Es and EB
c → EB

s , which

gives

EB
s = Es

√
1 +

B2
⊥

E2
s +B2

∥
. (4.21)
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Figure 4.4: The left and right graphs respectively show the effect of the parallel

magnetic field on the action and the production rate in the case of the quadratic

function.

Here, we report the results in the presence of magnetic fields. In what follows

we use the rescaled parameters β⊥ = B⊥
E0

c
and β∥ =

B∥
E0

c
. Figure 4.4 shows the effect
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of the magnetic field perpendicular to the electric field direction. As a result of the

presence of B⊥, the pair production starts at a larger value of the electric field as

expected from Eq. (4.21). Furthermore, it can be seen that B⊥ decreases the decay

rate at any given electric field, i.e., in the presence of B⊥ we need a stronger electric

field to have the same pair production rate as the case without B⊥.

The next interesting problem is to consider what happens by turning on a mag-

netic field parallel to the direction of the electric field. As can be simply observed

from Eqs. (4.19) and (4.21), when B⊥ = 0, there remains no track of the parallel

magnetic field in the calculation of the decay rate Γ. This result is not in agree-

ment with the results obtained in [88] where they explore the instability of confining

theories influenced by external electromagnetic fields by evaluating the imaginary

part of the DBI action of a probe D7-brane embedded in the bulk. Based on their

calculations, they found the same qualitative results as ours, in the case where only

a magnetic field perpendicular to the electric field direction is present. However, in

the case of (B⊥ = 0, B∥ ̸= 0), they realized that although the presence of a parallel

magnetic field does not alter the critical electric field Es, as in our results, it defi-

nitely affects the instability of the system for E > Es; the decay rate of the system is

enhanced due to the presence of B∥. In fact, they concluded that the behavior of the

system under the effect of the perpendicular magnetic field shows a magnetic catal-

ysis, while the effect of the parallel magnetic field can be interpreted as an inverse

magnetic catalysis.

Surprisingly, here in our calculations we observe no effect from the presence of

the parallel magnetic field. However, by the use of Eqs. (4.19) and (4.21), we see

that the instability of the system is influenced by B∥ when both the components of

the magnetic field are present. To explore the effect of B∥ when there exists also a

perpendicular magnetic field, the classical action and the decay rate of the theory

are drawn as a function of the rescaled electric field α in the left and right graphs

of Fig. 4.5, respectively. As can be seen from the graph of Γ, the pair production
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rate increases by increasing the parallel magnetic field, showing an inverse magnetic

catalysis as expected from the results in [88].
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Figure 4.5: The left and right graphs represent, respectively, the classical action and

the decay rate as a function of α for β⊥ = 0.5 and different values of B∥.

We moreover depict the pair production rate versus the rescaled parallel magnetic

field while the rescaled electric field α and the rescaled perpendicular magnetic field

β⊥ are fixed and nonzero, as indicated in the caption of Fig. 4.6. In this figure the

results have been drawn for three deformation functions that we are interested in,

for comparison. The results for the quadratic and logarithmic functions are closer

to each other than the other function. From this figure one can see that for a given

deformation function the production rate approaches a constant value as β∥ goes to

infinity, regardless of the value of β⊥. And, the asymptotic value is the same as the

value of Γ for the given α in the absence of all the magnetic field components.

Another interesting result extracted from this figure can be found in β∥ → 0. It

can be seen that in the absence of the parallel magnetic field, the production rate for

three functions of our interest would be more similar when the value of β⊥ increases.

In fact, the difference between the theories is removed since as β⊥ becomes large

enough, the production rate vanishes, as shown in the left graph of Fig. 4.7 for a

sample value of α. Similar graphs, for the case of the quadratic function, are drawn
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Figure 4.6: The decay rate as a function of the rescaled parallel magnetic field β∥

with β⊥ = 0.2, 0.5 for solid and dashed lines, respectively. In all cases α = 0.6.

in the right panel of this figure, where we can see that the presence of the parallel

magnetic field postpones the decrease of the vacuum decay rate, as expected.

4.5 Summary and conclusion

The response of a confining field theory to a constant homogenous electromag-

netic field has been thoroughly investigated using the gauge/gravity duality. We

have chosen the metric of the gravity side to be a deformed AdS5 with a deformation

function containing a quadratic and a logarithmic term. The metric has three free

parameters which have been fixed by virtue of the similarity to the Cornell potential

as done in [90]. We have compared some of our results for three deformation func-

tions; the quadratic function, the logarithmic function and the function with both

quadratic and logarithmic terms. The values we have used for the parameters only

works as an approximation for our problem, since here we deal with the quarks with

finite mass as required for the investigation of the Schwinger effect. However, in [90]

they found these parameters using the comparison of the heavy-quark potential with

the Cornell potential of heavy quarks.

The critical electric fields of the system and its total potential have been found
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Figure 4.7: Left graph: Decay rate versus the rescaled perpendicular magnetic field

β⊥ for α = 0.6, β∥ = 0 and different deformation functions. Right graph: Decay rate

versus β⊥ for the case of the quadratic function with α = 0.9 and different values of

β∥.

by extremizing the action of a string attached to a D3-brane placed in the bulk near

the boundary, and also the IR cutoff of the three theories, which is a generic feature

of confining theories, has been obtained. We have learnt that the potential barrier

the quarks are facing with, is smaller in the case of the theory with a quadratic

deformation function and the theories with only logarithmic and then with both

logarithmic and quadratic functions have larger barrier potential, respectively.

Furthermore, we have investigated the Schwinger effect for the system of our

interest through the pair production rate which is calculated from the expectation

value of the circular Wilson loop in the temporal-spatial plane on a probe D3-brane

located at an intermediate radial position. Holographically, this is evaluated by

extremizing the NG action of a string whose world-sheet ends on the boundary of the

circular Wilson loop. We have also turned on a magnetic field to consider the effect

of the simultaneous presence of electric and magnetic fields. The aforementioned

result for the three cases obtained from the potential analysis has been confirmed by

exploring the results of the pair production rate in the absence of the magnetic field.
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We have also observed that the presence of the perpendicular magnetic field

increases the value of both of the critical electric fields, meaning that the Schwinger

effect begins at a higher electric field. It also suppresses the creation rate of the

quarks for a given electric field above Es. Both of these results can be interpreted

as a magnetic catalysis. These results are in exact agreement, at least qualitatively,

with the results obtained by calculating the imaginary part of the DBI action of

a probe D7-brane equipped with an electromagnetic field strength [88]. However,

for the parallel magnetic field the results found by the present approach (the string

approach) and the D7-brane approach are not consistent. Here, we have found that

the parallel magnetic field does not alter the critical electric fields and the instability

of the system at all, while in the D7-brane approach, although B∥ does not change Es,

it enhances the creation rate of the quarks at a given electric field. This contradiction

is probably due to the fact that the string world-sheet and DBI action are different

approximations of the string theory and some particular corrections are ignored in

the DBI action. We have mentioned one other consequence of the difference between

the two approaches in our previous work on the Schwinger effect [201].

To reveal any effect of B∥, we have considered the response of the system to the

increase of B∥ when B⊥ is also present but have a fixed value. In this situation, B∥

starts to show off. Its effect is the increase of the production rate consistent with the

result in the D7-brane scenario. However, the increase of Γ due to the increase of

B∥ continues until at B∥ → ∞, Γ approaches an asymptotic value which is the same

as the one in the absence of all components of the magnetic field. In fact, the only

effect of the increase of B∥ is to compensate the decrease of Γ due to the presence

of B⊥. In conclusion, we realize that, according to the string approach, one cannot

find a higher chance of producing quarks by applying magnetic fields and the highest

values for Γ are the ones with zero B∥ and B⊥. However, in the D7-brane approach

the result is completely different; one can enhance the production rate at will and

make the Schwinger effect more detectable by applying a magnetic field parallel to
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the electric field. This result is important in that the Schwinger effect is too weak to

be observed experimentally by the strongest electric fields that can be produced in

our present laboratories and therefore any theoretical or experimental effort to make

this elusive effect observable should be scrutinized.



Chapter 5

An Introduction to Star and

Galaxy Formation

This chapter aims to provide the minimum essential background knowledge for

the following chapter. We start by describing the structure of a galaxy and its com-

ponents. Also, we explain the classification of galaxies based on their morphologies,

and we go over the structure of our galaxy, the Milky Way. After that, we introduce

different types of stellar groups and point out the importance of studying young

stellar populations. Then, we discuss the necessity of leveraging galaxy simulations.

Finally, we introduce a clustering algorithm called Frineds-of-Friends, and we argue

why it is a suitable tool for identifying stellar groups in galaxy simulations.

5.1 Galaxies

Most of the content of Section 5.1 can be found in any standard astrophysics

textbook [e.g., 37, 108, 204]; so, definitions and numbers given in this specific section

are not necessarily the most updated definitions and measured values. However, they

are sufficiently accurate to create a holistic and coherent picture of the subject and

61
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to provide a general sense of (1) common jargon used in astrophysics and astronomy

and (2) the order of magnitude of different parameters for the reader. Regarding

parameters that we need to be mindful of their most updated values for our study

in Chapter 6, we have provided accurate values and explicitly included the source

reference.

5.1.1 Components of A Galaxy

A galaxy is made of several components; stars, gas, dust (a.k.a. dust grains), light

(electromagnetic radiation), and dark matter. Some stars are near others, forming

stellar groups, while some are part of binary pairs. Additionally, some stars exist

without nearby companions within a relatively short distance of a few parsecs † . Gas

and dust are spread in the space between the stars known as the Interstellar Medium

(ISM).

Gas exists in different forms, atomic, molecular, and ionized gas. Neutral atomic

hydrogen (HI) is the most abundant component of the ISM and exists both within

and outside of star-forming regions with temperatures typically in the range of 100

to 10,000 Kelvin.

Molecular gas usually refers to molecular hydrogen (H2), carbon monoxide (CO),

water (H2O), ammonia (NH3) and some organic molecules. H2 and CO are often

in the colder and denser regions of galaxies, primarily in molecular clouds which are

the formation sites of stars. The temperature within molecular clouds is typically in

the range 10 − 30 Kelvin.

The dominant type of ionized gas, within a galaxy, is hydrogen ions (HII or

simply protons). Ionized hydrogens are often around hot young stars where the

ultraviolet radiation of such stars has enough energy to ionize the nearby hydrogen

† A parsec, usually denoted by pc, is a unit of distance commonly used in astronomy and astro-

physics, equal to ≈ 3.26 light-years.
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atoms. Regions of ionized gas are called HII and have temperatures of 8000-10,000

kelvin ‡ . HII regions are very important in the context of star formation.

In contrast to gas, dust grains—in the context of galaxies and astrophysics—are

tiny solid particles composed of chemical elements like carbon, silicon, oxygen, iron,

and hydrogen. The most common types of dust grains are silicates (i.e., silicate-

rich dust), carbonaceous material (i.e., carbon-rich dust), and metallic oxides. The

size of dust grains is on the order of a few nanometers to a few micrometers. They

can be found throughout the ISM of galaxies, often mixed with molecular clouds.

Dust grains play a crucial role in shielding the cold dense regions of ISM where star

formation occurs, because they can absorb ultraviolet and visible light and re-emit

it at infrared and longer wavelengths. When a clump of gas molecules is cold and

sufficiently dense, it can collapse—due to the gravitational interaction between its

gas molecules—and form a star. In the absence of dust, the UV photons from other

stars can move through the ISM and break up the cold dense molecules, and in turn,

stars cannot form.

5.1.2 Classification of Galaxies

Galaxies can be classified based on various criteria, with morphology being a

common one. Regarding morphology as a criterion, we list and briefly introduce

only three types of galaxies, although the complete list contains more than three

types.

1. Spiral galaxies: A spiral galaxy has a flat disk shape that is composed of a

few spiral arms. The disk keeps rotating and spiral arms keep winding outward.

Our own Milky Way and Andromeda are two classic examples of spiral galaxies.

‡ In this thesis we do not need to introduce Coronal or Hot Ionized Medium (HIM) where the

temperature of ionized gas can be as high as several million kelvin.
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2. Elliptical galaxies: Elliptical galaxies have a round shape, ranging from

nearly spherical to elongated ellipses. Their stars are usually older and cooler

than stars in spiral galaxies.

3. Irregular galaxies: Shapes of irregular galaxies look chaotic. The unusual

shape of these galaxies can be the result of recent interactions with passing

galaxies or mergers.

5.1.3 The Milky Way

The Milky Way is a spiral galaxy containing baryonic mass (stars, gas, dust),

non-baryonic mass (dark matter), and electromagnetic radiation (photons). The

spatial distribution of these elements determines the physical shape of the Milky

Way. The Milky Way’s shape, at scales of kiloparsec, is composed of four independent

components: a central spheroid called the central bulge centered on the galactic center

with a radius of ∼ 4 kpc, two galactic disks called the thin disk and thick disk each

with a radius of ∼ 25 kpc, and a huge spheroid called the Galactic Halo centered on

the glactic disk with a radius of > 100 kpc † .

For projects discussed in this thesis, our focus is on gas and stars residing in the

thin disk and thick disk. These two disks are not cylindrically symmetric; instead,

they look elliptical with an eccentricity—i.e., the ratio of the length of the minor

to major axis—of ∼ 0.9. Thin disk. The stellar number density n(z,R) —i.e., the

number of stars per unit volume—for the thin and thick disk can be derived from

star count data. The empirical fits to the star count data can be expressed as

n(z,R) = n0(e
−z/zthin + 0.085e−z/zthick)e−R/hR (5.1)

where z is the vertical distance from the galactic midplane, and R is the cylindrical

radial distance from the galactic center. The coefficient n0 ∼ 0.02 stars per pc3,

† See Joss Bland-Hawthorn and Ortwin Gerhard (2016) [25] for more trusted and accurate values.
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and the coefficient 0.085 indicates that stellar density in the thick disk is 8.5% of

the stellar density in the thin disk at galactic midplane (z = 0). The parameters

zthin, zthick are the scale height of the thin and thick disk, and hR is the disk scale

length. The thin disk is the region of current star formation, so it mainly consists of

relatively young stars. In contrast, the thick disk is generally composed of the older

population of stars.

5.2 Stellar Groups

A stellar group is a collection of stars held together by mutual gravitation and

moving together through a galaxy as a relatively coherent unit. Stellar groups exist in

various forms, shapes, gravitational bounding statuses, and sizes, ranging from small,

irregular loose associations of a few dozen stars to large, dense, symmetric, bound

clusters containing thousands or even millions of stars. In this section, we review

the key characteristics of only a subset of different types of stellar groups including

open clusters, globular clusters, embedded clusters (a.k.a. young star clusters), and

young star associations.

5.2.1 Open Clusters

An open cluster (OC) is a group of 10s-100,000s stars generally thought to have

formed from the same molecular cloud of gas and dust at approximately the same

time and location. The stellar mass of an open cluster is in the range 103 to 107 M⊙,

and the typical radius of an open cluster is in the range 0.5 to several parsecs [173].

To highlight the high stellar mass density of open clusters compared to our nearby

regions, we just need to recall that the Sun and Alpha Centauri—i.e., the closest

star to the Sun—are ∼ 1.3 parsec away. In contrast, open clusters contain tens to

tens of thousands of stars within approximately a similar distance, making them

significantly denser stellar environments than our immediate surroundings.
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Stars of an OC are usually relatively young (within the range of 1 Myr to a

few hundred Myrs), but there are rare OCs with ages estimated of the order of 10

Gyrs [181]. OCs exist in spiral and irregular galaxies, as these galaxies have star-

forming regions. In contrast, they cannot be found in elliptical galaxies, because

these galaxies do not form new stars and their OCs have already been dispersed. In

spiral galaxies, such as our Milky Way, the majority of OCs reside in the galactic

disk inside and between the spiral arms. The number of cataloged Milky Way’s OCs

is nearly 14,000 [159]. The majority of OCs are gravitationally unbound and short-

lived on cosmic timescales, and their shapes are asymmetric with huge amounts of

gas between the stars.

As OCs move through space, the gravitational pulls from other passing massive

bodies and structures (stars, molecular gas, and clumps of dark matter) and their

internal dynamics can disperse their stars. Consequently, many OCs gradually drift

apart over a few Myrs [22, 127]. This may be the case with our Sun. It may have

formed in an open cluster and later dispersed from its natal cluster [126]. OCs are

important subjects to study, because each OC is a unique factory of star formation

and evolution.

5.2.2 Globular Clusters

Globular are groups of 10, 000 − 1, 000, 000s of stars tightly bound together by

gravity. In comparison to open stars, the size, stellar mass and stellar density of

globuar clusters are significantly larger. As reflected in their name, globular clusters

have a roughly spherical appearence. Due their highly dense structure, their gravi-

tational bound is intense and keeps stable and long-lived (for several billion years);

as opposed to open clusters that usually disperse within a few Myrs. Consequently,

stars in globular clusters are older than stars in open clusters. Globular clusters can

be found in all types of galaxies. In spiral galaxies, they are generally located in the
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bulge and halo, and not in the disk. So far, ∼ 150 of Milky Way’s globular clusters

[87, 214], ∼ 400 of Andromeda’s open clusters have been identified [157]. The old

age—typically in the range 9−13 Gyrs [212]—of stars in globular clusters make them

informative structures to study, as they have imprints of the formation and evolution

of old metal-rich stars (a.k.a population II stars).

5.2.3 Embedded Clusters

An embedded stellar group is a collection of newly born stars still embedded in

their natal molecular cloud which is an active star formation region (HII region). As

the newly born stars get older, stars and their natal gas fall apart through various

mechanisms (for instance, due to stellar feedback that will be discussed in section

6.2.1). After star formation ceases, if an embedded stellar group does not disperse,

it becomes an open cluster or a stellar association, but the majority of young stellar

groups drift apart before the star formation ends—from stellar feedback and passing

objects due to their weak gravitational cohesion. Bound young stellar groups have

a higher chance to survive from disruptions and are called young star clusters. In

contrast, unbound young stellar groups usually drift apart, and are named young

stellar associations (a.k.a. young loose association).

Although the embedded phase of young stellar groups often lasts 2 − 7 Myrs

[118, 117], different authors set different upper limits for stellar ages—typically a

value less than 100 Myrs—to separate young stellar clusters from the general term of

open star clusters. For instance, in [173] and [137] authors define young massive star

clusters as groups of stars younger than ∼ 100 Myr, that is more than a few current

crossing times, with masses greater than ∼ 104 M⊙, but in [124] authors study YMCs

and YMAs with ages in the range 1−5 Myrs with stellar masses in the range ∼ 102 -

104 M⊙. Young stellar groups exist in galaxies with star-forming regions (spiral and

irregular galaxies). In spiral galaxies, they are in the galactic disk.
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5.3 Importance of Young Stellar Groups

There are various motivations for studying young stellar groups. In this section,

we briefly highlight some of them.

1. Early Stage of Star Formation: It must be noticed that the process of

star formation is nonlinear and usually chaotic. If we want to know about this

process, young stellar clusters are the most reasonable system to study.

2. Stellar Feedback: We may ask why do young stellar associations disperse

before the end of star formation or within a few million years afterward? Which

star feedback drives this process?

3. Connecting the Physics of Different Scales: As mentioned in subsection

5.2.3, in spiral galaxies, young stellar groups are in the disk and often along

the spiral arms. In practice, we can think of young massive clusters as the

building blocks or at least a statistical sample of spiral arms [126]. We should

also note that the size of young stellar groups is a few parsecs, while the length

of spiral arms is often > 10 kpc. These together mean by connecting the

physics of young star clusters to the physics of spiral arms, we can find the

connection between the physics of two different scales. It is evident that to

find this connection, we first need to gain a deep understanding of the physics

of each of these two significantly different scales.

4. History of Open and Globular Clusters: Embedded clusters identified

at low and high redshifts precede the formation of open and globular clusters,

respectively. It simply means they can tell us about the formation history of

open and globular clusters.

5. Exploring Novel Horizons: Studying the physics of young stellar groups has

opened new horizons to explore such as the following interesting case. When we
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observe the stars moving through the galaxy, we see two classes of stars; stars

that are part of a stellar group, and stars that are not part of any specific stellar

group. Stars of the latter class are called field stars. Our Sun is a very good

example of a field star. We also know that stars can be born either individually

or in groups. Some stars are formed in isolation, without the presence of other

stars nearby. These stars form from the gravitational collapse of dense regions

within molecular clouds. Other stars are born in groups, where multiple stars

form at the same time within a short distance (< a few parsec) from one

another from the same parent molecular cloud. As we discussed in subsection

5.2.3, most stellar groups, especially young stellar associations, break apart

within a few Myrs, and their stars disperse into the general population of field

stars. Now, it is very natural to ask if we can determine which field stars were

born in isolation and which ones were born in groups. We can ask this question

for a very special case, the Sun. And as discussed in [126], is it possible to know

if the Sun was born in a group or isolation? If yes, then how? And, if the Sun

was born in a group, where are the siblings of the Sun? And, do they host

planets like the Earth? Indeed such interesting questions can be addressed by

studying the evolution of stellar groups.

5.4 Simulations

In general, simulations complement observations and provide a framework for

interpreting observations [51]. By comparing simulation results with observational

data, we can test the validity of theoretical models in a controlled environment,

allowing us to explore a wide range of parameter space and initial conditions. Subse-

quently, we can refine existing models and develop new theories that better explain

the observed universe.
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5.4.1 The Vital Role of Galaxy Simulations in Astrophysical

Studies

In astrophysics, simulations of galaxies have emerged as indispensable tools for

several reasons. Here we briefly point out only two main reasons.

First, astrophysical systems are inherently complex, involving a multitude of

physical processes operating over a wide range of scales (from ∼ parsec scale to ∼
100 Mpc scales). The relevant physical processes are diverse including gravity, gas

dynamics (hydrodynamics), star formation, feedback from supernovae, stellar winds

and active galactic nuclei, gas heating and cooling, and chemical evolution. These

processes interact in nonlinear ways, making it challenging to theoretically model all

aspects of galaxy formation and evolution.

Second, observational data alone often provide only momentary instances of cos-

mic phenomena, limited by the constraints of telescopes, detectors, and observational

techniques. Many important aspects of galaxy formation and evolution occur on

timescales or in environments that are impossible or challenging to observe directly.

Simulations offer a way to study these aspects, filling in gaps in our observational

knowledge. Simulations can make predictions of observable signatures of galaxy evo-

lution, such as star formation rate (SFR), morphology of galaxies, and properties of

various stellar populations, et cetera. By comparing these predictions to observa-

tions and theoretical models, we can infer the underlying physical processes driving

galaxy formation and evolution and, in turn, refine or constrain theoretical models.

5.4.2 What Lies Within Galaxy Simulations

Simulations of galaxies are helpful tools for testing astrophysical hypotheses re-

lated to galaxy formation and evolution, stellar dynamics, and the interplay between

different physical processes. By varying parameters such as the density of dark

matter or the strength of feedback processes, we can assess the impact of different
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physical mechanisms on the formation and evolution of galaxies. The following is a

list of the astrophysical hypotheses that can be addressed by utilizing simulations of

galaxies.

1. Galaxy Formation and Evolution: Investigating the processes that lead to

the formation of galaxies, and their morphological evolution.

2. Stellar and Galactic Dynamics: Studying the dynamics of stars and gas

within galaxies, including the formation of spiral arms, bars, and central bulges,

as well as the interaction between galaxies and nearby satellite and dwarf galax-

ies.

3. Feedback Mechanisms: Understanding the role of feedback mechanisms

such as supernovae, stellar winds, photoionization, photoelectric heating, radi-

ation pressure, and active galactic nuclei in regulating star formation, shaping

the interstellar medium, and driving galactic outflows.

4. Cosmological Parameters: Confronting simulations with observations al-

lows for the determination of cosmological parameters such as the density of

dark matter, the amplitude of density fluctuations, and constrain the nature

of dark matter.

5.4.3 Limitations and Caveats

Despite all the valuable insights that galaxy simulations can offer, they come

with limitations and may not be able to address certain questions that require new

physics or exploration of inaccessible regimes. Some important caveats include:

1. Fundamental Physics Beyond Our Current Understanding: Simula-

tions rely on our current understanding of physical laws and processes, so they
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cannot probe phenomena that require entirely new physics or are beyond the

scope of our current theoretical framework.

2. Unobservable or Inaccessible Regimes: Simulations are limited by com-

putational resources and physical models. Due to the latter limitation, simu-

lations may not be able to explore extreme environments such as the interiors

of black holes or the earliest moments of the universe.

3. Fine-Tuning or Fine-Scale Structures: Simulations have finite resolution

and may not capture fine-scale structures or require fine-tuning of parameters

beyond current capabilities.

4. Simplified Models: Our understanding of many astrophysical processes is

incomplete, and models often rely on simplifications and approximations due

to computational constraints. While these simplifications are necessary for

practical reasons, they may not fully capture the complexity of astrophysical

processes.

5. Uncertainties and Assumptions: Simulations are subject to uncertainties

in model parameters, initial conditions, and the treatment of physical processes.

Assumptions made in the simulation setup can introduce biases or inaccuracies

into the results.

6. Numerical Artifacts: Numerical techniques used in simulations can intro-

duce artifacts or biases into the results, particularly at small scales or in regions

of high density or velocity.

7. Stochasticity and Randomness: Some astrophysical phenomena exhibit

stochastic behavior or randomness, which cannot be fully captured by deter-

ministic simulations. For example, the formation of individual stars within

molecular clouds involves random fluctuations and turbulence.
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8. Degeneracies: There may be multiple combinations of physical parameters

or feedback mechanisms that produce similar observational features. This de-

generacy makes it challenging to uniquely determine the underlying physical

processes solely based on observations or simulations.

9. Interpretations: Interpreting simulation results requires careful considera-

tion of the underlying physical processes and their implications for observed

phenomena. Misinterpretation or overinterpretation of simulation results can

lead to wrong conclusions.

We should also note that while observational data provide valuable constraints for

testing models, they may not fully capture the complexity of astrophysical systems.

Observations are often limited by instrumental effects, observational biases, and the

difficulty of observing certain regions.

Due to these challenges, the process of matching simulations with observations

is iterative and involves refining models based on comparisons with observational

data, exploring parameter space, and testing alternative hypotheses. It requires a

combination of theoretical insight, computational techniques, and observational data

analysis to develop robust models that can accurately reproduce observed phenom-

ena. Additionally, interdisciplinary collaboration between theorists, computational

scientists, and observers is crucial for advancing our understanding of astrophysical

processes and improving the fidelity of simulations.

5.5 Clustering Algorithms

Clustering is a very well-studied subject in both computer science and applied

mathematics, and it has found a lot of applications in other fields. The main idea is to

classify a set of data into some subsets according to a specific feature or criterion—or

in general, a set of criteria. For the study discussed in Chapter 6, we need to utilize a
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clustering algorithm to find stellar groups, so the simplest and most generic criterion

for a clustering algorithm is spatial proximity of data points—location of stars in

three dimensions—using Euclidean metric and assuming the space is flat.

Within the past 40 years, different groups in different fields of studies including

astrophysics and cosmology, have contributed to and worked on developing vari-

ous algorithms like Friends-of-Friends (FoF)[57], KMeans, Spectral, Ward, OPTICS,

Birch, Gaussian mixture, DBSCAN, and HDBSCAN. Hunt and Reffert (2018) [104]

have discussed and compared the efficiency of Gaussian mixture, DBSCAN, and

HDBSCAN in identifying stellar groups in Gaia data, and concluded that HDB-

sacan is the most efficient algorithm and returns the most accurate results. Despite

Hunt and Reffert’s conclusion, we choose to use FoF to identify stellar groups for our

work. In this section, we explain how FoF works, and why we believe it is a more

suitable algorithm for our study.

5.5.1 Friends-of-Friends (FoF)

This algorithm employs a fixed value for a parameter called linking length, which

the user should set. The FoF algorithm starts by selecting an arbitrary star. Then,

it links the star to all stars in a distance ≤ linking length. These stars are named

the “friends” of the star. Then, the FoF algorithm repeats this process on each

“friend” to find the “friends of (this) friend”. The collection of stars linked together

is identified as a group (here, either a cluster or an association), and the number of

stars in a group is called the group’s size (or population).

5.5.2 History of FoF

The evolution of the FoF algorithm is intricately woven through several key con-

tributions. Huchra and Geller in 1982 [103] laid the foundation, introducing a basic

algorithm illustrated as a flowchart. Their approach, developed for identifying galaxy
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clusters, set the stage. In this work, linked galaxies are named “companions of com-

panions.” Simultaneously, Press and Davis in 1982 [176] presented a refined version

to identify virialized subsystems. They coin the term “friends of friends” instead

of “companion of companions.” Notably, they acknowledged Huchra’s work, stating,

“Huchra and Geller (1982) have identified galaxy groups in the CfA Redshift Sur-

vey data by means of an overdensity criterion which does not discriminate against

unvirialized systems.” Advancements continued. In 1984, Einasto et al. in 1984 [57]

put forth a more precisely defined FoF algorithm. This work is pivotal, as it explic-

itly articulates the fundamental idea behind the FoF algorithm. It has become a

standard reference in educational settings, forming the basis for understanding FoF

algorithms. The year after, Davis et al. in 1985 [47] delved into the intricacies of

the algorithm. They explored the critical aspect of the linking length’s significance,

especially in the context of galaxy clusters and N-body simulations. This detailed

examination significantly influenced subsequent research, particularly in studying

large-scale structures. That is why people working on large-scale structures often

cite Davis et al. (1985) when they discuss FoF algorithms. It might be worth men-

tioning that Huchra, Geller, Davis, and Einsasto were collaborators in the 1980s.

5.5.3 Pros and Cons of FoF

FoF offers both benefits and drawbacks when compared to other methods em-

ployed for the same purpose. Understanding these advantages and limitations is

crucial for making informed choices in cluster analysis. In this subsection, we will

discuss the drawbacks and benefits of using FoF in comparison to other methods

and explore how the benefits outweigh the drawbacks when an appropriate choice of

linking length and age cut—the upper limit for the age of stars; we set this parameter

to study stars with a specific range of ages—is made for the FoF algorithm.

One of the significant drawbacks of the FoF algorithm is its sensitivity to the
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choice of the linking length parameter. The linking length determines the spatial

distance within which stars are considered connected. If the linking length is too

large, it may lead to the merging of distinct clusters, resulting in the loss of cluster

separation. On the other hand, if the linking length is too small, it may fail to identify

physically connected stars within a cluster. Therefore, careful parameter tuning is

required to achieve optimal results.

Another limitation of the FoF algorithm is its dependence solely on spatial infor-

mation. It does not take into account other characteristics such as stellar velocities

or photometric properties, which can be important indicators of cluster membership.

This limitation can result in the inclusion of field stars within a cluster.

Despite these drawbacks, the FoF algorithm offers several benefits that make it a

popular choice in cluster analysis. One of the key advantages is its ability to identify

spatially extended and irregularly shaped clusters or associations effectively. FoF can

capture complex morphologies that may not be easily detected by other methods. In

contrast, HDBSCAN—identifying stellar groups characterized by varying densities—

may encounter challenges in effectively discerning stellar groups characterized by

irregular shapes and sizes.

Additionally, when an appropriate choice of linking length—while considering

the resolution limits—and age cut is made for the FoF algorithm, the benefits can

outweigh the drawbacks. By carefully selecting the linking length, the FoF algorithm

can accurately capture the desired level of cluster connectivity. Similarly, the age cut

parameter can be used to refine the identified clusters and associations based on their

age characteristics. By tuning these parameters, one can achieve a balance between

capturing the true cluster structure and minimizing contamination from field stars.

Furthermore, the FoF algorithm is computationally efficient and easily imple-

mented, making it suitable for analyzing large datasets with millions of stars. Its

simplicity and intuitive nature allow to quickly explore the clustering properties

of stellar systems. Traditional photometric methods used in observational studies
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(such as stellar density threshold, color-magnitude diagram analysis, and color-color

diagrams) heavily rely on the accuracy and completeness of the photometric data,

stellar evolution models, and assumptions about the reddening law, and often rely

on predefined criteria or require manual identification, limiting their effectiveness in

large-scale surveys. In contrast, the FoF algorithm can automatically identify groups

of stars based on their spatial properties, enabling the detection of structures that

may have gone unnoticed in large-scale surveys otherwise. For our study presented

in Chapter 6, FoF works well, because we do not have errors on positions or distances

of stars in galaxy simulations.

In conclusion, while the FoF algorithm has certain drawbacks, such as its sensitiv-

ity to parameter choices and reliance solely on spatial information, its benefits make

it a valuable tool in identifying star clusters and associations. Its ability to detect

complex morphologies and accommodate varying levels of cluster density, coupled

with its computational efficiency, contributes to its widespread usage. In the next

chapter we explore if by selecting appropriate values for linking length and age cut,

the FoF algorithm can yield reliable results, enabling us to unravel the structures

and properties of stellar systems effectively.



Chapter 6

Young Massive Star Clusters at

Present Day in the Latte Galaxy

Simulations

Star clusters provide valuable insights into star formation processes in the Local

Universe. While a significant fraction of the stars in the Galactic disk are believed

to form in clusters, their evolutionary path from cluster to field population remains

unclear. In this study, we explore the generation of realistic young massive star

clusters (YMCs) and young massive stellar associations (YMAs) in cosmological

galaxy simulations at present day and investigate the relationship of their prop-

erties with the Galactic environment. Additionally, we aim to establish suitable

criteria for comparing YMCs and YMAs in Milky Way-like simulations with obser-

vationally detected YMCs and YMAs in the Milky Way. To achieve our goals, we

utilize the Latte suite of FIRE-2 Milky Way-like galaxy simulations [217, 102], which

offer high spatial, mass, and temporal resolution for zoom-in cosmological galaxy

simulations; along with the default (metal diffusion) physics runs, we analyze the

effects of magneto-hydrodynamics on re-runs of the same simulations [99, 97, 207].

78
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Employing the friends-of-friends (FoF) algorithm, we identify stellar groups with

masses ≳ 104.5 M⊙) within the simulations. To ensure robust results, we carefully

explore the parameter space of the FoF algorithm, optimizing the values of FoF pa-

rameters to identify reasonably realistic star clusters. Preliminary analysis of six

Latte galaxies reveals promising agreement with Hubble Space Telescope, Gaia and

SDSS observations across key stellar group metrics, including median cluster size

(rhalf ∼ 2.7 pc), 1D velocity dispersion (σv1D ∼ 4.0 km/s), and spread in metal-

licity (σ[Fe/H] ∼ 0.02 dex). Our study demonstrates the potential of the Latte suite

of FIRE-2 simulations to reproduce realistic star clusters and their properties. Fur-

ther investigation will enable us to unravel the intricate connection between cluster

formation, galactic environment, and the evolution of star clusters in the Milky Way.

6.1 Introduction

Star clusters and associations† are fundamental structures in the cosmos, provid-

ing valuable insights into stellar evolution, galactic dynamics, and the formation of

stars and planetary systems [48, 137]. In particular, identifying and characterizing

these stellar groups is crucial for advancing our understanding of how and why stars

and stellar groups form [e.g., 43, 95, 123], why stars form at the rate they do [e.g.,

193, 121], why stars and star clusters and associations form with a particular mass

distribution [128, 15, 94], and how stars and star clusters and associations influence

gas around them and vice versa [113, 83, 149].

In recent years, Gaia has revolutionized our statistical understanding of stellar

groups including open clusters (OCs) and loose unbound associations within the

Milky Way. The number of OCs cataloged pre-Gaia was ∼ 3000, but now it’s nearly

14,000, with the majority discovered by Gaia [159]. Furthermore, the high precision

† It is a common convention to use the term ’cluster’ to denote a gravitationally bound stellar

group, distinguishing from ’association,’ which refers to an unbound stellar group.
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of Gaia DR2 enabled both probing the internal kinematics of star clusters at the

sub-km s−1 scale [124], and refinement of catalogs to exclude coincidental asterisms

and include new sources based on coherent positions, proper motions and parallaxes

[36].

The enhanced accuracy in proper motion (by a factor of about 2) and parallax

(by a factor of about 1.5) in Gaia DR3, compared to Gaia DR2, significantly im-

pacts the precision of cluster parallax measurements [30, 66]. The improved proper

motion enables better identification of cluster members, particularly those at greater

distances. With Gaia DR3 and utilizing the Hierarchical Density-Based Spatial Clus-

tering of Applications with Noise (HDBSCAN) algorithm [35], a study identified 4105

highly reliable clusters, including 739 new clusters [104]. The authors also proposed

that numerous clusters, which they could not identify, might not be real clusters.

This includes 1152 clusters listed in the Milky Way Star Cluster (MWSC) catalog

[114, 115, 192, 195] that were expected to be identifiable in Gaia data.

This advancement coincides with a critical phase in near-field studies of star

clusters in external galaxies with programs like LEGUS [33, 34], PHANGS-HST [129,

131, 133], and PHANGS-JWST [130, 132]. Through programs like these, catalogs

of star clusters in 88 local universe galaxies, at distances of ∼ 3.5 − 23 Mpc, are

now publicly available. These datasets, combined with PHANGS-ALMA [134] and

PHANGS-MUSE [58] data, enable us for the first time to link young stellar groups

with their birth environments across a statistically significant sample of environments

[73, 191, 190].

Although there is a large sample of observed OCs, the number of YMCs and

YMAs observed in the Milky Way is limited, because the search for these objects is

challenged by their complex birth surroundings. In this study, we consider YMCs

and YMAs as both embedded stellar groups and very young open clusters. In the

early stages of YMCs and YMAs, they are embedded in their natal environment

and in turn obscured by the dense interstellar medium and neighboring clusters
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[126, 218, 125, 132], making it intricate to distinguish their individual emissions. In

short, they are rare objects and difficult to observe due to extinction and inclination

effects.

A study [173] compiled data on the measured properties of YMCs and YMAs

observed in the Milky Way, in the Local Group and outside the Local Group before

Gaia DR2. They reported properties of 12 observed YMCs in the Milky Way; their

total masses are in the range 103.80 M⊙ to 104.70 M⊙ with ages of 2.00 − 18.00 Myr,

and one-dimensional velocity dispersion is reported only for three of them† , falling

in the range 3.40 − 5.80 km s−1. They also reported properties of 13 YMAs in the

Milky Way; their masses are in the range 103.30 M⊙ to 104.40 M⊙ with ages between

1.00 − 14.50 Myr, and one-dimensional velocity dispersion is not reported for any of

these thirteen stellar associations.

Using Gaia DR2, [124] studied a sample of 28 YMCs and YMAs with half-mass

radii in the ranges 0.3 to 3.7 pc, with stellar masses 102.12 M⊙ to 104.14 M⊙, with

ages ∼ 1− 5 Myr and found one-dimensional velocity dispersions for their sample in

the range σ1D = 0.8 to 2.8 km s−1 with a mean of 1.8 km s−1.

Despite persistent observational challenges, recent progress in galaxy zoom-in

simulations enables the comprehensive study of Giant Molecular Clouds (GMCs) and

star clusters within a cosmological galactic framework. Unlike earlier galactic models,

which were constrained by limited resolution in capturing stellar feedback, internal

cloud structure, cloud motions, and shocks, the latest simulations overcome these

challenges. Previous models also struggled to replicate observed GMC temperatures

and densities and often excluded magnetic fields [53].

To achieve simulations incorporating all these features as well as larger-scale

processes—such as cosmic gas accretion, wind recycling, and perturbations from

† While in [173], from the twelve listed YMCs, only three of them have reported one-dimensional

velocity dispersion, in subsequent literature there are reported one-dimensional velocity dispersion

for some of these YMCs.
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satellite galaxies—in a cosmological context, it is required to overcome the compu-

tational limitations, primarily stemming from the essential wide range of time and

spatial scales—spanning from parsec scales, where star formation occurs, to tens

of kiloparsecs encompassing galactic structures, and finally, to megaparsecs where

cosmological effects dominate. The recent evolution of simulation code has remark-

ably reduced run times, providing the realism and resolution necessary for studying

the formation and evolution of star clusters throughout the evolution of their natal

molecular cloud in a cosmological setting [217, 100, 102].

In this chapter, our primary goal is to examine the basic properties of YMCs and

YMAs younger than 3 Myr at identification and more massive than ∼ 104.5 M⊙ in

cosmological galaxy simulations at redshifts z < 0.008. We limit our study to young

stellar populations because we want to ensure identifying truly conatal populations,

and we pick massive stellar populations because that is what we can resolve with

the current resolution (∼ 7100 M⊙)) of the simulations. The measured properties

include boundedness, mass, size, 1D velocity dispersion, spread in metallicity [Fe/H]

and age. We utilize the Latte suite of Feedback in Realistic Environments (FIRE-2)

Milky Way-like galaxy simulations [217], which offer high spatial (∼ 1 parsec), gas

& star particle mass (∼ 7100 M⊙), and temporal (∼ 1 Myr) resolution. We present

analysis of three galaxy simulations, m12f, m12i and m12m; we include analysis of

runs that include the default (metal diffusion) FIRE-2 physics, as well as analysis of

runs that include the effects of magneto-hydrodynamics [99, 97, 207]. A discussion

of the kinematics and metallicity of all the stars at birth in the default physics runs

can be found in [145] and [18].

For identifying star clusters and associations, while observational studies often

rely on photometric estimators like light blobs and concentration indexes, we adopt a

Friends-of-Friends (FoF) algorithm [57]. This choice is driven by our ability to access

the exact positions of individual stars in galaxy simulations, and the ability of FoF in

identifying stellar groups with irregular shapes and complex morphologies. The FoF
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algorithm, initially developed in cosmology and N-body simulations [103, 176, 47],

has found a natural application in the study of star clusters and associations, because

it is a versatile algorithm and can be adapted to different spatial scales; from very

large scales ∼ Mpc (to identify galaxy groups and clusters) down to much smaller

scales ∼ pc (to identify stellar groups and clusters). Briefly, the FoF algorithm

leverages the concept of spatial proximity, enabling the connection of stars that

exhibit close proximity in space. This characteristic empowers the algorithm to

discern both dense clusters and looser associations within a given dataset, thereby

facilitating comprehensive analyses [52, 136, 19].

After identifying YMCs and YMAs in our simulations, studying their characteris-

tics is straightforward, because we can directly extract information such as position,

velocity, mass, and chemical abundances for each member of these clusters and asso-

ciations from our simulations. Furthermore, by utilizing different snapshots with a ∼
1 Myr timestep of our simulations, we can track the evolution of the identified stellar

groups over time. This comprehensive approach allows for a detailed exploration of

the dynamical and chemical properties of stellar structures in our simulated galaxies.

In Section 6.2, we describe the Latte suite of FIRE-2 Milky Way-mass galaxy

simulations, and we explain how we identify star clusters and associations in these

simulations. In Section 6.3, we present our analysis, which includes an exploration of

the parameter space traversed by our FoF algorithm. Then, we focus on YMCs and

YMAs with ages less than 3 Myr at identification and masses exceeding ∼ 104.5 M⊙

identified by a friends-of-friends algorithm with a linking length of 4 parsecs (that is

the fixed gravitational softening for stars in the Latte suite of FIRE-2 Milky Way-like

galaxy simulations [217]). We provide data on various properties, such as bound-

edness, mass, size, 1D velocity dispersion, and the spread in metallicity [Fe/H] and

age, for these identified YMCs and YMAs. Furthermore, we conduct comparative

analyses of these properties for these YMCs and YMAs between default-physics-run

simulations and magneto-hydrodynamics re-runs of the same simulations. Moreover,
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we delve into the implications of our findings and compare them with observational

results to assess the capability of the Latte suite of FIRE-2 simulations to replicate

realistic star clusters and associations and their properties.

6.2 Methods

6.2.1 Latte Suite of FIRE-2 Simulation

Cosmological “zoom-in” simulations model a specific region at high resolution

within a cosmological background at lower resolution. Some examples of these sim-

ulations include the work of Katz and White in 1993 [110] and Oñorbe et al. in

2014 [154]. With recent progress, the current version of cosmological galaxy zoom-in

simulations can resolve individual star-forming regions within galaxies. In addition,

various elements of stellar feedback are incorporated into the current generation of

simulations. These together allow the creation of realistic stellar populations in sim-

ulations, which can then be compared with observations.

We analyze six cosmological “zoom-in” galaxy simulations from the Latte suite

of FIRE-2 Milky Way-like simulations [217]. In particular, we select three galaxy

simulations with the default (metal diffusion) physics runs m12i (first presented in

[217]), m12f (first presented in [67]), and m12m (first presented in [102]) for this

work. These simulations include gas, star, and dark matter particles and provide

high spatial (∼ 1 pc), initial star particle mass (7100 M⊙), and temporal (1 Myr)

resolution. The three simulations have different stellar and gas masses by a factor

of 2. In [182], various characteristics of these simulations at reshift z = 0 are pre-

sented in tables and compared with the Milky Way. Their morphologies are also

different (see [155] for details): the spiral structure of m12f is slightly perturbed,

and m12m spirals are flocculent. Along with the default (metal diffusion) version of

these simulations, we also analyze the magneto-hydrodynamics version of the same
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Table 6.1: Properties of the MW and Simulated Galaxies.

N∗ M∗ R∗,90 Z∗,90 R∗,e Mgas

Galaxy [M⊙] [kpc] [kpc] [kpc] [M⊙]

m12i 9,000,000 5.5e10 8.6 2.1 2.7 0.8e10

m12f 11,000,000 6.9e10 11.9 2.1 3.4 1.2e10

m12m 15,800,000 1.0e11 11.6 2.3 3.2 1.5e10

N∗: number of star particles in the galaxy. M∗: stellar mass within the galaxy. R∗,90:

radius that encloses 90% of stellar mass. Z∗,90: vertical height that encloses 90% of

stellar mass. Mgas: mass of gas within the galaxy. SFR: star-formation rate within

the galaxy, averaged over the last 100 Myr.

simulations [99, 97, 207], m12i-mhdcv, m12f-mhdcv, and m12m-mhdcv to study the

effects of magneto-hydrodynamics on the formation of YMCs and YMAs and their

characteristics. The star formation rate (SFR) of each of these simulations across

the latest 100 Myrs is shown in Fig. 6.1

These simulations are generated by using the FIRE-2 physics model [102] and the

code Gizmo [96] that is a multi-method code to solve equations of hydrodynamics

and gravity numerically. The code Gizmo solves the equations of hydrodynamics by

utilizing a Lagrangian (move with the fluid flow) mesh-less finite-volume Godunov-

type method. This method, in turn, allows continuous and automatic adaptive

spatial resolution and deformation with the flow and simultaneously keeps mass,

energy, momentum, and angular momentum conserved. To solve equations of gravity,

the code Gizmo employs an enhanced Tree+PM solver adapted from GADGET-3

[205], incorporating fully adaptive and conservative gravitational force softening for

gas to ensure matching hydrodynamic resolution. For simulations we aim to analyze

in this chapter, the fixed gravitational force softening is 4 pc for stars and 40 pc for

dark matter particles.
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Figure 6.1: Star formation rate (SFR) of six different simulations, m12f, m12i, m12m,

m12f-mhdcv, m12i-mhdcv, and m12m-mhdcv, across 100 Myrs (from redshift z=0.008

to z=0). For each simulation, SFR is computed for a region enclosed by rspherical <

20 kpc and |z| < 1.5 kpc where rspherical is the spherical radial distance from the

galactic center, and z is the vertical distance from the galactic midplane.
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In these simulations, while accounting for a wide range of relevant gas heating

and cooling mechanisms across 10 − 1010 K, different forms of stellar feedback—

including type Ia and II supernovae [101], stellar winds (OB and AGB), photoion-

ization, photoelectric heating, and radiation pressure in UV-through-IR [98]—are

explicitly modeled based on standard stellar evolution models. For star formation,

by leveraging a sink-particle approach in these simulations, gas turns into star un-

der specific conditions: it must be locally self-gravitating (where potential energy

exceeds thermal plus kinetic energy within the resolution scale), self-shielding (or

‘molecular’ as described in [122]), Jeans unstable (where thermal Jeans mass is be-

low the maximum of the particle mass or 103M⊙), sufficiently cold (T < 104 K), and

above a dense threshold (n > 1000 cm−3).

For the work presented in this chapter, we use a re-run of each of the six simu-

lations m12f, m12i, m12m, m12f-mhdcv, m12i-mhdcv, and m12m-mhdcv covering 100

Myrs, from redshift z=0.008 to z=0. While the default cadence for snapshot output

in the final 100 Myr of FIRE-2 simulations is ≈ 2 Myr intervals, for this work, we

have generated a finer (1 Myr) cadence for the final 100 Myr. This increased pre-

cision allows for a more extensive exploration of the dynamical evolution of stellar

groups.

6.2.2 Identifying Stellar Groups

We adopt a Friends-of-Friends (FoF) algorithm [57] to identify star clusters and

associations [52, 136, 19]. We choose the FoF algorithm from various clustering algo-

rithms like KMeans, Spectral, Ward, OPTICS, Birch, Gaussian mixture, DBSCAN,

and HDBSCAN, because FoF is efficient in data sets containing a large number (sev-

eral hundred million) of stars and can identify star clusters and associations even

with irregular shapes. Additionally, FoF works well for our study as there are no

errors in the positions or distances of stars in galaxy simulations.
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For our analysis, we select all stars with an upper bound for their ages ≤ 3 −
25 Myrs—to ensure identifying truly conatal populations—from the galactic disk

from each snapshot of each of the six simulations m12f, m12i, m12m, m12f-mhdcv,

m12i-mhdcv, and m12m-mhdcv. To select stars from the galactic disk, we apply

the following criteria rspherical < 20 kpc and |z| < 1.5 kpc, where rspherical is the

spherical radial distance from the galactic center and z is the vertical distance from

the galactic mid-plane. Then, we apply a FoF algorithm with a fixed linking length

of 4−10 pc to identify stellar groups (both bounds star clusters and unbound stellar

associations). In this work, we explore how changing the linking length impacts the

resultant properties of the star clusters we identify. We also set a minimum number

of star particles per stellar group for identification; nmin = 5 star particles, which is

the minimum number that is statistically significant when calculating the standard

deviation of a population [106]. This lower limit in combination with the average

mass of a star particle in our simulations at birth (7100 M⊙) means that the lowest

mass stellar groups we can resolve are ≳ 104.5 M⊙ (analogous to a massive star

cluster in the MW).

6.2.3 Analyzing Identified Stellar Groups

For each stellar group, we measure its following characteristics: total stellar mass

Mstellar group, spatial size metrics R50 and R90
† , 1-dimensional velocity dispersion σv1D,

and dispersion in age σage, and dispersion in metallicity σ[Fe/H]. In the following sec-

tions, we discuss if having stellar groups with small populations (as low as 5 stars)

makes a significant impact on our results. In addition to the mentioned metrics,

we analyze the boundedness of each stellar group. We use three different criteria to

distinguish bound star clusters (YMCs) from unbound stellar associations (YMAs):

† R50 and R90 are two radial distances, measured from the center of mass of the stellar group, that

contain 50 and 90 percent of its total mass, respectively. In particular, R50 is called the half-mass

radius.
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1. Virial parameter: The first criterion for the boundedness of a stellar group

is called the virial parameter. It equals 2K.E./P.E., where K.E. is the sum

of the kinetic energy of all stars within a stellar group, and P.E. is the total

gravitational potential energy of the stellar group as a system. As we have

the detailed knowledge of the mass, position, and the velocity of all individual

stars from our simulations, we can directly compute the virial parameter. A

stellar group is bound if its virial parameter < 1.

2. α90: In observational studies, it is common to estimate the virial parameter by

using the following equation [20]:

2K.E.

P.E.
≈ 5σv1DR90

GM
(6.1)

where R90 is the radius that contains 90 percent of the total mass of the stellar

group, G is the gravitational constant, and M is the total mass of the stellar

group. We call the right-hand-side α90.

α90 ≡
5σv1DR90

GM
(6.2)

Since we can compute σv1D, R90, and M directly from simulation data, we can

directly calculate the right-hand-side of Eq. 6.1. This allows to to check if the

results of the two sides of Eq. 6.1 match.

3. α50: In observational studies, it is also common to use a slightly different

estimator of the boundedness. By replacing R90 with R50, we have

α50 ≡
5σv1DR50

GM
(6.3)

where R90 the radius that contains 50 percent of the total mass of the stellar

group.
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We perform these steps on 100 snapshots (corresponding to the 100 Myr period

preceding z = 0) of the six simulations. Then, for each simulation, we accumulate

the stellar groups identified from multiple snapshots. To avoid double counting, in

our statistical sample, depending on the fixed value of age, we skip an appropriate

number of snapshots. This allows us to create a statistical sample with a larger

number of stellar groups for each simulation and potentially sufficient for statistical

analysis. For instance, if the age of stars is set to 3, we create our statistical samples

from snapshots n, n+3, n+6, ..., up to the last snapshot.

6.3 Results

6.3.1 Number of Identified Stellar Groups

We can now show the number of identified stellar groups accumulated across 100

snapshots for each pair of an upper age limit and a fixed linking length for each

simulation. Here we showcase the results in Fig. 6.2 for only one simulation, m12f.

Results for the other simulations are in Appendix A.

From Fig. 6.2, we can see that the number of stellar groups from 100 snapshots

of m12f varies—with both the upper age limit and the linking length—between 74

and 1195. Moreover, this figure depicts two evident trends.

First, the number of identified stellar groups in our accumulated sample is smaller

for larger upper age limits, because for larger upper age limits we stack stellar groups

from a smaller number of snapshots. As explained in 6.2.2, for instance, for the upper

age limit of 3 and 25 Myrs, we stack stellar groups from 34 and 4 snapshots, respec-

tively, to avoid double counting. Therefore, it should be noted that our accumulated

sample is biased when we compare two samples of two different upper age limits.

Second, for any fixed upper age limit, the number of identified stellar groups in

our accumulated sample is greater for larger linking lengths. For instance, for the
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Figure 6.2: Number of identified stellar groups (both bound and unbound) for each

pair of an upper age limit and a fixed linking length in m12f. Both the color and the

numbers inside the points show the number of stellar groups that we have accumu-

lated from 100 snapshots of m12f.

upper age limit of 3 Myrs, we have 279 and 1195 identified stellar groups for the two

linking lengths of 4 pc and 10 pc.

Looking at Fig. A.1 and Fig. A.2, in Appendix A, it is easy to recognize that

our accumulated samples for the other five simulations, follow the same trends.

6.3.2 Boundedness

In this subsection, we focus on analyzing boundedness where the upper limit for

the age is in the range 3 − 25 Myrs and the linking length is set to 4 pc. The result

is shown in Fig. 6.3

By comparing the three panels of Fig. 6.3, we can see an identical pattern for

each simulation; the larger upper age limit, the larger boundedness ratio. But, we

should notice that (i) for estimation boundedness, α50 is not as strict as α90 and the

virial parameter, and (ii) the virial parameter is the most strict criterion in compare

with α50 and α50, and (iii) the ratio of boundedness estimated by α90 and the virial
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Figure 6.3: Depicting how the number of identified stellar groups and the bounded-

ness ratio change in response to the upper age limit. The boundedness ratio is defined

as the number of identified bound clusters divided by the total number of identified

stellar groups (including both bound and unbound). The results are shown for a fixed

linking length of 4 pc and six different simulations, m12f, m12i, m12m, m12f-mhdcv,

m12i-mhdcv, and m12m-mhdcv, as indicated in the legend.

parameter are similar but slightly different.

In addition, we see that the number of identified stellar groups and the bounded-

ness ratio for any specific upper age limit are almost the same for m12f, m12f-mhdcv,

and m12m. In contrast, m12i and m12m-mhdcv have significantly smaller number of

stellar groups, and the majority of their stellar groups are loose stellar associations.

Interestingly, m12i-mhdcv has the highest number of stellar groups, and it seems for

this simulation the boundedness ratio does not depend on the upper age limit.

6.3.3 Characteristics of Young Stellar Groups

Here, we focus on the most strict case where the upper limit for the age is 3 Myrs,

and the linking length is set to 4 pc, and we analyze the stellar group metrics for

each simulation. A fixed linking length of 4 pc equals the gravitational softening for

stars in our Latte simulations, and the strict age requirement of ≤ 3 Myrs enables us

to study YMCs and YMAs before the onset of type II supernovae, which typically
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occur just after 3 Myr. We make this choice, because we want a pure sample of

truly co-natal stars. For each stellar group metric, we include the histograms of all

simulations in the same chart to make it easier to compare the results across the six

different simulations. In Subsection 6.2.1, we mentioned that our simulations have

different morphologies, different dynamical histories, and different amounts of stellar

and gas contents (by a factor of 2), so these plots can help us to see whether the

mentioned differences among these six simulations are reflected in the properties of

their stellar groups or not.

Figure 6.4: Each panel depicts histograms of one stellar group metric for all six

simulations m12f, m12i, m12m, m12f-mhdcv, m12i-mhdcv, and m12m-mhdcv. The

exact definition of each metric is given in Subsection 6.2.3. The medians of metrics,

shown in legends, can be compared with the results of observational studies. Our

identified stellar groups resemble realistic YMCs and YMAs.

Fig. 6.4 contains a large amount of information, which we will breakdown in
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turn. The first two panels on the top row, total stellar mass Mstellar group and spatial

size metrics R90 of stellar groups, can help in evaluating whether simulated and

observed stellar groups share similar properties. The Mstellar group of the majority of

stellar groups in our simulations are in the range ∼ 104.5−105.3M⊙ with a median of

∼ 104.7 M⊙. The lower bound of this range is the direct result of requiring to have

at least 5 star particles in a stellar population to be considered as a stellar group.

Almost all stellar groups in our simulation have R90 within the range 0.5−10 pc with

a median ∼ 3.5 pc. The medians and ranges of these two metrics for stellar groups

in Latte simulations fall within the range of values reported in observational studies

(see Table 2 and Table 3 in Simon F. Portegies Zwart et al. (2010) [173]—both tables

are included in B). In [173], Table 2 includes the properties of 4 YMCs and 7 YMAs

observed in the Milky Way with ages ≤ 3.00 Myr; their stellar mass and virial radius

are reported in the range 103.80 − 104.70 M⊙, 0.68 − 1.36 pc, 103.60 − 104.40 M⊙, and

3.40 − 21.22 pc, respectively. In the same paper, Table 3 includes the properties

of one YMC and one YMA with ages ≤ 3.00 Myr observed in the local group—in

particular, in large magellanic cloud, and small magellanic cloud, respectively. The

stellar mass and virial radius of each of these young stellar groups are reported as

104.78 M⊙, 2.89 pc, 105.60 − 104.40 M⊙, and 15.28 pc.

The third panel on the top row shows the distribution of α90 of the stellar groups,

and the legends tell us what percent of stellar groups are bound clusters (vs. unbound

stellar associations). Interestingly, for some simulations like m12f and m12m up to ∼
40 percent of stellar groups are bound clusters, while for m12m-mhdcv only 12 percent

of stellar groups are bound clusters, and for the other simulations ∼ 30 percent of

stellar groups are bound clusters. These differences in the ratio of boundedness

across different simulations are most likely related to their differences in Mstellar group

and σv1D, because the histograms of R90 of all simulation are almost the same (have

almost the same median and dispersion). The gravitational interactions between

a group and its surroundings together with stellar feedback determine σv1D of the
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stellar group, so the middle panel in the bottom row highlights the differences of

the galactic disks of our simulations. Exploring these differences is important and

interesting, but it goes beyond the scope of our study.

The two panels for σ[Fe/H] and σage show that spreads in age and metallicity for

all simulations are relatively small (∼ 0.2 − 0.4 Myrs in age and ∼ 0.01 − 0.03 dex

in metallicity) indicating that stellar group’s members share a common birth origin

and identical natal giant molecular cloud (GMC). This suggests our identified stellar

groups are not predominantly populated with field stars, but this suggestion may

not be valid if the GMC is homogeneous for [Fe/H]. Moreover, small σ[Fe/H] in stellar

groups suggests the possibility of assigning a specific metallicity to each group, such

as the mean of [Fe/H] of its star members. However, further investigation is needed

to determine if [Fe/H], along with other chemical abundances, can act as a unique

identifier for each stellar group, supporting the concept of chemical tagging—i.e.,

identifying stars that were born together in the same stellar group by using only

their present-day chemistry of star—(Bhattarai et al. 2024, in preparation).

We might also be interested in knowing about the distribution of the radial lo-

cation of our identified stellar groups. In Fig.6.5, Rcyl, stellar group′s cm is the radial

distance between the center of mass of each stellar group and the galactic center in

cylindrical coordinate. This plot tells us if stellar groups can be found across the

entire galactic disk or if they can be found only near the galactic center where the

gas density is typically high. Surprisingly, only the histogram of m12m-mhdcv has a

peak near the galactic center. The stellar groups of m12i-mhdcv and m12m-mhdcv

are predominantly formed in the inner and intermediate region of the galactic disk

(within an annulus with Rcyl, stellar group′s cm in the range ≈ 0−10 kpc), and in contrast

in m12f, m12i, m12m, and m12f-mhdcv the majority of stellar groups are formed in

the outer regions (within an annulus with Rcyl, stellar group′s cm in the range ≈ 10 − 20

kpc) of the galactic disk.
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Figure 6.5: Histograms of the radial location of our identified stellar groups.

Rcyl, stellar group′s cm is the radial distance between the center of mass of each stel-

lar group and the galactic center in cylindrical coordinate.

6.3.4 The Impact of Changing Linking Length

In Subsection 5.5.3, we highlighted a significant drawback of FoF: its sensitivity

to the choice of linking length. Here we check if changing the linking length has

a significant impact on our measured stellar group metrics. In this subsection, we

select stars with ages ≤ 3 Myrs, and compare the stellar group metrics for each

simulation across different values for the linking length in the range 4 − 10 pc. As

our analysis of the all six simulations shows similar trends, here we showcase our

results only for m12f depicted in Fig. 6.6. A catalog of all generated plots for all six
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simulations for this subsection is in Appendix C.

Figure 6.6: Each panel depicts histograms of one stellar group metric for m12f. These

stellar groups have ages 0−3 Myrs and are identified by using three different linking

lengths 4, 7, and 10 pc. The exact definition of each metric is given in Subsection

6.2.3. The medians of metrics, shown in legends.

By using a larger linking length, we expect (i) to identify more stellar groups, and

(ii) to have more stellar groups with larger spatial sizes, for obvious reason. From

6.2, we know that for the upper age limit of 3 Myrs and the linking lengths of 4, 7,

and 10 pc, the number of stellar groups equal 279, 822, and 1195. This confirms our

first expectation. From middle panel from the top row of Fig. 6.6, we can see that by

changing the linking length the peak of the distribution shifts towards larger values

for R90 confirming our second expectation. The legend shows that the by changing

linking length form 4 to 10 pc, the median of R90 increase from ∼ 3.5 to ∼ 7.2 pc.

Interestingly, from the left panel of the top row and the three bottom row panels of

Fig. 6.6, it can be easily seen that changing the linking length form 4 to 10 pc has only
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a very minimal impact on both distributions and the medians of Mstellar group, σage,

σv1D and σ[Fe/H]. This mitigates concerns about the sensitivity of FoF to the choice

of linking length for these four stellar group metrics, and dispersion in metallicity

σ[Fe/H], and ensures the robustness of our results discussed in Subsection 6.3.3.

Having larger R90 but almost the same Mstellar group and σv1D for stellar groups

identified by using a larger linking length, means catching more unbound loose as-

sociations. It is reflected in the right top panel of Fig. 6.6; by increasing the linking

length form 4 to 10 pc, the ratio of boundedness drops form 0.41 to 0.18.

6.3.5 Probing Possible Corealtions

In this subsection, we examine a potential correlation between the cylindrical

radial position of our identified stellar groups, their status of boundedness, and their

stellar mass. In other words, we want to answer three questions:

1. Is there a correlation between the status of boundedness of stellar groups and

their total stellar mass Mstellar group?

2. Is there a correlation between the status of boundedness of stellar groups and

their cylindrical radial locations Rcyl, stellar group′s cm?

3. Is there a correlation between the total stellar mass of stellar groups Mstellar group

and their cylindrical radial locations Rcyl, stellar group′s cm?

We perform our analysis for the fixed linking length of 4 [kpc], and the upper age

limit of 3 Myrs.

Fig. 6.7 depict our results for m12f. For each column, we have leveraged a dif-

ferent boundedness estimator. As we see, for any choice of boundedness estimator,

both bound clusters (asterisks) and unbound associations (dots) appear across al-

most the same range of stellar mass and radial position implying that there is no



99

Figure 6.7: Cylindrical radial position of identified stellar groups (both bound and

unbound) in m12f and their total stellar mass. The upper age limit is 3 Myrs

and linking length is 4 pc. Asterisks show bound clusters and dots represent un-

bound associations. There is no specific correlation among the status of bounded-

ness, Mstellar group and Rcyl, stellar group′s cm.

correlation between any pair of the following three metrics: the status of bounded-

ness, Mstellar group, and Rcyl, stellar group′s cm. The result of our analysis on m12i, m12m,

m12f-mhdcv, m12i-mhdcv, and m12m-mhdcv is the same. A catalog of all generated

plots for all six simulations for this subsection is in Appendix D.

6.4 Summary and Conclusion

We identify and measure different characteristics of stellar groups with ages 0−3

Myrs, predating supernova feedback, in cosmological zoom-in simulations. We find

that our measured characteristics, with the exception of R90 and boundedness, are
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not sensitive to the choice of linking length within the range of 4−10 pc for FoF. We

find that the properties of our identified stellar groups are within the range of values

reported in observational studies. We find that 12−41 percent of our identified stellar

groups are bound clusters, and it can be ∼ 80 percent if we include stars with ages

0−25 Myrs. We do not recognize any correlation between the status of boundedness

of stellar groups, their cylindrical radial distance from the galactic center, and their

stellar mass.

To find the optimized value for the linking length, it is essential to explore a

broader range of lengths. We are planning to extend our analysis for linking lengths

of 20− 100 pc. We are also planning to investigate the impact of type II supernovae

on our identified stellar groups by tracking our stellar groups at snapshots when

their ages falls within 3 − 6 Myrs. Moreover, we are planning to generate new re-

run simulations to explore the impact of individual channels of stellar feedback on

formation, properties, and evolution of stellar groups. In addition, the forthcoming

project will focus on generating synthetic images of our identified stellar groups and

measure different characteristics of our stellar groups by utilizing the methods used

in observational pipelines. This will make a more consistent comparison between

simulations and observations.



Chapter 7

Conclusion

7.1 Quark Confinement

The first part of this thesis addresses the unsolved problem of quark confinement

[153]; why quarks can never be found as free particles in isolation. Quark confine-

ment is a fundamental puzzle within the realm of quantum chromodynamics (QCD),

the theory governing the strong nuclear force in particle physics. Quark confine-

ment dictates that quarks, the building blocks of hadrons like protons and neutrons,

can never exist in isolation but are eternally bound within color-neutral structures

called hadrons. While experiments and lattice gauge theory-computer simulations

show that quark confinement is a real phenomenon, the exact mechanism of quark

confinement is still an open question in QCD. This problem is tightly connected to

the Yang-Mills mass gap problem [107], which is an open Millennium problem† .

The AdS/QCD conjecture, an offspring of the broader gauge/gavity duality [140],

intertwines anti-de Sitter space (AdS), a spacetime construct from string theory, with

QCD that explains the strong nuclear force. This conjecture indicates that string

theory has some crucial similarities with QCD so that we can use string theory

† See https://www.claymath.org/millennium/yang-mills-the-maths-gap/
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to solve problems in QCD. Leveraging the AdS/QCD correspondence, my research

unravels the intricate connection between quantum field theory and string theory,

aiming to illuminate this perplexing phenomenon. In this framework, quark confine-

ment emerges as a string-theoretic concept. As quarks move apart, a ’string’ forms

between them, akin to a flux tube, exerting a linearly rising potential energy. This

acts as an invisible force, forever binding the quarks.

In the quest to unveil quark confinement, we propose to utilize AdS/QCD to study

the creation of quarks in the vacuum due to the presence of an external electromagnet

field (EMF). In quantum electrodynamics (QED), it is known that external strong

fields render the vacuum unstable, generating electron-positron pairs, a phenomenon

known as the Schwinger effect [199] that is on the verge of being experimentally

tested.

Although the Schwinger effect was first addressed in QED, it is relevant to other

quantum field theories (QFTs) like QCD. The Schwinger effect explains how electrons

and positrons come to exist if the vacuum gets exposed to external EMFs, and it is

natural to ask if EMFs could also cause other fundamental charged particles such as

quarks to appear out of emptiness. The Schwinger effect is thoroughly investigated

in QED at the weak-coupling condition and weak-field approximation eE << me
2

[1], where e is the elementary charge, E is the electric field strength, and me is the

electron rest mass. In contrast, there are ongoing theoretical efforts to explore this

remarkable effect in QFTs like QCD, whose coupling constants are large [112].

As “quark confinement” and “quark and antiquark pair creation” are closely

related, the standard QCD apparently cannot help us to study the Schwinger for

quark and antiquark pairs. In addition, the standard formalisms of QFTs are based

on perturbation theory, while the Schwinger effect is an intrinsically non-perturbative

phenomenon. Thus, it is essential to employ an approach beyond the well-studied

standard perturbative QFTs to study this effect. Our research aims to leverage

AdS/QCD as an indirect approach, to probe the response of QCD and, in general,
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QFTs with large coupling constants called SU(N) gauge field theories to an external

EMF.

In Chapter 1, we explained the mysterious problem of quark confinement. In

Chapter 2, we described how the Schwinger effect can provide an experimental setup

to get a better understanding of the confinement mechanism of quarks. In addition,

we discussed the potential for experimental verification of the Schwinger effect using

X-ray free-electron lasers (XFELs). In Chapter 3, we introduced the gauge-invariant

Wilson loop as an essential tool to compute the pair production rate. Finally, in

Chapter 4, we showed that a form of gauge/gravity duality known as AdS/QCD can

provide valuable insight to the confinement mechanism.

7.1.1 Contribution

The contribution of this thesis to the field of quantum field theory is presented

in Chapter 4. We used AdS/QCD correspondence to thoroughly investigate the

Schwinger effect in a QCD-like gauge theory (a.k.a. confining field theory) to a

constant homogeneous electromagnetic field. AdS/QCD is a form of gauge/gravity

duality —where the AdS side stands for gravity (string theory) and the QCD side

refers to gauge theory (particle physics).

Numerous studies have investigated various aspects of the Schwinger effect in

different systems, including confined systems [186, 187, 184, 26, 185, 111, 64, 69, 224,

112, 202]. However, many other aspects, particularly the impact of the simultaneous

presence of electric and magnetic fields on quark and antiquark pair production,

remain unknown. In our research, we not only studied the impact of an electric field

but also thoroughly examined the effect of the simultaneous presence of a magnetic

field and an electric field on the Schwinger effect for quark and antiquark pairs. The

latter case (scenario) is our main contribution to enhance our understanding of this

complex effect and, in turn, quark confinement.
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7.1.2 Results

We used a deformed AdS5 metric —for the gravity side of AdS/QCD— with

three deformation functions; the quadratic function, the logarithmic function, and

the function with both quadratic and logarithmic terms. Employing this metric, we

determined the two critical electric fields Es and Ec as lower and upper bounds of

a range in which pair production can occur only by tunneling through a potential

barrier. We showed that below Es, the potential barrier is insurmountable, and pair

production cannot happen. In contrast, above Ec, there is no potential barrier to

restrict the pair production. We also found the total potential of a system composed

of a pair of a virtual quark and antiquark in the presence of an external electromag-

netic field through extremizing the action of a string attached to a D3-brane. By

comparing results across three deformation functions, we found that the potential

that quarks face is smaller in the case of the theory with a quadratic deformation

function. The theories with only logarithmic and then with both logarithmic and

quadratic functions have larger potential barriers, respectively.

In addition to potential analysis, we used calculation of the pair-production rate

and showed that the two approaches agree. We computed the pair production rate

Γ of quarks and antiquarks by utilizing a holographic prescription. From quantum

field theory, we know that the circular Wilson loop can be used to compute the pair

production rate. This approach, according to a holographic prescription, corresponds

to extremizing the NG action of a string whose world-sheet ends on the boundary of

the circular Wilson loop. As we know how to do the calculations on the AdS side,

we can compute the pair production rate.

We have also examined the case of the simultaneous presence of electric and mag-

netic fields. We found that the presence of a pure perpendicular magnetic field (i)

increases the value of both critical electric fields, meaning that the Schwinger effect

begins at a higher electric field, and (ii) suppresses the creation rate of the quarks for
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a given electric field above Es. We discussed that these results agree with the results

obtained by calculating the imaginary part of the DBI action of a probe D7-brane

equipped with an electromagnetic field strength [88]. In contrast, the results of the

leveraged approach in our study and the D7-brane approach are inconsistent for a

pure parallel magnetic field. We found that a pure parallel magnetic field does not

change the critical electric fields Es and Ec. On the contrary, the D7-brane approach

concludes that a parallel magnetic field —without any impact on Es— enhances the

creation rate of the quarks at a given electric field. We discussed that this inconsis-

tency likely arises because the string world-sheet and DBI action represent different

ways of approximating string theory, with certain corrections being overlooked in the

DBI action.

To complete our investigation, we also explored the response of the system to

the increase of B∥ when B⊥ is also present with a fixed value. When this happens,

B∥ makes the production rate go up, just like what can be found with the D7-brane

setup. But, here is the twist: as B∥ keeps increasing, the production rate, represented

by Γ, keeps going up too, until eventually, when B∥ goes to infinity, Γ settles at a

fixed value, which turns out to be the same as when there is no magnetic field at all.

The only effect of the increase of B∥ is to compensate for the decrease of Γ due to

the presence of B⊥.

In summary, according to the string method, there’s no better chance of creating

quarks with magnetic fields, and the highest production rates, denoted by Γ, happen

when both B∥ and B⊥ are zero. But in the D7-brane method, it’s a whole differ-

ent story: you can boost the production rate as much as you want and make the

Schwinger effect more noticeable by adding a magnetic field parallel to the electric

one. This finding is crucial because the Schwinger effect is too faint to see with

the strongest electric fields we can generate in today’s labs, so any theoretical or

experimental attempt to make this elusive effect visible needs careful examination.
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7.1.3 Future Work

From an experimental perspective, although the Schwinger effect is yet to be

experimentally verified, the recent developments in experimental facilities seem very

promising in offering chances to know more about quarks and their behavior. For

instance, the recent completion of the 12 GeV upgrade of the Continuous Electron

Beam Accelerator Facility (CEBAF) at Jefferson Lab † offers new opportunities

to explore the structure of nuclei, including the ability to image quarks in three

dimensions. With the upgraded machine, it will be possible to explore how quarks

interact, spin, and are distributed within protons and neutrons.

On the theoretical side, recent developments in QCD show that a direct ap-

proach, the Hamiltonian truncation method, can be utilized to investigate the non-

perturbative regime of QFTs [93]. In our future research project, we plan to employ

the Hamiltonian truncation method to investigate the pair production in an external

EMF to verify the results presented in this thesis (derived by using AdS/QCD as an

indirect approach).

7.2 Young Stellar Groups in Cosmological Simu-

lations

The second part of this thesis aims to explore the potential of zoom-in cosmolog-

ical simulations in generating realistic stellar groups. The Milky Way (MW) is our

detailed galaxy laboratory, unraveling galaxy formation, stellar evolution, and feed-

back mysteries. Cutting-edge observations like Gaia, Pan-STARRS, LSST, Nancy

Grace Roman Space Telescope (WFIRST), and various spectroscopic surveys promise

to reveal the Milky Way’s cosmic secrets. However, there’s a critical challenge, a lack

of cosmological theoretical models to interpret these data. Understanding how, why,

† See https://www.jlab.org/news/releases/jefferson-lab-completes-12-gev-upgrade
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and when stars form in clusters and associations and their effects on their envi-

ronment is a key to gaining a fundamental understanding of how the Milky Way’s

structure built up over time [173, 123]. My study aims to fill this gap by creating

benchmarks for young stellar groups for survey-to-simulation comparisons. For this

aim we use MW-like galaxy simulations with the highest resolution up to date, the

Latte suite of FIRE-2 simulations [217, 102] to study the early stage of formation

young stellar groups within a full cosmological setting.

In Chapter 5, we discussed about different components of the Milky Way and

its structure, different types of stellar groups and their importance in astrophysics,

and the essential role of simulations in developing modern astrophysics, as well as

the value of one clustering tool, the FoF algorithm. Chapter 6 then presented the

results of applying this clustering algorithm to identify and characterize young stellar

groups in the Latte suite of FIRE-2 cosmological simulations.

7.2.1 Contribution

The contribution of this thesis to the field of astrophysics is presented in Chapter

6. The presented study is the first in a series of projects defined as a research pro-

gram. The ultimate goal of this program is twofold: (1) to fill the gap in translating

observations into astrophysical insights and (2) to connect the physics of different

spatial scales, from the scale of relatively small stellar groups to the scale of giant

molecular clouds and larger-scale structures like spiral arms.

It is essential to emphasize the ambitious nature of these goals. While we have

a flood of observational data, we currently still do not have a rich understanding of

how to interpret observations correctly and consistently. Most interpretations are

based on theoretical models, while (i) there are often various models that produce

similar results, and (ii) most of these models need to be verified, too. In addition to

these challenges, in the context of astrophysics, the connection between the physics



108

of different scales is poorly understood because, at each scale, several mechanisms

simultaneously come into play, and each of them is often a non-linear and chaotic

mechanism.

To address these challenges, we use the Latte suite of FIRE-2 simulations—which

are along Auriga [72], the only generated (up-to-date) cosmological zoom-in simu-

lations of the Milky Way-like galaxies—to study different characteristics of young

stellar groups that can be thought of as the building blocks of spiral galaxies. Char-

acterizing young stellar groups allows us to provide a benchmark and a toolkit to

translate observations into astrophysical insight about the formation and evolution

of stellar groups within realistic galactic environments, from scales of pc to 10’s kpc,

all within a fully cosmological context.

In particular, the main goals of our study—presented in Chapter 6—are (1) to

ensure we have reasonably realistic stellar groups in our simulations, and (2) to assess

the efficiency and accuracy of the tools and methods we developed and utilized to

identify and characterize young stellar groups. As our findings validate the realism

of our simulated stellar groups and the effectiveness of our computational tools for

identifying and characterizing these informative stellar structures, people in our col-

laboration can now proceed with the upcoming projects to reach the ultimate goals

of this research program.

7.2.2 Results

In the study presented in Chapter 6, we examined various properties of stellar

groups with ages 0 − 3 million years in six Milky Way-like cosmological “zoom-in”

simulations. Our findings indicate that many but not all the stellar groups’ character-

istics we measured remain consistent across linking lengths of 4−10 parsecs for FoF.

The properties of our identified stellar groups align with those observed in previous

studies. About 12 − 41% of stellar groups in Latte simulations are bound clusters,
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increasing to approximately 80% when including stars with ages up to 25 million

years. We observed no correlation between stellar groups’ boundedness status, their

radial distances from the galactic center, and their stellar masses.

7.2.3 Future Work

We need to explore a broader range of values for the linking length, from 20 to 100

parsecs, to determine the optimal linking length for the FoF algorithm. To assess the

influence of type II supernovae on our stellar group, we need to track their evolution

within the 3 − 15 million-year age range. To investigate how individual channels of

stellar feedback impact the surrounding medium and in turn formation, properties,

and evolution of stellar groups, we need to generate “re-run” Latte simulations which

are the same as the existing Latte suite, except individual channels of feedback

will be turned on/off for the duration of the run. Our upcoming efforts will also

involve generating synthetic images of identified stellar groups and analyzing their

characteristics using methods akin to observational pipelines, facilitating a more

consistent comparison between simulations and observations.



Appendix A

one simulation in each plot,

age ≤ 3-25 Myrs,

linking lengths: 4-10 pc

This Appendix includes all the plots of Subsection 6.3.1.

110



111

Figure A.1: Number of identified stellar groups (both bound and unbound) for each

pair of an upper age limit and a fixed linking length in m12f, m12i, and m12m. Both

the color and the numbers inside the points show the number of identified stellar

groups that we have accumulated from 100 snapshots of m12f, m12i, and m12m.
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Figure A.2: Number of identified stellar groups (both bound and unbound) for each

pair of an upper age limit and a fixed linking length in m12f-mhdcv, m12i-mhdcv, and

m12m-mhdcv. Both the color and the numbers inside the points show the number of

identified stellar groups that we have accumulated from 100 snapshots of m12f-mhdcv,

m12i-mhdcv, and m12m-mhdcv.



Appendix B

Properties of YMCs and YMAs

This appedix includes Table 2 and Table 3 from Simon F. Portegies Zwart et al.

(2010) [173].
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Name Ref Age logMphot logMdyn rc reff γ σ1D rvir tdyn Age/tdyn

[Myr] [pc] [pc] [km s−1] [pc] [Myr]

Arches 1 2.00 4.30 − 0.20 0.40 − − 0.68 0.06 33.86

DSB2003 2 3.50 3.80 − − 1.20 − − 2.04 0.55 6.41

NGC 3603 3 2.00 4.10 − 0.15 0.70 2.00 − 1.19 0.17 11.62

Quintuplet 4 4.00 4.00 − 1.00 2.00 − − 3.40 0.93 4.29

RSGC 01 4 12.00 4.50 4.70 − 1.50 − 3.70 2.55 0.34 35.22

RSGC 02 5 17.00 4.60 4.80 − 2.70 − 3.40 4.58 0.73 23.18

RSGC 03 6 18.00 4.50 − − 5.00 − − 8.49 2.07 8.68

Trumpler 14 7 2.00 4.00 − 0.14 0.50 2.00 − 0.85 0.12 17.15

Wd 1 8 3.50 4.50 4.80 0.40 1.00 4.00 5.80 1.74 0.19 18.27

Wd 2 2 2.00 4.00 − − 0.80 − − 1.36 0.24 8.48

hPer 2 12.80 4.20 − − 2.10 − − 3.57 0.80 16.06

χPer 2 12.80 4.10 − − 2.50 − − 4.24 1.16 11.02

CYgOB 2 2.50 4.40 − − 5.20 − − 8.83 2.47 1.01

IC 1805 2 2.00 4.20 − − 12.50 − − 21.22 11.58 0.17

I Lac 1 2 14.00 3.40 − − 20.70 − − 35.14 61.97 0.23

Lower Cen-Crux 2 11.50 3.30 − − 15.00 − − 25.46 42.89 0.27

NGC 2244 2 2.00 3.90 − − 5.60 − − 9.51 4.90 0.41

NGC 6611 2 3.00 4.40 − − 5.90 − − 10.02 2.98 1.01

NGC 7380 2 2.00 3.80 − − 6.50 − − 11.03 6.88 0.29

ONC 9 1.00 3.65 − 0.20 2.00 2.00 − 3.40 1.40 0.72

Ori Ia 2 11.40 3.70 − − 16.60 − − 28.18 31.50 0.36

Ori Ib 2 1.70 3.60 − − 6.30 − − 10.70 8.26 0.21

Ori Ic 2 4.60 3.80 − − 12.50 − − 21.22 18.35 0.25

Upper Cen-Crux 2 14.50 3.60 − − 22.10 − − 37.52 54.30 0.27

U Sco 2 5.50 3.50 − − 14.20 − − 24.11 31.38 0.18

Table B.1: Properties of YMCs (top) and YMAs (bottom) in the Milky Way, with

the distinction based on age/tdyn (Ref. [173], Table 2). Highlighted rows show stellar

groups with ages ≤ 3 Myr.

1: [63]; 2: [164]; 3: [86]; 4: [62]; 5: [46]; 6: [42]; 7: [11]; 8: [148]; 9: [92].
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)

Gal Name Ref Age MV logMphot logMdyn rc reff γ σ1D rvir tdyn Age/tdyn

[Myr] [mag] [pc] [pc] [km s−1] [pc] [Myr]

LMC R136 1,2,3,4 3.0 −11.74 4.78 − 0.10 1.70 1.50 − 2.89 0.30 10.14

LMC NGC 1818 2,3 25.1 −9.62 4.42 − 2.07 5.39 3.30 − 9.76 2.80 8.96

LMC NGC 1847 2,3 26.3 −9.67 4.44 − 1.73 32.58 2.05 − 10.33 2.98 8.82

LMC NGC 1850 2,3 31.6 −10.52 4.86 5.22 2.69 11.25 2.05 3.00 3.56 0.37 84.83

LMC NGC 2004 2,3 20.0 −9.60 4.36 − 1.41 5.27 2.90 − 9.81 3.03 6.59

LMC NGC 2100 2,3 15.8 −9.77 4.36 − 0.99 4.41 2.30 − 6.32 1.57 10.12

LMC NGC 2136 2,3 100.0 −8.60 4.30 − 1.59 3.42 3.50 − 6.10 1.59 62.85

LMC NGC 2157 2,3 39.8 −9.10 4.31 4.90 1.99 5.39 3.05 2.80 9.95 3.27 12.16

LMC NGC 2164 2,3 50.1 −8.65 4.18 5.15 1.48 4.76 2.95 4.30 8.84 3.19 15.72

LMC NGC 2214 2,3 39.8 −8.40 4.03 5.28 1.83 8.13 2.45 3.90 14.24 7.74 5.14

LMC NGC 1711 2,3 50.1 −8.82 4.24 − 1.91 5.19 2.70 − 9.70 3.42 14.66

M31 KW246 5 75.9 −7.80 4.19 − − 3.20 − − 5.43 1.52 50.01

M31 B257D 6 79.4 −8.84 4.45 − 3.16 15.14 − − 25.70 11.57 6.86

M31 B318 6 70.8 −8.76 4.38 − 0.19 6.61 − − 11.22 3.62 19.57

M31 B327 6 50.1 −8.95 4.38 − 0.20 4.47 − − 7.59 2.01 24.91

M31 B448 6 79.4 −9.20 4.58 − 0.20 16.22 − − 27.54 11.05 7.19

M31 Vdb0 7 25.1 −10.00 4.85 − 1.40 7.40 − − 12.56 2.49 10.07

M31 KW044/B325 5 58.9 −9.20 4.59 − − 10.00 − − 16.98 5.29 11.14

M31 KW120 5 87.1 −8.80 4.57 − − 2.60 − − 4.41 0.72 121.43

M31 KW208 5 56.2 −7.70 4.01 − − 2.90 − − 4.92 1.61 34.93

M31 KW272 5 53.7 −9.00 4.50 − − 9.00 − − 15.28 5.01 10.73

M31 B015D 6 70.8 −9.71 4.76 − 0.24 16.60 − − 28.18 9.30 7.61

M31 B040 6 79.4 −9.00 4.50 − 0.55 12.88 − − 21.87 8.57 9.27

M31 B043 6 79.4 −8.81 4.43 − 0.72 3.98 − − 6.76 1.60 49.77

M31 B066 6 70.8 −8.43 4.25 − 0.38 6.76 − − 11.48 4.35 16.29

NGC 6822 Hubble IV 8,9 25.1 −8.00 4.00 − 0.40 2.00 − − 3.40 0.93 26.93

SMC NGC 330 2,3 25.1 −9.94 4.56 5.64 2.34 6.11 2.55 6.00 11.17 2.92 8.60

M31 KW249 5 5.0 −10.50 4.30 − − 13.50 − − 22.92 11.58 0.43

M31 KW258 5 5.0 −9.90 4.05 − − 3.40 − − 5.77 1.95 2.57

M33 NGC 595 10 4.0 −11.40 4.50 − − 26.90 − − 45.67 25.87 0.15

M33 NGC 604 10 3.5 −12.60 5.00 − − 28.40 − − 48.21 15.78 0.22

SMC NGC 346 11 3.0 - 5.60 − − 9.00 − − 15.28 1.41 2.13

Table B.2: Same as Table B.1, but for YMCs and YMAs in the Local Group (Ref.

[173], Table 3). Highlighted rows show stellar groups with ages ≤ 3 Myr.

1: [105]; 2: [138]; 3: [146]; 4: [5]; 5: [213]; 6: [14]; 7: [158]; 8: [221]; 9: [40]; 10: [139];

11: [180].
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one simulation in each plot,

age ≤ 3 Myrs,

linking length: 4 pc

This Appendix includes all the plots of Subsection 6.3.4.
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Figure C.1
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Figure C.2
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Figure C.3



120

Figure C.4
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Figure C.5
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Figure C.6



Appendix D

one simulation in each plot,

age ≤ 3 Myrs,

linking lengths: 4 pc

This Appendix includes all the plots of Subsection 6.3.5.
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Figure D.1
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Figure D.2
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Figure D.3



127

Figure D.4
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Figure D.5
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Figure D.6
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F. Belfiore, I. Bešlić, R. Chandar, D. Chatzigiannakis, M. Chevance, E. Congiu,

D. Dale, C. Faesi, M. Gallagher, A. Garcia-Rodriguez, S. Glover, K. Grasha,

J. Henshaw, C. Herrera, I. T. Ho, A. Hygate, M. Jimenez-Donaire, S. Kessler,

J. Kim, R. Klessen, E. Koch, P. Lang, K. Larson, A. Le Reste, D. Liu, R. McEl-

roy, J. Nofech, E. Ostriker, I. Pessa Gutierrez, J. Puschnig, M. Querejeta,

A. Razza, T. Saito, F. Santoro, S. Stuber, J. Sun, D. Thilker, J. Turner,

L. Ubeda, J. Utreras, D. Utomo, S. van Dyk, J. Ward, and B. Whitmore. The

Physics at High Angular resolution in Nearby GalaxieS (PHANGS) Surveys.

The Messenger, 177:36–41, Sept. 2019.

[192] S. Schmeja, N. V. Kharchenko, A. E. Piskunov, S. Röser, E. Schilbach, D. Froe-
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