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Abstract

Hierarchical crystallographic transformations and thermodynamic and kinetic analysis

of spinel electrode materials

by

Sanjeev Krishna Kolli

Modern engineering applications use alloys with up to 10 different elements to meet

performance requirements. Designing new alloys in such a vast multicomponent space

is difficult. Even with first-principles methods to expedite the quest for new alloys,

improvements to materials search algorithms are required to fully sift through the mul-

tidimensional chemical space. One possible search strategy is to exploit the natural

hierarchy between crystal structures. Many crystal structures are related to a high sym-

metry parent crystal structure via a group/subgroup symmetry relationship. While many

ordered structures are traditionally viewed as distinct crystals, they can be thought of

as derivative structures of a parent crystal. The first half of this dissertation describes a

framework for alloy design that is based on a parent-derivative crystal structure hierar-

chy. Chemical trends in this hierarchy are illuminated and new structural transformation

pathways between important parent crystals are described.

The second half of this dissertation uses a similar philosophy to explore a different set

of materials; it examines the effects of chemical trends on the electrochemical properties

of materials used for energy storage. To meet rising energy demands with intermittent

renewable energy sources such as solar and wind power, society needs to create high

performance secondary batteries for energy storage. Li-ion batteries have quickly risen

to be a prime candidate to meet energy storage needs, and new advances are being

made to promote sustainable earth-abundant materials, higher charge rates, and larger
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capacities. Some of these new advances include the investigation of Na-ion and Mg-ion

batteries. Spinel intercalation compounds are well-known to facilitate high rate and high

voltage Li-ion batteries, but less is known about their Na-ion and Mg-ion counterparts.

When exploring new materials, it helps to have a strong fundamental understanding

of how changes in chemistry or structure affect electrochemical performance of battery

materials. This dissertation uses a combination of electronic structure calculations and

statistical mechanics methods to study the thermodynamic and kinetic properties of a

wide range of spinel intercalation compounds.

The identification of a crystal structure hierarchy was achieved by analyzing existing

crystal structure databases using a crystallographic mapping algorithm to find represen-

tative parent crystal structures from which many derivative structures are formed. We

found that 73% of binary intermetallic compounds found on the ICSD to be derived

from only 20 unique parent crystal structures. There are important crystallographical

relationships, such as the Bain path and the Burgers path, that connect parent crys-

tals within our hierarchy. These crystallographic relationships facilitate structural phase

transformations which are important for shape-memory alloys, magnetocalorics, or self-

assembling block co-polymers. A crystal structure mapping algorithm was used to show

the existence of 7 new structural transformation pathways between orderings on simple

parent crystal structures to others belonging to the top 20 most common parent crystal

structures. We use high-throughput density functional theory (DFT) to probe which

elemental combinations are most likely to cause spontaneous structural transformations

without an energy barrier. We find multiple chemical combinations that lead to barri-

erless transformation pathways. These barrierless transformations suggest a nucleation

mechanism that does not require large structural fluctuations that are often energetically

costly.

In our investigation of electrochemical properties of energy storage materials, we
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examine the spinel structure which has a general formula AMX2 where A is a guest

cation, M is a transition metal and X is a chalcogenide. The electrochemical properties

of spinel can be affected by many factors including (i) ionicity of the MX2 framework, (ii)

guest cation radius, and (iii) guest cation oxidation state. We conducted a systematic

study and determined that guest cation radius and MX2 ionicity play a significant role in

guest cation site preference which, in turn, affects the electrochemical properties of spinel.

The insights of this study suggest that large cations in an oxide spinel creates a desirable

energy landscape for high-rate capable batteries. Using kinetic Monte Carlo simulations

and a model cluster expansion Hamiltonian, we identify a topological pitfall that makes

spinel prone to highly correlated cation diffusion at intermediate to high guest cation

concentrations. This undesirable property is dependent on the strength of the nearest-

neighbor repulsion of diffusing cations within spinel. A strong repulsion results in a

dependence on large vacancy clusters to mediate diffusion. This dependence indicates

that a percolating network of large vacancy clusters is necessary to facilitate long range

diffusion. Our results show that the detrimental effects can be mitigated by reducing

the strength of the repulsion or increasing the connectivity of the percolating network.

Although our focus is on the fully-ordered spinel structure, the conclusions drawn from

this study apply to other close-packed anion hosts such as disordered rocksalt electrodes

and partially ordered spinels.
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Chapter 1

Introduction

1.1 Crystallographic intuition

Technological revolutions have been marked by the materials that cause them to

arise (e.g. stone, bronze, iron, and silicon age) [1]. As each new technology enhances

our ability to discover more and push our limits of exploration further, it also increases

the desire for even more advanced technology. Large companies are quickly showing that

frequent space travel doesn’t seem centuries or millenia away anymore. The ability to

fly anywhere in the world is possible and the cost is only getting cheaper. In order for

these technologies to push their limits, new materials that can withstand higher tem-

peratures, extreme environments, large stress loads, and remain lightweight need to be

discovered. The materials that have been discovered thus far are largely in existence

due to thorough experimental studies. The composition space of these complex alloys is

already quite large often containing various amounts of 10 different elements. In order

to expedite the exploration of this vast space of alloy, we need to leverage the power of

today’s computational methods and data mining techniques to revisit the fundamental

reasons for what makes an alloy have desirable properties. Examining existing databases
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Introduction Chapter 1

of compiled crystallographic data like the Inorganic Crystal Structure Database (ICSD)

[2], the Materials Project [3], and the Pearson’s Crystal Data (PCD), is an important step

in leveraging computational power for materials research. We can use these databases to

draw connections between the works of many past researchers that would normally be

difficult or impossible to do with out the assistance of a computer. Classifying and orga-

nizing these connections between past works helps distill a vast pool of information into

a more manageable list of fundamental concepts. Future researchers with a strong set

of fundamental crystallographic knowledge can make organized attempts to design new

materials with the backing of thousands of past works distilled down into a concentrated

tool set. With the help of high performance computing and fundamentals, the navigation

of a vast composition space where the combinatorics seems functionally infinite, doesn’t

seem so daunting. In this thesis, we describe a framework that helps distill large crys-

tallographic databases into the most important structures and how those structures are

related to each other. This framework will help fuel organized high throughput density

functional theory calculations to enhance the predictive component of alloy design.

1.2 The importance of electrochemical storage

A switch from fossil fuels to renewable energy sources such as wind and solar power

is a widely accepted solution to combat the concern of human induced climate change

[4]. In order for intermittent power sources like solar and wind to meet energy demands

at all hours of the day, they must be coupled with robust energy storage technology.

Rechargeable Li-ion batteries are the largest growing technology that addresses the en-

ergy storage problem. Li-ion batteries are used across all levels of energy storage from

personal electronics to hybrid and fully electric vehicles [5]. The dominant Li-ion battery

technology is driven by a layered transition metal oxide containing nickel, manganese,

2



Introduction Chapter 1

and cobalt, aptly named NMC cathodes [6]. As the electric vehicle market explodes in

the next decade, demand for lithium and cobalt in the global market will rise to insatiable

levels. Anticipating this, a large research effort has been put forth to finding alternate

cathode chemistries to create energy dense batteries from more sustainable elements.

Disordered rocksalt (DRX) based cathodes are a 3D alternative to traditional layered

transition metal cathodes [7].

DRX cathode materials are promising because they are stabilized by the same prin-

ciple that is thought to be most detrimental to layered transition metal cathodes, cation

site disorder [8]. In layered transition metal cathodes, as the lithium is added and re-

moved from the structure, it is often the case that the transition metals migrate to the

sites that lithium occupied within the structure. This site swapping results in structural

transformations causing an irreversible capacity loss. In DRX cathodes, site disorder is

present from synthesis and charging cycles do not change the amount of disorder. It

is also the case that there is minimal volume change upon cycling of DRX cathodes

compared to layered cathodes, which is seen as beneficial for battery longevity. Re-

cent work has shown the presence of high rate capability DRX electrodes allowing for

the production of ultra-fast charging batteries [9, 10, 11]. Due to DRX materials only

recently becoming popular as potential replacements for traditional layered transition

metal oxides, they have yet to be optimized to commercial standards [12]. Researchers

would strongly benefit from a thorough fundamental understanding of thermodynamic

and kinetic properties of these materials while optimizing these chemistries to become

commercially viable. First-principles analyses often expedite the fundamental under-

standing of what aspects of cathode materials govern their electrochemical properties.

The disordered nature of DRX materials makes it inherently difficult to study using first-

principles techniques due to the large configurational space. Luckily, the spinel structure

is an ordered subspace in DRX based materials that has been more widely studied. As a
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first step into studying the governing principles of the electrochemical properties of DRX

materials, in this thesis we perform thorough thermodynamic and kinetic analysis on a

wide range of potential spinel based cathodes using first-principles techniques. This work

lays the foundation of understanding for DRX materials by explaining key fundamental

insights of the analogous spinel intercalation compounds.
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Chapter 2

Computational Methods

This chapter focuses on techniques that are essential to produce the results discussed

is subsequent chapters. The methods include a description of density functional the-

ory, cluster expansion methods, fitting procedures, and Monte Carlo methods. These

four things together allow thermodynamic and kinetic property prediction at non-zero

temperatures. The output of these methods are employed in Chapters 5-6 to study in-

tercalation behavior of cathode materials. There is an additional section of this chapter

that describes the details of a crystal mapping algorithm that is particularly helpful for

comparing crystal structures. These methods along with density functional theory are

used in Chapters 3 and 4 to group crystal structures by similarity.

2.1 Density Functional Theory

The energy of the quantum state of a material is essential for any analysis from first

principles. The energy of the quantum state is given most rigorously by the Schrodinger

equation. Solving the Schrodinger equation analytically for a multi electron system is

impossible, due to electron-electron interaction terms. Since the 1960s, the approach to
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Computational Methods Chapter 2

approximating the solution to the Schrodinger equation for generic materials systems

has been the use of density functional theory which transforms the problem to solve the

energy of the system as a function of the electron density in the material. The energy

contributions in density functional theory can be distilled into four categories: kinetic

energy of the electrons, the effect of the nucleic potential on the electrons in the system,

the Hartree energy (Coulombic effects between electrons) and the exchange-correlation

energy. The approximation of the exchange-correlation term is what largely allows mod-

ern computers to perform first-principles calculations on materials. There are a growing

number of ways to make these approximation, but in this thesis we use a pseudopotential

based approximation. The calculations in this thesis use density functional theory as

implemented in the Vienna Ab-initio Software Package (VASP) [13, 14] using projector

augmented wave (PAW) theory as defined by Perdew-Burke-Ernzerhof (PBE) [15, 16].

No additional corrections to the energies were added to those obtained from VASP.

2.2 Cluster Expansion Methods

While DFT calculations can determine the formation energy of a given alloy com-

position quite accurately, they are quite slow for configurations with 100 atoms and

prohibitively long for configurations with 1000-10000 atoms. For prediction of finite

temperature thermodynamic and kinetic quantities, Monte Carlo methods described in

the following section require rapid evaluation of formation energies of thousands of config-

urations with 1000-30000 atoms. A cluster expansion model can evaluate the formation

energy of a large configuration ( 30000 atoms) in fractions of a second. The cluster ex-

pansion method constructs an effective Hamiltonian from the allowed degrees of freedom

on a crystalline lattice. Degrees of freedom can include occupational, strain, displace-

ment, magnetic, and orbital degrees of freedom. In this work, all cluster expansions only
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include occupational degrees of freedom in a binary alloy. This indicates the energy of

the system is solely based on the arrangement of atoms on a crystalline lattice. If atomic

displacements are not large, atoms do not stray far from an identified site within the

crystal; we define our cluster expansion Hamiltonian based on the occupants of these

ideal crystal sites.

In order to construct an expression for the cluster expansion Hamiltonian, each crystal

site, i, must be assigned a variable, σi, that represents the occupant of that site. The

value assigned to σi is 0 if the site is vacant or 1 if the site contains atom A (typically Li+,

Na+, or Mg2+ in this work). The configurational state of the crystal can be represented

by a collection of all σi i.e. ~σ = {σ1, σ2, ..., σN} in a crystal with N atoms [17, 18].

We can then build clusters by collecting various amounts of nearby sites in the crystal.

A point, pair, triplet, and quadruplet cluster has 1, 2, 3, and 4 crystal sites respectively.

A cluster basis function, φα that represents the occupation of a given cluster,α, can be

constructed by taking the product of all the site occupation variables, σi, in the cluster,

α. This is formally written as:

φα(~σ) =
∏
i∈α

σi (2.1)

If cluster basis functions are constructed using this method, they form a complete or-

thonormal basis. All composition dependent properties of these crystal can be written

as a linear combination of this orthonormal basis, including the energy, as follows:

E(~σ) =
∑
α

Vαφα(~σ) (2.2)

The Vα are called effective cluster interactions (ECIs) and represent a weighted con-

tribution to the energy for each cluster of sites. Ideally, Equation (2.2) sums over clusters

of all shapes and sizes, but, in practice, the amount of ECIs used to approximate the

energy must be truncated. This often means discarding clusters that have sites that are
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far from each other or contain more than 4 sites. For most systems, this truncation is

accurate as simple local interactions tend to dominate energy contributions to a system.

2.2.1 Fitting the coefficients of the cluster expansion

The assignment of cluster expansion coefficients, Vα, is a standard regression problem.

The coefficients can be assigned by finding the best solution to the approximate matrix

equation

~E =
~~Φ~v (2.3)

where ~E is the set of energies for the various configurations used as training data,
~~Φ

is the correlation matrix (each row is the value of all basis functions,φα, for each con-

figuration in the training data) and ~v is the set of fitting coefficients or ECIs, Vα. It is

expected that the solution ~v is sparse and underdetermined. There are selection pro-

tocols to mitigate the number of non-zero ECI used in the resulting cluster expansion

Hamiltonian. Some methods include LASSO regression (L1 regularization), ridge regres-

sion (L2 regularization), recursive feature elimination (RFE), and the genetic algorithm.

Informing the regularization and priors to the fitting procedures can ensure that the

cluster expansion model accurately matches the physics of the alloy system. This prior

information includes giving low-energy configurations and ground states a higher weight

during error calculation to ensure the most important configurations are predicted most

accurately.

2.3 Monte Carlo Methods

At its core, thermodynamics is a statistical science. This means any thermodynamic

quantity of a system can be determined by taking a statistical average of all of the possible
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arrangements the system could adopt. Each of these arrangements is called a microstate.

The system is constantly fluctuating between accessible microstates at finite temperature.

The accessibility of each microstate, σ is determined by its energy, Ω(σ). The definition

of Ω(σ) depends on the fixed (controlled) variables of the system. For example in the

Grand Canonical ensemble where the fixed quantities are chemical potential, volume,

and temperature, Ω(σ) = E(σ) −∑
i µiNi If each microstate σ has a given probability

P (σ) and value for the property of interest X(σ) the ensemble average of the property

over all microstates can be calculated by

X =
∑
σ

X(σ)P (σ) (2.4)

The probability of a thermodynamic microstate, P (σ),is determined by:

P (σ) =
1

Z
e−Ω(σ)/kBT (2.5)

where kB is the Boltzmann constant, T is the temperature, and Z is the distribution of

microstates also known as the partition function defined below.

Z =
∑
σ

e−Ω(σ)/kBT (2.6)

The exact calculation of the partition function becomes intractable very quickly which is

why we employ Monte Carlo methods to sample microstates from the distribution instead.

Each microstate is sampled with the probability it would have from the probability

distribution according to the Boltzmann distribution that governs the system. Over time,

the Monte Carlo averaged property matches the averaging from the full partition function.

The statistical sampling is driven by a Metropolis selection method that compares the

energy of the transition from one microstate, σ1, to another, σ2. If ∆Ω1→2 < 0, the second

9
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microstate is adopted with P 1→2 = 1. Otherwise the second microstate is adopted with

a Boltzmann probability of:

P 1→2 = e−∆Ω1→2/kBT (2.7)

Most thermodynamic quantities can be sampled from the evolving Monte Carlo system

with the exception of the entropy, S. To determine the entropy and quantities dependent

on S like the Grand Canonical free energy, Φ, we must employ integration techniques.

2.3.1 Integration of the Gibbs free energy

The Grand Canonical free energy is defined by:

Φ = G−
∑
i

µiNi = E − TS + PV −
∑
i

µiNi (2.8)

dΦ = −SdT −
∑
i

Nidµi (2.9)

With this definition and the substitution of β = 1/kBT we can examine the quantity

d(βΦ) to see two ways to integrate the Grand Canonical free energy.

d(βΦ) = Edβ −
∑
i

µiNidβ − β
∑
i

Nidµi (2.10)

If we fix temperature (dβ = dT = 0) the integration is over the chemical potential and

simplifies Equation (2.10) to:

∫ F

I

dβΦ =

∫ F

I

β
∑
i

Nidµi (2.11)

10
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β(ΦF − ΦI) = −
∫ µF

µI
β
∑
i

Nidµi (2.12)

(ΦF − ΦI) = −
∫ µF

µI

∑
i

Nidµi (2.13)

If we fix chemical potential the integration is over temperature

∫ F

I

dβΦ =

∫ βF

βI

Edβ −
∑
i

µiNidβ =

∫ βF

βI

(E −
∑
i

µiNi)dβ (2.14)

βFΦF − βIΦI =

∫ βF

βI

Ωdβ (2.15)

ΦF =
1

βF
(

∫ βF

βI

Ωdβ + βIΦI) (2.16)

Both of these simplified formulas require an intial value for the grand canonical free

energy ΦI . These initial values can be determined at very low entropic states such as

extreme values of chemical potential or very low temperatures where Φ ≈ Ω. Once

integrated, the Grand Canonical free energy can be used to help determine the chemical

potential and composition at the edges of two-phase regions for accurate voltage curve

construction.

2.3.2 Kinetic Monte Carlo

Macroscopic kinetic quantities can be determined using Monte Carlo methods as well.

This can be done by tracking atomic trajectories through a simulation cell while recording

the amount of time it takes for these trajectories to run their course. Atoms move through

the simulation cell by vacancy-atom exchanges that happen at various frequencies. The
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frequency, Γ, of a given vacancy-atom exchange (diffusion event) is determined by the

following formula:

Γ = ν∗e∆Eb/kBT (2.17)

The frequency has an Arrhenius relationship with the energy barrier between an initial

and a final state of the diffusion event, ∆Eb. ν
∗ is a vibrational prefactor determined by

Vineyard’s formula.

In spinel intercalation compounds, diffusion occurs between octahedral and tetrahe-

dral sites. Both sites are local minima in the energy landscape for guest cations. Energy

barriers typically look like the one shown in Figure 2.1.

The exact height of the energy barrier depends on the local arrangement of atoms

around the moving atom and the modulation of the global chemical ordering caused

by the diffusion event. The height of the barrier can be predicted using local cluster

expansion methods similar to the methods described in Section 2.2.

The transition from one Monte Carlo step to the next is determined by a rejection-

free kinetic Monte Carlo selection process. This process is carried out by calculating the

frequencies of all possible diffusion events and creating a selection pool of events. An

event, i, is selected with probability, Pi, according to

Pi =
Γi∑
j Γj

(2.18)

where j sums over all the possible events from the starting configuration. An event is

picked using a random number on the unit distribution. This event is applied to the

starting configuration and tracked quantities, e.g. atomic trajectories, potential new

events, and barrier heights, are updated. The amount of time elapsed for the event to
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Figure 2.1: The diffusion path for a cation on an octahedral site via a (a) triple
vacancy, (b) divacancy, and (c) single vacancy mechanism. (d) Hypothetical energy
landscapes for these diffusion mechanisms. The ion first moves to the tetrahedral site
via the magenta arrow.
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have occurred is then calculated via the following formula:

∆t =
ln(1/u)∑

j Γj
(2.19)

where u is the random number chosen on the unit distribution. Once all updates are

complete, the process is repeated. As more events are selected, the atomic trajectories

grow larger. After a significant amount of events, kinetic properties such as Onsager

coefficients, self diffusion coefficients, and correlation factors can be calculated. Each

time these kinetic quantities are calculated the tracked time and trajectories are reset

to zero and the process is repeated. This allows the kinetic quantities to converge over

averages similar to grand canonical Monte Carlo.

The kinetic properties that are most relevant in this study are the Onsager trans-

port coefficients, self-diffusion coefficients and the correlation factor. The flux of an ion

through an interstitial alloy is defined by:

~J = −L∇µ (2.20)

where L is the Onsager transport coefficient and µ is the chemical potential of the diffusing

species. The Kubo-Green equation relates the Onsager coefficient to the local fluctuations

of ions in the material at equilibrium. For a crystalline solid [19, 20],

L =
1

ΩkBT

〈(∑ξ ∆~Rξ(t))(
∑

ξ ∆~Rξ(t))〉
2dtM

(2.21)

where Ω is the volume per site, M is the number of sites in the crystal, and d is the

dimensionality of the interstitial network. The vectors ∆Rξ(t) connect the end points of

the trajectory of atom ξ after the elapse of a time t. The brackets 〈〉 denote equilibrium

ensemble averages.
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The correlation factor can also be related to the local trajectories of atoms via [21, 22]:

f =
〈∆~R2〉
N∆~r2

(2.22)

where N is the number of total hops and ∆~r2 is the elementary hop distance squared. In

this work, it represents the distance between octahedral and tetrahedral sites. N〈∆~r2〉

represents the 〈∆~R2〉 of a particle on a random walk. The correlation factor is a ratio

that represents deviation from the ideal random walk.

The chemical diffusion coefficient, D, can be related to the Onsager transport coeffi-

cient, L via the derivation below:

D∇c = L∇µ (2.23)

D
1

Ω
∇x = L

∂µ

∂x
∇x (2.24)

D = LΩkBT
∂(µ/kBT )

∂x
(2.25)

D = L
ΩkBT

x

∂(µ/kBT )

∂lnx
(2.26)

D = L
ΩkBT

x
Θ = DJΘ (2.27)

The equation also defines the self-diffusion coefficient, DJ . The self-diffusion coefficient

can be calculated directly from atomic trajectories during kinetic Monte Carlo. This

along with the thermodynamic factor can be used to estimate the chemical diffusion

coefficient, D. The thermodynamic factor, Θ, can be calculated from composition fluc-
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tuations in the Monte Carlo using a Grand Canonical ensemble [19].

Θ =
〈N〉

〈(〈N〉 −N)2〉 (2.28)

These averages of these kinetic quantities throughout the kinetic Monte Carlo simula-

tions allow us to examine the effects of long and short-range ordering on diffusion in

intercalation compounds and other alloy materials.

2.4 Crystal Mapping

The similarity between a reference and a test crystal can be measured with a mapping

score that is zero when the two crystals are identical and large when the two crystals are

qualitatively very different. A crystal structure is made of a lattice and a basis (set of

atomic positions). The primitive cell is the smallest unit that upon translation can fill the

infinite crystal. A structure similarity metric between two crystals can be constructed

by comparing the lattices and the atomic positions of their unit cells. The similarity

between the lattice vectors of a reference crystal and a test crystal can be assessed with a

metric that is a function of the strain, ε, needed to deform the lattice vectors of the ref-

erence crystal to those of the test crystal. The comparison between the atomic positions

of the reference crystal and the test crystal needs to be performed with care in periodic

crystals. The approach adopted here first strains the lattice vectors of the test crystal

until they match those of the reference crystal and then determines atomic displacements

between the atoms of the reference and the strained test crystal. The metric of similarity

in atomic positions is defined as the sum of the square of the displacements normalized

by the number of atoms in the unit cell. A good mapping score must take symmetry

into consideration. For example, two HCP crystal structures having very different c/a
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ratios will differ by a large strain tensor. Nevertheless, the two structures are qualita-

tively identical. To ensure that symmetry permitted deformations do not penalize the

mapping score, only the components of the strain and atomic displacements that break

the symmetry of the reference crystal are used to calculate the mapping score.

The sections below describe the mapping algorithm used in this study.

2.4.1 Lattice mapping

The lattice vectors of a crystal can be represented as a column vector matrix L =

[~a,~b,~c]. The deformation matrix, F , transforms the lattice of a reference structure, L1,

to the lattice of a test structure, L2, according to FL1 = L2. F can be decomposed into

a symmetric stretch tensor, U , and an orthogonal rotation matrix, R, by F = RU . The

stretch matrix U can be extracted from F using the following expression:

U =
√
F>F

The Biot strain tensor for the lattice deformation is ε = U − I.

To obtain a single mapping score to measure similarity between two lattices, we need

to transform the Biot strain tensor, ε, into a single value. Our metric is motivated by

considering a homogeneous deformation of a sphere with a radius r. The displacement of

any point on the surface of the sphere is ~d = ε~r. The average of the squared displacement

of all the points on the sphere can be evaluated according to:

〈d2〉 =
1

4πr2

∫
ω

r2dω(~r>ε2~r) =
1

3
r2tr(ε2)

We use the Wigner-Seitz radius, r = (6v1/π)1/3, where v1 = V1/N1, V1 is the volume of

the lattice L1 and N1 is the number of sites in the basis of the reference crystal. This
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yields the following expression for the lattice score:

lattice score = 〈d2〉 =
1

3
(6v1/π)(2/3)tr(ε2)

The test structure often has a much larger unit cell than the reference structure.

For example, L12 is a supercell ordering of FCC and contains four basis atoms in its

unit cell. In order to get a 1-to-1 assignment of basis sites between FCC and the L12

ordering, a supercell of FCC containing four primitive unit cells must be constructed.

There are many symmetrically distinct supercells that need to be enumerated and tested

to identify favorable mappings. An additional subtlety is that there are a multitude

of ways to represent the same lattice, each expressible as an integer linear combination

of the vectors of a reference lattice vectors, L1, according to L′1=L1Nu, where Nu is a

3 × 3 matrix of integers having a determinant of ± 1(i.e. a unimodular matrix). The

mapping algorithm of this study, first enumerates all symmetrically distinct supercells of

the primitive reference crystal followed by a systematic enumeration over unimodular Nu

matrices to identify optimal lattice mappings. The approach we follow is very similar to

that described by Trinkle et al. [23].

2.4.2 Basis mapping

A basis of a crystal consists of the coordinates of the atomic positions within the unit

cell. The first task in mapping the basis sites of a reference structure onto those of a

test structure, is to identify a suitable supercell of the reference structure such that it

has the same number, N , of atomic positions as the test structure. The test structure

is then ’unstrained’ by applying F−1 to all the basis coordinates and lattice of the test

structure. In this state, it is possible to construct a 3 x N displacement matrix, D,

that takes the basis of the reference structure to that of the strained test structure.
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The basis score depends on the assignment of sites in the first structure to sites in the

second structure and a rigid translation used for alignment of the two structures. The

basis sites of the reference structure are assigned to those of the test structure using the

Hungarian algorithm to minimize the mean-squared-distance between the test basis and

the reference basis [24, 25]. Once the displacement matrix is identified, the basis score is

the averaged magnitude of the displacement vectors at each site. This can be determined

directly by:

basis score = 〈d2〉 =
1

N
(tr(D>D))

where D is the 3 x N displacement matrix. This concept is shown schematically in

Figure 2.2.

F

Figure 2.2: A visual representation of the distances that are averaged to create the
basis score.

Occasionally, the test structure has fewer basis sites than the primitive cell of the

reference structure. We allow virtual sites to the basis of the test structure which effec-

tively allow vacancies to replace the basis sites of the reference basis. The addition of

virtual sites makes both structures have a compatible number of basis sites for use of the

Hungarian algorithm. The assignment of virtual sites to any site in the reference basis

19



Computational Methods Chapter 2

incur zero penalty during optimization.

2.4.3 Optimizing over both lattice and basis scores

There is no way to optimize two scalar quantities simultaneously without specifying

their relative importance. The free parameter w represents this trade-off of importance

according to: s = wl+(1−w)b where s, l, and b, are the total structure score, the lattice

score and the basis score respectively. By favoring the importance of the lattice score,

mappings will be selected that have a larger basis score. Likewise, by weighting the basis

score more, mappings will be selected that have larger lattice scores. In this work, we

weigh the lattice and basis scores equally with w = 1/2.

2.4.4 Symmetry Breaking Mapping Score

Here, we outline a method to remove the parts of the mapping score that preserve

the symmetry of the reference structure. After obtaining the strain tensor, ε, and the

displacement matrix, D, from the initial comparison, we can utilize the symmetry group

of the reference crystal structure to extract the parts of ε and D that preserve the

symmetry of the reference crystal. We accomplish this by applying the Reynolds operator

to both ε and D. Application of the Reynolds operator to the strain ε takes the form:

εsym =
∑
S∈G

Ŝ[ε]

|G|

where εsym is the component of the strain that leaves the symmetry of the reference crystal

unchanged, Ŝ is a symmetry operation in the symmetry group, G, of the reference crystal.

|G| is the number of elements in group G. The Reynolds operator can analogously be

applied to D to obtain Dsym. We subtract εsym and Dsym from ε and D and recalculate
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the mapping score using the symmetry breaking portions of ε and D.
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Chapter 3

Hierarchical relationships in

crystallographic prototypes

1

3.1 Introduction

A materials designer is often eager to identify the chemical composition space in

which a desired crystal structure is stable [1, 27, 28]. This requires the calculation of the

phase diagrams of many candidate alloy systems by minimizing over the free energies

of all crystal structures competing for stability [29]. While the free energy of a phase

can be calculated with remarkable accuracy using first-principles statistical mechanics

approaches [18, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39], these calculations are expensive

and the number of candidate crystal structures is vast. A major challenge, therefore, is

to identify a small list of likely crystal structures to consider in a first-principles analysis

of phase stability.

1This chapter is largely reproduced from previously published work [26].
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The task of establishing phase stability in a multicomponent composition space is

made easier upon recognizing a natural hierarchy among crystal structures: many com-

pound crystal structures are related to a more manageable number of higher symmetry

parent crystal structures through a group/subgroup symmetry relation. A solid solution

of an fcc crystal structure, for example, may undergo an ordering transition at low tem-

peratures to form an intermetallic compound whereby different chemical species adopt

a periodic arrangement over the sites of the fcc lattice. While an ordered phase is usu-

ally treated as a distinct crystal structure in most crystal structure databases, they can

also be viewed as a derivative of a higher symmetry parent crystal structure. This has

been the general philosophy of alloy theorists [40, 41, 42, 43, 44, 18, 45, 46], who have

traditionally viewed phase stability as a competition between a variety of high symmetry

parent crystal structures that each can form a solid solution along with several derivative

ordered phases at particular compositions and temperatures.

There are several advantages to analyzing phase stability within a framework that

recognizes the hierarchical relationship between parent crystal structures and their deriva-

tive ordered phases. Given a parent crystal structure, there are systematic approaches

with which to rapidly enumerate derivative orderings [47]. Furthermore, well-established

statistical mechanics schemes based on the cluster expansion approach exist to treat the

configurational contributions to the free energy of parent and derivative crystal struc-

tures [48, 18, 34, 39]. A recognition that a particular compound may be a derivative

ordering of a higher symmetry parent phase also provides insights about the nature of

possible phase transformations and the likelihood that a compound may coexist coher-

ently within a disordered matrix phase. In this context, it is often advantageous to

measure the degree of symmetry lowering of a compound crystal structure relative to a

simpler parent crystal structure with symmetry adapted order parameters that can be

generated algorithmically [49, 50, 51] and that can be used to construct generalized free
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energy descriptions [32, 52].

While the organization of compound crystal structures within a hierarchical frame-

work is appealing for many purposes, the extent with which such hierarchical relation-

ships exist has not yet been established. Furthermore, if such hierarchical relationships

do exist among the majority of compounds, it is not evident which parent crystal struc-

tures are most common. Among those that are the most common, which ones host the

largest number of distinct ordered phases and which ones are truly unique compound

crystal structures that host only one ordering? Are there strong correlations between the

occurrence of different parent crystal structures within the same alloy system? Having

prior knowledge about one parent crystal structure can then be used to anticipate the

occurrence of other parent crystal structures in a particular alloy system.

In this work, we set out to answer these questions. We organize the crystal struc-

tures of multicomponent compounds into parent crystal structures and derivative ordered

structures using a robust mapping algorithm to compare the similarity between crystal

structures. We demonstrate the approach for binary intermetallic structures and show

that many intermetallic compounds map onto simple parent crystal structures such as

bcc and fcc, but that an even larger number map onto more complex parent crystal struc-

tures, including those that belong to the family of topologically close-packed phases. A

large number of intermetallic compounds are found to be orderings on parent crystal

structures that differ from those of the constituent elements in their pure state. We also

find strong correlations between the occurrence of pairs of parent crystal structures in the

same binary alloy system. The results of this study suggest the utility of a hierarchical

cataloguing of crystal structures for first-principles databases [53, 54, 3, 55] and for the

rapid prediction of phase stability in uncharted composition spaces.
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3.2 Establishing a hierarchy of crystal structures

Periodic crystals in multicomponent composition spaces can be complex. It is, never-

theless, possible to organize compound crystal structures hierarchically by viewing each

compound as a particular decoration of different chemical species over the sites of a high

symmetry parent crystal structure. An important example is the B2 crystal structure (as

designated within the Strukturbericht classification scheme) adopted by CsCl and NiAl.

Figure 3.1(a) shows that B2 is a simple chemical ordering over the sites of a bcc parent

crystal structure. Similarly, the common L12 and L10 crystal structures formed by Ni3Al

and TiAl, respectively, correspond to periodic orderings of two chemical species over the

sites of an fcc parent crystal structure (Figure 3.1(b)). Other intermetallic compounds

can be mapped onto more complex parent crystal structures. Figure 3.1(c), for exam-

ple, shows that C32 and B82 correspond to chemical decorations of an ω parent crystal

structure.

a)

b)

c)

Figure 3.1: Illustrations of basic (parent) crystal structures and decorations that occur
on them that are commonly seen intermetallics.

The identification of the parent crystal structure of a particular compound is not

always trivial. This is especially true when the chemical ordering of the compound has
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a symmetry that is lower than that of the undecorated parent crystal structure. For

example, while the ordering of L12 preserves the cubic symmetry of the underlying fcc

lattice, the layered ordering of L10 does not, and compounds adopting this structure

often undergo a slight tetragonal distortion of their unit cell vectors. Eliminating the

distinction between Ti and Al in L10 TiAl, for instance, produces an undecorated crystal

that is not perfect fcc, but rather a face centered tetragonal crystal. Nevertheless, the

tetragonal distortion is sufficiently small in most L10 forming compounds that they can

still be considered as having an fcc parent crystal structure. Other common crystals

that can be viewed as a symmetry-breaking ordering of a parent crystal structure include

C11b, which has a lower symmetry than undecorated bcc (Figure 3.1(a)), and B82, which

lowers the symmetry of undecorated ω (Figure 3.1(c)).

The examples of L10, C11b and B82 demonstrate the need for a robust method of es-

tablishing similarity between any pair of crystal structures when attempting to identify

the parent crystal structure of a compound. In comparing two crystal structures it is

necessary to determine the similarity between (i) the lattice vectors and (ii) the atomic

positions of both structures. The similarity between two crystal structures can be mea-

sured with a mapping score that is zero when the two crystals are identical and large

when the two crystals are qualitatively very different. Section 2.4 describes a robust

approach to measure the dissimilarity of two crystal structures. The approach differs

from other structure comparison algorithms that rely on comparing crystal invariants,

pair distribution functions or symmetry features such as space group and Wyckoff posi-

tions [56, 57, 58, 59, 60]. Instead, the approach is similar in spirit to those that measure

geometric similarity by identifying an affine mapping between a pair of crystal structures

[61, 62]. It measures crystal similarity with a cost function that depends on the symmetry

breaking strains and atomic displacements along different paths that convert one crystal

structure into the other. In this sense, care is taken to remove strains and distortions
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that preserve the symmetry of the reference structure being mapped onto. For example,

two hcp crystals may have very different c/a ratios and, therefore, require a large strain

to convert one into the other. Nevertheless, this strain preserves the symmetry of the hcp

crystal and should not contribute to any metric that is used to determine if two crystal

structures are qualitatively identical. The mapping of one crystal onto the other relies on

a lattice mapping algorithm similar to that described by Trinkle et al. [23] and a basis

mapping that relies on the Hungarian algorithm [24, 25].

3.3 Hierarchy among intermetallic crystal structures

The organization of compound crystal structures into parent crystals and derivative

ordered structures can be performed for any class of compounds, including intermetallics,

oxides, sulfides, nitrides etc. Here we limit the analysis to binary intermetallic com-

pounds. To this end, we collected elemental and intermetallic crystal structures from the

Materials Project [3] and the International Crystallography Structure Database (ICSD)

[63]. Only single component and binary crystal structures containing the metallic ele-

ments highlighted in blue in Figure 3.2 and containing less than 60 atoms in their unit

cells were considered.

The structures extracted from the Materials Project were restricted to those with

an ICSD identification number. Structures with partial occupancies and up to two of

the elements shown in Figure 3.2 were collected from the ICSD. Structures with partial

occupancies were converted to stoichiometric compounds by filling each partially occupied

site by the majority element of that site. A total of 4335 elements and compounds were

collected in this manner. It is important to recognize that crystal structures from the

ICSD database are ones that have been observed experimentally. However, not all of

these crystal structures correspond to equilibrium phases and our analysis is, therefore,
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Figure 3.2: The crystal structures of elemental compounds. Elements marked with
no crystal structure were not considered as a potential alloying element in this study.

not necessarily reflective of trends displayed by thermodynamically stable phases. Other

biases are also likely present in this data set. For example, complex crystal structures with

large unit cells tend to be more difficult to refine than simpler ones and may, therefore,

be under reported. The relative frequencies and crystal structure rankings extracted

from this data set should consequently only be viewed as a qualitative indication of the

likelihood of encountering those phases in a particular alloy.

The mapping algorithm described in the Section 2.4 was applied to all 4335 elements

and compounds, resulting in the identification of 455 unique crystal structures. This list

still included crystal structures that can be viewed as a particular chemical ordering over

a higher symmetry parent crystal structure. To identify unique parent crystal structures,

each of the 455 unique crystal structures was undecorated and mapped on the remaining

set of entries. If a particular crystal structure was able to map onto a simpler structure

having the same or higher symmetry with a mapping score below a predefined threshold, it

was considered a derivative ordered phase, while the structure it mapped onto was made a

28



Hierarchical relationships in crystallographic prototypes Chapter 3

candidate for a parent crystal structure. This led to the identification of 267 unique parent

crystal structures. All parent crystal structures and their derivative ordered structures

have been deposited in an interactive online database [64].
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Compounds

BCC
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Figure 3.3: The distribution of compounds across the top 20 most common parent
crystal structures for binary metallic alloys. The purple represents ordered phases
that contain vacancies. Parent crystals marked with a star have a large portion of
compounds with partial occupancies.

3.3.1 The top twenty parent crystal structures

Figure 3.3 shows a histogram for the top twenty most common parent crystal struc-

tures. The horizontal bar for bcc, for example, represents the fraction of binary com-

pounds that are a particular ordering on bcc. The bar also includes all the elements

highlighted in blue in Figure 3.2 that have been reported as bcc. When assigning a par-

ticular compound crystal to a higher symmetry parent crystal, we allowed for the presence

of vacancies and simple clusters of atoms such as dumbbells on a subset of sites of the

parent crystal. The fraction of compounds that contain vacancies when mapped onto

a particular parent crystal structure are shown in purple. Crystallographic information

about each of the top twenty parent crystal structures is listed in Table 3.1.
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Parent
Crystal

# of Atoms in
Primitive Cell

# of Distinct
Crystallographic
Sites

Layering Pattern # of
Distinct
Orderings

bcc 1 1 - 44
fcc 1 1 ABC 32
CaCu5 6 3 Aα 5
Laves C15 6 2 α[acb]β[bac]γ[cba] 3
ω 3 2 aHa 8
hcp 2 1 ABAB 14
Laves C14 12 3 α[acb]β[bca] 6
AlTh 4 2 AlTh 1
A15 8 2 - 2
Be3Nb 12 5 Aα[abc]γAβ[bca]αAγ[cab]β1
CeCu2 6 2 CeCu2 1
NiY 8 2 NiY 1
Yb6Fe23 29 29 - 1
LuBe13 28 12 - 1
Cementite 16 3 Cementite 1
Al8Cr5 26 9 - 12
dhcp 4 2 ABAC 7
Al2Cu 6 2 SθaSθb 1
Co2Si 12 3 Co2Si 4
σ 30 5 θaσ0θaσπ 4

Table 3.1: The primitive cell size, number of distinct crystallographic sites, layering
patterns and number of chemical orderings of the top 20 most common parent crystal
structures. The notation used to describe each two-dimensional layer is described in
Appendix A.

The top twenty parent crystal structures account for almost 75% of the 4335 elements

and intermetallic compounds analyzed in this study. 158 of the remaining 247 parent

crystal structures only have one or two compounds that map onto them. Figure 3.3 shows

that a large fraction of intermetallic compounds are orderings on bcc and fcc. These

constitute approximately 30% of all the compounds considered in this study. Perhaps

a surprising outcome is the high frequency of complex parent crystal structures such

as CaCu5, Laves C15 and ω. Each one of these parent crystals appear with a higher

frequency than hcp-derived orderings.

30



Hierarchical relationships in crystallographic prototypes Chapter 3

Table 3.1 summarizes crystallographic information about each of the top twenty par-

ent crystals. The second column lists the number of atoms per primitive unit cell. Only

bcc and fcc have simple parent crystal structures with one atom in their primitive unit

cells. The majority of other parent crystal structures are much more complex and have

large unit cells. Nevertheless, fifteen of the top twenty parent crystals can be described

as a particular stacking sequence of simpler two-dimensional motifs. Appendix A de-

scribes the two-dimensional building blocks and their naming convention. The stacking

sequences of the layered parent crystals is listed in the third column of Table 3.1.

While our analysis has yielded 267 distinct parent crystal structures, the fourth col-

umn of Table 3.1 shows that only a few among the top twenty host multiple chemical

orderings. The parent crystal structures that support more than one chemical ordering

also tend to occur with a higher frequency. Furthermore, Table 3.1 shows that the simpler

parent crystal structures such as bcc, fcc and hcp have the largest number of chemical

orderings. Figure 3.4 breaks down the histogram bars of the top six parent crystal struc-

tures of Figure 3.3 by the frequency with which different orderings occur. The bar for

bcc in Figure 3.4 shows that B2 is the most common ordering on bcc. It is in fact the

most common derivative ordered structure among all the compounds considered in this

work. The L12 ordering dominates on fcc, while other well known fcc orderings such as

L10 occur much less frequently. The ω parent crystal structure also hosts several differ-

ent orderings. Two of these have already been discussed and are shown in Figure 3.1(c).

Overall, most of the ordered compounds occur at simple stoichiometric compositions such

as 1/2, 1/3, 1/4, and 1/6.

An interesting result that emerges from our analysis is that some intermetallic com-

pounds can tolerate high concentrations of vacancies. B2 NiAl, for example, accommo-

dates an excess of Al by introducing vacancies on its Ni sublattice [65]. These vacancies,

which can reach concentrations as high as 15%, tend to order over the Ni-sublattice sites
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Figure 3.4: The break down of ordered compounds among the top 6 most common
parent crystal structures for binary metallic alloys. Each ordering is labelled by its
Strukturbericht prototype name. Orderings that do not have a Strukturbericht pro-
totype name are pooled together and represented with the green blocks. The purple
blocks represent orderings that contain vacancies.

at low temperatures, thereby forming lower symmetry intermetallic compounds [66]. The

D88 compound was found to map onto the ω parent crystal structure if one third of the

sites in every triangular layer are vacant. The histograms of Figure 3.3 and Figure 3.4

account for these vacancy ordered compounds, with the fraction of compounds containing

vacancies shown in purple. A striking result is that the vacancy ordered intermetallic

compounds are primarily restricted to the bcc and ω parent crystal structures. Fur-

thermore, over half the bcc intermetallic compounds that contain vacancies also contain

Al.

Both the CaCu5 and Laves C15 parent crystal structures appear prominently, oc-

cupying the third and fourth positions, respectively, in the histograms of Figure 3.3

and Figure 3.4. Both are Laves-like phases, consisting of triangular and kagomé layers,

and are common among binary compounds in which the constituents have very different

atomic radii [67, 68]. The larger constituent occupies a subset of the triangular layers,
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while the kagomé layers are exclusively occupied by the smaller constituent. Figure 3.4

indicates that Laves C15 does not host many distinct orderings and is dominated by the

C15 prototype. The CaCu5 parent crystal structure, in contrast, has been assigned five

prototype orderings in Figure 3.4. However, the Ni17Th2, Th2Zn17, and Mn12Th pro-

totype orderings assigned to CaCu5 can only be described as superstructure orderings

over the sites of CaCu5 provided that dumbbells occupy a subset of the Ca sites. This is

described in more detail in Appendix A.

The number of observed ordered compounds on each parent crystal structure (Ta-

ble 3.1) is only a small fraction of the total number of geometrically possible orderings.

The enumeration of symmetrically distinct orderings within supercells of the primitive

unit cell of a parent crystal is a solved combinatorics problem [47]. Figure 3.5 compares

the number of observed orderings to the total number of possible symmetrically distinct

orderings as a function of their supercell volume (in integer multiples of the primitive

unit cell of the parent crystal) [69] for bcc, fcc and hcp. While the number of possible

orderings increases dramatically with increasing supercell size, the number of observed

orderings peak at a supercell volume of four times the primitive unit cell for both the bcc

and fcc parent crystal. Even at small supercell volumes, not all possible orderings are

represented in nature. For example, there are two symmetrically distinct orderings on bcc

in supercells consisting of two primitive bcc unit cells. Only the B2 ordering is observed

in nature. The other, made up of alternating (110) planes of pure A and B is not among

the list of bcc orderings found in this study. This is consistent with a ground state anal-

ysis of the bcc crystal, which showed that of the two possible orderings, only B2 can be a

ground state for a lattice model with first and second nearest neighbor pair interactions

[45]. This suggests that many of the commonly observed orderings are likely stabilized

by short-range interactions. It does not, however, mean that more complex orderings are

necessarily thermodynamically unstable. Ground state analyses of lattice models show

33



Hierarchical relationships in crystallographic prototypes Chapter 3

that more complex orderings in large unit cells require long-range interactions (beyond

first and second nearest neighbor shells) [45, 44]. As long-range interactions tend to be

weaker than short-range interactions, the order-disorder transition temperatures of more

complex orderings will generally be lower than those of simpler orderings. Hence, they

are less likely to be observed as their formation requires equilibration at low temperature.

Kinetic factors may also hamper their formation as it will be easier to quench in local

disorder before a complex ordered pattern can be realized through coordinated atomic

motion.

a) b)

Figure 3.5: The number of a) experimentally observed orderings and b) geometrically
possible (enumerated) orderings as a function number of atoms in a supercell for bcc,
fcc, and hcp.

3.3.2 Crystal hierarchies for important metallic alloys

Parent crystal structures can also be ranked based on their frequency in more re-

stricted alloy classes. Figure 3.6 shows the distribution of parent crystal structures in

Al, Mg, Ni, Zn, Fe, and Ti rich binary alloys. A comparison of the histograms for each
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a) b)

c) d)

e) f)

Figure 3.6: The distribution of compounds across parent crystal structures for Al, Mg,
Ni, Zn, Fe, and Ti - rich binary alloys. The colored bars refer to the same orderings
as in Figure 3.4. For parent crystals not shown in Figure 3.4, orange bars indicate
an ordering with a Strukturbericht designation, green bars correspond to orderings
without any label and purple indicates orderings that contain vacancies.
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of the six alloy classes shows that there can be a large variability among the top par-

ent crystal structures. For example, the most frequent parent crystal structures when

only considering compounds having a majority of either Ni or Fe are CaCu5 and Laves

C15 instead of bcc and fcc. Binary compounds containing a majority of either magne-

sium, aluminum, or zinc form a large number of bcc orderings even though the elements

themselves adopt either the hcp or fcc crystal structure at ambient temperatures and

pressures. Aluminum rich alloys are much more likely than the others to accommodate

large vacancy concentrations in bcc based intermetallic compounds as is evident by the

large purple block on its bcc bar. Figure 3.6 also shows that titanium rich alloys and

iron rich alloys only have a limited number of parent crystal structures, with 12 for Ti

and 19 for Fe. Zn majority compounds frequently show up on the CeCu2 parent crystal

which is unlike the other five alloy classes.

3.3.3 Correlations between the occurrence of crystal structures

We have so far only considered the frequency with which each parent crystal structure

occurs in binaries of metallic elements. Also of interest are correlations between pairs of

parent crystal structures. That is, for any given pair of parent crystal structures A and

B, are they more likely or less likely to appear together in the same binary system than

would be expected from independent random sampling? This can be quantified with the

following correlation parameter:

κ =
P (A + B)

P (A)P (B)
− 1

where P (A) and P (B) are the probabilities with which parent crystal structures A and

B occur. For intermetallic phases, we estimate these probabilities by the frequency

with which they occur among all the binary systems analyzed in this study. The joint

36



Hierarchical relationships in crystallographic prototypes Chapter 3

probability P (A+B) represents the probability that the parent crystal structures A and

B are both observed in the same binary system.

If the occurrence of parent crystal structures A and B in any binary system is un-

correlated, then P (A+B)=P (A)P (B) and the correlation parameter κ becomes equal to

zero. If κ is positive, then the simultaneous presence of A and B in any binary occurs

more frequently than that expected from independent random sampling. κ is less than

zero when the A and B parent crystal structures are anti-correlated and κ assumes its

minimum value of -1 when A and B never occur together in any binary system (i.e.

P (A+B)=0).

Figure 3.7 displays the matrix of correlation parameters, κ, calculated for all pairs

of the top twenty parent crystal structures for the intermetallic compounds considered

in this study. The off-diagonal entries contain κ values for pairs of different parent

crystal structures. Since several parent crystal structures host multiple derivative ordered

structures, it is common that a binary system will exhibit two compounds that are derived

from the same parent crystal structure. The diagonal elements of the correlation matrix

in Figure 3.7 account for these occurrences. Blue signifies a positive correlation, while

red indicates a negative correlation.

Figure 3.7 shows that the Laves-like phases are highly correlated with each other. The

Laves-like CaCu5 parent crystal, for example, has large κ entries with C15 and Be3Nb.

This is a reflection of the fact that multiple Laves-like phases with different stoichiometries

tend to appear in the same binary. It is well-known that Laves-like phases form when

mixing elements with different atomic radii [67, 68]. Figure 3.7 shows that cementite

(D011) and Yb6Fe23 (D8a) are also highly correlated with Laves phases. The correlation

between cementite and Be3Nb is especially large, with a correlation parameter of κ=24.

Both cementite and Yb6Fe23 also tend to form between elements with large differences

in atomic radii and can, therefore, be expected in the same binaries that form Laves-like
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Figure 3.7: A matrix that displays the degree with which pairs of parent crystal struc-
tures are correlated over binary alloy systems. The numerical values respresent the
κ correlation parameter. Positive values indicate that derived orderings of pairs of
parent crystal structures occur more frequently than independent sampling. Nega-
tive quantities indicate that the pair of parent crystal structures are anticorrelated.
Positive (negative) values have been colored a degree of blue (red) to reflect their
magnitude for easy visualization of the matrix.

phases. Laves C14 is unlike the other Laves-like phases in that its correlation parameter,

κ, with other parent crystals is generally small, including with other Laves-like phases

and cementite, indicating that it does not tend to coexist with other parent crystals in

the same binary systems.

Another notable trend in Figure 3.7 is that hcp is very strongly anti-correlated with
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Laves-like phases. The other close-packed parent crystals, including fcc and dhcp, also

show negligible to negative correlations with Laves-like phases. This likely is a result of

the instability of close-packed phases when mixing constituents with large differences in

atomic radii as was recently shown in a first-principles study [68]. A15 and the σ parent

crystals show an especially large number of κ=-1 entries, meaning that they do not occur

with many of the other top 20 parent crystals in binary alloys. However, the two parent

crystals are very strongly correlated with each other, with κ=24. This coexistence could

be due to the fact that both structures have coordination environments in which a central

atom is connected to 12 other atoms in its coordination shell. Alternatively, the fact that

A15 and σ are both very prominent in refractory containing intermetallics could explain

the high κ value. A15 also has large κ values with the close-packed fcc and hcp phases.

Both Al8Cr5 (γ-brass) and σ have very large diagonal κ values indicating that binaries

with these phases have multiple derivatives of these phases.

It is also of interest to inspect the extent to which particular parent crystal structures

are correlated with the crystal structures of the pure constituents. This is collected in the

matrix of Figure 3.8. Each row in Figure 3.8 corresponds to a particular combination of

pure element crystal structures. The first row, for example, collects all binary systems in

which both constituents form hcp as pure elements. The rows are ordered by the number

of binaries of each category. For example, the second to last column shows that there are

484 binaries made up of constituents that are both hcp in their pure form. The second

most common type of binary is made up of a combination of an fcc and an hcp element;

there are 330 binaries of this type.

Figure 3.8 indicates that a combination of two hcp elements results in a large number

of bcc and Laves-like CaCu5 derived compounds. Surprisingly, the fraction of hcp derived

orderings are very low (only 3%) among these binaries, in spite of the fact that both end

members are hcp. The next most frequent category of binaries, made of an fcc and
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Figure 3.8: The probability (in percent) of the occurrence of each of the top twenty
parent crystal structures broken down by the type of crystal structures of the con-
stituents. The ”Other” column denotes the percent of all remaining parent crystal
structures.

an hcp element, also results in a high fraction of bcc derived intermetallic compounds

(22%). fcc derived intermetallics are a distant second (13%) and, as with the hcp-hcp

binaries, the fraction of hcp intermetallics is very low. The last column of the matrix

in Figure 3.8 lists the average number of compounds per binary in each category. The

combination of an fcc and hcp element leads to an average of 2.44 compounds per binary,

which is substantially higher than all other categories, with the exception of the dhcp-fcc

category, which has a value of approximately 2. The binaries made of two bcc elements

show a very high probability of C14 formation and to a lesser extent the σ phase. Also

notable about this category is the very low average number of compounds per binary,

with a value of 0.12. Furthermore, a high fraction of compounds formed in the bcc-bcc

category are categorized among the parent crystal structures below the top 20 discussed

in this study (42%).
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3.4 Discussion

The existence of a hierarchy among intermetallic compounds and simpler parent crys-

tal structures has been recognized in materials science for many decades. Metallic binary

systems commonly have intermetallic compounds that undergo order-disorder transi-

tions to a solid solution on the same parent crystal structure at high temperature. A

well-known example is CuZn, which forms the B2 ordering at low temperature but dis-

orders through a second-order transition to a bcc solid solution upon heating [70]. Many

thermodynamic descriptions of multi-component crystalline solids exploit the crystallo-

graphic relationships that exist between a parent crystal and their derivative orderings

[41, 42, 71, 44, 18, 46, 49]. However, these descriptions have primarily been restricted to

the simpler parent crystal structures such as bcc, fcc and hcp.

Here we investigated the extent with which intermetallic compounds more generally

can be viewed as derivative ordered structures of higher symmetry parent crystal struc-

tures. The fact that 3/4 of the intermetallic compounds considered in this work can

be mapped onto 20 simpler parent crystal structures suggests that a classification based

on this hierarchical relationship is meaningful for a large number of intermetallic com-

pounds. Of particular interest is the large number of parent crystal structures in the

top 20 that have a complex topology and that also host multiple derivative chemical or-

derings. These include the ω phase, two Laves phases and Al8Cr5. Furthermore, parent

crystal structures such as bcc and ω are found to host chemical orderings with high con-

centrations of vacancies, a possibility that is often overlooked in high throughput studies

of phase stability.

The concept of a parent crystal structure plays a central role in first-principles and

empirical thermodynamic descriptions of multi-component solids. Different orderings on

a common parent crystal structure can be distinguished from each other and from a
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disordered solid solution with the help of long-range order parameters [41, 42, 49]. This

makes it possible to describe the thermodynamic properties of a parent crystal structure

and its derivative orderings with a common free energy surface that is a function, not

only of concentration, temperature and pressure, but also of long-range order parameters.

Stable chemical orderings on a parent crystal structure then correspond to local minima

on this common free energy surface. First-principles statistical mechanics methods that

rely on the cluster expansion approach and Monte Carlo simulations are now routinely

used to construct such free energy surfaces [49, 52, 72]. Ultimately, global phase stability

is determined by a minimization over the free energy surfaces of multiple competing

parent crystal structures.

The calculation of the phase diagram of a new and uncharted alloy system with first-

principles statistical mechanics methods requires a manageable, ranked list of candidate

parent crystal structures, as the computational cost of calculating a free energy surface for

a single parent crystal can be high [35, 73, 66]. It is therefore of interest to have the ability

to anticipate likely parent crystal structures for a particular composition space. In this

context, simple descriptors that depend only on the elemental constituents of the alloy are

desirable. Chemical descriptors, such as ionic radii and electronegativity, are commonly

invoked to explain and rationalize crystal preferences within an alloy [74, 67, 68]. They

can also be used to assess the likelihood of a particular parent crystal structure within

a given composition space. Figure 3.9, for example, shows the density distribution for

each of the top twenty parent crystals as a function of the radius ratio Rbig/Rsmall and

electronegativity difference χbig − χsmall of the binary constituents that form derivative

orderings on each parent crystal.

As is clear in Figure 3.9, the density distributions of many of the top twenty parent

crystal structures are localized within a restricted region of Rbig/Rsmall and χbig − χsmall
space. Exceptions are ω, Laves C14 and Co2Si (C37), which have more spread out density
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Figure 3.9: Contour plots of the kernel density estimates (KDEs) of the distributions
of chemistries on the top twenty parent crystals Figure 3.7. The KDEs are over the
distribution of radius ratio and electronegativity difference of the elements present in
the binary intermetallic. The κ correlation values of each parent crystal with respect
to CaCu5 is also shown on each plot. The majority of CaCu5 chemistries form with
radius ratios between 1.2 and 1.4 and electronegativity differences of -1 to 0. This
region is denoted by the dashed circles.
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distributions. The simple parent crystal structures, such as bcc, fcc and hcp tend to be

favored when combining elements that have similar atomic radii (i.e. Rbig/Rsmall ≈ 1).

Other more complex crystals, such as A15 and σ also tend to be formed by elements that

have similar atomic radii. The Laves-like phases, such as CaCu5, C15 and Be3Nb, in con-

trast, form in binaries having a large radius ratio Rbig/Rsmall between the constituents.

For example, pairs of chemical species that combine to form compounds that are deriva-

tive orderings of CaCu5 have radius ratios between 1.2 and 1.4 and electronegativity

differences between 0 and -1.0.

Overall, the density distributions of Figure 3.9 suggest that simple descriptors can be

used as a first approximation to assemble a ranked list of likely parent crystal structures.

A further narrowing of likely parent crystal structures in an unexplored composition

space can be achieved by exploiting empirically established correlations among parent

crystal structures, as, for example, measured by the correlation parameter κ tabulated

in Figure 3.7. Any prior knowledge about the existence of one parent crystal structure

increases the likelihood of other parent crystal structures that it is highly correlated

with. For example, the existence of a CaCu5 derived compound in an alloy system

strongly suggests that Be3Nb, Yb6Fe23, cementite (D011), CeCu2, NiY and Laves C15

may also form in the same binary system as these parent crystals have a high κ value with

respect to CaCu5. The high degree of correlation between these particular parent crystal

structures is also reflected by the density distributions in Rbig/Rsmall and χbig − χsmall
space of Figure 3.9.

The dashed circles in each density distribution plot of Figure 3.9 encompasses the

domain in Rbig/Rsmall and χbig − χsmall space corresponding to the binary alloys that

form CaCu5 derivatives. Also shown in each density distribution plot are the κ values

of Figure 3.7 for each parent crystal with respect to CaCu5. Figure 3.9 clearly shows

that Be3Nb, Yb6Fe23, cementite (D011), CeCu2, NiY and Laves C15, which are highly
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correlated with CaCu5 in that they commonly appear together in the same binary, also

have a high density in the same region of Rbig/Rsmall and χbig − χsmall space. This

overlap shows that the more complex parent crystal structures such as the Laves-like

phases, cementite, CeCu2 and NiY tend to form when mixing elements having a large

size mismatch. It is also clearly evident in Figure 3.9 that parent crystal structures that

have a negative correlation κ with respect to CaCu5, including HCP, A15, Al8Cr5, dhcp

and σ, have density distributions that falls outside the dashed circle.

While simple descriptors such as radius ratio and electronegativity differences appear

to explain correlations between CaCu5 and other parent crystal structures, it is not

always as clear cut for the other top twenty parent crystal structures. Appendix A shows

similar plots to that of Figure 3.9 for each of the top twenty parent crystal structures.

In many cases, the correlations between pairs of parent crystal structures are consistent

with a large overlap of their density distributions in Rbig/Rsmall and χbig − χsmall space.

However, there are also many cases where this is not true, suggesting that further work

is required to identify a larger set of descriptors with which the occurrence of each

parent crystal structure can be predicted with a high degree of confidence. More data,

either experimental or first-principles, will also be required to improve the quantitative

reliability of correlations reported here.

Our analysis has so far been restricted to intermetallic compounds. However, similar

hierarchies exist among more complex compounds such as oxides, sulfides, nitrides etc.

Corundum Al2O3, for example, can be viewed as a particular Al-vacancy ordering over

the interstitial sites of an hcp oxygen sublattice, while anatase TiO2 is a particular

Ti ordering over the octahedral interstitial sites of an fcc oxygen sublattice [75]. More

esoteric oxides such as NbO, WO3 and MoO3 can be derived from rocksalt as a particular

ordering of vacancies on both its metal and oxygen sublattices. The anions of oxides and

sulfides tend to be bigger and more abundant than the metal cations. In many oxides and
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sulfides, the anions, therefore, form a close-packed sublattice such as fcc or hcp, while the

metal cations fill interstitial tetrahedral or octahedral sites. There are, of course, many

exceptions to this trend with a vast array of complex oxide and sulfide crystal structures

that have more complex anion sublattices. In contrast to oxides and sulfides, the nitrides

and carbides commonly have more metal cations than nitrogen or carbon. Many of their

crystal structures can therefore be viewed as a close-packed metal sublattice with nitrogen

or carbon occupying interstitial sites [73].

3.5 Conclusion

It has long been recognized that common intermetallic crystal structures such as B2

and L12 are super lattice orderings of simpler parent crystal structures such as bcc and

fcc. Common first-principles statistical mechanics approaches to calculate finite temper-

ature phase stability exploit the hierarchical relationship between ordered compounds

and their underlying parent crystal structures. In this work we have explored the ex-

tent to which intermetallic compounds in general can be viewed as derivative orderings

on higher symmetry parent crystal structures. Our analysis was enabled by a robust

mapping algorithm to measure the similarity between crystal structures. We found that

a large fraction of intermetallic compounds can indeed be viewed as chemical orderings

over a small number of higher symmetry parent crystal structures. While many com-

pounds are derivative orderings of bcc and fcc, a larger number are found to be orderings

of more complex crystal structures that include ω and Laves phases. A similar approach

can be applied to categorize other classes of crystalline materials including oxides, sul-

fides, carbides, nitrides etc. The hierarchical organization of crystal structures into high

symmetry parent crystals and derived ordered structures should enable the development

of a deeper understanding of the relationship between crystal structures and lays the
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foundation for the efficient calculation of phase diagrams in new alloy systems.
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Transformation pathways between

simple crystal structures and other

common crystal structures.

4.1 Introduction

Martensitic transformations are commmonly found in many engineering applications

today. Evidence of martensitic transforms are present in precipitate hardened alloys [76],

shape memory alloys [77, 78], magnetocalorics [79] and self-assembling block copolymers

[80]. The phase transformations that occur in these materials are often between two sim-

ple crystal structures e.g. face-centered cubic (fcc), body-centered cubic (bcc), hexagonal

close-packed (hcp), or body-centered tetragonal (bct). While transformations between

simple crystal structures have been described (e.g. Bain path, Burgers path, hcp to ω)

[81, 82, 83, 77], few pathways that describe the transformation between a simple crys-

tallographic phase and a topologically complex one have been discovered. One notable

exception to this is the discovery of the family of pathways from hcp to the Friauf-Laves
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Figure 4.1: DFT calculations used to study transformation pathways can be initial-
ized in an (a) unstable, (b) stable, (c) metastable, or (d) symmetrically constrained
state. Scenarios (a) and (d) can result in a discovery of a spontaneous transformation
pathway. Symmetrically constrained scenarios must be slightly perturbed in one of
the equivalent directions to begin the downward energy trajectory. Otherwise, the
geometry will remain in the symmetrically constrained state.

family of intermetallic phases [84]. The lack of simple-to-complex pathways could be be-

cause the exact mechanisms of martensitic transformations are often difficult to observe

experimentally; however, an energetic pathway that describes the transformation from

one phase to the other can be determined using first-principles methods. First-principles

methods are particularly helpful because they can be initialized with an arbitrary geom-

etry. An arbitrary initial geometry can correspond to a few characteristic points on the

full energy landscape of the material of interest. Figure 4.1 shows 4 different locations

on a hypothetical energy landscape at which a density functional theory calculation can

be initialized.

Depending on the curvature of the energy landscape, energy minimization routines

will either determine the initial geometry is a local minimum in the energy landscape,

transform the initial geometry incrementally into a lower energy arrangement of ions, or

assert that the initial geometry is too high symmetry to lower its energy in a unique way.
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(a) (b) (c)

Figure 4.2: A hypothetical pathway from (a) an ordering on a honeycomb layer to (c)
an ordering on a square layer. The pathway is broken down into the strain components
((a) to (b)) and the atomic displacement components ((b) to (c)).

The curvature of the energy landscape around an initial geometry is determined by the

elements present in the initial geometry. For example, given an arrangement of A and B

atoms on a crystalline lattice, one would expect the energy landscape of assigning Mg to

A and Al to B to be very different than assigning Ni to A and Nb to B. This result is

intuitive because Mg and Al interact differently than Ni and Nb.

Figure 4.2a shows a hypothetical arrangement of atoms on a honeycomb lattice. A

choice of which element is assigned to the green atom and the blue atom determines

which scenario from Figure 4.1 represents the energy landscape best. If the scenario

from Figure 4.1a best represents the energy landscape around the honeycomb structure,

the structure could rearrange into the square lattice shown in Figure 4.2c.

Examining prominent crystal structures that have compatible orderings like the hy-

pothetical example in Figure 4.2 can lead to the discovery of important transformation

pathways.

4.2 A map of connectivity amongst the most com-

mon intermetallic crystal structures

In a previous work [26], we have categorized a large portion of intermetallic crystal

structure data present on the Inorganic Crystal Structure Database (ICSD) and the
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Figure 4.3: The top twenty most common parent crystal structures for intermetallic
compounds and how they are connected by transformation pathways. Different colored
lines indicate different families of pathways. Parent crystals that are not connected do
not currently have a diffusionless transformation pathway to any other parent crystal.

Materials project. This cataloguing of intermetallic crystal structures has allowed us to

rank parent crystal structures in order of most commonly observed. Figure 4.3 shows a

connectivity graph between the top 20 most frequently seen intermetallic parent crystals

where edges between parent crystals represent transformation pathways many of which

can happen spontaneously.

Some of these pathways have been described in previous works [81, 82, 83, 77, 84] but

those marked in shades of orange, red, green, or purple have been discovered in this study.

The transformation pathways described in this work all connect a chemical ordering on a

simple parent crystal structure (fcc, bcc, hcp, or ω) to a more complex crystal structure.
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It should be noted that not all of the 20 most common intermetallic parent crystals

have a facile transformation pathway that links them to a simple parent crystal such

as fcc, bcc, hcp, or ω. We believe there is something fundamentally similar between

these unconnected parent crystals, but it will require further studies to determine the

details of the similarity. In this work, we show the existence of 7 different transformation

pathways from designated orderings on simple crystal structures to more complex crystal

structures. We summarize which chemistries cause the designated orderings to become

dynamically unstable to drive the formation of the complex crystal structure. We also

comment on particular interesting alloy systems where experimental corroboration of

these transformation pathways is most likely.

4.3 A review of the transformation from hcp to Laves

C15

Although the pathway from hcp to Laves C15 has been studied in a previous work, we

have decided to reinvestigate the trends presented in Natarajan et al. amongst a larger

range of the periodic table [84].

Element pairings selected from those highlighted in Figure 4.4 were initialized on the

generic A2B ordering in an
√

3×
√

3 supercell of hcp shown in Figure 4.5.

Choosing different elements to place on the A (purple) sublattice and B (orange)

sublattice of Figure 4.5, results in varying chemical interactions among the ions. All

initial geometries undergo a structural energy minimization using DFT. At the end of

the structural energy minimization the resulting geometry is identified. The classification

of each final geometry for each choice of elements is shown in Figure 4.6.

For most chemical pairings, the arrangement of atoms on the hcp superstructure is
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Figure 4.4: The set of elements used for the high-throughput DFT calculations to
illuminate transformation pathways in this study are highlighted in blue.

Figure 4.5: A 2D projection of a
√

3 x
√

3 supercell of hcp with composition A2B and
all the B atoms in the

√
3 x
√

3 pattern in one layer. This ordering has the potential
to spontaneously transform into Laves C15. Small and large atoms are to distinguish
the different layers of hcp while the purple and orange atoms represent the majority
and minority elements in the ordering.
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Anti-Laves
hcp
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not calculated

Figure 4.6: A color map representing the final geometries of structural relaxations
in DFT for element choices on the ordering in Figure 4.5. The s block metals and d
block metals are grouped together. We used Al to represent p block metals and Nd
to represent f block metals.

stable. For other pairings, this is not the case and the initial arrangement of atoms as

hcp is dynamically unstable. This causes the ions to spontaneously collapse into the

Laves C15 crystal structure. In rare scenarios, the dynamically unstable hcp ordering

collapsed into a different arrangement of atoms we have called the ”anti-Laves” crystal

structure. The atomic radius ratio (Rmaj/Rmin) and Pauling electronegativity difference

(χmaj-χmin) of the chemical pair are highly correlated with the final crystal structure. For

radius ratios less than 0.8, it is most likely that the chemical pairing collapsed to Laves

C15. It has been seen in other works that a difference in radius can act as a driving force

for formation of Laves-like phases [85, 86]. For radius ratios near 1, the initial geometry

is likely to remain as hcp. For very large radius ratios and negative electronegativity

differences, there is a chance that the initial geometry collapsed to the anti-Laves crystal

structure.
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Figure 4.7: The radius ratio and electronegativity difference of various chemistries
initialized on a

√
3 x
√

3 supercell of hcp with composition A2B and all the B atoms
in the

√
3 x
√

3 pattern in one layer shown in Figure 4.5. The color coding indicates
whether the ions relaxed away from their original position to form Laves C15, remained
as hcp, or relaxed to form a phase we have labelled as ”anti-Laves”

Figure 4.7 shows the radius ratio vs. electronegativity difference for all compounds

initialized on the hcp superstructure colored by final geometry classification. Points of

the same classification are clustered in a specific region in the space of radius ratio and

electronegativity difference. This clustering is made obvious in Figure 4.8 in which the 2D

kernel density estimate of the points is shown to illustrate the shape of each distribution.

If an initial geometry collapses to something other than hcp, it indicates that the

resultant phase is relatively more stable than hcp, but it does not guarantee that the

resultant phase is stable with respect to all other compounds in the alloy system. In

order to measure stability, we have collected the distance to the 0K convex hull for each

resultant phase and classifed them by the final geometry. Figure 4.9 shows a normalized

histogram of distance to the convex hull of each choice of chemistry. The formation

energy data to generate the 0K convex hull was extracted from the Materials Project [3]

via pymatgen.
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Figure 4.8: The kernel density estimate of the compounds that formed Laves C15,
remained as hcp, and formed ”anti-Laves”. These distributions indicate roughly which
radius ratio and electronegativity difference cause the given structure to form from
the precursor ordering.

Figure 4.9: The distribution of distance to the convex hull of the compounds that
formed Laves C15, remained as hcp, and formed ”anti-Laves”. These distributions
indicate the stability of an ordering relative to other compounds in its respective
binary. The convex hull of every binary system is based on the formation energy of
compounds calculated on the Materials Project.
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Resulting
Crystal

# of total
chemistries

# observed # negative hull
distance

Anti-Laves 10 0 0
C15 230 50 39
hcp 1048 0 18
other 0 0 0

Table 4.1: A summary of the amount of chemical pairings that remained as hcp,
collapsed to ”anti-Laves”, and collapsed to Laves C15. The second column shows the
amount of chemistries that collapsed and are seen experimentally. The third column
shows the amount of chemistries that break the 0K convex hull according to energies
compiled from the Materials Project i.e. potentially new computational ground states.

Figure 4.9 indicates that there are some choices of chemistry that collapsed to Laves

C15 and have a negative hull distance. A negative hull distance implies that this chem-

istry is more stable than other competing phases in the alloy system of interest that

have been calculated by the Materials Project. This indicates that this study may have

revealed new ground state structures. A summary of the amount of chemical pairings

that remained as hcp, collapsed to the ”anti-Laves” crystal structure, and collapsed to

Laves C15 is shown in Table 4.1. Table 4.1 also shows the amount of instances where an

initial geometry that collapsed to a different structure has been observed experimentally

or has a negative hull distance with respect to data on the Materials Project.

The hcp to Laves C15 transformation pathway should serve as a simple example in

which a simple structure ordering is decorated with different chemistries and results in

3 potential outcomes. In general, other transformation pathways discovered using this

method will not be as simple. In the next section, we show that another ordering on a
√

3×
√

3 supercell of hcp results in a more complicated family of transformation pathways.
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Xmaj-min ~ -0.5

Rmaj/Rmin ~ 0.8

Xmaj-min ~ 0.5

Rmaj/Rmin ~ 0.7

Xmaj-min ~ 1

Rmaj/Rmin ~ 1

| Xmaj-min| > 0

CeCu2  (C32) bcc (121 planes) Al2Cu ( /C16)

hcp ordering

Rmaj/Rmin ~ 1

| Xmaj-min| ~ 0

Figure 4.10: The various crystal structures that are transformations of the special
√

3
x
√

3 ordering on hcp. Each of the five crystal structures shown have a different value
of radius ratio and Pauling electronegativity difference that promotes its formation.
Purple (orange) atoms represent the majority (minority) element. The hcp, CeCu2,
ω, and θ structures are 2D projections of the ab-plane. In these pictures, small atoms
represent atoms in the layer behind the big atoms.

4.4 A special hcp ordering

Figure 4.10 shows an A2B chemical ordering on a
√

3 ×
√

3 supercell of hcp that is

dynamically unstable to 4 prominent crystal structures depending on choice of chemical

decoration.

Element pairings selected from those highlighted in Figure 4.4 were initialized on the

hcp ordering in a
√

3×
√

3 shown in Figure 4.10. The classification of each final geometry

for each choice of elements is shown in Figure 4.11.

The final crystal structure that manifests at the end of the structural energy mini-

mization of this hcp ordering depends on the radius ratio and electronegativity difference

of the element on the majority sublattice of the structure and the element on the mi-

nority sublattice of the structure. If Rmaj/Rmin ≈ 0.7 and Xmaj − Xmin ≈ 1, then
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Figure 4.11: A color map representing the final geometries of structural relaxations
in DFT for element choices on the hcp ordering in Figure 4.10. The s block metals
and d block metals are grouped together. We used Al to represent p block metals and
Nd to represent f block metals.

the hcp ordering collapses to the CeCu2-type crystal structure. If Rmaj/Rmin ≈ 0.8

and Xmaj − Xmin ≈ 0.5, then the hcp ordering collapses to the C32 ordering on the

ω crystal structure. If Rmaj/Rmin ≈ 1 and |Xmaj − Xmin| > 0, then the hcp ordering

collapses to a (121) plane ordering on the bcc crystal structure. If Rmaj/Rmin ≈ 1.2 and

Xmaj −Xmin ≈ −0.5, then the hcp ordering collapses to the C16 ordering on the Al2Cu-

type crystal structure, also referred to as θ in Al-Cu alloy literature [87]. If there is very

little difference in radius or electronegativity, then the hcp ordering is likely to remain

hcp. These trends are approximate but can be seen in Figure 4.12 when all choices of

chemistry are located in radius ratio and electronegativity difference space.

It is important to realize that the hcp ordering could be dynamically unstable towards

more than the 4 listed crystal structures. We have collected the final relaxed structures

of chemical pairings that do not resemble hcp, bcc, ω, θ, and CeCu2 and grouped them

in a category labelled ”other.” The general shape of the distributions of points can be
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Figure 4.12: The radius ratio and electronegativity difference of various chemistries
initialized on a

√
3 x
√

3 supercell of hcp with composition A2B and one B atom in
each layer arranged in the

√
3 x
√

3 pattern shown in Figure 4.10. The color coding
indicates whether the ions relaxed away from their original position to form C16 (θ),
a bcc 121 plane ordering, ω (C32), the CeCu2 structure, remained as hcp, or relaxed
to form a phase other than these.

seen easier in Figure 4.13 where we show the kernel density estimate of the chemistries

that formed each final crystal structure.

Figure 4.13 shows that the peak of each distribution is at a different location in radius

ratio and electronegativity difference space.

The stability of each collapsed phase across many chemistries is examined by plotting

the normalized distribution of distance to the 0K convex hull for each respective alloy

system in Figure 4.14. The convex hulls are constructed using the available formation

energies of relevant compounds on the Materials Project.

Figure 4.14 shows a select few compounds have negative hull distances with respect to

a previously calculated convex hull indicating the potential presence of newly discovered

intermetallic ground state structures. A summary of the amount of chemical pairings

that collapsed to each crystal structure is shown in Table 4.2. Table 4.2 also shows the

amount of instances where an initial geometry that collapsed to a different structure has
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Figure 4.13: The kernel density estimate of the compounds that formed C16 (θ), a
bcc 121 plane ordering, ω (C32), the CeCu2 structure, and remained as hcp. These
distributions indicate roughly which radius ratio and electronegativity difference cause
the given structure to form from the precursor ordering.

Figure 4.14: The distribution of distance to the convex hull of the compounds that
formed C16 (θ), a bcc 121 plane ordering, ω (C32), the CeCu2 structure, and remained
as hcp. These distributions indicate the stability of an ordering relative to other
compounds in its respective binary. The convex hull of every binary system is based
on the formation energy of compounds calculated on the Materials Project.
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been observed experimentally or has a negative hull distance with respect to data on the

Materials Project.

There are many similarities between the ordering that is dynamically unstable to

Laves C15 (Figure 4.5) and the one dynamically unstable to CeCu2 (Figure 4.25). The

region of radius ratio and electronegativity difference space for chemistries that collapsed

to Laves C15 coincides with that of CeCu2. It is strange that according to the histogram

found in Kolli et al. [26] Laves C15 is much more common that CeCu2 yet there are very

similar precursor hcp orderings that allow for their formation due to the same difference

in radius ratio. The reason why Laves C15 is observed more often and is generally more

stable across alloy systems than the CeCu2-type structure is an interesting topic for

future studies.

Experimental evidence of these transformation pathways is difficult to find as it would

require high precision in-situ transmission electron microscopy (TEM) likely with tem-

perature control. Nevertheless, we propose that alloy systems that have a precipitate

that corresponds to a phase to which the hcp ordering in Figure 4.10 is dynamically

unstable are likely to show evidence of the transformation pathway. In particular, alloy

systems in which the majority element’s preferred crystal structure is hcp and one of such

phases exists as a precipitate. For example, Zr-Fe-Ni alloys, the alloys used in nuclear

cladding for boiling water reactors, match both of these criteria [88, 89]. These alloys

have a majority composition of Zr which prefers the hcp crystal structure and precipitates

that have the Al2Cu-type (θ) structure that contain Fe and Ni. Orientation relationships

imaged between the precipitates and the matrix phase in Zr-Fe-Ni alloys might provide

evidence that nucleation of C16 precipitates are driven by the transformation pathway

mentioned here [88, 89].
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Resulting
Crystal

# of total
chemistries

# observed # negative hull
distance

bcc 73 0 17
ω 22 1 8
hcp 872 0 35
CeCu2 46 0 1
Al2Cu 170 5 17
other 59 ? 1

Table 4.2: A summary of the amount of chemical pairings that remained as hcp,
collapsed to bcc,ω, CeCu2, Al2Cu (θ), or another structure. The second column
shows the amount of chemistries that collapsed and are seen experimentally. The
third column shows the amount of chemistries that break the 0K convex hull according
to energies compiled from the Materials Project i.e. potentially new computational
ground states.

4.5 The pathway from hcp to NiY

There is an AB ordering on a rectangular supercell of hcp that is dynamically unstable

to the NiY-type crystal structure and some other phases. A depiction of this special

ordering is shown in Figure 4.15.

An AB ordering has no majority or minority sublattice so the methods used in the pre-

vious sections for determining chemical combinations, radius ratio, and electronegativity

differences needed to be adjusted. Unique pairs of elements (order does not matter) were

selected from Figure 4.4 and decorated on the ordering in Figure 4.15 with one element

on the purple sites and the other on the orange sites. Structural energy minimization

was performed on these initial geometries using DFT. The classification of each final

geometry for each choice of elements is shown in Figure 4.16.

The class of the resulting structures were plotted in radius ratio and electronegativity

difference space such that radius ratio is now always >= 1 (Rbig/Rsmall). The electroneg-

ativity difference is now an absolute difference such that ∆X = |Xbig − Xsmall|. The

distribution of chemistries in radius ratio and electronegativity difference space is shown

in Figure 4.17.
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Figure 4.15: A 2D projection of a rectangular supercell of hcp with composition AB
and a staggered zigzag ordering. This ordering has the potential to spontaneously
transform into the NiY structure. Small and large atoms are to distinguish the dif-
ferent layers of hcp while the purple and orange atoms represent the majority and
minority elements in the ordering in this case they are equivalent.

s

d

s d

NiY

bcc (B32)
hcp

other

not calculated

Figure 4.16: A color map representing the final geometries of structural relaxations
in DFT for element choices on the hcp ordering in Figure 4.15. The s block metals
and d block metals are grouped together. We used Al to represent p block metals and
Nd to represent f block metals.
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Figure 4.17: The radius ratio and electronegativity difference of various chemistries
initialized on a rectangular supercell of hcp with composition AB and a staggered
zigzag ordering shown in Figure 4.15. The color coding indicates whether the ions
relaxed away from their original position to form the NiY structure, a BCC ordering
(B32), remained as hcp, or relaxed to form a phase other than these.

The separation of different final structures in this space is not as clear as in previous

sections with the hcp to Laves C15 and hcp to Al2Cu pathways. This is made apparent

in the kernel density estimates of the data distributions shown in Figure 4.18.

The distributions of the bcc ordering B32 and NiY have significant overlap, although

the peak for both of these distributions is shifted to higher radius ratios than that of the

structures that remained as the hcp ordering.

The stability of the collapsed structures is shown in Figure 4.19 by examining the

distribution of distance from the 0K convex hull based on relevant structures found on

the Materials Project. A significant portion of compounds that collapsed to the NiY-

type structure have low or negative hull distances showing that NiY-type structures are

energetically competitive phases in many alloy systems. A summary of the amount of

chemical pairings that collapsed to each crystal structure is shown in Table 4.3. Table 4.3

also shows the amount of instances where an initial geometry that collapsed to a different
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Figure 4.18: The kernel density estimate of the compounds that formed the NiY
structure, a BCC ordering (B32), and remained as hcp. These distributions indicate
roughly which radius ratio and electronegativity difference cause the given structure
to form from the precursor ordering.

Figure 4.19: The distribution of distance to the convex hull of the compounds
that formed the NiY structure, a bcc ordering (B32), and remained as hcp. These
distributions indicate the stability of an ordering relative to other compounds in its
respective binary. The convex hull of every binary system is based on the formation
energy of compounds calculated on the Materials Project.
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Resulting
Crystal

# of total
chemistries

# observed # negative hull
distance

NiY 98 4 26
B32 61 1 4
hcp 407 0 25
other 19 ? 3

Table 4.3: A summary of the amount of chemical pairings that remained as hcp, col-
lapsed to bcc ordering B32,the NiY-type structure, or another structure. The second
column shows the amount of chemistries that collapsed and are seen experimentally.
The third column shows the amount of chemistries that break the 0K convex hull
according to energies compiled from the Materials Project i.e. potentially new com-
putational ground states.

structure has been observed experimentally or has a negative hull distance with respect

to data on the Materials Project.

4.6 The pathway from L12 to cementite (D011)

In this work, we searched for orderings on simple crystal structures that are dynami-

cally unstable for certain chemistries. If the ordering is low enough symmetry, initializing

a geometry with a specific chemical choice is enough to start the structural energy min-

imization to the lower energy structure. Occasionally, the ordering on the simple crystal

structure has high enough symmetry such that we get a scenario shown in Figure 4.1d.

In these instances, we linearly interpolate between the geometries of the simple ordering

and the expected endpoint. We apply a slight distortion along this path to move the

starting geometry for the minimization off of the high symmetry point in the energy

landscape. This way the energy minimization routines have a unique downhill direction

to move towards.

We have performed these steps on a
√

2×
√

2×2 square supercell of the L12 ordering

on fcc. The supercell of L12 is shown in Figure 4.20.

After applying the slight geometric perturbation in the direction of cementite (D011),
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Figure 4.20: A perspective view of square supercell of the L12 ordering on fcc with
composition A3B. This ordering has the potential to spontaneously transform into the
cementite (D011) structure. The purple and orange atoms represent the majority and
minority elements in the ordering.

we initialized the geometry with chemical pairings from Figure 4.4 and conducted struc-

tural energy minimization using DFT. The classification of each final geometry for each

choice of elements is shown in Figure 4.21.

The results of these calculations show that, similarly to the hcp to Al2Cu pathway,

there is a correlation of radius ratio to the structures that collapse to cementite (D011).

The classification data plotted in radius ratio and electronegativity difference space is

shown in Figure 4.22.

There is a cluster of points that collapsed to cementite at Rmaj/Rmin ≈ 1.35. The

cluster becomes more clear when examining the kernel density estimates in Figure 4.23.

The peak and spread of the cementite distribution has minimal overlap with the L12 dis-

tribution. The stability of cementite in alloy systems can be examined in the distribution

of hull distances shown in Figure 4.24.

A summary of the amount of chemical pairings that collapsed to each crystal structure
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fcc (L12)

other
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Figure 4.21: A color map representing the final geometries of structural relaxations
in DFT for element choices on the supercell of L12 in Figure 4.20. The s block metals
and d block metals are grouped together. We used Al to represent p block metals and
Nd to represent f block metals.

Figure 4.22: The radius ratio and electronegativity difference of various chemistries
initialized on a square supercell of the L12 ordering with composition A3B shown in
Figure 4.20. The color coding indicates whether the ions relaxed away from their
original position to form the cementite (D011) structure, remained as L12, or relaxed
to form a phase other than these.
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Figure 4.23: The kernel density estimate of the compounds that formed the cementite
(D011) structure and remained as L12. These distributions indicate roughly which
radius ratio and electronegativity difference cause the given structure to form from
the precursor ordering.

Figure 4.24: The distribution of distance to the convex hull of the compounds that
formed the cementite (D011) structure and remained as L12. These distributions
indicate the stability of an ordering relative to other compounds in its respective
binary. The convex hull of every binary system is based on the formation energy of
compounds calculated on the Materials Project.
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Resulting Crystal # of total
chemistries

# observed # negative hull dis-
tance

fcc L12 1023 88 46
cementite D011 112 7 26
other 51 ? 0

Table 4.4: A summary of the amount of chemical pairings that remained as L12,
collapsed to cementite (D011), or another structure. The second column shows the
amount of chemistries that collapsed and are seen experimentally. The third column
shows the amount of chemistries that break the 0K convex hull according to energies
compiled from the Materials Project i.e. potentially new computational ground states.

is shown in Table 4.4. Table 4.4 also shows the amount of instances where an initial

geometry that collapsed to a different structure has been observed experimentally or has

a negative hull distance with respect to data on the Materials Project.

This pathway is particularly interesting to examine in the case of the Ni-Al binary

alloy system. Ni-Al is one of the few alloy systems (Pt-Y and Pd-Y also) that contains

L12 as a ground state on one side (Ni-rich) of the phase diagram and cementite (D011)

as a ground state on the other (Al-rich) side [66]. Additionally, the elemental crystal

structures of both Ni and Al are fcc. This makes temporary local regions of the L12

ordering more likely on both sides of the phase diagram. L12 is a prominent ordering

in many fcc alloys due to its high symmetry and simple interaction parameters (Al-Al

repulsion drives formation). In most L12 orderings, the minority element has a slightly

larger atomic radius than that of the majority element [26]. In cementite structures, the

opposite is the case. We hypothesize that on the Al-rich side of the Ni-Al phase diagram

cementite is a stable ground state due to this radius difference (rAl > rNi). According

to the calculations performed here, the radius difference makes Al3Ni L12 dynamically

unstable to the Al3Ni cementite structure.
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Figure 4.25: A 2D projection of the B11 ordering on bcc with composition AB. This
ordering has the potential to spontaneously transform into the AlTh (B33) structure.
The small and large atoms represent the body centers and the corner atoms while
the purple and orange atoms represent the majority and minority elements in the
ordering, in this case they are equivalent.

4.7 The pathway from B11 to AlTh (B33)

Another precursor ordering that needs to perturbed from a high symmetry starting

configuration is the bcc ordering B11. The B11 ordering is shown in Figure 4.25.

A perturbation is made along a linearly interpolated path to the AlTh (B33) structure

before beginning the structural energy minimization. The classification of each final

geometry for each choice of elements is shown in Figure 4.26.

The results of the calculations are shown in radius ratio and electronegativity differ-

ence space in Figure 4.27.

Because the B11 ordering is an AB ordering like NiY, the adjusted radius ratio and

electronegativity difference definitions are used here as well. Figure 4.27 shows a large

portion of the calculations did not collapse to AlTh (B33) or remain as B11, most of

which contain K, Y, Zr, Cd, Hg, or Nd.
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Figure 4.26: A color map representing the final geometries of structural relaxations
in DFT for element choices on the B11 ordering in Figure 4.25. The s block metals
and d block metals are grouped together. We used Al to represent p block metals and
Nd to represent f block metals.

Figure 4.27: The radius ratio and electronegativity difference of various chemistries
initialized on the bcc ordering B11 with composition AB shown in Figure 4.25. The
color coding indicates whether the ions relaxed away from their original position to
form the AlTh (B33) structure, B2, remained as B11, or relaxed to form a phase other
than these.
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Figure 4.28: The kernel density estimate of the compounds that formed the AlTh
(B33) structure, remained as B11 and ones that formed B2. These distributions
indicate roughly which radius ratio and electronegativity difference cause the given
structure to form from the precursor ordering.

Figure 4.28 shows the distributions of B11 and B33 have very little overlap.

B33 seems to be preferred when the radius ratio Rbig/Rsmall is around 1.35. The

stability of AlTh (B33) is highlighted in Figure 4.29 when examined the distribution of

hull distances for the calculations. The perturbed B11 ordering is dynamically unstable

to other crystal structures many of which are only metastable.

Although there are not many chemical pairings that collapsed to AlTh, those that did

have low hull distances (less than 100meV) which indicates competitive stability to rele-

vant phases. A summary of the amount of chemical pairings that collapsed to each crystal

structure is shown in Table 4.5. Table 4.5 also shows the amount of instances where an

initial geometry that collapsed to a different structure has been observed experimentally

or has a negative hull distance with respect to data on the Materials Project.
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Figure 4.29: The distribution of distance to the convex hull of the compounds that
formed the AlTh (B33) structure, remained as B11 and ones that formed B2. These
distributions indicate the stability of an ordering relative to other compounds in its
respective binary. The convex hull of every binary system is based on the formation
energy of compounds calculated on the Materials Project.

Resulting
Crystal

# of total
chemistries

# observed # negative hull
distance

B11 485 4 33
AlTh(B33) 16 0 5
B2 13 9 5
other 95 ? 0

Table 4.5: A summary of the amount of chemical pairings that remained as bcc
ordering B11, collapsed to AlTh (B33), B2, or another structure. The second column
shows the amount of chemistries that collapsed and are seen experimentally. The
third column shows the amount of chemistries that break the 0K convex hull according
to energies compiled from the Materials Project i.e. potentially new computational
ground states.
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Figure 4.30: A perspective view of a rectangular supercell of the B82 ordering on
ω with composition A2B. This ordering has the potential to spontaneously transform
into the Co2Si (C37) structure. The purple and orange atoms represent the majority
and minority elements in the ordering.

4.8 The pathway from ω B82 to Co2Si (C37)

The pathways mentioned in the previous sections all begin on a chemical ordering on

a traditionally simple crystal structure fcc, bcc, or hcp. While not traditionally thought

of as a common simple crystal structure, the ω crystal has only a 3 atom basis and

hexagonal symmetry, making it only slightly more complicated than hcp. We examine

a pathway from a well-known A2B chemical ordering on ω, B82, to the complex crystal

structure of Co2Si (C37). A rectangular supercell of the B82 ordering on ω in shown in

Figure 4.30.

A slight perturbation in the direction of C37 is made on this supercell before the

structural energy minimization begins. The classification of each final geometry for each

choice of elements is shown in Figure 4.31.

The results of all potential chemical pairs from Figure 4.4 are shown in radius ratio
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Figure 4.31: A color map representing the final geometries of structural relaxations
in DFT for element choices on the supercell of the B82 ordering in Figure 4.30. The
s block metals and d block metals are grouped together. We used Al to represent p
block metals and Nd to represent f block metals.

and electronegativity difference space in Figure 4.32.

Figure 4.32 makes it apparent that radius ratio and electronegativity difference are

not helpful features to distinguish which final crystal structure is most likely. Figure 4.33

reiterates this point showing that the distributions of Co2Si, fcc, and B82 overlap heavily

in this feature space. This indicates there must be some other driving force that causes

Co2Si (C37) to form instead of remaining as B82.

Figure 4.34 shows the stability of the collapsed phases as a distribution of hull dis-

tances over the compounds respective alloy systems.

A summary of the amount of chemical pairings that collapsed to each crystal structure

is shown in Table 4.6. Table 4.6 also shows the amount of instances where an initial

geometry that collapsed to a different structure has been observed experimentally or has

a negative hull distance with respect to data on the Materials Project.
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Figure 4.32: The radius ratio and electronegativity difference of various chemistries
initialized on a volume 2 rectangular supercell of the ω ordering B82 with composi-
tion A2B shown in Figure 4.30. The color coding indicates whether the ions relaxed
away from their original position to form the Co2Si (C37) structure, an fcc ordering,
remained as B82, or relaxed to form a phase other than these.

Figure 4.33: The kernel density estimate of the compounds that formed the Co2Si
(C37) structure, an fcc ordering, and remained as B82. These distributions indicate
roughly which radius ratio and electronegativity difference cause the given structure
to form from the precursor ordering.
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Figure 4.34: The distribution of distance to the convex hull of the compounds that
formed the the Co2Si (C37) structure, an fcc ordering, and remained as B82. These
distributions indicate the stability of an ordering relative to other compounds in its
respective binary. The convex hull of every binary system is based on the formation
energy of compounds calculated on the Materials Project.

Resulting
Crystal

# of total
chemistries

# observed # negative hull
distance

ω B82 971 4 7
Co2Si (C37) 136 2 12
fcc 13 0 3
other 65 ? 6

Table 4.6: A summary of the amount of chemical pairings that remained as ω ordering
B82, collapsed to Co2Si (C37), an fcc ordering, or another structure. The second col-
umn shows the amount of chemistries that collapsed and are seen experimentally. The
third column shows the amount of chemistries that break the 0K convex hull according
to energies compiled from the Materials Project i.e. potentially new computational
ground states.
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4.9 Discussion and Conclusion

To our knowledge, before this work 9 of the top 20 most common intermetallic crystal

structures were connected via known structural transformation pathways. In this study,

we show the existence of pathways to 6 more of the top 20 most common crystal struc-

tures. The pathways begin from 5 special orderings on simple crystal structures fcc, bcc,

hcp, and ω. Each of these orderings are dynamically unstable to another crystal structure

in the top 20 most common crystal structures given a certain choice of elements to dec-

orate the ordering. This dynamic instability indicates these transformations can happen

spontaneously and martensitically. In some cases, the atomic radius ratio or the Pauling

electronegativity difference of the elements chosen is a strong indicator of whether or not

the special precursor ordering will collapse into a different crystal structure. In other

cases, strong overlaps of distributions in radius ratio and electronegativity difference fea-

ture space indicate that there is another quantity that differentiates the formation of one

crystal structure over another.

When comparing energies of collapsed crystal structures to existing calculated phase

diagrams, we find that some of these collapsed phases could potentially be newly dis-

covered ground state compounds. Some of the structures marked as new ground states

relative to the energy data on the Materials project have already been calculated by the

Open Quantum Materials Database (OQMD) and designated as ground states [90, 91].

We believe that OQMD also shows evidence of these spontaneous martensitic transforma-

tion pathways because some structures labelled as hcp superstructures are structurally

closer to the NiY-type structure. This high-throughput DFT study has also brought

to our attention the striking energetic and structural similarity between the NiY-type

crystal structure and the AlTh (B33) crystal structure. The local bonding behavior of

each of these structures is very similar but the long range connectivity and symmetry
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NiY 3-3-3-4-4/AlTh

Figure 4.35: Single layers of the NiY-type structure and the AlTh-type (B33) struc-
ture. In both structures, Y-shaped patterns are seen and connected to form squished
hexagons. The type of each atom alternates along the Y-shaped path. The B33 struc-
ture has more regularity in the bonding at larger distances when compared to NiY.

differs as seen in Figure 4.35.

In many alloy systems these two phases are competing with each other for stability

often differing in energy by less than 100 meV per atom [90, 91].

Experimental evidence to verify the existence of these pathways is most likely obtained

through high-resolution in-situ transmission electron microscopy with temperature con-

trol. Systems that can spontaneously form small areas of the dynamically unstable pre-

cursor ordering might have this critical region transform into a different crystal structure

via one of the reported pathways. If this evidence is collected, it shows that the types of

transformation pathways presented here can be mechanisms for nucleation of secondary

precipitate phases in alloy synthesis and aging. We draw attention to the Ni-Al and

Zr-Fe-Ni alloy systems because they have the ability to form pockets of their respective

precursor orderings on the elemental crystal structure of the Al-rich and Zr-rich side of

the phase diagrams. Orientation relationships between precipitates and matrix phases

should be examined to see if interfaces occur along the high order planes that cause the

dynamic instability. It is interesting to think whether these transformation pathways

from dynamically unstable orderings on simple crystal structures is what causes the re-

sulting collapsed structures to be observed so frequently in nature. The methods used
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in this work led to the discovery of many new transformation pathways that deepen the

understand of crystallographic relationships. With extended time and effort, we believe

these methods can broaden the types of martensitic transforms that are used in technol-

ogy today. For example, these pathways could promote nucleation of certain hardening

phases to control the type of precipitates that form in structural alloys.

4.10 Computational Methods

Density Functional Theory (DFT) as parametrized by Perdew Burke and Ernzerhof

(PBE) [15] was used to conduct structural energy minimization of various alloy orderings

and chemical pairings. Projector augmented wave (PAW) [16, 92] theory was used to

approximate the core electrons. DFT calculations were performed using the Vienna ab-

initio software package (VASP) [14, 13]. Plane-wave cutoff energies of 550 eV were used

for calculations with a k-point density of 60 Å. We believe PBE with this cutoff energy

and k-point density was sufficiently accurate because these calculations accurately predict

the correct ground state structures in many of the tested alloy systems. The formation

energies of structures in each alloy system used in this study were extracted from the

Materials Project using the pymatgen interface. Formation energies were calculated for

each compound in this study by calculating all the elemental ground states with the same

VASP parameters mentioned above and using the appropriate energies as references.

4.10.1 Determining precursor orderings

Precursor orderings were determined using the mapping algorithm implemented in the

CASM code suite described in Chapter 2 [69, 26]. For each crystal structure in the top 20

most common crystal structures we mapped the most common chemical ordering onto the

4 simple crystal structures fcc, bcc, hcp, and ω. While the mapping scores are often large,
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the CASM code suite provides the chemical configuration that minimizes the score, i.e.

the closest ordering on the simple crystal to the crystal structure of interest. The closest

ordering on the simple crystal structure with the minimum mapping score was designated

as the trial precursor ordering. A small set of chemistries that were known to form the

resultant crystal structure were initialized on the simple crystal structure ordering to

determine if it was dynamically unstable. If the closest ordering had particularly high

symmetry, it was slightly perturbed towards the resulting crystal structure to prevent

the structural relaxation from being constrained to the initial geometry. While these

pathways were constructed with one endstate in mind, it was often the case that the

precursor ordering was dynamically unstable to multiple crystal structures. In order to

determine which other crystal structures appeared, we used the mapping algorithm to

group structures together and compare them to a set of known reference structures to

identify them.
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Chapter 5

The thermodynamic properties of

spinel intercalation compounds

1

5.1 Introduction

Spinel intercalation compounds such as LiMn2O4 and LiTi2O4 exhibit exceptional

rate capabilities when used as electrodes in Li-ion batteries [94]. The Mn based spinels

are well suited as cathodes due to their high voltage [95, 96, 97, 98] while the Ti derived

spinels, with their substantially lower voltages, are more suited as anode materials [99,

100, 101, 102]. The spinel crystal structure is also a promising intercalation host for Na

and Mg-ion batteries. Recent experimental studies by Sun et. al. demonstrated that a

sulfide spinel can intercalate Mg reversibly in a Mg-ion battery [103]. Manganese based

spinel compounds have also shown promise as positive electrodes for Na-ion batteries

[104, 105, 106].

1This chapter is largely reproduced from previously published work [93].
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Spinel has a general chemical formula of AB2X4 and belongs to the Fd3̄m space

group. The anions, X (i.e. oxygen or sulfur), of the spinel crystal structure occupy

the 32e Wyckoff positions and form a face-centered cubic (FCC) lattice. The A cations

occupy the 8a sites and are tetrahedrally coordinated by X, while the B cations occupy the

octahedrally coordinated 16d sites. For instance, in spinels such as LiMn2O4, Li occupies

the tetrahedral 8a sites and Mn occupies octahedral 16d sites [95]. The spinel crystal

structure can also accommodate guest cations in the octahedrally coordinated 16c sites,

which together with the tetrahedral 8a sites form a three-dimensional interconnected

network that facilitates the rapid insertion and removal of guest cations [95] (see Fig.

5.1).

While a variation in the transition metal chemistry tends to affect the average volt-

age of the spinel compound [107, 108], much less is known about how anion chemistry

(oxygen versus sulfur) and guest cation chemistry (Li versus Na versus Mg) affects the

electrochemical properties of spinels. In transition metal oxide spinels, for example, Li

prefers the tetrahedral sites, and only displaces to octahedral sites once the number of Li

exceeds the number of available tetrahedral sites [95, 109, 110]. In a sulfide spinel such

as TiS2, in contrast, Li prefers the octahedral sites [111] at all compositions. Mg, which

has the same ionic radius as Li but a higher valence, occupies tetrahedral sites in oxides

such as MgCr2O4 [112], but prefers a mix of tetrahedral and octahedral sites in sulfide

spinels such as TiS2 [113, 103]. In spite of the increased interest in Na-ion batteries, very

little is known about the behavior of Na in spinel compounds. The larger ionic radius

of Na compared to those of Li and Mg suggests that different electrochemical properties

should emerge upon insertion of Na into a spinel host.

Here we perform a first-principles statistical mechanics study of the electrochemical

properties of spinel as a function of intercalating guest species and anion chemistry by

focusing on six systems. We consider an oxide and a sulfide spinel, using spinel CoO2 and
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TiS2 as model host compounds. For each we determine the electrochemical properties,

site preferences, and volume expansion upon insertion of Li, Na, and Mg. Li and Mg have

the same ionic radius but a different valence, while Na has the same valence as Li but a

larger ionic radius than both Li and Mg. This makes it possible to separate the role of

ionic radius from guest cation oxidation state. The role of electrostatic interactions can

be assessed by comparisons between the more ionic CoO2 and the more covalent TiS2

spinel hosts.

The results of this study reveal general principles with which to rationalize the elec-

trochemical properties of spinels, which are to a large extent determined by guest cation

site preferences. Guest cation radius plays an important role in determining site pref-

erence, with larger cations favoring octahedral sites. Electrostatic interactions, which

become more important in oxide hosts, work in the opposite direction and favor tetra-

hedral occupancy. A higher guest cation oxidation state leads to an increased stability

of cation-vacancy ordered phases and can lead to mixed occupancy over tetrahedral and

octahedral sites. These principles can be combined to tailor the electrochemical prop-

erties of spinel intercalation compounds and suggest that Na insertion into oxide spinel

hosts should enable high rate capable electrodes.

5.2 Methods

Density Functional Theory (DFT) as parametrized by Perdew Burke and Ernzerhof

(PBE) [15] was used to calculate formation energies of Li/Na/Mg-vacancy orderings over

the interstitial sites of spinel CoO2 and TiS2 (roughly 1100 calculations in total). Projec-

tor augmented wave (PAW) [16, 92] theory was used to approximate the core electrons.

DFT calculations were performed using the Vienna ab-initio software package (VASP)

[14, 13]. Plane-wave cutoff energies of 450, 530, and 600 eV were used for calculations
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containing Mg, Na, and Li respectively. A Monkhorst-Pack k-point grid of 7x7x7 was

used for the primitive cell; calculations with larger supercells had a scaled grid to main-

tain or exceed the k-point density of the primitive cell. Formation energies of A-vacancy

(A=Li,Na,Mg) configurations over the tetrahedral and octahedral sites of spinel CoO2

and TiS2 were used to train cluster expansion Hamiltonians [17, 114] to predict the energy

of arbitrary configurations within each spinel host. The cluster expansion Hamiltonians

were used in grand canonical Monte Carlo simulations to calculate room temperature

electrochemical properties, including open circuit voltage profiles and equilibrium site

occupancies. The Clusters Approach to Statistical Mechanics (CASM) software package

was used to construct and parametrize the cluster expansions and to perform the grand

canonical Monte Carlo simulations [36, 35, 39, 69].

Tet-M distance = 0.4146*a

Tet (8a)

Oct-M distance = 0.3536*a

Spinel Interstitial Network Spinel Interstitial Network [111]

Oct (16c)

M (16d)

Oct (16c)

Tet (8a)

b)a)

c) d)

Figure 5.1: (a) The connectivity between a tetrahedral interstitial and the MX2 frame-
work of the spinel crystal structure. (b) The connectivity between octahedral intersti-
tials and the MX2 framework of the spinel crystal structure. (c) & (d) Intercalating
species can fill a network of interconnected tetrahedral and octahedral sites within the
spinel host. The tetrahedral (8a) sites form a diamond network with octahedral (16c)
sites located between neighboring tetrahedral sites. The tetrahedral and octahedral
sites share faces.
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5.3 Results

Spinel intercalation compounds have cubic symmetry, with transition metal cations

ordered over half the octahedral interstitial sites of a close-packed FCC anion sublattice.

Li, Na, or Mg guest cations can occupy one of two distinct sets of interstitial sites that do

not share faces with the transition metal containing octahedra. The tetrahedral (8a) sites

form a diamond network, with each tetrahedral site surrounded by four octahedral (16c)

sites. There are twice as many octahedral sites as tetrahedral sites, with each octahedral

site sharing a face with two tetrahedral sites. Fig. 5.1 shows the connectivity of the

MX2 spinel framework and its interstitial sites. The simultaneous occupation of adjacent

octahedral and tetrahedral sites is energetically unfavorable due to large electrostatic

repulsions. Guest cation (i.e. Li, Na, or Mg) migration through the interstitial network

of a spinel host requires elementary hops between adjacent octahedral and tetrahedral

sites. A large difference in energy between the tetrahedral and octahedral sites will,

therefore, result in high migration barriers for cation diffusion [109, 111, 115, 116] and

any strategy that equalizes the tetrahedral and octahedral site energies should lead to

an enhancement of guest cation mobility within the spinel host.

To identify the factors that determine site preference within spinel, we first calculated

the relative stability between octahedral 16c and tetrahedral 8a site occupancy in the

dilute limit as a function of volume for Li, Na, and Mg in the TiS2 and CoO2 spinel hosts.

Fig 5.2 shows the variation of the energy of an octahedral and a tetrahedral A-cation

in a 2×2×2 super cell of the primitive spinel unit cell (i.e. A1/32MX2) as a function of

the conventional cubic cell lattice parameter for the six systems. A comparison of Figs.

5.2 (a) and (e) and of Figs. 5.2 (b) and (f) shows that Li and Mg have very similar site

preferences in both spinel TiS2 and CoO2 respectively. This is likely due to their similar

ionic radii (0.68 Å vs. 0.66 Å) [117]. In the sulfide spinel, both Li and Mg prefer the
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Figure 5.2: Total energies of octahedrally coordinated A-ions (black circle) and tetra-
hedrally coordinated A-ions (blue square) as a function of the conventional cubic
cell lattice parameter of for the systems (a) LixTiS2, (b) LixCoO2, (c) NaxTiS2, (d)
NaxCoO2, (e) MgxTiS2, and (f) MgxCoO2. Calculations were performed in the dilute
limit in a cell that corresponds to a 2x2x2 supercell of the spinel primitive cell and a
composition of A1/32MX2. The energy scale is relative to the lowest energy structure.

octahedral site at dilute concentrations, only marginally favoring the tetrahedral site at

volumes that are substantially larger than the equilibrium volume of spinel TiS2. In the

oxide, the Li and Mg site preference is reversed, with both cations favoring the tetrahedral

site over the octahedral site. This reversal can be attributed to the more ionic nature

of the CoO2 host compared to the more covalent TiS2 host. The distance between the

A-cation and its neighboring transition metal cations M in the 16d sites is larger for

the tetrahedral 8a site than for the octahedral 16c site (0.4146a vs. 0.3536a, where a is
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the conventional cubic lattice parameter). The enhanced electrostatic interactions in the

oxide, therefore, lead to a preference for tetrahedral 8a site occupancy as it enables an

increased separation between positively charged cations.

A comparison between Li and Na intercalation in the CoO2 and TiS2 spinel hosts

shows the importance of the cation radius in determining site preference. Fig.5.2 (c)

shows that Na, with its larger ionic radius (0.97 Å) [117], prefers the larger octahedral

site (2.345 x 10−2 a3 Å
3

where a is the conventional cubic lattice parameter) substantially

more (by 0.3 eV to 1 eV) than the smaller tetrahedral site (6.634 x 10−3 a3 where a is

the conventional cubic lattice parameter) in TiS2. In the more ionic Na1/32CoO2 oxide

(Fig.5.2 (d)) the energies of the tetrahedral and octahedral sites are almost equal to each

other. The enhanced electrostatic interactions that generally favor tetrahedral occupancy

in the oxide is not sufficient to overcome the cost in energy of squeezing the larger Na

cation into the smaller tetrahedral site, thereby making the tetrahedral and octahedral

sites in CoO2 essentially degenerate in energy at dilute Na concentrations.

Site preferences in spinel at higher guest cation concentrations can be revealed by

considering formation energies of a large number of A-vacancy configurations within

spinel TiS2 and CoO2 as a function of concentration. These are shown in Fig. 5.3.

Configurations having only octahedrally (tetrahedrally) coordinated guest cations are

shown in blue (red), while those having a mix of octahedral and tetrahedral occupancy

are shown in purple. The majority of the ground state configurations (the lowest energy

configurations that reside on the convex hull) in TiS2 contain octahedrally coordinated

guest ions. Only in MgxTiS2 are there ground state configurations at intermediate to

high x that consist of a mix of octahedrally and tetrahedrally coordinated Mg ions.

A comparison between the formation energies of LixTiS2 and NaxTiS2 configurations

shows that increasing the ionic radius of the guest cation while keeping its oxidation

state fixed, penalizes tetrahedral site occupancy in the spinel host. Fig. 5.3 (c) shows a
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very strong preference for octahedral occupancy at all concentrations in NaxTiS2, with

configurations having any tetrahedral occupancy being substantially higher in energy

compared to configurations having only octahedral occupancy.

Figs. 5.3 (b), (d), and (f) show a stronger preference for tetrahedral sites in the more

ionic AxCoO2 spinel compounds. All LixCoO2 ground states below x = 1/2 contain only

tetrahedrally coordinated Li. MgxCoO2 exhibits a similar trend, with the exception of

the ground state at x = 5/12, which consists of a mix of tetrahedral and octahedral

occupancy. While most Mg reside in tetrahedral sites in this ground state, some oc-

cupy octahedral sites, thereby allowing an increase of some Mg-Mg pair distances. Both

LixCoO2 and MgxCoO2 also exhibit a large two-phase region between x = 1/2 and x = 1

in which the guest cations transition from tetrahedral occupancy at x = 1/2 to octahe-

dral occupancy at x = 1. The majority of ground state configurations in NaxCoO2, in

contrast, have mixed tetrahedral and octahedral occupancy. Only at x = 1/2 do the Na

cations exclusively occupy tetrahedral sites.

Intercalation of guest cations into a host compound is usually accompanied by a

volume increase. Fig. 5.4 shows the cube root of the cell volume for A-vacancy con-

figurations within spinel TiS2 and CoO2 that have energies within 10 meV/atom of the

convex hull. The cube root of the volume can be used as a proxy for an averaged con-

ventional cubic cell lattice parameter for each cation-vacancy configuration in spinel,

even if the particular configuration does not strictly preserve cubic symmetry. While

Fig. 5.4 shows that all compounds undergo a volume expansion with concentration, x,

the NaxCoO2, NaxTiS2, LixCoO2, and MgxCoO2 systems exhibit very little variation in

cell volume between configurations at each concentration. This is not true in LixTiS2

and MgxTiS2 which exhibit significant variations in cell volume at each concentration.

Figures 5.4 (c) and (d) show that Na insertion into spinel induces larger volume changes

of the host than that accompanying Li or Mg insertion.
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Figure 5.3: The formation energies (eV/formula unit) of A-vacancy configurations
within spinel MX2 as a function of A composition for the systems (a) LixTiS2, (b)
LixCoO2, (c) NaxTiS2, (d) NaxCoO2, (e) MgxTiS2, and (f) MgxCoO2. Configurations
that contain all octahedrally coordinated magnesium, all tetrahedrally coordinated
magnesium, and mixed coordination correspond to blue squares, red triangles, and
purple circles respectively. The convex hull (black line) connects the ground state
configurations. Note that the scale on subfigure (c) and subfigure (f) are different due
to a shallow and deep convex hull respectively.

The voltage of an electrode material is related to the chemical potential of the shuttled

cation according to the Nernst equation

V (x) = −[µA(x)− µ◦A]/ze (5.1)

where z = 1 for Li and Na and z=2 for Mg. µ◦A is the chemical potential of the respective
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A metal reference electrode. We calculated the chemical potentials of Li, Na, and Mg in

spinel CoO2 and TiS2 at room temperature with grand canonical Monte Carlo simulations

applied to cluster expansions of the configurational energy of cation-vacancy disorder. A

separate cluster expansion was parameterized for each of the six spinel compounds using

the DFT-PBE formation energies of Fig. 5.3 as training data.

Fig. 5.5 shows the calculated voltage profiles of all six compounds at room tempera-

ture (300 K) relative to their respective metallic electrodes. The sloping voltage profiles

of the three sulfides indicate solid solution behavior. Fig. 5.5 e. shows that, at 300K, it is
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not thermodynamically favorable to intercalate more than x = 0.9 Mg into TiS2 because

the voltage reaches 0 at this point. The voltage profiles of the oxide exhibit more pro-

nounced features indicative of ordering reactions and phase transformations. The steps

in the voltage profile indicate the occurrence of stable ordered phases at stoichiomet-

ric compositions while plateaus correspond to two-phase reactions. Both LixCoO2 and

MgxCoO2 have voltage profiles that are qualitatively very similar. A large step at x =

0.5 separates a high voltage region between x = 0 and 0.5 from a plateau extending from

x = 0.5 to 1 at lower voltages. While NaxCoO2 also exhibits a step at x = 0.5 it is not

as large as in the Li and Mg containing oxide spinels. NaxCoO2 also does not exhibit

a large plateau between 0.5 and 1, but rather a smoother sloping profile signifying solid

solution behavior toward the end of discharge.

More insight about the evolution of the voltage profiles can be gained by inspection

of the site occupancy as a function of cation content. Fig. 5.6 shows the distribution of

A cations on tetrahedral and octahedral interstitial sites as a function of composition.

In LixTiS2 and NaxTiS2, the cations exclusively occupy the octahedral sites. The Mg

cations of MgxTiS2 initially only fill octahedral sites but start to occupy a small fraction

of tetrahedral sites as well beyond x = 0.375. All three sulfide spinels exhibit a solid

solution at room temperature. The preference for octahedral sites in these compounds

results in a sloping voltage profile.

Site occupancy in the oxides is more complex than in the sulfides. Li and Mg both

prefer the tetrahedral sites over the octahedral sites in spinel CoO2 below x = 1/2, al-

though there is some mixed occupancy in MgxCoO2 around x = 5/12 to maximize Mg-Mg

pair distances. At x = 0.5 all tetrahedral sites are filled in LixCoO2 and MgxCoO2 and

further increases in cation concentration must be accommodated by the less favorable

octahedral sites. The filling of all tetrahedral sites results in a large step in the voltage

profile at x = 0.5. Since the tetrahedral and octahedral sites share faces, the filling of oc-
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tahedral sites requires a simultaneous displacement of tetrahedrally coordinated cations,

which occurs through a two-phase reaction. This two-phase reaction manifests itself as a

plateau between x = 0.5 and x = 1 in the voltage profile. Both LixCoO2 and MgxCoO2

also show smaller voltage steps below x = 0.5 due to cation ordering over the tetrahedral

sites. In NaxCoO2, the tetrahedral and octahedral sites are essentially degenerate in

energy. Hence Na insertion into spinel CoO2 occurs on both tetrahedral and octahedral

sites. At x = 0.5, the Na fill all tetrahedral sites as this configuration maximizes the

distance between nearest neighbor Na cations (3.62 Å)at the 0.5 composition. NaxCoO2

also exhibits an extended solid solution beyond x = 0.65 consisting of mixed octahe-

dral/tetrahedral occupancy. The voltage profile of NaxCoO2 is therefore, similar to those

of the sulfides at low and high concentrations due to high octahedral site occupancy at

those concentrations, but it also exhibits the large step that characterizes the voltage

profiles of the other oxide spinels due to tetrahedral filling at x = 0.5.

5.4 Discussion

Our first-principles statistical mechanics study of spinel AxCoO2 and AxTiS2 with

A being either Li, Na or Mg has enabled a systematic determination of the effect of (i)

host ionicity (i.e. oxide versus sulfide), (ii) the A cation radius and (iii) the A cation

oxidation state on the electrochemical properties of spinel intercalation compounds. Ox-

ides are generally more ionic than sulfides. A clear manifestation of this emerges when

comparing the A cation site preferences in spinel CoO2 to those of TiS2. Tetrahedral

sites are preferred in more ionic spinel hosts, as it allows an increased separation between

the postively charged guest cations and the transition metal cations. Furthermore, the

tetrahedral 8a sites of spinel share corners with transition metal containing 16d octahe-

dra, while the octahedral 16c sites share edges with the 16d sites (see Fig. 5.1). TiS2 is
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Figure 5.5: The calculated voltage of AxMX2 relative to A metal from a Monte Carlo
simulation for the systems (a) LixTiS2, (b) LixCoO2, (c) NaxTiS2, (d) NaxCoO2, (e)
MgxTiS2, and (f) MgxCoO2. An experimental voltage curve of LixTiS2 / Li coin cell
measured by Bonnick et. al. is shown on (a) [118]. The value of the voltage plateau
representing the x > 0.5 region of an experimental voltage curve of LixCoO2 / Li coin
cell measured by Kim et. al. is shown on (b) [119]. An experimental voltage curve of
MgxTiS2 / Mg coin cell measured by Sun et. al. [103] is shown on (e).

a more covalent and compliant crystal than CoO2, with the larger sulfur anion able to

more effectively screen transition metal-intercalant electrostatic interactions. Octahedral

sites are therefore preferred in TiS2 as steric factors play a more important role.

The effect of guest cation radius on site preference in spinel is clearly revealed by the

differences between the Li and Na containing spinels. The difference in energy between

the smaller tetrahedral and the larger octahedral sites in spinel NaxTiS2 (between 0.3 eV

and 1 eV) is significantly larger than in LixTiS2 (between 0.1 eV and 0.5 eV), which can

be attributed to the larger ionic radius of Na (0.97 Å) compared to that of Li (0.68 Å). In
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line) of spinel at 333 K as calculated with Monte Carlo simulations for the systems (a)
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the oxide spinel, where Li very much favors the tetrahedral sites, Na is more ambivalent,

with tetrahedral and octahedral site energies being essentially degenerate.

The guest cation’s formal oxidation state also plays a role in affecting electrochemical

properties. While Li and Mg insertion into the same spinel host generates voltage profiles

that are qualitatively similar to each other, there are differences. These can be attributed

to a difference in the Li and Mg oxidation state since Li+ and Mg2+ have very similar ionic

radii (0.68 Å vs. 0.66 Å) [117]. The voltage profile of MgxCoO2 has larger steps than that

of LixCoO2 (especially at x = 0.25), signifying an increased stability of cation-vacancy

orderings that is likely driven by stronger electrostatic interactions in the former. The Mg
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containing spinels also exhibit mixed tetrahedral/octahedral occupancy that is likely also

driven by electrostatic interactions, as mixed occupancy at intermediate concentrations

enables an increased separation between Mg pairs.

Figure 5.7: Total energy differences between tetrahedrally coordinated A-ions and
octahedrally coordinated A-ions as a function of guest cation for TiS2, CoO2, NiO2,
and MnO2 spinels. Calculations were performed in the dilute limit in a cell that
corresponds to a 2x2x2 supercell of the spinel primitive cell and a composition of
A1/32MX2. The color coded bars summarize the preference for octahedral (blue) or
tetrahedral (red) coordination of the guest cation for each system.
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The general trends identified in this study have been distilled from two model spinel

host chemistries. The TiS2 and CoO2 spinel hosts investigated here have relatively simple

electronic structures characterized by itinerant valence electrons. Many oxide spinel

compounds contain Mn and/or Ni and further studies on these compounds are necessary

to generalize or nuance the trends identified here. Additional complexities are expected

in Mn and Ni containing spinel compounds, however, as electrons in these compounds

tend to localize more. Contributions from additional electronic degrees of freedom that

can give rise to Jahn-Teller distortions, charge ordering, orbital ordering and magnetic

ordering must therefore be explicitly taken into account [120].

Simple calculations of site energy differences, however, indicate that the trends estab-

lished here persist in the more complex and ionic NiO2 and MnO2 spinel hosts at dilute

guest cation concentrations. This is revealed in Fig. 5.7, which compares the difference

in energy between tetrahedral and octahedral site occupancy at dilute Li, Mg, Na and Ca

concentrations in the spinel forms of TiS2, CoO2, NiO2 and MnO2. (Fully relaxed DFT

calculations were performed in 2×2×2 supercells of the spinel primitive cell holding the

lattice parameters fixed at the equilibrium lattice parameters of the host in the absence of

a guest cation). Both the NiO2 and MnO2 compounds tend to be more ionic than CoO2

since the occupied transition metal d-orbitals of Ni and Mn in the spinels hybridize less

with the surrounding oxygen p-orbitals than those of Co [6]. Ca is also included because

its ionic radius is very similar to that of Na (Na 0.97 Å and Ca 0.99 Å [117]) but its formal

oxidation state is +2 as opposed to +1. Fig. 5.7 clearly shows an increased preference

for tetrahedral occupancy over octahedral occupancy as the ionicity of the host increases.

For Na, the difference in energy between tetrahedral and octahedral occupancy is very

small in all three oxides, however, there is a general trend towards tetrahedral occupancy

when going from CoO2 to NiO2 to MnO2. The Na preference for tetrahedral 8a sites in

MnO2 is consistent with experimental observations for spinel MnO2 (i.e. λ-MnO2) [104]
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and Ni0.25Mn0.75O2 [105]. The role of guest cation radius is also clearly apparent in Fig.

5.7, with an increase in cation radius favoring octahedral sites over tetrahedral sites. A

more subtle trend is revealed with respect to the guest cation oxidation state. Figure 5.7

suggests that the tetrahedral sites become slightly less stable when going from a guest

cation oxidation state of +1 to +2 while holding the ionic radius fixed. It should be noted

though that for the same guest cation concentration, the guests with formal oxidation

state +2 donate twice as many electrons than the guests with oxidation state +1 and

thereby reduce the host at twice the rate. Each +2 guest cation is therefore surrounded

by twice as many reduced transition metal cations (i.e. M+3) and we suspect that this

leads to a slight reduction in electrostatic repulsion between the guest cation and the

surrounding transition metals.

Guest cation mobility ranks among the most important properties that require op-

timization for battery applications. Cation transport within the spinel host arises from

successive hops between nearest neighbor tetrahedral and octahedral sites [109, 111, 115].

Any reduction in the energy difference between the tetrahedral and octahedral sites of

spinel will, therefore, lead to an increase in cation mobility [116]. The general principles

revealed by this study show that the energy difference between tetrahedral and octahedral

site occupancy in spinel can be controlled by tuning guest cation radius and host bonding

character. The combination that appears to equalize the tetrahedral and octahedral site

energies most is Na insertion into an oxide spinel. Indeed, the calculations of this study

predict that the tetrahedral and octahedral sites are nearly degenerate in spinel CoO2

upon insertion of Na. The flattening of the energy landscape in NaxCoO2 arises from a

competition between electrostatic interactions, which favor tetrahedral sites, and steric

factors, which favor the larger octahedral sites. Fig. 5.7 suggests that the same is true

in the dilute limit in NiO2 and MnO2 spinels. The larger ionic radius of Na compared to

that of Li, should result in lower migration barriers for Na diffusion compared to those
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for Li diffusion in the same spinel host. We expect that alloying strategies exist with

which the degree of ionic bonding of the spinel host can be fine-tuned to maximize Na ion

mobility within spinel. Other factors must, of course, also be taken into consideration

when searching for optimal transition metal chemistries, including a determination of

whether the chemistry favors the spinel crystal structure and whether it is resistant to

common electrochemical or mechanical degradation mechanisms [6].

5.5 Conclusion

We investigated the effects of anion chemistry (oxide/sulfide) and guest cation chem-

istry (Li/Na/Mg) on the electrochemical properties of spinel intercalation compounds.

The electrochemical properties of spinel compounds are highly sensitive to guest cation

site preferences. Two factors play a dominant role in determining guest cation site pref-

erence within spinel: (i) the guest cation radius, with larger cations favoring octahedral

sites and (ii) the bonding character of the host, with the more ionic oxides favoring

tetrahedral site occupancy. Our study has revealed simple design principles with which

new spinel compounds can be developed and has indicated that Na insertion into oxide

spinel compounds shows promise for high rate capable batteries. The large ionic radius

of Na favors octahedral coordination while the ionic host of an oxide favors tetrahedral

coordination, resulting in a unique equalization of the tetrahedral and octahedral site

energies in spinel NaxCoO2. The energy difference between tetrahedral and octahedral

sites in spinel is directly correlated with cation mobility and any flattening of the energy

landscape will result in enhanced cation mobilities. We expect that these insights will

lead to the discovery of transition metal oxide chemistries that will form spinel hosts that

can be synthesized and that simultaneously enable high Na-ion mobilities.
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Chapter 6

Elucidating cation mobility

shutdown in spinel and rocksalt

intercalation compounds

6.1 Introduction

The rich variety of intercalation compounds that can host Li+, Na+, K+ and Mg2+

ions has led to the development of a multitude of promising rechargeable battery types

that rely on the shuttling of mobile cations between an anode and a cathode [121, 122,

123, 124, 125, 126, 127, 128, 4, 129, 130, 131, 132, 133, 134, 135]. The rate with which

such a rechargeable battery can be cycled is in large part determined by the diffusion

coefficient of the shuttled cation within the electrodes [136]. Several factors affect cation

diffusion coefficients, including the chemistry, crystal structure and cation concentration

of the host material [137].

The majority of today’s commercial Li-ion batteries utilize a dense transition metal

oxide as the electroactive material in their cathodes. Important examples include the
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family of layered transition metal oxides such as LiCoO2, LiNi(1−y−z)MnyCozO2 (NMC)

and LiNi(1−y−z)CoyAlzO2 (NCA) [138] as well as the high voltage LiMn2−yNiyO4 [139]

spinels. The LixM1−xO disordered rocksalts [8], where M refers to a mixture of transition

metals, are also receiving much attention as high capacity alternatives to current cathode

materials [12, 140, 141, 7, 9].

The oxygen ions of most transition metal oxide electrode materials adopt a close-

packed face-centered cubic (fcc) lattice, with transition metals filling a subset of the

octahedral interstitial sites of the oxygen sublattice [138]. In the layered materials, the

transition metals fill alternating (111) planes of octahedral interstitial sites, while in

the spinel crystal structure, they adopt a three dimensional ordering. In the disordered

rocksalts [8], the transition metals are more randomly distributed, although they often

exhibit some degree of short-range order [142, 9]. In all three materials classes, the

remaining octahedral interstitial sites are available for occupancy by guest ions such as

Li.

The topology of an fcc oxygen sublattice has important consequences for cation trans-

port. If the mobile cation prefers octahedral sites, it must migrate through a tetrahedral

site, where it will usually thermalize, before continuing on to an adjacent octahedral site

[143, 144, 111, 137]. Since the intermediate tetrahedral site is coordinated by four octahe-

dral sites, the barriers of cation hops will be very sensitive to the number of other cations

in the surrounding octahedral sites [111]. Electrostatic and steric interactions generally

lead to an increase of the migration barrier with the number of cations in surrounding

octahedral sites as schematically illustrated in Figure 6.1. Our findings show that the

diffusion in intercalation compounds is dominated by the lowest barrier vacancy clus-

ter. This leads to highly correlated diffusion mechanisms that are mediated by vacancy

clusters, such as double vacancies in layered materials and triple vacancies in spinels

[111, 137].
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Figure 6.1: The diffusion path for a cation on an octahedral site via a (a) triple
vacancy, (b) divacancy, and (c) single vacancy mechanism. (d) Hypothetical energy
landscapes for these diffusion mechanisms. The ion first moves to the tetrahedral site
via the magenta arrow. For productive diffusion, the ion must move forward via the
orange arrow (or one of its equivalents) instead of hopping back to its original spot.
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While the transition metal (TM) cations of layered and spinel hosts are well ordered

over the octahedral sites of an fcc anion sublattice, they are more randomly distributed in

disordered rocksalts (DRX) [8, 12]. In contrast to layered compounds where each inter-

mediate tetrahedral site of a hop is coordinated by one TM [144] or to spinel compounds

where those sites are coordinated by zero TM [111], the tetrahedral sites of DRX may be

coordinated by 0, 1 or 2 transition metal cations (labeled 0-TM, 1-TM and 2-TM sites)

[12, 145]. The most facile hops are those that pass through the 0-TM tetrahedral sites.

The tetrahedral sites coordinated by 1 or 2 transition metals have significantly higher

barriers due to electrostatic interactions arising from the high oxidation state of the tran-

sition metals [12]. Optimal Li transport occurs in disordered rocksalts with transition

metal compositions that ensure percolating networks of 0-TM, which requires a Li:TM

ratio greater than 1:1 [12].

Here we show that vacancy cluster diffusion mechanisms in intercalation compounds

with an fcc anion sublattice result in diffusion coefficients that have a strong concentration

dependence. We use kinetic Monte Carlo simulations to calculate cation diffusion coeffi-

cients and show that the diffusion coefficient drops significantly once the concentration of

the diffusion-mediating vacancy clusters fall below a percolation threshold. We focus on

the spinel compound as a model system since its TM ordering over the octahedral sites

of an fcc anion sublattice ensures fully percolating networks of 0-TM tetrahedral sites.

The spinel crystal can, therefore, be viewed as the idealized limit of DRX compounds

with fully percolating 0-TM channels, without requiring a deficiency of TM below x=1/2.

We find that even with fully percolating 0-TM networks, the cation diffusion coefficient

can drop by several orders of magnitude over a small concentration interval due to the

onset of highly correlated motion that arises once interconnected networks of diffusion

mediating vacancy clusters become cut-off from each other. The results of this study

provide fundamental insights about diffusion processes with which electrode materials

106



Elucidating cation mobility shutdown in spinel and rocksalt intercalation compounds Chapter 6

having superior transport properties can be designed.

6.2 A concrete example: Mg diffusion in spinel TiS2

To illustrate the key characteristics of cation diffusion in an fcc anion sublattice, we

first consider Mg diffusion in spinel TiS2. The promise that Mg-ion batteries can offer

high energy densities and capacities due to the 2+ oxidation state of the shuttled Mg-ions

[134, 146, 135] has led to both theoretical and experimental interest in spinel TiS2 as a

candidate electrode material [147, 148, 149]. Figure 6.2 shows the experimentally mea-

sured voltage curve of spinel MgyTiS2 [118] and compares it to a voltage curve that was

calculated with Monte Carlo simulations applied to a first-principles cluster expansion of

the MgyTiS2 system at 333 K [149]. The agreement is very good. Mg predominantly oc-

cupies the octahedral sites, but exhibits some tetrahedral site occupancy at intermediate

concentrations [147, 149]. The smooth voltage curve indicates a solid solution without

any strong ordering tendencies [136].

The experimental voltage curve only extends to y ≈ 0.5. The calculated voltage

curve, in contrast, suggests that the Mg concentration can reach a value of y ≈ 0.8 be-

fore the voltage equals zero. The limited experimental capacity has been attributed to a

decrease in the Mg diffusion coefficient at higher Mg concentrations. Figure 6.3a shows

the self-diffusion coefficient (also referred to as the jump diffusion coefficient [19, 136]) of

Mg in TiS2 as calculated with kinetic Monte Carlo simulations at 333 K applied to the

same cluster expansion Hamiltonian used to calculate the voltage curve in Figure 6.2.

Migration barriers in the kinetic Monte Carlo simulations were calculated by combining

the cluster expansion energies of the end points with a constant kinetically resolved acti-

vation (KRA) barrier [144, 150, 151, 152, 136]. The barriers of hops between octahedral

and tetraheral sites are generally found to scale with the difference in the octahedral and
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Figure 6.2: The calculated and experimental [118] voltage curve of MgyTiS2. The
color of the points in the calculated curve indicates the amount of octahedral site
preference (more red is a stronger octahedral preference).
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tetrahedral site energies [111]. The use of a constant KRA barrier of 0.5 eV was moti-

vated by several nudged elastic band calculations of migration barriers in spinel MgyTiS2

[147] some of which are shown in Appendix B.

The calculated Mg self-diffusion coefficient in Figure 6.3(a) remains more or less con-

stant below y = 0.5, but then decreases by several orders of magnitude in a narrow

composition interval. The experimentally measured self-diffusion coefficient by Bonnick

et al. [118] exhibits a similar variation with composition, although it only extends to

y ≈ 0.5 due to the onset of strong polarization at higher concentrations. Figure 6.3(a)

clearly reveals a large quantitative discrepancy between the experimental and calculated

self-diffusion coefficient. This discrepancy can be attributed to a variety of factors. The

extraction of a diffusion coefficient from galvanostatic intermittent titration technique

(GITT) measurements requires an accurate estimate of the active surface area of the

electrode particles, for which there is often much uncertainty. Hence the numerical val-

ues of reported diffusion coefficients are less reliable than their variation with concentra-

tion. The experimental migration barriers as measured in MgyTiS2 are generally more

consistent with calculated barriers [147, 118] and, therefore, also more consistent with

the lower diffusion coefficients calculated with kMC. The exponential dependence of hop

frequencies on migration barriers is a factor that can lead to quantitative uncertainties

in the predicted diffusion coefficients [153]. For the purposes of the present discussion,

however, only the qualitative variation with concentration is of primary importance.

Insight about the origin of the sudden drop in the Mg self-diffusion coefficient around

y ≈ 0.5 in MgyTiS2 can be obtained by an inspection of the calculated correlation factor,

shown in Figure 6.3(b). The correlation factor, f , is a measure of the degree with which

successive hops are correlated and is equal to 1 when cations perform an unhindered

random walk [136]. Any correlations between successive hops will lead to a correlation

factor that is less than 1. In general, the tracer diffusion coefficient will be proportional
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Figure 6.3: (a) The calculated and experimental self-diffusion coefficient of Mg in
MgyTiS2 [118]. (b) The calculated correlation factor of Mg in MgyTiS2. (c) The
fraction of tetrahedral sites in MgyTiS2 surrounded by 3+ (blue), 2+ (brown), or 1+
(grey) vacancies. The site percolation threshold is marked by a solid black line. The
color of the points in (a) and (b) indicates which tetrahedral-vacancy environment
is above the site percolation threshold in spinel. This corresponds to the vacancy
quantities shown in (c).
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to the correlation factor. Figure 6.3(b) shows that, similar to the self-diffusion coefficient

in Figure 6.3(a), the calculated correlation factor also decreases by almost four orders of

magnitude in a narrow concentration interval around y ≈ 0.5. This indicates that Mg

hops become highly correlated above y ≈ 0.5.

The cause of the sudden onset of highly correlated diffusion can be traced to the

diffusion mechanism in MgyTiS2. Due to the strong dependence of the migration barrier

on the number of occupied octahedral sites surrounding the intermediate tetrahedral site,

Mg diffusion in spinel TiS2 is overwhelmingly dominated by triple vacancy hops due to

the low barrier compared to double or single vacancy hops. Figure 6.3(c) tracks the

fraction of tetrahedral sites with different numbers of vacancies in their four surrounding

octahedral sites. The blue curve in Figure 6.3(c) collects the fraction of tetrahedral sites

that are surrounded by 3 or 4 octahedral vacancies. The fraction of these tetrahedral

sites also decrease rapidly with increasing Mg concentration and they play a crucial role

in mediating Mg transport.

A comparison of Figure 6.3(b) and Figure 6.3(c) reveals that the drop in the cor-

relation factor occurs once the triple vacancy concentration dips below the percolation

threshold on a diamond network, shown by the horizontal line in Figure 6.3(c). The

tetrahedral sites that constitute the intermediate states between neighboring octahedral

sites of the spinel form a diamond network and the unhindered diffusion of Mg by means

of a triple vacancy mechanism requires a percolating network of quadruple and triple

vacancies over the diamond network of tetrahedral sites. Once quadruple and triple va-

cancies no longer form percolating networks beyond y ≈ 0.5, the self-diffusion coefficient

drops very rapidly and diffusion becomes highly correlated as is evident in Figure 6.3(a)

and (b). Beyond that composition, the overwhelming majority of Mg hops continue to

be mediated by triple vacancies, but the triple vacancies are disconnected and Mg can

only migrate back and forth along disconnected chains.
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Similar phenomena were predicted for Li diffusion in spinel TiS2, however, the diffu-

sion coefficient decreases more gradually and at higher concentrations [111]. A crucial

difference between Li and Mg diffusion in spinel TiS2 is the difference in barriers be-

tween the triple vacancy mechanism and the divacancy mechanism. Due to the higher

oxidation state of Mg2+ cations relative to that of Li+, the repulsion between two Mg

ions occupying adjacent tetrahedral and octahedral sites is larger than that between two

Li ions. This leads to divacancy migration barriers that are significantly higher than

those of triple vacancies in MgyTiS2 (roughly 300 meV). For Li the difference in barriers

between triple and divacancy hops is less pronounced (roughly 120 meV). Hence, when

the triple vacancy concentration is below the percolation threshold, Li can still escape

isolated networks of interconnected triple vacancies with reasonable hop frequencies via

divacancy channels, even if they constitute a very small minority of the hops. This be-

havior is also known to occur in metallurgical alloys, where highly correlated diffusion

sets in once the lowest barrier hop environment no longer forms percolating chains [154].

6.3 Parametric study of diffusion in spinel intercala-

tion compounds

The MgxTiS2 example highlights the crucial role that vacancy clusters play in medi-

ating guest ion diffusion within a spinel host. This is a direct consequence of the close-

packed anion sublattice of spinel, which constrains cation migration to hops between

octahedral and tetrahedral sites. Similar vacancy cluster diffusion mechanisms should,

therefore, dominate in other intercalation compounds with close packed anion sublattices

such as the disordered rocksalts. To generate a more systematic understanding of dif-

fusion mechanisms in hosts with close-packed anion sublattices of differing chemistries,
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we next perform a parametric study of diffusion with kMC applied to simple lattice

models that capture the essential thermodynamic and kinetic properties of intercalation

compounds with close-packed anion sublattices.

We continue to use spinel as a model system as it serves as an idealization of disordered

rocksalts in which all 0-TM tetrahedral sites belong to fully percolating channels. Simple

lattice models are able to capture most of the essential electrochemical properties that

emerge upon inserting guest ions into a spinel host crystal structure. The spinel crystal

structure has twice as many non-face sharing octahedral sites (16c sites of the Fd3̄m

space group) as non-face sharing tetrahedral sites (8a sites). The tetrahedral sites form

a diamond network while the octahedral sites reside between pairs of tetrahedral sites.

Each tetrahedral site is coordinated by four octahedral sites, while each octahedral site

is coordinated by two tetrahedral sites.

6.3.1 Electrochemical properties

Guest ions within spinel will generally have a preference for either the tetrahedral

site or the octahedral site. This site preference is determined by a difference in the

energy ∆Et−o between the octahedral site and the tetrahedral site. A positive (negative)

∆Et−o signifies octahedral (tetrahedral) site preference. We can also introduce a nearest

neighbor pair interaction between an adjacent pair of octahedral and tetrahedral sites

Vt−o. This interaction, when positive, describes a repulsion between two guest cations

when they occupy a nearest neighbor pair of tetrahedral and octahedral sites. Additional

interactions can further refine the model, such as an interaction between nearest neighbor

octahedral sites, Vo−o, and an interaction between nearest neighbor tetrahedral sites, Vt−t,

along with other multi-site terms and longer range interactions. The interactions define
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a lattice model Hamiltonian that can be written as

E =
∑
i

Vtσi +
∑
j

Voσj +
∑
i,j

Vt−oσiσj + . . . (6.1)

where the σi and σj represent occupation variables assigned to each tetrahedral site i and

octahedral site j within the crystal (σi is equal to 1 when a guest cation occupies site i and

zero when the site is vacant). The coefficients Vo and Vt are equal to the dilute site energies

of the octahedral and tetrahedral sites respectively with ∆Et−o = Vt − Vo. The simple

lattice model Hamiltonian in Equation (6.1) lists the first few terms of a more general

cluster expansion Hamiltonian [17, 151, 136]. The expansion coefficients of a cluster

expansion can be trained to a database of first-principles energies for a large number of

different cation vacancy orderings. The resultant Hamiltonian then describes the energy

of a particular chemistry as a function of cation-vacancy orderings [148, 149, 93]. Instead

of focusing on a particular chemistry, we next study simple lattice model Hamiltonians

parametrically to understand how different interaction coefficients affect thermodynamic

and cation transport properties.

To first order, only two independent interaction parameters are needed to predict

commonly observed experimental voltage curves exhibited by spinel compounds. These

are the site preference energy parameter ∆Et−o and the nearest-neighbor octahedral-

tetrahedral pair interaction Vt−o. Figure 6.4 maps out the regions in ∆Et−o and Vt−o

space corresponding to qualitatively distinct voltage profiles for the spinel host. The

voltage curves were calculated with grand canonical Monte Carlo simulations applied to

the simple lattice model Hamiltonian over a grid of ∆Et−o and Vt−o values. Four regions

with distinct voltage profiles are evident in Figure 6.4. The site occupancy is shown by

the shade of color in the voltage curve, with blue (red) reflecting tetrahedral (octahedral)

occupancy and white signifying mixed occupancy.
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Figure 6.4: A map of characteristic voltage curves based on the relative energies of
the tetrahedral and octahedral interstitial sites and the effective cluster interaction
(ECI) of the nearest-neighbor octahedral-tetrahedral pair cluster in the spinel network.
Some notable chemistries have been placed roughly in the correct regions of their
characteristic voltage curve and ECI values for reference. Some notable chemistries
have been placed roughly in the correct regions of their characteristic voltage curve
and ECI values for reference.
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For positive ∆Et−o, where the octahedral sites are energetically preferred, cation

insertion is predicted to proceed through a solid solution, as reflected by the smooth

sloping voltage profile [136]. The guest cations gradually fill the octahedral sites until

they are completely filled at x = 1. When ∆Et−o is small but still positive, reflecting

host and guest chemistries where tetrahedral and octahedral sites are close in energy,

thermal excitations will lead to some degree of tetrahedral site occupancy. The nearest

neighbor Vt−o interaction has little effect on the voltage curves when octahedral sites are

preferred.

Negative values of ∆Et−o correspond to a tetrahedral site preference. In this case,

the tetrahedral sites fill first until they are completely saturated at x=1/2. Beyond that

point the less favorable, but more numerous, octahedral sites must be filled. This leads

to a voltage step at x = 1/2, as a certain energy is needed to overcome ∆Et−o before

octahedral sites can be filled. The qualitative shape of the voltage curve depends on the

value of the nearest neighbor Vt−o pair interaction.

When Vt−o is small or negligible, guest cations will simply fill the octahedral sites as

a solid solution beyond x = 1/2 without displacing tetrahedral cations as the simultane-

ous occupation of nearest neighbor tetrahedral and octahedral sites is easily tolerated.

However, when Vt−o becomes large and positive, nearest neighbor tetrahedral-octahedral

pairs become too costly for simultaneous occupancy and the filling of the more numerous

octahedral sites is accompanied by a displacement of tetrahedral cations. This is pre-

dicted to occur through a two-phase reaction as is evident by the plateau in the voltage

curve between x = 1/2 and x = 1.

More complex insertion sequences emerge upon the addition of longer-range and

multi-site interactions to the lattice model Hamiltonian. For example, the inclusion

of a strong repulsion between nearest neighbor octahedral sites, Vo−o, when ∆Et−o is

positive but not too large will lead to an increase in tetrahedral site occupancy at guest
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cation concentrations of x ≈ 0.4. A mix of octahedral and tetrahedral occupancy at

intermediate concentrations allows for an increase in the spacing between cations, and

thereby a minimization of occupied nearest neighbor octahedral-octahedral pairs to avoid

the repulsive Vo−o interactions. If the repulsive Vo−o interactions are larger than ∆Et−o,

then mixed occupancy can be expected, as the penalty of occupying unfavorable tetrahe-

dral sites is smaller than having nearest neighbor octahedra-octahedral occupancy. This

occurs in systems such as MgxTiS2 [147], where the strong electrostatic interactions due

to the high oxidation state of the Mg2+ leads to a large Vo−o pair interaction [149]. Other

examples of how additional interactions can introduce more features to the voltage profile

and site occupancy are shown in Appendix B.

Figure 6.4 also shows a first order estimate of where different spinel and guest ion

chemistries fall in the low-dimensional ∆Et−o and Vt−o parameter space. The placement

of each chemistry in this map was informed by the results of past studies using density

functional theory calculations [93]. The smaller guest cations such as Li and Mg tend

to prefer tetrahedral sites in the more ionic oxide spinel hosts. Since Mg has a higher

oxidation state than Li, its nearest neighbor Vt−o interaction coefficient will be larger than

that for Li. In a sulfide spinel such as TiS2, which is more covalent than the oxide spinels,

guest cations prefer the octahedral sites. The tetrahedral sites are penalized when the

guest cation is large. Na insertion into an oxide spinel results in a ∆Et−o that is close to

zero, with tetrahedral and octahedral sites having similar energies. In the TiS2 spinel,

however, the energy of occupying a tetrahedral site is significantly higher than in an

octahedral site. The placement of the different chemistries in this map should be viewed

as a projection from a much higher dimensional parameter space. To capture many

of the subtle nuances exhibited by each individual chemistry, it is necessary to include

many more interaction parameters that extend beyond the site and nearest neighbor pair

interaction [93]. Nevertheless, many of the essential features of these chemistries are
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already captured with a two-interaction parameter lattice model Hamiltonian.

6.3.2 Diffusion in spinels

Having mapped out how the thermodynamic properties of spinel intercalation com-

pounds depend on the interaction coefficients of a simple lattice model Hamiltonian, we

next explore how guest cation diffusion is affected by the interaction coefficients. The

MgxTiS2 example shows that the self-diffusion coefficient drops by several orders of mag-

nitude once the triple vacancy concentration falls below the percolation threshold. This

behavior is undesirable for battery applications. It occurs because the migration barriers

for divacancy and single vacancy hops are significantly higher than the barriers for triple

vacancy hops. Once the concentration of triple vacancies falls below the percolation

threshold, the cations are trapped in disconnected chains of triple vacancies. In order

to escape, they must migrate into divacancy or single vacancy clusters, which will only

occur to a sufficient degree if the barriers for these hops are not significantly higher than

those of hops into triple vacancies. To first order, the barriers associated with different

vacancy clusters can be tuned by varying Vt−o, the interaction between nearest neigh-

bor tetrahedral and octahedral sites. We again used kinetic Monte Carlo simulations in

which the energies of the end points of the hops are calculated with the lattice model

Hamiltonian of Equation (6.1). The barriers within the kMC simulations were calculated

with a constant KRA of 0.3 eV.

We first consider the case when Vt−o is zero and ∆Et−o > 0. Octahedral sites are

then favored, but the energy of the tetrahedral site is unaffected by the number of occu-

pied nearest neighbor octahedral sites. The triple vacancy, divacancy and single vacancy

hops then all have an identical migration barrier. The calculated self (jump) diffusion

coefficient and accompanying correlation factor are shown in Figure 6.5(a). While the self-
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Figure 6.5: The jump diffusion coefficient and the correlation factor (a)Vt−o = 0 eV,
(b)Vt−o = 0.1 eV, (c)Vt−o = 0.25 eV, and (d) Vt−o = 0.75 eV. Points are colored based
on the type of vacancy above the percolation threshold.
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diffusion coefficient decreases with increasing cation concentration, the chemical diffusion

coefficient, obtained by multiplying the self-diffusion coefficient by the thermodynamic

factor, is a constant, independent of cation concentration. Figure 6.5(b) shows the calcu-

lated transport coefficients and correlation factor for a slightly positive Vt−o. In this case

there is a difference between the triple-vacancy, divacancy and single vacancy migration

barriers. The difference is not too large (relative to kBT where kB is Boltzmann’s con-

stant and T is the absolute temperature), and divacancy hops are still accessible. While

the majority of hops are mediated by triple-vacancies, once the percolation threshold for

triple vacancies is reached, cations can still escape from isolated triple-vacancy chains

by hopping into divacancies. Hence the correlation factor does not drop precipitously

in a narrow concentration range and the diffusion coefficients do not vary more than

one to two orders of magnitude with concentration. When Vt−o is positive and large

(Figure 6.5(c)-(d)), the calculated transport coefficients decrease more significantly. The

self-diffusion coefficient and the correlation factor drops by multiple orders of magnitude

once the triple vacancy concentration dips below the percolation threshold in spinel. The

drop, however, is not as abrupt as predicted for MgxTiS2.

We next explore the effect of adding a repulsive interaction between nearest neighbor

octahedral sites, Vo−o. We consider two scenarios. The first is for a small ∆Et−o, which

leads to a small difference in energy between tetrahedral and octahedral site occupancy.

In this case, a positive Vo−o leads to some degree of tetrahedral site occupancy between

x = 0.3 and x = 0.6 as described in the previous section. The second scenario is for a

larger ∆Et−o, which is chosen sufficiently large to suppress any appreciable tetrahedral

occupancy even with a positive Vo−o. The calculated diffusion coefficients and correla-

tion factors for both scenarios are shown in Figure 6.6(c) - (f). In both cases, there is a

dramatic drop in both the self-diffusion coefficient and the correlation factor over a very

narrow concentration interval, which is significantly more pronounced than in the cases
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(c) (d)
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Figure 6.6: The fraction of tetrahedral sites for (a) a small ∆Et−o and (b) a large
∆Et−o. The diffusion coefficient for (c) a small ∆Et−o and (d) a large ∆Et−o. The
correlation factor for (e) a small ∆Et−o and (f) a large ∆Et−o. Points are colored
based on the type of vacancy above the percolation threshold.
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without a Vo−o interaction. The curves for the two scenarios with positive Vo−o are very

similar in spite of the fact that there is significant tetrahedral site occupancy in the first

scenario. This suggests that the effect of tetrahedral site occupancy (to the extent pre-

dicted for the first scenario) is not especially large in determining transport coefficients.

Instead, it is a positive Vo−o that leads to an increase in correlated motion over a narrow

concentration interval around the percolation threshold of triple vacancies. A positive

Vo−o further constricts the diffusion of cations as it will bias hops to octahedral sites that

do not have occupied nearest neighbor octahedral sites. These become increasingly rare

with increasing cation concentration.

6.4 Discussion and Conclusion

The results of this study show that the guest cation diffusion coefficient of an interca-

lation compound with a close-packed anion sublattice can drop abruptly at intermediate

to high cation concentrations, a property that is undesirable for battery applications.

Cation diffusion in a host with a close-packed anion sublattice occurs through a succes-

sion of hops between octahedral and tetrahedral sites. When cations prefer octahedral

sites, they must pass through higher energy tetrahedral sites as they migrate through

the crystal. In spinel and disordered rocksalts with fully percolating 0-TM networks,

these tetrahedral sites are four-fold coordinated. It is this topological feature of the

close-packed anion sublattice that leads to a cation diffusion mechanism that is mediated

by vacancy clusters, primarily triple vacancies but also a small fraction of divacancies.

This is because the migration barrier, which scales with the tetrahedral site energy, is

strongly affected by the number of other cations that occupy adjacent octahedral sites:

The barrier to hop into a triple vacancy is lower than that of hopping into a divacancy,

which is itself lower than the barrier to hop into a single vacancy as schematically illus-
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trated in Figure 6.1. The concentration of triple vacancies and divacancies decreases with

increasing guest cation concentration and when diffusion is primarily mediated by triple

vacancies and divacancies, a decrease in their concentration can result in a significant

drop in the diffusion coefficient.

Our kinetic Monte Carlo simulations on model spinel systems have revealed that the

abruptness of the decrease in the cation diffusion coefficient depends on the strength

of the nearest neighbor repulsion between guest cations. In the absence of a nearest-

neighbor repulsion (i.e. Vt−o = 0), the migration barrier is independent of the hop

environment (i.e. the migration barriers for the triple vacancy, divacancy and single

vacancy hops are all identical) and the self-diffusion coefficient scales as (1 − y), where

y is the cation concentration in spinel (Figure 6.5(a)). Once a repulsion between cations

in nearest neighbor octahedral and tetrahedral sites is turned on, the migration barriers

for triple vacancy, divacancy and single vacancy hops begin to differ. The stronger this

nearest neighbor repulsion, the more the migration barrier depends on the surrounding

environment and the larger the differences between the triple, di and single vacancy hops.

This results in a self-diffusion coefficient that decreases more rapidly with y than (1− y)

as is evident in Figure 6.5(b)-(d).

While the concentration of vacancy clusters has an influence on the cation diffusion

coefficient, the kMC simulations for spinel show that this influence manifests itself in a

significant way only after the concentration of diffusion mediating defects falls below the

percolation threshold of a diamond network, the network of the sublattice of 0-TM tetra-

hedral sites in spinel. It is at this point that the correlation factor can decrease by several

orders of magnitude and cation diffusion becomes highly correlated and inefficient. When

the nearest-neighbor repulsion is large, the difference in the migration barrier of a triple

vacancy and a divacancy hop is large and diffusion is dominated almost exclusively by

triple vacancies. Once the fraction of quadruple and triple vacancies surrounding tetrahe-
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dral sites falls below the percolation threshold at approximately y ≈ 0.5, cation diffusion

becomes primarily restricted to disconnected chains of quadruple and triple vacancies.

This severely reduces the mobility of the guest cations, as manifested by a rapid decrease

in the self-diffusion coefficient. The decrease in the self-diffusion coefficient becomes even

more abrupt upon turning on a repulsive interaction between nearest neighbor octahedral

sites (Vo−o) as this further restricts the trajectories of cations, causing a sudden decrease

in the correlation factor. In MgyTiS2, the effect is especially pronounced and leads to a

four orders of magnitude drop in the self-diffusion coefficient around y ≈ 0.5. In contrast,

when the barriers to hop into divacancies are not much larger than those of hopping into

triple vacancies, diffusing cations are more often able to escape disconnected chains of

quadruple and triple vacancies, and the decrease in the diffusion coefficient is not as

severe. This appears to be the case for LiyTiS2, where the decrease in the Li diffusion

coefficient is not as sudden and dramatic as that of Mg in MgyTiS2 [111].

Our results suggest ways in which the concentration dependence of the cation diffusion

coefficient can be tuned in hosts with close-packed anion sublattices. The key is to

modify the strength of the nearest neighbor repulsion between cations that simultaneously

occupy adjacent tetrahedral and octahedral sites. This nearest neighbor repulsion is to

an important degree affected by the oxidation state of the cation. For example, Li+ and

Mg2+ have approximately the same ionic radii but a different oxidation state, leading to

different intercalation behavior that arises from differences in the strength of repulsive

interactions due to their oxidation state [155]. The study of Bonnick et al. of LiyTiS2

and MgyTiS2 clearly showed a significant difference between the Li and Mg diffusion

coefficients that is consistent with the predictions of this work [118]. The nearest neighbor

repulsion can also be screened to some extent by using larger and more covalent anions,

such as sulfur instead of oxygen. Furthermore, the ionic versus covalent nature of the

close-packed anion host likely has an affect on the nearest neighbor interaction and can
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be tuned with transition metal chemistry [93].

Although we have only explicitly simulated diffusion in spinel hosts in which guest

cations prefer octahedral sites, many of the results and conclusions of this study should

help elucidate subtleties about cation diffusion mechanisms in disordered rocksalts. There

is currently much interest in oxide disordered rocksalts (DRX) as candidate electrodes

for Li-ion batteries. They are made Li-excess and, therefore, transition metal deficient,

to ensure a sufficient number of 0-TM tetrahedral sites to form fully percolating networks

of facile Li diffusion environments. The recently developed Li-excess oxyfluorides that

have partial spinel ordering have also exhibited very high capacities and, in contrast to

the oxide disordered rocksalts, very high rate capabilities. While Li ions in oxide spinels

prefer tetrahedral sites (i.e. ∆Et−o < 0), the disorder among the transition metal cations

of disordered rocksalts and oxyfluoride partially ordered spinels tends to shift the Li site

preference from tetrahedral sites to octahedral sites, even when the Li concentration is

below the maximum number of available 0-TM sites.

Similar to perfectly ordered spinel with octahedral site preference, we expect a de-

crease in the DRX Li diffusion coefficient at high concentrations due to the onset of

highly correlated diffusion once the concentration of low barrier vacancy clusters fall be-

low a percolation threshold. However, the percolation threshold of DRX is likely to differ

from that of perfectly ordered spinel. The TM depletion of Li-excess disordered rocksalts

opens up more 0-TM tetrahedral sites and produces a more disordered sublattice of 0-TM

sites when compared to the diamond network of 0-TM sites in spinel. An increase in the

connectivity of the 0-TM network will lower the percolation threshold above which the

concentration of quadruple and triple vacancies must be kept to maintain fully intercon-

nected chains of favorable diffusion pathways. Generally the percolation threshold can

be reduced by increasing the coordination number of each site of a particular network.

For example, the percolation threshold of diamond, which has a coordination number of
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4, is 0.4286, while those of bcc and fcc, which have coordination numbers of 8 and 12,

are 0.2458 and 0.1994, respectively [156]. The disorder among transition metal cations

and the increased concentration of available octahedral sites in Li-excess DRX is also

likely to affect the difference in migration barriers for triple, di- and single vacancy hops.

The extent to which this is the case can be investigated with first-principles electronic

structure calculations.
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Chapter 7

Summary

In this thesis, we used crystallographic mapping algorithms, web scraping, and density

functional theory (DFT) to study the relationships between the most common binary

intermetallic structures. We also used DFT, cluster expansion methods, and statistical

mechanics via Monte Carlo to study spinel intercalation compounds for electrochemical

storage.

In chapter 3, we distilled crystallographic information from the Inorganic Crystal

Structure Database (ICSD) and the Materials project to the most important parent

crystal structures and reported on the chemistries that formed chemical orderings on

each parent crystal. We found that ≈ 74% of intermetallics can be considered orderings

on 20 different parent crystals. While some of these were simple structures like bcc,

fcc, and hcp, many were orderings on more complex structures. This organization into

parent crystals will help expedite alloy research by exploiting this hierarchy using high-

throughput cluster expansion studies.

In chapter 4, we examine these top 20 most common parent crystal structures for

crystallographic relationships that lend themselves to martensitic transformations. We

find that there are 5 special orderings on simple crystal structures fcc, bcc, hcp, and ω
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that are dynamically unstable given certain element choices. These orderings result in 7

newly reported transformation pathways similar to those of the Bain path, Burgers path,

Trinkle path, and Natarajan paths. We examine the prevalence of these pathways using

high-throughput DFT to examine for which alloy systems the pathways may be most

relevant. We suggest some alloy systems where experimental evidence that corroborates

these pathways could be collected.

In chapter 5, we examine the thermodynamic properties of various spinel intercala-

tion compounds using cluster expansion methods. We examine the effects of guest cation

valence, guest ion size, and host ionicity on the electrochemical behavior of spinel. We

find that increasing guest cation size or valence tends to favor octahedral sites, where in-

creasing host ionicity tends to promote tetrahedral occupation. Tuning these parameters

together can result in a spinel chemistry that has a smooth energy landscape where tetra-

hedral and octahedral sites are close in energy allowing for solid solution intercalation

behavior and smooth voltage curves.

In chapter 6, we examine the kinetic properties of spinel intercalation compounds

using kinetic Monte Carlo methods. We use a parametric analysis to explains Li+, Na+,

and Mg2+ transport in close-packed anion structures like layered-NaFeO2, spinel LT-

LiCoO2, and disordered rocksalts (DRX). Diffusion is dependent on the percolation of

precise local environments along an octahedral-tetrahedral-octahedral (o-t-o) interstitial

diffusion path. We examine how changes the energy landscape affect the kinetic proper-

ties of a generic spinel intercalation compound. We find that the correlation factor and

the diffusion coefficient drop dramatically (2-5 orders of magnitude) in cases where there

is a large nearest-neighbor repulsion that causes large vacancy environments to dominate

diffusion. Although this study focuses on the spinel structure, the conclusions drawn

here apply to other close-packed anion hosts used for electrochemical applications such

as disordered rocksalt electrodes and layered transition metal oxides.
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Crystallographical Appendix

A.1 Generating the library of parent crystals

Two structures should be considered the same if there is a low mapping score between

them. This is apparent, for example, in the case of L10; despite it having a slight tetrag-

onal distortion of the lattice in most chemistries, it should still be considered a chemical

ordering on FCC. Using structure comparison metrics we are able to create a cataloging

algorithm that groups structures that are close in long range periodicity as well as local

atomic environments. While collecting structures into sets, we select a representative in

the set to become the fundamental parent crystal. The chosen representative is one from

which all other structures in the set could be generated as derivative structures (i.e. if

given pure FCC, L12, and L10 we wish to select pure FCC). The highest symmetry crystal

of the set might not satisfy this criterion without some alteration. We have developed an

algorithm that can refine the symmetry of a provided structure. If a structure set was

limited to L10 and D023, the symmetrization algorithm would adjust L10 to remove its

small tetragonal distortion and suggest FCC as the candidate parent crystal to represent

both L10 and D023. This algorithm is described in more detail in the following section.
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Once we have obtained a high symmetry representative, we can use that as a reference

structure to calculate the mapping scores of all the structures in the set. The reference

structures for various sets are kept in a growing list of fundamental parent crystal struc-

tures. The generation of these parent crystals is done in an iterative process shown in

Figure A.1.

A.1.1 Symmetrization

Symmetrization routines can be helpful when using an observed structure from a

database to create a new parent structure. Observed structures can have any amount of

displacement or strain relaxations due to the chemistry of the structure. These relax-

ations can lower the symmetry to various degrees depending on the chemistry. If there

are only small relaxations, then it is best to adjust the lattice and basis of the structure

to a higher symmetry state before that structure is classified as a parent crystal. A sym-

metry operation is part of the space group of a crystal if the operation is applied to the

lattice and basis of the crystal and the difference between the positions of the transformed

atoms and the positions of the original atoms is within a certain distance tolerance. As

the distance tolerance increases, more operations become part of the crystalline space

group by this criterion. If the space group is calculated with a relaxed distance toler-

ance, it could have more symmetry operations. Using the new space group, one can apply

each operation in the group to the crystal to generate a set of equivalent structures. The

average of the lattice and coordinates of all of generated equivalent structures is a higher

symmetry version of the original crystal.

In this study, the symmetrization tolerance for constructing new parent prototypes

was kept to 0.1 Å. The threshold mapping score for deciding whether or not to add a

new prototype parent crystal was 0.1.
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Small  
for at least 1 parent crystal for all existing parent crystals

Add to

parent crystals

Large Online Structural Database

Well-known parent crystals

0.52

0.32

0.23

0.82

1.22

Symmetrizer

Catalog by closest parent crystal

Large  

Generate

mapping scores

Figure A.1: A schematic of the iterative cataloging algorithm that separates a large
amount of chemical compounds into sufficiently distinct fundamental parent crystal
structures. New parent crystal structures are created when the mapping score to all
existing reference structures is above a certain threshold.
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A.2 Parent crystal structures in terms of two-dimensional

building blocks

It is often convenient to characterize a particular crystal structure as a stacking of

layered motifs. Fifteen of the top twenty parent crystal structures can be described in this

manner. This is summarized in Table 1 of the main text, which lists the layer sequence

for each of the top twenty parent crystal structures.

Several of the parent crystals consist of triangular, honeycomb and/or kagomé layers

as illustrated in Figure A.2. A distinction must be made between close-packed triangular

layers, shown in Figure A.2(a), and non-close packed triangular layers, derived by retain-

ing one third of the sites of a close-packed layer that form a
√

3a×
√

3a superlattice as

shown in Figure A.2(b) (a is the nearest neighbor distance on the close-packed triangular

lattice). Each triangular layer has multiple translational variants, referred to as A, B and

C for the close-packed triangular layers and a, b and c for the non-close-packed layers.

The honeycomb layer of Figure A.2(c) and the kagomé layer of Figure A.2(d) also have

three translational variants. These are referred to as Ha, Hb and Hc for the honeycomb

layers and α, β and γ for the kagomé layers.

The FCC, HCP and DHCP (double HCP) crystals are made up of close-packed tri-

angular layers (Figure A.2(a)) having ABC, ABAB and ABAC stacking sequences, re-

spectively. The ω parent crystal structure is slightly more complex. It is made up of

honeycomb layers (Figure A.2(c)) interleaved by non-close-packed triangular layers (Fig-

ure A.2(b)) with a aHaaHa stacking sequence. The parent crystals that belong to the

family of Laves phases, including CaCu5, C15, C14, and Be3Nb, consist of different stack-

ing sequences of close-packed triangular, non-close-packed triangular and kagomé layers

(Figure A.2(d)). Their stacking sequences are listed in Table 1 of the main text. Fig-

ure A.3 shows the relative alignment of a triangular layer a and honeycomb layer Ha as
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Triangular

Honeycomb Kagomé

Close Packed Triangular

a) b)

c) d)

Figure A.2: Depictions of a) close-packed triangular, b) triangular, c) honeycomb and
d) kagomé layers as seen from above. There are up to 3 translational variants of
each of these layers in each parent crystal that contains them. The variants of close
packed triangular layers and sparse triangular layers are denoted A/B/C and a/b/c
respectively. Honeycomb variants are labelled Ha, Hb, and Hc while kagomé variants
are labelled α, β, and γ.

they appear in the ω crystal, an a triangular and an α kagomé layer as in Laves C15,

and an A triangular and an α kagomé layer as in the CaCu5 crystal.

a) b) c)

Figure A.3: The alignment of a) a triangular layer with a honeycomb layer, b) a
triangular layer with a kagomé layer and c) a close-packed triangular layer with a
kagomé layer as they appear in ω, Laves C15, and CaCu5 respectively.

The structures of AlTh, CeCu2, NiY, Cementite, and Co2Si are also layered, but

each are a stacking of a single type of layer that is unique to their structure. Their two-
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dimensional layering motifs are illustrated in Figure A.4. Finally, the crystal structures

of Al2Cu and σ both contain the 3-3-4-3-4 Frank-Kasper [157, 158] type layers shown in

Figure A.5(b) that are alternated by a square lattice (Figure A.5(a)) in Al2Cu and the

two-dimensional pattern of (Figure A.5(c)) in the σ phase. The relative stacking of the

different layers are illustrated in Figure A.6.

AlTh CeCu2 NiY

Cementite Co2Si

Figure A.4: Depictions of the unique layers within AlTh, CeCu2, NiY, Cementite, and
Co2Si as seen from above. These single layers are staggered along the out of plane
direction in each of the representative parent crystals.

Square 3-3-4-3-4 σ

Figure A.5: Depictions of square, Frank-Kasper 3-3-4-3-4 and a layer unique to σ as
seen from above. The square layer is denoted with an S in layering schemes. The
3-3-4-3-4 layer has two translational variants that we label θa and θb. The two 180◦

rotational variants of the σ layer are marked as σ0 and σπ

The remaining crystal structures in the top twenty common are not very well described

in terms of layers. BCC at the top of the list is a more open structure when compared

to other simple close-packed structures such as FCC and HCP. A15, Yb6Fe23, LuBe13,

and Al8Cr5 can be viewed as a three dimensional network of connected atoms that can
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Figure A.6: The alignment of the 3-3-4-3-4 layer with the square layer in Al2Cu
(left) and the σ layer in the σ parent (right). There are two translational variants of
3-3-4-3-4 in Al2Cu (θa and θb). There are two rotational variants of the σ layer (σ0

and σπ).

be represented by space filling polyhedra.

A.3 CaCu5 Dumbbell Description

Figure A.7 shows the crystal structure of CaCu5 consisting of alternating layers of

dense triangular lattices and kagomé layers. The smaller Cu atoms (purple) occupy all the

kagomé layer sites and two-thirds of the triangular layer sites, while the larger Ca atoms

(orange) occupy the remaining one third of the close-packed triangular layer sites directly

above and below the hexagonal openings of the adjacent kagomé layers. Figure A.7

schematically shows how the Ni17Th2, Mn12Th, and Th2Zn17 prototypes can be generated

from CaCu5 by replacing a subset of the orange sites with dumbbells of the smaller

purple atoms oriented perpendicular to the layers. By allowing for this generalization of

superstructure ordering, the CaCu5 parent crystal structure becomes an important parent

crystal structure since the Ni17Th2, Th2Zn17, and Mn12Th prototypes each appear with

an appreciable frequency when compared to other well-known structures.
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A
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α
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α
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A

α

A

α

A

α

Figure A.7: The relationship between phases we call ”dumbbell phases” and the
simpler motif, CaCu5. In order to form dumbbell phases, the larger orange atom in
the D2d ordering is periodically replaced with a dumbbell of the smaller atom in the
structure that lies out of plane (parallel to c-axis).

A.4 Chemistry Distributions Among Top Twenty Hosts

The top twenty most common parent crystals form for different reasons. It is illustra-

tive to examine the chemistries that adopt these parent crystals to probe the mechanisms

upon which they form. We can simplify the chemical trends that are associated with

specific parent crystals by reducing the chemical trends to atomic radius ratio and elec-

tronegativity difference of the two constituent elements of each binary compound. The

distribution of radius ratio and electronegativity difference for each of the top twenty
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parent crystals are shown in Figure A.8 - Figure A.27. In each of these figures a refer-

ence circle that roughly indicates the location of the distribution of one of the parent

crystals is shown. The reference circle is different for each plot. Upon inspection many

close-packed parent crystals show distributions that are centered near a radius ratio of 1.

In contrast, parent crystals that tend to look like Laves phases show distributions that

are centered near radius ratios of 1.3. Parent crystals that show similar distributions

may have the same underlying driving forces for their formation.
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Figure A.8: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for BCC.
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Figure A.9: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for FCC.

A.5 Extending to ternary intermetallics

The framework here can be extended to ternary intermetallic categorization to elu-

cidate effect that show up once three types of atoms interact. The hierarchy of parent

crystals changes dramatically when considering ternary alloys. Many parent crystals

that were fairly common in binary intermetallics are much less common in ternary inter-

metallics.

Figure A.28 shows a measure of the count of structures that form on the top 11 most

common parent crystals for ternary intermetallics. One of notable significance is the

emergence of the InMg2-type crystal structure rising to the second most common parent

crystal.
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Figure A.10: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for CaCu5.
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Figure A.11: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for Laves C15.
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Figure A.12: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for ω.
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Figure A.13: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for HCP.
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Figure A.14: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for Laves C14.
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Figure A.15: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for AlTh.
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Figure A.16: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for A15.
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Figure A.17: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for Be3Nb.
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Figure A.18: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for CeCu2.
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Figure A.19: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for NiY.
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Figure A.20: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for Yb6Fe23.
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Figure A.21: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for LuBe13.
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Figure A.22: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for Cementite.
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Figure A.23: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for Al8Cr5.
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Figure A.24: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for DHCP.
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Figure A.25: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for Al2Cu.
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Figure A.26: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for Co2Si.
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Figure A.27: Contour plots of the kernel density estimates (KDEs) of the distribu-
tions of atomic radius ratio and electronegativity difference for the top twenty parent
crystals. The reference circle is for σ.

Figure A.28: The amount of structures that form on the top 11 most common parent
crystals for ternary intermetallics.
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Kinetics Appendix

B.1 Supporting Information for Chapter 6

The model cluster expansion Hamiltonian used in this study can be described by:

E =
∑
i

Vtσi +
∑
j

Voσj +
∑
i,j

Vt−oσiσj +
∑
j,j

Vo−oσjσj +
∑
i,i

Vt−tσiσi + . . . (B.1)

The Vo−o and Vt−t term were only given non-zero values if the Vt−o was large enough and,

in the case of Vt−t, Vo−o was non-zero. This model Hamiltonian results in 16 characteristic

voltage curves if we allow ∆ Et−o to be 4 potential values, and Vt−o,Vo−o, and Vt−t to

2 potential values each. Figure B.1 is a schematic decision flow chart representing the

aspects of the cluster expansion that help decide the shape of each characteristic voltage

curve.

The voltage curves and diffusion quantities of the octahedral rich side of Figure B.1

are shown in Figure B.2

Interestingly, if we load our model spinel systems past y=1.0, we see the correlation

factor spike upwards 2 or more orders of magnitude. Figure B.3 shows the correlation
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Figure B.1: The decision tree that describes the differences in the values of effective
cluster interactions (ECIs) chosen in a model cluster expansion hamiltonian of the
octahedral and tetrahedral interstitial sites of the spinel structure. If the empty
and octahedral point cluster are fixed to 0, choosing values for the tetrahedral point
cluster, the oct-tet nearest neighbor (NN) pair cluster, the oct-oct NN pair cluster,
and the tet-tet NN pair cluster results in 16 different cluster expansions. We enforce
that longer distance pair clusters are not activated unless all of the shorter distance
interactions are activated.
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Figure B.2: The voltage curve, self diffusion coefficient, correlation factor, and vacancy
fractions as a function of composition for the octahedral rich side of the flow chart in
Figure B.1. Each column corresponds to condition 9-16 from Figure B.1 respectively.

factor from y=0 to y=1.5 for the section of the parameter space that slightly prefers

octahedral sites. This could be caused by the levelling of the diffusion landscape beyond

y=1.0. Beyond y=1.0 nearly every diffusion event has a similarly high energy barrier so

backwards hops are not as likely as in a single-mechanism dominated case. The presence

of a flatter energy landscape and nearest-neighbor Li-Li interactions has been shown to

facilitate fast diffusion in the case of Li-based DRX electrodes [159].

B.2 Computational Methods

Density Functional Theory (DFT) as parametrized by Perdew Burke and Ernzerhof

(PBE) [15] was used to calculate formation energies of Mg-vacancy orderings over the

interstitial sites of spinel TiS2. Projector augmented wave (PAW) [16, 92] theory was

used to approximate the core electrons. DFT calculations were performed using the Vi-
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Figure B.3: The correlation factor for conditions 9-12 in Figure B.1. The NN is
increased from (a) to (b). The EOO interaction is added in (c), and the ETT interaction
is added in (d). Points are colored based on the type of vacancy above the percolation
threshold. In all cases, the correlation factor rises dramatically at y=1.
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enna ab-initio software package (VASP) [14, 13]. Plane-wave cutoff energies of 450 were

used for calculations with a k-point density of 32 Å. Formation energies of Mg-vacancy

configurations over the tetrahedral and octahedral sites of spinel TiS2 were used to train

cluster expansion Hamiltonians [17, 114] to predict the energy of arbitrary configurations

within spinel TiS2. The cluster expansion Hamiltonians were used in grand canoni-

cal and kinetic Monte Carlo simulations to calculate room temperature electrochemical

properties, including open circuit voltage profiles, equilibrium site occupancies, diffu-

sion coefficients and correlation factors. The Clusters Approach to Statistical Mechanics

(CASM) software package was used to construct and parametrize the cluster expansions

and to perform the grand canonical and kinetic Monte Carlo simulations. Kinetic Monte

Carlo simulations were run using a fixed kinetically-resolved activation (KRA) barrier

of 0.5 eV for the MgyTiS2 spinel and 0.3 eV for the model Hamiltonians. These KRA

barrier heights were chosen by examining the calculated barrier heights of isolated Mg2+

ions moving in a 2x2x2 supercell of the primitive spinel-TiS2 cell. These barriers are

shown in Figure B.4.

The vibrational prefactor for determining hop frequency was 5 x 1012. The values

for the effective cluster interactions (ECIs) for the model Hamiltonians were ∆Et−o=[-

0.1875,-0.0625,0.0625,0.1875],Vt−o=[0.25,0.75],Vo−o=[0,0.0833], and Vt−t=[0,0.125]. These

values were chosen to probe small changes in energetics. The kinetic properties that are

most relevant in this study are the Onsager transport coefficients, self-diffusion coeffi-

cients and the correlation factor. The methods to calculate these quantities are shown

in Chapter 2.

161



0.0 0.2 0.4 0.6 0.8 1.0

Diffusion Path

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

E
n

e
rg

y
 B

a
rr

ie
r 

(e
V

)

0.0 0.2 0.4 0.6 0.8 1.0

Diffusion Path

0.0

0.1

0.2

0.3

0.4

0.5

0.6

E
n

e
rg

y
 B

a
rr

ie
r 

(e
V

)

0.0 0.2 0.4 0.6 0.8 1.0

Diffusion Path

0.0

0.2

0.4

0.6

0.8

1.0

E
n

e
rg

y
 B

a
rr

ie
r 

(e
V

)

0.0 0.2 0.4 0.6 0.8 1.0

Diffusion Path

0.0

0.1

0.2

0.3

0.4

0.5

0.6

E
n

e
rg

y
 B

a
rr

ie
r 

(e
V

)

(a) (b)

(c) (d)

Figure B.4: Diffusion barriers calculated via nudged elastic band (NEB) methods for
an (a) octahedral triple vacancy hop with out an octahedral neighbor, (b) an octahe-
dral triple vacancy hop with a neighbor, (c) an octahedral divacancy hop, and a (d)
tetrahedral hop into a blocked channel in the dilute limit. The kinetically-resolved
activation barriers are 0.557, 0.514, 0.547, and 0.358 eV. respectively. Local environ-
ments around a tetrahedral site can be mapped from 3D to 2D schematics as seen in
Figure B.5. These schematics are shown in each barrier plot to illustrate the local
environment.
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Figure B.5: A comparison of the environment surrounding a tetrahedral interstitial
site in spinel in 3D to a 2D schematic of the environment. Tetrahedral sites are drawn
as triangles and octahedral sites are drawn as squares.
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