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Abstract

First-principles study of layered transition-metal oxides and sul�des for battery

applications

by

Julija Vinckevi£i	ut
e

Renewable energy sources are generally abundant but intermittent, with peak pro-

duction and peak demand occurring at di�erent times. Therefore, storage and controlled

distribution of energy is an important component of the shift away from on-demand fuels

like petroleum and natural gas. Secondary electrochemical batteries are one convenient

method for closing the gap between energy supply and demand. Battery performance

and cost are largely restricted by the materials, especially those used for the electrodes.

Part of the problem is material instability upon cycling. As the battery is charged (and

discharged), the composition of the electrode changes, often resulting in reversible and

irreversible phase transitions which result in material degradation. Therefore, battery

capacity and lifetime can be limited by thermodynamic instabilities. We employ �rst-

principles methods like density functional theory and Monte Carlo to study phase stability

in layered electrode materials. We look at stacking-sequence changes, ion ordering, and

atom migration to better understand bulk degradation mechanisms in Li- and Na-ion

materials. We use NaxTiS2, NaxTiO2, and LixMO2 (M = Co, Ni, Mn) as model systems

to explore phenomena present in a variety of layered transition-metal oxides and sul�des.

Our work aids in interpreting experimental observations and in generating design rules

for more robust electrode materials.
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Chapter 1

Introduction

1.1 From global climate to quantum mechanics

Each year, the Oxford Dictionary chooses a word or expression to re�ect the mood

and preoccupations of the public in that year. In 2019, that expression was �climate

emergency�. Changing precipitation patterns have resulted in more frequent and intense

storms, droughts, �oods, and �res [1, 2]. The ocean is warming and acidifying [3], and

biodiversity is threatened by rapid changes in environment [4]. Everything points toward

anthropogenic climate change largely caused by greenhouse gas emissions from energy

produced via combustion of fossil fuels [5] and ampli�ed by massive deforestation [6,7]. A

move away from fossil fuels toward renewable resources for energy production is necessary

to curb further greenhouse gas accumulation in the atmosphere.

Renewable energy sources like sunlight, wind, and tides are generally quite abundant,

and current technology is su�cient to harness it [8]. However, these sources are intermit-

tent: sun only shines on clear days, wind blows harder during certain seasons, and tides

are dependent on the moon's cycle. Moreover, renewable energy supply and electricity

demand are often not in sync [9]. Therefore, storage and controlled distribution of energy

1
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Figure 1.1: Schematic of a battery with graphitic anode and transition-metal (M)
oxide cathode. Besides the layered M -oxide, the cathode also contains binders and
carbon to promote conductivity. The secondary particles of the M -oxide are made up
of primary crystals with a layered structure for ion intercalation. Portion of image
made using VESTA software [10].

are an important component of the shift away from on-demand fuels like petroleum and

natural gas. Secondary electrochemical batteries are one convenient method for closing

the gap between energy supply and demand.

Let us begin with a very brief overview of how a secondary (i.e. rechargeable) battery

functions. A schematic of a typical battery is illustrated in Fig. 1.1. Batteries consist of

two electrodes, a cathode and an anode, and an electrolyte that conducts ions between

the electrodes but is electrically insulating. The separator ensures that the anode and

cathode do not interact inside the battery. As ions are shuttled from one electrode to

the other, electrons must travel across the external circuit to maintain electroneutrality

in the system. This provides a current at a certain potential that results in work.

We focus on batteries that utilize layered transition-metal oxides or sul�des as one

or both of the electrode materials. There are many important criteria to consider when

designing these batteries, some of which include:

Capacity Number of electrons that can be shuttled between the electrodes per unit

2
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volume or unit mass. Determines amount of energy stored in a battery.

Voltage Electromotive force delivered by each electron. Alongside capacity, determines

the amount of energy a battery can store.

Rate The amount of time to shuttle ions from one electrode to the other. Determines

how quickly a battery can be charged and discharged, with high rates enabling fast

charging and large power usage.

Stability Resistance to change of materials during battery cycling. Material degrada-

tion can reduce reversible capacity, decrease voltage window, and shorten battery

lifetime.

Safety Likelihood of side reactions that can lead to short-circuiting and catastrophic

failure.

Cost Consider price of materials and manufacturing, amount of energy stored, and

longevity.

The ideal battery would optimize each of these (and other) properties to deliver the

most cost-e�ective and convenient energy storage solution. However, despite decades

of research since the �rst commercialized Li-ion battery in 1991, some studies report

that overproducing energy to meet peak demand at the cost of wasted resources is more

economical than installing su�cient storage [9]. Undoubtedly, there remains plenty of

room for improvement in each of the categories listed above.

One of the challenges of studying batteries is their hierarchical structure, as illustrated

in Fig. 1.1. The size of most batteries is on the scale of centimeters. The secondary

particles that make up the cathode are often on the order of microns. Each secondary

particle consists of primary particles on the order of hundreds of nanometers. These

3
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primary particles are layered structures of transition metals, anions, and shuttling cations,

with interlayer distances of a few angstrom. E�ects at the various length scales can be

di�cult to disentangle and identify experimentally, which is where theoretical calculations

can hold an advantage. Many properties of a full battery cell are limited by the bulk

electrode material at the atomic scale. Therefore, we employ methods that rely on

quantum mechanics to understand how bulk material properties change during charge

and to then propose design principles for improving batteries.

1.2 Overview

The sections that follow detail �rst-principles studies of layered transition-metal ox-

ides and sul�des for Li- and Na-ion applications. 1 Conclusions from each study mirror

the unique chemistries of the materials and show that a fundamental understanding of

electrodes can elucidate macroscopic observations.

We begin with a comprehensive overview of electrode properties and functionality

followed by a description of the methods used throughout the remainder of the text.

These chapters should provide the tools for interpreting the work that follows.

Our �rst study is inspired by TiS2, one of the �rst reported battery intercalation

compounds [11]. While this material was initially intercalated with Li, we study its

Na analogue: NaxTiS2. One of the most striking di�erences between the two systems
1Portions of this work have been adapted or reproduced from previous publications by the author.

Portions of Ch. 2 and Ch. 4: Reprinted (adapted) with permission from J. Vinckeviciute, M. D. Radin,
and A. Van der Ven, �Stacking-sequence changes and Na ordering in layered intercalation materials,�
Chem. Mater. 28 (2016) 8640�8650. Copyright 2016 American Chemical Society.
Portions of Ch. 2 and 6: J. Vinckeviciute, M. D. Radin, N. V. Faenza, G. G. Amatucci, and A. Van
der Ven, �Fundamental insights about interlayer cation migration in Li-ion electrodes at high states of
charge,� J. Mater. Chem. A 7 (2017) 11996�12007. � Reproduced by permission of The Royal Society
of Chemistry.
Portions of Ch. 2: M. D. Radin, S. Hy, M. Sina, C. Fang, H. Liu, J. Vinckeviciute, M. Zhang, M. S.
Whittingham, Y. S. Meng, and A. Van der Ven, �Narrowing the gap between theoretical and practical
capacities in Li-ion layered oxide cathode materials,� Adv. Energy Mater. 7 (2017) 1602888. Copyright
2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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is the formation of a speci�c stacking of the transition-metal layers called P3 in the

Na compound. We show that the P3 phase is stable at intermediate compositions and

analyze the distinct devil's staircase series of orderings of Na atoms. We suggest that the

ordering could have signi�cant e�ects on atom di�usion.

Next, we turn to the oxide of the above chemistry. Unlike most Na-ion layered ma-

terials, NaxTiO2 does not appear to stabilize the P3 stacking. Instead, the material

retains the O3 stacking sequence that it is synthesized in over the �rst half of Na dein-

tercalation. We discover an unexpected sequence of Na orderings which may explain the

experimentally observed phase transition reported in literature.

Lastly, we turn to model systems of state-of-the-art Li-ion cathode materials with

transition metals Co, Mn, and Ni. We seek to determine material behavior at high

states of charge (when most of the Li has been removed) to provide design principles

for increasing cathode capacity. We show that electronic structure is instrumental in

understanding the di�erence between various transition metals in their role as hosts and

speculate that certain elements may impede interlayer cation migration and thus reduce

irreversible capacity loss.

These detailed studies reveal some of the capabilities of �rst-principles calculations

and how they can be used to better understand and improve battery performance. The

conclusions set forth by this work will aid in furthering the �eld toward the next gener-

ation of battery materials.

5



Chapter 2

Electrode structure and chemistry

2.1 Layered stacking

Layered transition-metal oxides and sul�des have AxMX2 stoichiometry, where A is

the intercalating ion species with composition x, M is a transition-metal (for this work,

�rst row 3d metal), and X represents sulfur or oxygen anions. The structure is made

up of layers of two-dimensional, close-packed triangular lattices occupied by A, M , or X

ions, as shown in Fig. 2.1. The sandwich of X-M -X layers are always o�set from each

other in an A-B-C type stacking, forming a sheet of edge-sharing M -X octahedra. The

interlayer spacing between the octahedral MX2 sheets allows for A intercalation.

Using the notation of Delmas [12], the structure illustrated in Fig. 2.1 is called

O3 due to the stacking of the MX2 sheets relative to each other. The �O� stands for

octahedral, because the resultant A sites are octahedrally coordinated by the anions.

The �3� indicates the number of layers in the unit cell when the c lattice parameter

is perpendicular to the layer directions. However, the relative stacking can (and often

does) change when the concentration of A changes. The di�erent stackings that will

be discussed in this work are illustrated in Fig. 2.2. Each of the host structures can

6
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(a) (b)

M

X

A

Figure 2.1: (a)Three-dimensional structure of a layered cathode material. (b) Looking
down on a subset of three layers, each layer contains atoms on a triangular lattice.
Image produced using VESTA software [10].

transform into one of the other without breaking any of the M -X bonds through a

simple gliding of the MX2 sheets.

The O1, O3, and P3 hosts belong to an important family of related layered com-

pounds. In the O1 host, the X sublattice has A-B-A-B type stacking. This results in

octahedrally coordinated A sites that share faces with the transition-metal octahedra. As

discussed above, the O3 host has an A-B-C-A-B-C anion-sublattice stacking and octahe-

drally coordinated A sites; however, these do not share faces with the M -X octahedra.

The P3 host exhibits A-B-B-C-C-A stacking, resulting in prismatic sites (hence the �P�)

in the A layer that each share one face with anM -X octahedron. The di�erence between

octahedral and prismatic sites is illustrated in Fig. 2.3.

Besides the di�erence in A-X coordination, the P3 structure also has a di�erent lattice

that the A atoms can occupy. While the A sites of O1 and O3 form two-dimensional

triangular lattices, in P3, the anion layers on either side of the A layer are directly on

top of each other (C-C stacking), resulting in two trigonal prismatic sites (A and B) for

A occupation (Fig. 2.4). The combination of all prismatic sites within a particular A

layer of P3 generates a honeycomb lattice. The honeycomb lattice is, in fact, a triangular

lattice with a two-atom basis. Each prismatic A site of P3 shares a face with one M -X

octrahedron directly above or below it, depending on which sublattice it occupies, which

7
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Figure 2.2: Side-view depiction of relative stackings of MX2 octahedral sheets that
result in (a) O1, (b) O3, and (c) P3 structures as well as hybrids (d) O1-O3 and (e)
O1-P3. MX2 octahedra are depicted as blue parallelograms with M in the center
and X at the corners (not explicitly shown). A ions are yellow circles occupying an
octahedral site or one of two symmetrically equivalent prismatic sites. Relative site
positions are indicated using A, B, and C, with X positions circled.

O3 P3

M-X octahedra

A-X octahedron

A-X prism

Figure 2.3: Three-dimensional models of the octahedral A sites in O3 and the pris-
matic A sites in P3. There are two unique prismatic sites in P3. X sites are not
explicitly shown but occupy the corners of all polyhedra. Images produced using
VESTA software [10].
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A sites
B sites

C sites only A sites

A and B sites nearest neighbors

(a) (b)

(c) (d)

NN
2NN

3NN

Figure 2.4: (a) A projection of the three di�erent positionings of a triangular lattice.
(b) In O3, the octahedral A sites form a simple triangular lattice. (c) In P3, the A ions
can occupy one of two symmetrically equivalent trigonal prismatic sites per transition
metal that collectively form a honeycomb lattice. (d) First-nearest-neighbor pairs (NN)
are much closer in the honeycomb than in the triangular lattice and are unfavorable for
simultaneous occupation. The second-nearest-neighbor pairs (2NN) on a honeycomb
are the same as the NN of the triangular lattice.

makes the two prismatic sites symmetrically equivalent but unique. As illustrated in Fig.

2.4(d), the P3 honeycomb lattice contains A-A distances not available on the triangular

lattices of O3 and O1, such as the pairs labeled NN (nearest-neighbor) and 3NN (third

nearest-neighbor). We expect that the sites in the NN pair on the honeycomb lattice will

not be simultaneously occupied due to large electrostatic and steric interactions.

The structure library can be extended to include a mixture of the pure stacking

sequences (Fig. 2.2(d,e)). Such hybrids may become stable at low intercalant concentra-

tions, as occurs in LixCoO2, where a hybrid combining the stacking sequences of O1 and

O3, named H1-3, forms at low Li concentrations [13, 14]; we refer to the H1-3 hybrid as

O1-O3 in this text. In addition, we consider a hybrid that combines O1 and P3 hosts.

Though Li-ion electrode materials generally do not exhibit P3 stacking due to the small

9
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ionic size of Li, the larger size of Na ions stabilizes the P3 structure and makes an O1-P3

hybrid a likely host of ground-state con�gurations in NaxMX2 chemistries.

2.2 The rocking chair

As mentioned in the introduction, batteries rely on ions migrating from one electrode

to the other to store and then release electrochemical energy. The AxMX2 is a popular

cathode (and, less often, anode) chemistry because the fairly minimal layered MX2 host

allows the A atoms to migrate without large structural changes as opposed to materials

that involve signi�cant bond forming or breaking. Some structural changes like shifting in

stacking-sequence do occur, and they are the subject of the following chapters. However,

the materials are generally cycled in the composition range that avoids phase transitions

and are therefore quite reversible [15].

The layered materials function on a rocking-chair principle, as illustrated in Fig. 2.5.

The battery is usually �rst made in the discharged state, with all of the shuttling ions

(yellow circles) in the cathode (blue), usually with composition AMX2. When the battery

is charged, energy is used to move A atoms into the anode (gray). A popular anodic

material for Li-ion batteries is graphite, which also stores the shuttling ions between

layers up to a composition of about LiC6 [16]. To utilize the full theoretical capacity of

the battery, the cathode would be charged to composition MX2, but, practically, this

capacity is never achieved due to drastic lattice parameter changes and phase transitions

toward the end of charge [15]. Upon discharge, the A ions return to the cathode, which

generates a current of electrons that can be used to power devices.

Ideally, the resulting fully discharged electrode would look like the pristine material,

though that is usually not the case. Much like a rocking chair that is eventually settled by

friction, the battery continuously loses capacity due to cracks, phase transitions, and side

10
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ee

ee

charged

discharged

charging

discharging

Figure 2.5: Illustration of a battery cycle. When charging, as by a solar cell, positive
ions like Li+ or Na+ (yellow circles) migrate via electrolyte from the cathode (blue)
to the anode (gray). Upon discharge, the process is reversed.

reactions. Nevertheless, the reactions in commercialized batteries are reversible enough

to continue �rocking� for hundreds of cycles with only small losses of capacity.

2.3 Electronic structure

In the layered structures, the octahedral coordination of the transition metals by

the six anions splits the �ve M d orbitals into two levels: eg and t2g, as illustrated in

Fig. 2.6. The dx2−y2 and dz2 orbitals have eg symmetry, with lobes that point toward

the anions. The t2g level contains dxy, dxz, and dyz orbitals, which have lobes that

point between the anions. The eg states have a higher energy than t2g due to the

increased electrostatic repulsion from the coordinating anions. The M environment in

layered compounds deviates slightly from that shown in Fig. 2.6 because the octahedra

are slightly compressed along the principal axis of the crystal. This results in a small
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Figure 2.6: Crystal �eld spitting of d orbitals of a transition metal in an octahedral
environment.

splitting of the t2g states (not shown), which is often ignored because it does not strongly

a�ect redox chemistry.

We use nickle oxide (NiO2) to illustrate how crystal �eld splitting can be applied

to understand electronic structure in MX2 compounds. A simpli�ed molecular orbital

diagram for σ bonding in an isolated Ni-O octahedron is qualitatively illustrated in Fig.

2.7(a). It shows the M orbital splitting from Fig. 2.6 in the context of surrounding

electron states and reveals important features about the electronic structure of layered

intercalation compounds. The Ni 3d, 4s, and 4p atomic orbitals hybridize with the

O 2p orbitals to form bonding and anti-bonding molecular orbitals. The six lowest

bonding levels have predominantly O p character. These are followed by three t2g levels

derived from the Ni dxy, dxz, and dyz orbitals that point between the O ions in the

octahedron. While shown as non-bonding in Fig. 2.7(a), the Ni dxy, dxz, and dyz orbitals

actually interact with O p orbitals to form π bonding and anti-bonding states with t2g

symmetry. The lowest anti-bonding orbitals have eg symmetry (referred to as eg*) and

12
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Figure 2.7: Electronic structure of transition-metal layered oxides, using O3 NiO2 as
an example. (a) The molecular orbital diagram of an isolated Ni-O octahedron; only σ
bonding is included in this simpli�ed model. (b) The band structure for layered bulk
NiO2. (c) The sum of the bands at each energy level results in the density of states
plot. (d) Schematic of the DOS, identifying the bands as mainly O p, t2g, and eg.

are predominantly of d2z2−x2−y2 and dx2−y2 character.

The molecular orbital levels of Figure 2.7(a) become bands when the Ni-O octahedra

are brought together to form the periodic crystal structure of the layered intercalation

compounds, as shown in Fig. 2.7(b). The density of states (DOS) plot of Fig. 2.7(c)

exhibits three broad regions that coincide with the molecular orbital levels of the iso-

lated Ni-O octahedron. Conventionally, these regions are referred to by their dominating

character: O p, t2g, and eg states, as illustrated schematically in Fig. 2.7(d). The split-

ting is similar in layered sul�des, except that the weaker electronegativity results in more

covalentM -S bonds, so we may expect greater overlap between the S p andM t2g blocks.

In NiO2, the Fermi level separating the �lled from the unoccupied states falls between

the t2g and the eg levels. More generally, the extent to which the states are occupied

varies with the number of valence electrons. The intercalating A+ ions do not hybridize

with the bands near the Fermi level. Instead, they function as electron donors and

interact ionically with the anions and transition metals.

13
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The driving force behind the rocking chair is a di�erence in electrochemical potential

of the electrons, η, between the cathode and anode, referred to as the electromotive

force, and η is essentially the Fermi level at each of the electrodes. When the cathode

is charged, electrons with the highest energy just below the Fermi level migrate to the

anode. Since the top of the occupied states have largely M character, we approximate

that the transition metals oxidize from M3+ to M4+. We �nd that though the AMX2

system is covalent, it is often helpful to think of each atom as having a speci�c charge:

A+, M3+, and X2−. Upon discharge, the high electrochemical potential of electrons in

the anode drives a reverse reaction, whereby the electrons migrate to the cathode and

reduce the transition metals back to M3+.

We are often interested in the electronic structure of materials and which electrons

are depleted upon charge because this can a�ect the structure of the material, and vice

versa. Changes in geometry a�ect symmetry and the ionic environment, which can change

electron level splitting and shift the relative energies of the levels. Therefore, electronic

structure can be integral to understanding why certain geometries are preferred.

14



Chapter 3

Methods

3.1 Density functional theory

One of the most important tools used in this work is density functional theory (DFT).

In theory, DFT allows us to calculate the energy of any crystal given the atom positions

and identities. Practically, DFT is limited to systems of hundreds of atoms or less and

the energy calculated is not exact. Nevertheless, the results are useful enough to deliver

accurate predictions in many cases. It is useful to present a general overview [17, 18] of

the DFT method to set a backdrop for some of the concepts discussed later on.

We begin with the time-independent, nonrelativistic Schrödinger equation [19]:

Ĥ |Ψ〉 = E |Ψ〉 (3.1)

where Ĥ is the Hamiltonian operator, |Ψ〉 is the state vector, and E contains the energy

eigenvalues. We can express the position-space wave function as

Ψ(~r) = 〈~r|Ψ〉 (3.2)
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where we have expanded the Hilbert space of the state vector into a complete basis of

position unit vectors. This means that, given the correct Hamiltonian and a set of wave

functions for the particles, we can exactly solve for the energy of the system.

For a simple system like a single nonrelativistic particle moving in an electric �eld,

the Hamiltonian can be split into two terms:

[
− ~2

2m
∇2 + V (~r)

]
Ψ(~r) = EΨ(~r) (3.3)

The term on the right represents the particle's kinetic energy, where ~ is the reduced

Planck constant, m is the mass of the particle, and ∇ is the Laplacian. The second

term, V (~r) is the potential energy of the electron due to a non-uniform electric �eld

such that the energy is a function of the particle's position in space, expressed here as

the vector ~r. This leaves only the wave functions, which are related to the probability

density, P (~r), of particles at location ~r

P (~r) = Ψ∗(~r)Ψ(~r) (3.4)

This equation has been solved for systems like the H2 molecule, but becomes intractable

for more complex problems [18]. For systems with multiple particles, the wave function

contains 3(n + N) degrees of freedom (DOFs), where n is the number of electrons, N is

the number of atomic nuclei, and the multiple of 3 is for the three spacial dimensions.

The Hamiltonian also becomes more complex, where terms for particle interaction with

one another must be added.

A few useful approximations allow us to apply the Schrödinger equation to more

practical systems and lead us to density functional theory. The Born-Oppenheimer ap-

proximation [20] states that since electrons are much smaller and lighter than nuclei, they
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relatively instantaneously equilibrate to the local environment. Meanwhile, the sluggish

nuclei are considered as point charges �xed in space, interacting with one another. Next,

Hohenberg and Kohn [21] showed that the lowest energy state of the system (i.e. the

ground state) is a unique functional of the electron density, ρ(~r), and that the elec-

tron density that minimizes the energy is the true ground-state electron density. Since

the electron density is only a function of the positions of the nuclei, the DOFs for the

wave functions is reduced to 3N , which is especially signi�cant when we consider that

each atom contains a single nucleus but can have dozens of electrons. This shift from

individual electrons to electron density is what lends DFT its name and its practicality.

The Hamiltonian must also be addressed. Kohn and Sham [22] proposed splitting the

kinetic energy and the potential energy of electron-electron interactions into terms that

could be solved exactly for non-interacting particles and an exchange-correlation term

that captures the remaining quantum mechanical e�ects missing from the non-interacting

particle approach. The result is the expression

E[ρ(~r)] = TS[ρ(~r)] + VNn[ρ(~r)] + VH [ρ(~r)] + VXC [ρ(~r)] (3.5)

From left to right, the energy, E[ρ(~r)], consists of terms for non-relativistic kinetic energy

of the electrons, electron-nuclei interaction potential energy, non-relativistic electron-

electron potential energy, and the exchange-correlation correction. The exchange-correlation

term accounts for electron self-interaction and the spin of electrons relative to one an-

other, as described by the Pauli exclusion principle. The exact functional form of the

VXC [ρ(~r)] is not known [23], though multiple approximations are available and widely

used in modern day. In this work, we use the generalized gradient approximation (GGA),

which utilizes the local electron density and the local gradient in the electron density to

calculate VXC .
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These approximations are combined in the Kohn-Sham equations, which showed that

the ground state electron density can be found by solving a set of equations that each

contain a single electron:

[TS[ρ(~r)] + VNn[ρ(~r)] + VH [ρ(~r)] + VXC [ρ(~r)]]ψi(~r) = Eiψi(~r) (3.6)

The systems calculated in this work are crystals, meaning that atoms are arranged on

an in�nite, periodic lattice. Therefore, the energy eigenstates can be described by Bloch

waves of the form

ψ(~r) = e−i
~k·~ru(~r) (3.7)

The exponential term is a plane wave, where ~k is the wave vector, and u(~r) is a function

with the same periodicity as the crystal. This approach leads to electronic band struc-

tures, which play an important role in Ch. 6. In all sections we mention the density of

k-points in reciprocal space and the limits imposed on the Bloch wave by the basis set

energy cuto� used in the calculations. Even with a limited k-point density and energy

cuto�, calculating the wave functions for all electrons would be very computationally ex-

pensive. The cost is reduced by only calculating the wave functions for valence electrons

and treating the rest as a pseudopotential grouped with the nucleus. Since several pseu-

dopotentials are usually available for each functional (e.g. di�erent number of electrons

treated as valence electrons), we specify which are used in our calculations.

Finally, the general approach to solving for the energy is to �rst make a guess at the

energy density, solve the Kohn-Sham equations to �nd the wave functions, and then use

those wave functions to calculate a new electron density:

ρnew(~r) =
∑
i

(ψ∗i (~r)ψi(~r)) (3.8)
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If the initial and �nal ground state energies are the same, then the ground state has been

found. Otherwise, the electron density is updated and the process repeated iteratively

until some convergence criterion is met. We use the method implemented in the Vienna

Ab Initio Simulation Package (VASP) [24,25]. In addition to minimizing energy relative

to the electron density, we also minimize the forces relative to ion positions, allowing

us to �nd the lowest energy geometry (or at least a local minimum along the energy

surface). With this approach, we are able to �nd a local ground state with relaxed ion

positions starting from an approximate atom arrangement.

3.2 Formation energy

In order to calculate the energy of a crystal, we must de�ne a unit cell (u.c.) that

contains the positions and identities of atoms and that represents the smallest repeat unit

of the crystal. The resultant absolute energy on its own does not hold much meaning,

but we can compare the relative energies of di�erent atomic arrangements to understand

thermodynamic equilibrium in the system. The lowest energy structure at a certain com-

position is thermodynamically most stable and we may expect it to be the most likely to

form (at least at 0 K). However, we must be careful when comparing energies of di�erent

compounds; only energies of structures that contain the same species and number of

atoms can be compared directly. In this work, we are interested in understanding struc-

ture evolution across a range of compositions (e.g. changes in a charging cathode), so we

turn to formation energies. If we pick two (or more) references that span the composition

range, we can calculate the relative energy of a compound in that composition range. For

an intercalating material like AxMX2, we often want to calculate the formation energy of
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compounds along the x axis relative to the endpoints MX2 and AyMX2 (where y ≥ x):

Ef (AxMX2) = E(AxMX2)− (x/y)E(AyMX2)− (1− x/y)E(MX2) (3.9)

We use E to refer to the energy from DFT, and Ef is the formation energy, all ex-

pressed per formula unit (f.u.). It must be noted that the DFT energies can be a�ected

by choice of functional, k-point density, basis energy cuto�, pseudopotentials, and some

other calculation settings, so care must be taken to ensure an apples-to-apples compari-

son.

A plot of formation energy as a function of composition, shown schematically in Fig.

3.1, is a useful tool for determining phase stability at 0 K. A negative formation energy

indicates that the compound is more thermodynamically stable than a two-phase segre-

gation of the references (remember that these are all bulk calculations so surface energies

are not considered). Therefore, the envelope of the lowest energy structures (i.e. ground

states) along a composition range indicates the progression of phase stability. Between

each ground state is a two-phase region consisting of the two adjacent con�gurations.

Of course, we can only compare the energies of structures we calculate. At best, we

can only rule out structures with high energies and we never know if we have found the

true ground states. Cluster expansions and Monte Carlo methods, discussed below, can

be useful tools in predicting low-energy structures.

3.3 Chemical potential and voltage

It may be helpful to compare calculated formation energies to experiments to get a

sense of whether or not the calculated energy landscape captures observed phenomena,

but experimentalists who study batteries do not typically measure formation energy
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Figure 3.1: Schematic plot of formation energies as a function of composition. Each
point corresponds to a di�erent con�guration.

directly. They do, however, measure current and voltage as they cycle the electrochemical

cell, which can be related back to composition and formation energy. Many experimental

papers report capacity in units of mAh/g, which can be directly converted to x in AxMX2

as long as the molar mass of the active cathode material is known. Voltage is related to

chemical potential, which can be calculated from DFT energies. The derivation is shown

below, split into two parts. First, we show the relationship between energy and chemical

potential (Eq. 3.16), followed by the equation relating chemical potential to voltage (Eq.

3.21).

In an open circuit battery, equilibrium at constant temperature and pressure is deter-

mined by the minimization of Gibbs free energy. From the fundamental thermodynamics

relation, the di�erential equation for Gibbs free energy is

dG = −SdT + V dP +
∑
i

µidNi (3.10)

If we assume temperature, T , and pressure, P , are constant (they are in our DFT cal-
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culations), we are left with a sum over all species, i, for the chemical potential of that

species, µi, multiplied by the number of that species, Ni. Rearranging, we can express

the chemical potential of species A as

µi =

(
∂G

∂Ni

)
T,P,Nj 6=i

(3.11)

For an interstitial solid such as an intercalation electrode material, the composition is

de�ned by the concentration of the interstitial species:

x =
NA

NMX2

(3.12)

where NA is the number of A atoms in the system and NMX2 is the number ofMX2 units.

(This is merely a more formal de�nition of the AxMX2 convention we have already been

using.) We can set NMX2 to be constant since it functions as a host for the intercalating

ions. Therefore, in Eq. 3.11, i = A and j = MX2. The molar Gibbs free energy, g, is

the Gibbs free energy, G, divided by the number of formula units:

g =
G

NMX2

(3.13)

We can now rewrite Eq. 3.11 into a more useful equation, with T , P , and NMX2 implied

constant moving forward:

µA =

(
∂(gNMX2)

∂NA

)
T,P,Nj 6=i

= NMX2

(
∂g

∂NA

)
= NMX2

(
∂g

∂x

)(
∂x

∂NA

)
(3.14)
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We can rewrite the right-most di�erential to remove dependence on NA and NMX2 .

∂x

∂NA

=
∂
(

NA

NMX2

)
∂NA

=
1

NMX2

∂NA

∂NA

=
1

NMX2

(3.15)

such that, combining Eqs. 3.14 and 3.15, we �nd

µA =
∂g

∂x
(3.16)

To relate chemical potential to voltage [26], we brie�y return to the Gibbs equation,

this time for the electrochemical cell including the cathode and anode, adding degrees of

freedom not only for the migrating species, A, but also for the concentration of excess

electrons in the anode and cathode, e:

dG = µcAdN c
A + µcedN

c
e + φcdqc + µaAdNa

A + µaedN
a
e + φadqa (3.17)

where superscript c indicates cathode, superscript a indicates anode, φ is the electrostatic

potential, and q is the charge. Due to mass and charge conservation, many variables can

be rewritten in terms of dN c
A. If we assume that charge of the shuttling ion is n,

ndN c
e = dN c

A

nqedN
c
e = −ndqc = qedN

c
A

dNa
A = −dN c

A

nqedN
a
e = −ndqa = −qedN c

A

where qe is the charge of the electron. Using the above equalities:

dG = µcAdN c
A + nµcedN

c
A − nφcqedN c

A − µaAdN c
A − nµaedN c

A + nφaqedN
c
A (3.18)
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To minimize Gibbs free energy, we set dG = 0 and simplify:

µcA + nµce − nφcqe − µaA − nµae + nφaqe = 0 (3.19)

We de�ne an electron electrochemical potential, ηe, as

ηe = µe − φqe (3.20)

Substituting the new de�nition yields

µcA + nηce − µaA − nηae = 0

ηce − ηae = −µ
c
A − µaA
n

The electromotive force, or voltage, V , is equal to the di�erence in electron electrochem-

ical potential between the anode and cathode:

V =
ηce − ηae
qe

= −µ
c
e − µae
nqe

(3.21)

We will largely be dealing with positive monovalent ions (e.g. Li+, Na+) in the role of

the shuttling ion, so n = 1 in most cases. For comparing with experimental results, the

same anode material must be used as reference in calculating voltage. In most studies

of electrode materials, the anode is the metallic phase of the shuttling ion because its

composition and chemical potential do not change during cycling (i.e. Li added to more Li

is still Li). For the calculation, the chemical potential of the anode is the DFT calculated

energy of the anode material expressed per f.u., and qe is already included when units of

energy are in electronvolts (eV).

The relationship between energy, chemical potential, and voltage is illustrated in Fig.
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Figure 3.2: Schematic plots illustrating relationship between formation energy, chem-
ical potential, and voltage.

3.2. The chemical potential is essentially the set of slopes along the energy convex hull.

The negative of the chemical potential is the average voltage, which is then shifted to

re�ect voltage versus some anode.

One must be careful to use the correct set of energies (E versus Ef). The above

derivations are for the absolute energies calculated with DFT, referred to as E in this

work. If formation energies, Ef , with references MX2 and AyMX2 are used instead, a
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simple change of reference must be applied to Eq. 3.21:

V = −µ
c
e − E(MX2)/y + E(AyMX2)/y − µae

nqe
(3.22)

3.4 Cluster expansions

It becomes useful, at times, to be able to quickly approximate the energy of a large

number of (large) supercells without having to use expensive methods like DFT. For

instance, one may want to screen potential ground states from a large pool of candi-

date con�gurations or run Monte Carlo simulations that rely on the ability to almost

instantaneously determine the energy di�erence between two con�gurations. A cluster

expansion (CE) is a way to quickly approximate the energy of a system based on its

atomic arrangement. It is essentially a best-�t polynomial to energy and con�gurational

data in an n-dimensional space. To facilitate in gathering data, �tting cluster expansions,

and running Monte Carlo simulations, our group utilizes an in-house software suite called

Clusters Approach to Statistical Mechanics (CASM) [27�30].

Components of the cluster expansion method are illustrated in Fig. 3.3. A primitive

cell is chosen that can be tiled to generate the crystal. In O3 AxMX2, for instance, the

primitive cell contains four basis sites (a transition metal, two anions, and a site for the

intercalating ion), and the lattice vectors re�ect the A-B-C stacking of the crystal. In this

work, we focus only on con�gurational degrees of freedom; in this case, the intercalating

ion site can be occupied by a species A or a vacancy (Va).

The primitive cell is tiled to generate supercells. Each supercell allows for a range of

compositions based on the number of available sites, N , for A or Va to occupy. Every

unique arrangement of A and Va across the sites is a con�guration which can be uniquely
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identi�ed by its occupation variables, σi:

#»σ = {σ1, σ2, σ3, ..., σN} (3.23)

Since the atoms that make up the host (i.e. the MX2 matrix) do not vary between the

con�gurations, only the intercalating ion sites need be included.

We assume that each atomic arrangement (i.e. each con�guration) has a unique en-

ergy and that this energy is the sum of energy contributions from A atom interactions

(along with an energy contribution from the matrix that is the same for all of the con-

�gurations). The atom interactions are described by clusters. Clusters group sites into

points, pairs, triplets, quadruplets, etc. and each cluster has sites that are a certain

distance apart from each other. All of the clusters in a crystal (up to an in�nite volume

and site-site distance) should be able to exactly describe the energy for that system if

the energy contribution from each cluster were known. Since in�nities are not practical,

we truncate cluster size and maximum site-site distance assuming that atoms far away

from each other essentially do not interact. Mathematically, the cluster expanded energy,
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ECE, can be expressed as

ECE( #»σ ) = V0 +
∑
α

Vαφα( #»σ ) (3.24)

The V variables here are not voltage but rather e�ective cluster interactions (ECIs), with

the V0 term corresponding to the energy contribution from the host matrix. The energy

contribution of each unique cluster, α, is Vα. Lastly, φα( #»σ ) is the cluster function, de�ned

as

φα( #»σ ) =
∏
i∈α

σi (3.25)

The occupancy of a site is assigned a basis (e.g. σ(Va) = 0 and σ(A) = 1) and the

product of these site occupancy variables is used as a proxy for the interactions in the

crystal. An example of cluster functions is illustrated in Fig. 3.3. The volume two

con�guration has two point clusters, one for each site. The point clusters are equivalent

due to crystal symmetry, so they have the same ECI. However, the occupancy of the two

sites is di�erent and, therefore, so is the energy contribution from each cluster:

ECE(φi) = Vpoint · σ1 = Vpoint · σ(Va)

ECE(φj) = Vpoint · σ2 = Vpoint · σ(A)

ECE(φpoints) = Vpoint · (σ(Va) + σ(A))

For clusters with more than one site, occupancies within each cluster are multiplied, as

indicated in Eq. 3.25. As illustrated in Fig. 3.3, clusters can span across unit cells due

to the periodic boundary condition.

ECI values are not inherently known; however, since we can calculate fairly accurate

energies for a wide range of con�gurations with DFT, we can �t the unknown V values

28



Methods Chapter 3

to a set of #»σ and EDFT ( #»σ ) for the set of calculated con�gurations:

#»

EDFT =
#»

X #»v (3.26)

In the above equation,
#»

EDFT is a vector of calculated energy values,
#»

X is a matrix of

correlation values with one con�guration per row, and #»v is the vector of unknown ECIs.

The n cluster functions form an orthonormal basis that generates an n-dimensional space,

and the ECI values are projections onto that space. A limited number of dimensions is

expected to contribute signi�cantly to the energy, so the solution for the ECI is expected

to be sparse, with many Vα = 0, resulting in a problem that is overdetermined. We

enumerate many clusters and allow a genetic algorithm to pick the best set to represent

the system. For each set of clusters, a regression determines the ECI values to minimize

some form of (ECE( #»σ )−EDFT ( #»σ )), usually root-mean-square (RMS) or weighted-RMS

(wRMS). While all con�gurations are treated equally with RMS, wRMS can be used to

capture the energies of con�gurations along the hull more accurately than those with

high energy. Once the #»v is known, the cluster-expanded energy, ECE( #»σ ), can be quickly

calculated for any con�guration.

Symmetry considerations are employed along each step of the process. First, only

symmetrically unique supercells of the primitive cell are enumerated. Supercells are enu-

merated at least up to a volume that contains the number of sites equal to the largest

enumerated cluster to minimize self-interaction. Within each supercell, only symmetri-

cally unique con�gurations are enumerated and calculated. The number of con�gurations

calculated varies between projects and generally decreases with increasing supercell vol-

ume, but is on the order of hundreds per structure. Lastly, only symmetrically equivalent

clusters are enumerated and included in the �t for the cluster expansion. As a starting

point, somewhere between 100 to 200 clusters may be enumerated, ranging in size be-
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tween point and quadruplet, with maximum length cuto�s around 10�15 Å. However, the

genetic algorithm should only be allowed to �t to a small fraction of these at a time�about

10�20% of the number of calculated con�gurations.

A few last notes must be made regarding the cluster expansion method. First, atoms

are assumed to lie on the lattice de�ned by the primitive cell. The enumerated clusters

utilize sites on this ideal lattice, not the positions of the atoms in each relaxed con�g-

uration. Small perturbations away from lattice sites are assumed to be captured in the

energy. However, calculations with large structural changes must be discarded or reas-

signed to a project with a more appropriate primitive cell. For instance, even though

both the O3 and O1 structures have a triangular lattice for Na occupation, the change in

layer stacking requires two di�erent projects with O3 and O1 primitive cells, respectively,

because the host contribution to the energy will be di�erent in the two cases. There-

fore, while winning on speed relative to DFT, the cluster expansion Hamiltonian lacks

universality as it is limited to the single system it is �t to.

Second, we assume that each microstate (i.e. con�guration) has a single energy

value that is determined by #»σ , following the same principles outlined by Hohenberg and

Kohn [21]. In general, this assumption seems simple since for each unique con�guration

we calculate a single unique energy in DFT. However, we must recall that we are deter-

mining the energy based on clusters and, more importantly, a �nite number of truncated

clusters. Due to the limited number of clusters, some unique con�gurations may be

mapped onto the same point in cluster space resulting in two real energy values but only

one cluster-expanded energy value. This must be kept in mind when choosing clusters

and con�gurations.

The cluster expansion formalism is not limited to con�gurational degrees of freedom

nor only energy. Examples of other degrees of freedom include magnetism and strain.

Any scalar property of the system, like volume, can be cluster expanded. However,
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further extensions of the method will not be discussed in this work.

3.5 Grand canonical Monte Carlo

The macroscopic properties of a system, such as energy, are determined by the ensem-

ble average of its microscopic states. At 0 K temperature, the system minimizes the free

energy by occupying the lowest energy state�the ground state. However, as temperature

increases, energy can be decreased by increasing entropy, such that sampling a variety of

low-energy states becomes favorable. (This is why, at high temperatures, ground states

on a phase diagram are surrounded by solid solutions and why solids melt at elevated tem-

peratures.) The partition function, Z, determines how much each microstate contributes

to the ensemble average.

Z =
∑

#»σ

exp(−βΩ( #»σ )) (3.27)

β =
1

kBT

The variable Ω( #»σ ) is a free energy of the microstate, the exact form of which depends on

the constraints on the system. We can calculate the probability of a particular microstate,

P ( #»σ ), at a �nite temperature using

P ( #»σ ) =
1

Z
exp(−βΩ( #»σ )) (3.28)

As stated earlier, a macroscopic thermodynamic quantity, X, can be determined from

the microscopic thermodynamic quantities for each state:

X =
∑

#»σ

X( #»σ )P ( #»σ ) (3.29)
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If we are interested in the energy of the system, the energy values for each microstate

can be calculated from the cluster expanded free energies. Remember, the purpose of the

cluster expansion is to quickly approximate the energy as a function of #»σ . We use the

Metropolis�Hastings algorithm [31, 32], a type of Marcov chain Monte Carlo (MCMC),

to determine the probability of microstates. The probability of sampling a state is based

on the Boltzmann distribution.

The Marcov chain [33] dictates that the probability of transitioning into a state is

determined only by the previous state, as opposed to some absolute value. In our case,

the transition probability is a function of the change in energy between the initial, I, and

�nal, F , states expressed as

∆ΩI→F = Ω( #»σ F )− Ω( #»σ I) (3.30)

If energy is lowered from the initial to the �nal state (i.e. ∆ΩI→F < 0), the transition

occurs with probability 1. If ∆ΩI→F > 0, the transition occurs with probability

P I→F = exp
(
−∆ΩI→Fβ

)
(3.31)

With su�cient sampling, Monte Carlo is able to generate converged ensemble averages.

The term grand canonical Monte Carlo refers to the constant µ, V , and T constraints

imposed on the system. We can replace Ω with the grand canonical free energy, Φ:

Ω( #»σ ) = Φ( #»σ ) = E( #»σ )− µANA (3.32)

We have removed the term that includes pressure as there is no imposed pressure in these

calculations. We also do not consider the contribution to energy from the MX2 matrix;

since the matrix is the same for all con�gurations, it should have no a�ect on energy
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di�erences between them.

3.6 Gibbs free energy

The output of grand canonical Monte Carlo provides the chemical potential (this is

one of the �xed quantities), ensemble average composition, and ensemble average internal

energy for each set of conditions. To calculate the Gibbs free energy, the energies must

be integrated along a speci�c path in chemical-potential and temperature space, from

a starting point with known g. In this work, integration traverses a constant chemical-

potential path from close to 0 K (where entropy contribution is negligible) to the �nite

temperature of interest followed by a constant-temperature path with increasing (or

decreasing) chemical potential starting at the end of the �rst path (illustrated in Fig.

3.4). Integrating over a phase transition accumulates errors, so a di�erent chemical

potential heating run should be used inside each of the single-phase regions to increase

accuracy.

The grand canonical free energy, Φ, can be de�ned in terms of the partition function

(Eq. 3.27) as

Φ = −kBT lnZ = − 1

β
lnZ (3.33)

We integrate the grand canonical free energy from condition 0 (T0, µ0) to condition 1

(T1, µ1 = µ0) along temperature at �xed chemical potential:

(
∂(Φβ)

∂β

)
µ

= −
(
∂(lnZ)

∂β

)
µ

=

∑
#»σ Φ exp(−β(E( #»σ )− µN))∑

#»σ exp(−β(E( #»σ )− µN))
= 〈E( #»σ )− µN〉 (3.34)

β1Φ1 = β0Φ0 +

∫ T1

T0

〈E( #»σ )− µN〉 dβ (3.35)
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Figure 3.4: Illustration of MC constant µ, increasing T runs at di�erent µ (lines ranging
from yellow to blue). The black and magenta arrows indicate integration paths for g.
At higher temperature, T2, a single heating path could be chosen due to lack of phase
transitions between compositions x1 and x2. Conditions 0, 1, and 2 for free energy
integration are labeled for one of the paths.

The 〈〉 indicate the expectation value of the quantities as calculated with MC. Molar

quantities can be obtained by dividing the resultant equation by the number of unit

cells, NMX2 :

β1φ1 = β0φ0 +

∫ T1

T0

〈E − µx〉 dβ (3.36)

After the heating integration, a path from condition 1 (T1, µ1) to condition 2 (T2 = T1, µ2)

along chemical potential at �xed temperature must be integrated:

(
∂(Φ)

∂µ

)
T

= − 1

β

(
∂(lnZ)

∂µ

)
T

= − 1

β

∑
#»σ βN exp(−β(E( #»σ )− µN))∑

#»σ exp(−β(E( #»σ )− µN))
= −〈N〉 (3.37)

Φ2 = Φ1 −
∫ µ2

µ1

〈N〉 dµ (3.38)

34



Methods Chapter 3

Once again, dividing through by NMX2 results in molar quantities:

φ2 = φ1 −
∫ µ2

µ1

xdµ (3.39)

We can use an identity mentioned above to convert from φ2 to g2:

φ = g − µx (3.40)

g2 = φ1 + µ2x2 −
∫ µ2

µ1

xdµ (3.41)

Armed with Eqs. 3.36 and 3.41, the Gibbs free energy for any point in chemical-potential

and temperature space can be calculated as long as paths are chosen carefully. Integration

from low temperature can be skipped if the chemical potentials start at extreme values

where con�gurational entropy is negligible, such as at the edges of AxMX2 composition

where the layered cathode material is fully intercalated or the intercalant layers are

completely empty. From Gibbs free energy, voltage can be calculated using Eq. 3.22,

keeping careful track of references.
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NaxTiS2

The performance of Na-ion batteries is sensitive to the nature of cation ordering and

phase transformations that occur within the intercalation compounds used as electrodes.

In order to elucidate these e�ects in layered Na intercalation compounds, we have carried

out a �rst-principles statistical mechanics study of Na ordering and stacking-sequence

preferences in the model compound NaxTiS2 [34]. Our calculations predict a series of

structural phase transitions at room temperature between O3, P3, O1, O1â��O3 staged

hybrid, and O1â��P3 staged hybrid. We further explore the ordering of Na ions in P3

and O3 and �nd that these host structures favor very distinct Na-vacancy patterns. Low

energy orderings on the honeycomb lattice in P3 consist of triangular island domains

with vacancies coalescing at antiphase boundaries. This results in a devilâ��s staircase

of ground-state Na orderings within P3 that are unlike the orderings possible in the

triangular lattice of Na sites in O3. Lastly, we explore the role that antiphase boundaries

play in mediating Na di�usion in the P3 host.
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4.1 Introduction

Improvements in electrochemical energy storage are important in promoting renew-

able energy in transportation and grid storage. Increasing attention has been drawn to

Na-ion intercalation materials as an alternative to Li-ion batteries [35, 36]. Not only is

Na more abundant than Li, but Na-ion electrode materials also behave di�erently from

their Li-ion counterparts due to di�erences in ionic size and electronic structure. One

stark contrast is the stability of prismatic coordination of Na in layered oxides and sul-

�des which is not observed in Li due to the latter's smaller ionic radius [37�40]. The

crystal structure of the host plays a crucial role in determining electrochemical voltage

pro�les, cation di�usion mechanisms, and di�usion coe�cients [41]. Layered Na interca-

lation compounds undergo phase transformation sequences that are distinct from those

seen in Li-ion electrode materials and as yet not thoroughly explored [12, 42�55]. Such

phase transformations can cause degradation as stresses accompanying changes in struc-

ture may induce crack initiation and growth [56,57]. Phase transformations can also lead

to irreversibilities and hysteresis in the voltage pro�le due to asymmetries between the

multiple kinetic processes required to a�ect an abrupt change in crystal structure and

composition [58]. Phase transformations are generally avoided to increase the lifetime of

the battery, which often limits the battery's capacity. It is, therefore, crucial to under-

stand when structural changes occur, how they a�ect the properties of the battery, and

whether they can be suppressed.

A large number of layered Na transition-metal oxides and sul�des have been studied

experimentally [40], and many assume the O3 crystal structure [12] when synthesized

as NaMX2. The size and electronegativity of the anions and cations appears to play

a decisive role in determining whether O3 undergoes a stacking-sequence change to a

P3 host structure upon Na removal [37, 38, 59]. For example, the O3 forms of NaCoO2,
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NaNiO2, and their alloys undergo a transformation to P3 during deintercalation [12, 42,

43, 48, 53], while NaTiO2 maintains its O3 host at high levels of charge [55]. In some

compounds such as NaxVO2, the transition from O3 to P3 requires thermal activation

[60].

The large number of steps in the voltage pro�les of many layered Na intercalation

compounds suggests a prevalence of phase transitions associated with Na ordering and/or

stacking-sequence changes [12, 43�45, 49�53]. The steps are usually more pronounced

than in most layered Li-intercalation compounds. Ordering tendencies within the P3

host remain largely unexplored, especially at �nite temperature. Di�usion mechanisms

within the P3 host are also not fully understood [61], but experimental evidence for

NaxCo0.6Ni0.4O2 suggests that Na mobility may be higher in P3 than in O3 [43]. A

common property of many transition-metal oxides and sul�des is the importance of local

interactions between the transition metal and Na. Local charge ordering and Jahn-Teller

distortions, for example, have been shown to a�ect ordering preferences among Na within

layered intercalation compounds [62].

In this study, we use the NaxTiS2 (0 ≤ x ≤ 1) system as a model to study phase

stability and intercalating cation ordering in the O1/O3/P3 family of structures using

�rst-principles statistical mechanics approaches. This system has been studied experi-

mentally and found to exhibit O1/O3/P3 family stacking and staging phenomena [63�65].

The absence of localized charge ordering and Jahn-Teller distortions in NaxTiS2 makes

it an ideal model to isolate the role of Na-Na interactions and host crystal structure on

phase stability and Na ordering tendencies [66, 67]. We combine �rst-principles density

functional theory with the cluster expansion formalism and grand canonical Monte Carlo

simulations to predict phase stability, �nite temperature ordering, and the equilibrium

voltage curve at 300 K. We �nd that the P3 host structure is not only stabilized at in-

termediate Na concentrations but that hybrid staged structures with mixed O1-O3 and
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O1-P3 stackings are also stable at low Na concentrations. In addition, we �nd that the

Na ions and vacancies in the P3 host, due to its honeycomb lattice, organize into trian-

gular islands of perfectly ordered domains separated by antiphase boundaries at high Na

concentrations. This results in a devil's staircase of ground-state orderings [68, 69] that

has not been previously explored in layered intercalation materials at �nite temperatures.

An analysis of migration pathways in P3 suggests that the di�usion mechanisms may be

fundamentally di�erent from those in O3, with antiphase boundaries serving as channels

for Na transport. Our �ndings for NaxTiS2 shed light on structural stability, ordering

tendencies, and di�usion mechanisms in other layered oxide and sul�de materials.

4.2 Methods

We investigated phase stability of NaxTiS2 as a function of Na concentration, x, at

0 K and at room temperature using �rst-principles statistical mechanics methods The

equilibrium phases at 0 K are those that minimize the energy of the system. Energies

of di�erent structures having composition NaxTiS2 were calculated with �rst-principles

density functional theory (DFT) using the Vienna Ab Initio Simulation Package [24,25]

with PAW pseudopotentials [70, 71] and the optB86b-vdW functional [72�75]. Based

on convergence tests, the energy cuto� was chosen to be 530 eV and the k-point mesh

density to be 30 Å. See Table 4.1 for details on number of calculations completed.

Equilibrium at �nite temperature is determined by a minimum of the free energy,

which has contributions from entropy arising from thermal excitations. Layered Na

transition-metal intercalation compounds are stable in a variety of host crystal struc-

tures depending on their Na concentration and temperature. Since the candidate host

structures have distinct symmetries, they can each be described thermodynamically by

a separate free energy. Con�gurational degrees of freedom resulting from all the possible

39



NaxTiS2 Chapter 4

ways of distributing Na and vacancies over intercalation sites are the dominant source

of entropy for intercalation compounds at room temperature [76]. We calculated free

energies as a function of composition and temperature for the O3, the P3, the O1-O3

hybrid (i.e. H1-3), and the O1-P3 hybrid host structures with a cluster expansion [77,78]

(CE) approach and grand canonical Monte Carlo (MC) simulations.

The Clusters Approach to Statistical Mechanics (CASM) [27�30] software package

was used to construct a CE for each host structure (except for O1) and to perform grand

canonical MC simulations. A large number of Na-vacancy orderings were enumerated

within each host structure. The fully relaxed energies of these orderings were calculated

with DFT (optB86b-vdW) and were used to parameterize the ECI using a genetic algo-

rithm [79]. In the present study, the clusters of each CE were limited to points, pairs,

triplets, and quadruplets. The weighted root-mean-square (wRMS) (Table 4.1) was less

than 4 meV in each CE, where the weights were assigned exponentially with respect to

the distance from the local convex hull. Grand canonical MC simulations were applied

to each CE to calculate the dependence of the Na concentration on chemical potential

and temperature (supercell sizes for MC simulations are listed in Table 4.1). These rela-

tionships were integrated to calculate free energies for each host structure [80]. A grid of

chemical potentials with increments of no more than 25 meV/atom was used at di�erent

temperatures. Cooling runs were performed for each chemical potential from 1000 K to

100 K at a 5 K interval.

As will be expanded on below, our DFT results predict that the O1 structure is only

stable at composition x = 0. This is observed in many other intercalation materials,

including LixCoO2 [13]. Since there are no Na atoms to generate con�gurational entropy

at this composition, we set the free energy of O1 equal to its energy. Likewise, the O1

layers in the O1-P3 and O1-O3 hybrids were assumed to remain vacant in the entire Na

composition range. This results in staging, wherein every other Na layer is left completely
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unoccupied.

structure calculated clusters in �t wRMS (meV) TiS2 units in MC
O1 15 � � �
O3 193 21 2.1 9,600
P3 277 25 2.7 8,192
O1-O3 91 17 0.9 5,400
O1-P3 60 16 3.9 7,776

Table 4.1: First column: host structure. Second column: number of symmetrically
distinct Na-vacancy orderings that converged and did not relax to a di�erent structure
during DFT energy minimization. Third column: the number of non-zero expansion
coe�cients in the cluster expansion. Fourth column: weighted RMS error, which
indicates how well the CEs �t the DFT data. Fifth column: number of NaxTiS2 unit
cells in supercells used in MC simulations.

4.3 Results

4.3.1 DFT calculations

Fig. 4.1 shows the DFT formation energies of the ground-state Na-vacancy orderings

within each host structure. The formation energies in Fig. 4.1 are calculated relative to

O1 TiS2 at x = 0 and O3 NaTiS2 at x = 1. The ground-state orderings were determined

by �nding the convex hull of the fully relaxed energies of all Na-vacancy orderings con-

sidered within the di�erent hosts. While the energies of a large number of Na-vacancy

orderings were calculated (Table 4.1), there may be lower energy orderings in large su-

percells that were not considered in this study. This is especially true for the P3 host

since previous studies of low-energy orderings on the honeycomb lattice using short-range

lattice model Hamiltonians [68] have predicted a sequence of ground-state orderings re-

quiring supercells that are substantially larger than can be treated with current DFT

methods.

The global convex hull of all orderings (solid black line in Fig. 4.1) shows that the
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Figure 4.1: Calculated formation energies of con�gurations on the convex hull for each
host structure. Con�gurations with energies above the hull are not shown. The global
convex hull is outlined in black.

relative stability among the di�erent hosts is very sensitive to Na concentration. At high

Na concentrations (7/8 ≤ x ≤ 1), O3 is predicted to be stable. The P3 host becomes

stable at intermediate Na concentrations (1/2 < x < 3/4), with a small two-phase region

3/4 < x < 7/8 separating O3 from P3, consistent with experimental studies that observe

P3 stacking in deintercalated NaxTiS2 [52,81]. Below x = 1/2, the hybrid phases O1-P3

and O1-O3 are stable with ground state orderings at x = 1/4 and x = 1/6, respectively.

In these structures, the O1 layers are empty, and the lowest energy con�gurations of

the P3 and O3 layers are similar to those on the hulls of their respective non-hybrid

structures. Finally, at x = 0, the O1 host becomes stable.

It is instructive to inspect the low-energy Na-vacancy orderings in the P3 host and

compare them to orderings in O3. At x = 1, there is only one Na con�guration possible in

O3 as all sites of the triangular lattice are occupied at this composition. In P3, the lowest

energy ordering at x = 1 has Na occupying exclusively one of the triangular sublattices

as shown in Fig. 4.2(a). Any other ordering in P3 at this composition would require

the simultaneous occupation of a nearest-neighbor pair, which would lead to a very large
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(G) (L)Na on A site Na on B site unit cell on global hull on local hull only

Figure 4.2: Na-vacancy orderings on the convex hull of enumerated con�gurations
within P3. Occupancy of the two sublattices on the honeycomb lattice of P3 is distin-
guished with di�erent colors (green and yellow).

energy penalty due to strong electrostatic and steric repulsion through the shared face

of a pair of nearest-neighbor trigonal prismatic sites.

Below the composition of x = 1, vacancies are incorporated di�erently in P3 than in

O3. In O3, which has a single triangular lattice, any ordering can be achieved by simply

removing Na atoms. Although this mechanism can occur in P3, it is more favorable

to remove Na atoms while rearranging others to occupy a mixture of the two available

sublattices in a honeycomb lattice. This can result in domains that consist of Na atoms

that occupy a single triangular sublattice as at x = 1. These domains are separated by

antiphase boundaries (APBs), which accommodate the vacancies that are introduced as

Na is extracted. For instance, the lowest-energy ordering enumerated in P3 at x = 6/7
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(Fig. 4.2(b)) consists of alternating, linear strips of A domains and B domains (two colors

are used to highlight the di�erence in sublattice occupation). APBs separate the strips

and concentrate the vacancies introduced upon removal of Na. This leads to a reduction

in energy as the APBs allow an increase in the distance between neighboring Na ions.

The ground states at x = 3/4, 5/8, and 4/7 (Fig. 4.2(c-e)) accommodate vacancies in

a similar way. The total length of APBs must increase as the vacancy concentration

increases (Na concentration decreases). This is achieved by reducing the size of A and

B domains. The orderings at x = 5/8 and x = 4/7 consist of isolated two-atom and

three-atom islands as can be seen in Fig. 4.2(d,e).

The low-energy orderings in P3 shown in Fig. 4.2(a-e) are consistent with past studies

of ground state orderings on the honeycomb lattice. Using simple lattice model Hamil-

tonians, Kanamori [68] showed that repulsive nearest- and second-nearest-neighbor pair

interactions on the honeycomb lattice result in a devil's staircase of a countably in�nite

number of ground state orderings consisting of APBs. The devil's staircase starts with

full occupancy on one sublattice as in Fig. 4.2(a) and continues with orderings having

triangular A and B island-like domains separated by APBs, such as the ordering illus-

trated in Fig. 4.3. The A and B domains correspond to perfectly ordered regions with Na

occupying exclusively one sublattice. The APBs that separate the domains are indicated

by solid black lines. Such large triangular islands are not present in enumerated orderings

calculated using DFT as these orderings require large supercells.

At x = 1/2, the lowest energy ordering in the P3 host does not consist of domains

separated by APBs; instead, Na atoms uniformly distribute themselves over the two

available sublattices of the honeycomb (Fig. 4.2(f)). This con�guration is compared to

x = 1/2 orderings in the O3 host in Fig. 4.4. We found two nearly degenerate, low-energy

orderings for O3 at x = 1/2. One, shown in Fig. 4.4(a), is the zig-zag line ordering that

is a common ground state in Na transition-metal oxides having the O3 structure [82].
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Figure 4.3: An example of a ground state ordering on a honeycomb lattice belonging to
the devil's staircase discovered by Kanamori [68]. Occupancy of the two sublattices on
the honeycomb lattice is distinguished by use of green and yellow circles. Triangular
island-like domains are separated by antiphase boundaries (black lines).

The second ordering (Fig. 4.4(b)), which is the ground state of O3 NaxTiS2 at x = 1/2,

consists of clusters of four Na atoms and is less than 1 meV/atom more stable than the

zig-zag ordering of Fig. 4.4(a). A comparison of the low energy O3 orderings of Fig.

4.4(a) and (b) with the x = 1/2 ground state in P3 (Fig. 4.4(c)) reveals that the Na

ions in P3 have more �exibility as to how they can order due to the availability of two

triangular sublattices. While nearest neighbors cannot be avoided in the O3 structure

at this composition, the additional available sites on the honeycomb of the P3 host

enable Na atoms to be spaced farther apart from each other. This ability to increase

the distance between neighboring Na ions within P3 relative to O3 is likely a dominant

factor making P3 more stable than O3 at intermediate Na concentrations, despite the

unfavorable face-sharing repulsive interactions between prismatic Na sites and the Ti-S

octahedra in P3.
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(b) P3 on global hullO3 on local hull (c)O3 above local hull(a)

Na on A site Na on B site unit cell

Figure 4.4: Comparing O3 (a,b) and P3 (c) orderings at x = 1/2 shows that while
nearest-neighbor pairs cannot be avoided in O3, the 3NN sites on the honeycomb
lattice allow the Na atoms to be more spread out.

4.3.2 Finite temperature

First-principles DFT energies of di�erent Na-vacancy orderings were used to param-

eterize cluster expansions for each host, which were subsequently subjected to grand

canonical Monte Carlo (MC) simulations to calculate �nite-temperature thermodynamic

properties. Fig. 4.5(a) shows the calculated free energy curves as a function of Na con-

centration at 300 K for the di�erent host structures. Application of the common-tangent

construction reveals that all of the stacking sequences that were on the DFT global hull

are still stable at 300 K, starting with O1 at x = 0 and continuing to O1-O3, O1-P3, P3,

and O3 upon Na intercalation. At temperatures slightly above 300 K, the O1-O3 phase

is no longer stable relative to O1 and O1-P3. The MC simulations predict that most

ground-state orderings undergo an order-disorder transition below room temperature.

One exception is the ground state ordering at x = 1/2 in P3. It is predicted to disorder

slightly above room temperature.

Fig. 4.5(b) shows the predicted voltage curve at 300 K, which is related to the

slope of the free energy curves in Fig. 4.5(a). Sloping regions in voltage signify single

phase regions while plateaus, which arise from a constant chemical potential along a
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Figure 4.5: The calculated (a) free energy and (b) equilibrium voltage curve at 300
K. Each host structure (i.e. O3, P3, P3-O1, O3-O1 and O1) has a separate free
energy curve. A common tangent construction (black solid line) determines global
equilibrium. Gray background indicates single-phase regions, white background is
used for two-phase regions.
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common tangent, indicate a coexistence between two phases. The predicted voltage

curve also exhibits a small step at x = 1/2 due to the stability of Na ordering at that

composition at 300 K. The O1-P3 hybrid phase appears as a large step while O1-O3 is

predicted to be stable in a very narrow voltage window. Our results align closely with

the features observed experimentally [52, 63�65]. These experiments show a region at

high Na concentrations of octahedral coordination, a �rst-order phase transformation to

prismatic coordination around x = 0.8, and transformations to staged phases at lower

Na compositions. In addition to the stage two ordering that is seen in our calculated

voltage curve associated with O1-P3, there is also experimental evidence for a stage three

ordering wherein only every third layer contains Na atoms [65]. Higher-order hybrids (e.g.

orderings with O1-O1-P3 layer repeat unit) were not included in our analysis. The sharp

step at x = 0.5 in the calculated voltage curve, which is due to Na ordering, is shifted to

a slightly lower concentration in the voltage curve measured by Winn, et al. [64] but to

a higher concentration in the voltage curve measured by Lee, et al. [52] The shifts may

be due to experimental uncertainty in the state of charge [83].

Microstates from MC simulations of P3 illustrate the importance of APBs even at

elevated temperature. Fig. 4.6 shows selected Na layers from several MC sampled mi-

crostates for a range of Na concentrations. Di�erent colors are used to distinguish occu-

pancy of the two triangular sublattices of the honeycomb lattice. At x ≈ 1, Na orders

on a single sublattice consistent with 0 K ground states predicted by DFT. Vacancies at

lower Na concentrations are accommodated through the formation of APBs that sepa-

rate A and B domains. Due to the �nite size of the MC supercells and �nite chemical

potential grid, APBs �rst appeared around x = 0.96. At this Na concentration, the

domains are large and triangular, with well-de�ned APBs separating extensive A and B

domains. As the Na concentration decreases further, more APBs must form, and the

domains become smaller. While triangular domains are still easily discernible in Fig. 4.6
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x = 1.0 x = 0.9 x = 0.8

x = 0.7 x = 0.6 x = 0.5

Figure 4.6: Snapshots from constant chemical potential, decreasing temperature grand
canonical Monte Carlo runs for the P3 structure at 300 K, looking down on one of
the Na layers. The two di�erent available sites on the honeycomb lattice are shown in
green and yellow. Approximate Na concentration at each snapshot is indicated below
the snapshot.

in the microstates sampled at x = 0.9 and x = 0.8, more disorder is observed as the Na

concentration approaches x = 0.7. Triangular domains are still distinguishable around

x = 0.7, but there are also many linear chains of Na occupying the same sublattice (A

or B). Short-range order persists at x = 0.6, although at this concentration short chains

of A or B sublattice occupation seem to be preferred. The Na ions order in their DFT

ground state pattern at x = 0.5, exhibiting occasional defects due to thermal excitations.

They disorder at temperatures slightly above that of room temperature. The in-plane

Na ordering at x = 0.5 (Fig. 4.2(f) is also stable in the P3 layers of O1-P3 at x = 0.25

and matches the ordering inferred from single-crystal di�raction data by Hibma [65].

Hibma also reports on the existence of di�raction superlattice spots together with rings

above x = 0.5. Our MC simulations predict a solid solution at room temperature above

x = 0.5.
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The MC snapshots of Fig. 4.6 illustrate that Na extraction from P3 occurs very

di�erently from other host structures such as O3 and O1. A sloping voltage pro�le usually

signi�es a solid solution characterized by uniform disorder among cations and vacancies.

In contrast, the sloping voltage pro�le of P3 is produced by Na arrangements consisting of

ordered nano-sized domains separated by APBs, where changes in Na concentration lead

to an overall increase in total APB length. Fig. 4.5(b) shows that the voltage pro�le of the

P3 phase is steeper than that of O3. This qualitative behavior is similar to that exhibited

by many other layered Na intercalation compounds with O3/P3 transformations [42�44,

49,53].

4.4 Discussion

Our �rst-principles study shows that intercalation in NaxTiS2 is very di�erent from

that in the traditional Li-ion battery materials in at least two ways. First, stacking-

sequence changes are much more prevalent in NaxTiS2 due to the stability of P3 and its

hybrids at intermediate compositions. Second, the devil's staircase of triangular domains

on the Na honeycomb lattice of P3 is fundamentally unlike the types of orderings seen

in Li layered oxides.

We hypothesize that the behavior of NaxTiS2 may be representative of many other

intercalated layered oxides and sul�des. This is supported by the observation of trans-

formations from O3 to P3 upon desodiation in a wide range of compounds, including

NaxVS2 [52, 84], NaxCoO2 [42, 48], NaxNiO2 [53], NaxNi0.5Mn0.5O2 [44, 46], NaxCrO2

[42,44,49], NaxMn1−yFeyO2 [47], and NaxFe0.5Co0.5O2 [48]. Furthermore, many Na com-

pounds (e.g., NaxCoO2, NaxCrO2, and NaxVS2) exhibit voltage curves strikingly similar

to that predicted for NaxTiS2. The general pattern seems to be:

1. As deintercalation begins, the voltage curve exhibits a relatively �at region around

50



NaxTiS2 Chapter 4

0.7 < x < 1 associated with the deintercalation of O3 and transformation to P3.

2. The 0.4 < x < 0.7 composition range is typically a P3 single-phase region that

exhibits a steep slope. The steepness of the slope is a consequence of the high cur-

vature of the P3 free energy, as can be seen in Fig. 4.5(a). The high curvature can

be attributed to the strong stabilization of the honeycomb lattice at intermediate

concentrations.

3. Around x = 0.5, a sharp voltage step occurs, possibly corresponding to a zig-zag

ordering like that shown in Fig. 4.2(d). (This step is often reported at Na contents

somewhat above x = 0.5, which may be due to the experimental uncertainties

in estimating the Na content or the thermodynamic stability of another ordering

having a slightly higher Na concentration. [83])

4. Deintercalation beyond x = 0.5 exhibits a plateau associated with the transforma-

tion of P3 to another stacking sequence. While we are not aware of any experimental

observations of staged O1-P3 hybrids at high states of charge in oxides, the results

of this study suggest that their occurrence in Na transition-metal oxides could be a

possibility at low Na concentrations when the P3 host is also stable at intermediate

Na concentrations. Furthermore, stacking sequences at very low Na concentra-

tions may include higher-ordered staged phases as suggested by experiments of

NaxTiS2 [63, 65].

Although many of these materials exhibit additional phase transformations associated

with Na/vacancy ordering, the similarities in the structural transformations and overall

shape of the voltage curve suggests that these materials share the same basic interca-

lation physics as NaxTiS2. Furthermore, although Li and Mg are unstable in prismatic

coordination due to their small ionic sizes, larger intercalating ions such as K+ and Ca2+
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may behave similarly to Na in layered compounds. Nevertheless, some Na oxides do

not transform to P3 even when their equivalent sul�des are stable in the P3 host. For

instance, NaTiO2 is more stable in O3 than P3 even upon deintercalation [55]. This may

be a result of increased ionicity in oxides due to higher electronegativity of oxygen versus

sulfur [38, 85].

Transformations between O1, O3, P3, and hybrid phases requires stacking-sequence

changes during cycling and likely a�ects battery performance. As was pointed out by

Gabrisch et al. [86], partial dislocations are one mechanism to mediate stacking-sequence

changes in layered intercalation compounds. Stresses generated by an array of partial

dislocations and by a lattice mismatch across interfaces can contribute to fracture and

mechanical degradation. Hybrid phases that nucleate separately and grow into each other

may be misaligned, leading to additional sources of stress at their interface.

The honeycomb lattice of Na sites within P3 leads to several interesting properties. At

high Na concentration, narrow bands of A and B domains appear in the P3 ground-state

orderings calculated with DFT (Fig. 4.2(g,h)). We can distinguish between three unique

Na coordination environments along the APBs in these orderings. Type I APB, shown

in Fig. 4.7(a), consists of third-nearest-neighbor Na pairs perpendicular to the APB.

The APBs that make up the edges of the triangular domains in the MC simulations

are type I. Triangles are formed because this type of APB has three symmetrically-

equivalent orientations. Type II APBs are made up of fourth-nearest-neighbor pairs

(Fig. 4.7(b)), but this type of boundary is not seen in MC snapshots and is therefore

not thermodynamically favorable. When every other atom along a type II APB hops

across the boundary, a type III APB forms (Fig. 4.7(c)). The local Na environment

along a type III APB is similar to that observed at corners of triangular domains in MC

snapshots.

Others have studied ground states of the devil's staircase on a honeycomb. Kanamori
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a) b) c)

I II III

Figure 4.7: Di�erent types of Na coordination observed along APBs in low-energy
orderings found using DFT. (a) Type I ordering is observed along APBs in MC simu-
lations. (b) Type II ordering is not observed in MC simulations. (c) Type III ordering
is similar to that observed at corners of triangular domains in MC simulations.

used a simple lattice model Hamiltonian and discovered an in�nite series of ground states

on a honeycomb lattice with repulsive pairwise interactions [68]. More recently, Wang

et al [69] used a short-range pair Hamiltonian to describe ground states in NaxCoO2,

where they suggest two di�erent patterns for arranging the triangular domains. Our MC

snapshots most closely match the T series suggested by Kanamori. In all of these cases,

however, only type I APBs are predicted as separating perfectly ordered domains.

Di�usion mechanisms in the P3 host are qualitatively di�erent from those in other

layered intercalation compounds. While the O3 and O1 hosts have a network of inter-

connected octahedral and tetrahedral sites within the intercalation layer, the P3 host

only provides trigonal prismatic sites. A cation in O3 or O1 migrates between two ad-

jacent octahedral sites by passing through an intermediate tetrahedral site [41]. In P3,

cations hopping between nearest-neighbor sites on the same triangular sublattice of the

honeycomb lattice (e.g. nearest-neighbor pairs on the A sublattice) will pass through

a nearest-neighbor prismatic site on the other sublattice (i.e. the B sublattice) [61] as

illustrated in Fig. 4.8(a).

Vacancies are crucial in facilitating ionic transport in layered intercalation com-

pounds. In fact, in many intercalation compounds, both the qualitative nature of the

hop mechanism and the hop rate itself are very sensitive to the local concentration and
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arrangement of vacancies [41]. A Na ion that migrates into an isolated vacancy within a

single-domain region within P3 must pass through the intermediate prismatic site that

shares a face with another occupied prismatic site, as illustrated in Fig. 4.8(a). This

leads to a high-energy nearest-neighbor repulsion along the hop path, making single va-

cancy hops less favorable than hops in local environments where such nearest-neighbor

Na-Na interactions can be avoided.

Unlike in the O1 and O3 hosts, where divacancies are essential for fast di�usion,

the presence of a pair of vacancies within perfectly ordered triangular islands in P3 is

unlikely to be much more e�ective than isolated vacancies in mediating long-range Na

di�usion. As illustrated in Fig. 4.8(b) a divacancy on a honeycomb lattice is essentially

pinned spatially and requires single-vacancy-type hops involving nearest-neighbor Na-

Na interactions to redistribute Na ions over long distances. Due to the topology of the

honeycomb lattice, only one Na can hop into a divacancy without passing through a site

that involves a Na-Na nearest-neighbor interaction (Fig. 4.8(b)(i)). Upon completion

of this hop, only that same Na can perform a subsequent hop that does not involve a

Na-Na nearest-neighbor interaction. It has two options then. It can either migrate to

the second vacancy (as illustrated in Fig. 4.8(b)(ii)) or it can hop back to its initial

position. If limited to migration paths that avoid nearest-neighbor Na-Na interactions,

the divacancy twirls around a single axis without mediating long-range transport of

the migrating Na. It is only after another Na performs a hop that requires a nearest-

neighbor Na-Na interaction, similar to that encountered in an isolated vacancy hop, that

the divacancy can break away and spatially move.

It must be noted, though, that it is very unlikely that divacancies are long-lived

within a single domain region as they can facilitate the nucleation of new islands. This is

illustrated in Fig. 4.8(c). At least two vacancies are required for a Na atom to move from

an A site to a B site in a single-domain A region without producing nearest-neighbor
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pairs. Once initiated, a single point vacancy can be used to grow the B domain at the

expense of shrinking the A domain and increasing the total length of APBs.

While Na hops in single-domain regions of P3 generally require passage through high

energy sites that involve nearest-neighbor Na interactions, di�usion along APBs can avoid

such sites. One possible di�usion mechanism along a domain edge is illustrated in Fig.

4.8(d). When no point vacancies are present, Na at the corner of a triangular island can

easily migrate onto the other sublattice, allowing the subsequent Na atoms along the

APB to migrate across the APB. One domain region then grows at the expense of the

other and the total length of APBs decreases. This results in a point vacancy forming

within a single-domain region to retain the same overall Na concentration.

At this point, the vacancy can take one of three paths. It can move back along the

APB in a chain of low-energy steps to reverse the process (the reverse of the process that

is illustrated in Fig. 4.8(d)). Alternatively, a single high-barrier hop would be required

to move the vacancy around the corner of the perfectly ordered domain such that it can

propagate along an adjacent APB on the same island. Lastly, the vacancy can migrate

through a single-domain region via a series of high-energy hops to reach the edge or

corner of another APB. Di�usion of the vacancy through a single-domain region may be

slow if the domains are large. In all cases, the point vacancy at a corner or an edge of a

triangle can quickly travel along the APB and be consumed as the total length of APBs

increases. In this way, triangle islands can shrink and expand, and APBs can serve as

sources and sinks for vacancies.

As the Monte Carlo microstates illustrate in Fig. 4.6, a decrease in the Na concen-

tration within P3 results in the elongation of the total APB length, which is achieved

by an increase in the number of single domain islands. The removal of Na therefore

requires the nucleation of new islands and a decrease in the size of the existing islands.

These are highly non-local readjustments to the overall Na arrangement. It is, therefore,
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(b) Divacancy

(c) Island nucleation

(d) Diffusion along APB

(i)

(a) Single vacancy

(i) (ii) (iii)

(i) (ii) (iii) (iv)

(i) (ii) (iii) (iv)

Na on A site Na on B site Na vacancy Na migration path Na nearest-neighbor pair

Figure 4.8: Various migration mechanisms of Na within the P3 host. (a) With an
isolated vacancy, an atom must pass through an adjacent trigonal prismatic site that
is next to an occupied Na site leading to an unfavorable nearest-neighbor Na-Na re-
pulsive interaction. (b) A divacancy allows for one atom to hop around an axis, but it
cannot migrate over an extended distance without invoking high-barrier hops through
sites that have an occupied nearest neighbor. (c) A divacancy can aid in new island
nucleation, and the island can then easily grow by absorbing isolated vacancies from
the surrounding single domain region. (d) Domains can redistribute atoms by shifting
antiphase boundaries. This mechanism generates (i → ii → iii → iv) or consumes (iv
→ iii → ii → i) a vacancy.
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likely that metastable states that are kinetically more expedient are frequently accessed,

especially during high rates of charge and discharge. This could lead to path hysteresis

and polarization in the voltage pro�le; however, a kinetic study involving kinetic Monte

Carlo would be necessary to elucidate these tendencies.

4.5 Conclusions

In this study, we used a �rst-principles statistical mechanics approach to examine two

properties of the O1/O3/P3 family of Na-ion electrode materials: (i) the relative stability

among di�erent stacking sequences that include staged hybrid host structures and (ii)

Na ordering tendencies in the P3 host. Using NaxTiS2 as a model system, we found

that O1-O3 and O1-P3 hybrid structures are both stable at low Na concentration. The

stability of these staged phases in NaxTiS2 suggests that they are likely to occur in other

layered Na oxide and sul�de intercalation compounds, with important consequences for

cycleability and charge/discharge rate capability. Our study also showed that ordering

on the honeycomb in P3 not only allows this phase to be more stable than O3 at Na con-

centrations around x = 1/2 but also results in a devil's staircase of ground states at high

Na concentrations (including regions where P3 is stable). These ground states consist

of perfectly ordered triangular islands separated by antiphase boundaries. Elementary

considerations show that the antiphase boundaries may play a crucial role in mediating

long-range Na di�usion within the P3 host.
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Chapter 5

NaxTiO2

Having thoroughly explored Na orderings in the NaxTiS2 system, we turn to its oxide

counterpart and �nd that the change in anion has monumental impact on phase stabil-

ity. NaxTiO2 has been proposed as an anode material for Na-ion batteries since graphite,

which is often used in Li-ion batteries, does not reversibly intercalate Na. Experimental

studies have shown good reversibility within the 1/2 < x ≤ 1 limit, which may be due

to the lack of O3 to P3 phase transitions that usually plague Na-intercalating transition-

metal oxides around the x = 1/2 composition. We use density functional theory and

grand canonical Monte Carlo methods to explore Na orderings in the O3 NaxTiO2 sys-

tem. We �nd a series of unique orderings that can explain the features observed in

previous experimental studies. We also �nd that the P3 structure may be stable at low

Na compositions. The unique orderings and surprising P3 stability region could have

implications for alloying Ti into other transition-metal oxide systems.
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5.1 Introduction

The anode of a Na-ion battery requires some attention. While Na metal is often used

as the anode to test Na-ion battery electrodes, it is not a good candidate for commercial

applications due to formation of dendrites, high reactivity with water, and fairly low

melting temperature [87]. Furthermore, Na does not readily intercalate into graphite

[88, 89], a common anode material in Li-ion batteries. Other forms of carbon have been

explored but can su�er from low energy density and voltage approaching 0 V vs. Na/Na+

[87, 90], which could result in Na-metal dendrite formation.

Fortunately, Na deintercalation from O3 NaTiO2 (�rst synthesized by Hagenmuller,

et al. [91]) occurs in the voltage window between 0.6 V and 1.6 V versus Na metal to

make it a promising anode material. Previous experimental work has shown up to 150

mAhg−1 reversible capacity, though the material is limited to about half of its theoretical

capacity by an irreversible phase transition just above 1.6 V [55, 92, 93]. The good

reversibility at high concentrations of Na is partially due to a lack of signi�cant structural

phase transitions and small volume changes in this composition range [55]. Unlike many

other Na-intercalating O3-type layered transition-metal oxides and sul�des (e.g. NaxTiS2

[34] or NaxCoO2 [94]), NaxTiO2 does not transition into the P3 stacking sequence at

intermediate Na concentrations. At the same time, in situ results from Wu, et al. [55]

show a prominent, reversible hexagonal to monoclinic phase transition, which may be a

result of Na ordering.

We have found that there is variability in capacities reported in literature. The

earliest experiments by Maazaz, et al. [92] show a step in the voltage at around x = 0.87

with reversible cycling between 0.7 < x < 1. More recent experiments show a similar

step around x = 0.69 [93] or x = 0.66 [55]. Furthermore, Pérez-Villa, et al. [93] noted

that the capacity obtained is highly sensitive to the amount of excess Na present during
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synthesis as this dictates the amount of NaTiO2 formed. Deviations in the amount of

product synthesized can make it di�cult to determine the amount of active material in the

electrode, making estimates of the amount of Na deintercalated unreliable. Therefore,

identifying the members of the phase transition and orderings formed during cycling

would aid not only in better understanding this material but also in more accurately

quantifying the synthesis of the active material.

In this regard, computation can be a useful tool. While there have been many compu-

tational and experimental studies to describe the high to low temperature phase transition

in the NaTiO2 end member [95�97], there have been no thorough studies of Na deinter-

calation from this material. Toumar, et al. [82] completed a high-throughput study of

Na orderings in seven �rst-row transition-metal oxides, including Ti. However, their

ground-state orderings do not show clear candidates to describe the experimental voltage

curves. A di�erent computational study [98], focusing largely on Na intercalation into

TiO2 hollandite, included a very limited set of calculations on layered O3 NaxTiO2, but,

once again, the results did not conclusively explain experimentally observed behavior.

In this work, we conduct a thorough computational analysis of O3 NaxTiO2, both

via DFT at 0 K and Monte Carlo with added con�gurational entropy to simulate �nite

temperatures. We discover a surprising set of previously unreported ground-state Na

orderings for this system. Two orderings stand out as stable phases even at simulated

room temperatures, one at x = 3/4 and another at x = 7/12. Furthermore, an interesting

set of orderings emerge during the transition between 7/12 ≤ x ≤ 3/4. To put the

orderings on the O3 structure into context, we also calculate a number of other low-

energy structures and a limited set of potential orderings along the P3 NaxTiO2 hull. We

�nd that while the P3 stacking sequence is slightly less stable than O3 for x ≥ 1/2, it may

become more stable at lower compositions if the layered structure could be maintained

at higher voltage.
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5.2 Methods

The energies of di�erent NaxTiO2 structures were calculated using density functional

theory (DFT) as implimented in the Viena Ab initio Simulation Package (VASP) [24,25].

We used the Na_pv, Ti_sv, and O PAW_PBE pseudopotentials [70,71] and the optb86b-

vdw functional [72�75]. A fully automatic 38 Å k-point mesh density was applied, and

the energy cuto� was set to 530 eV. Energies are reported per formula unit (f.u.), which

we de�ne as NaxTiO2.

The energies of multiple structures were calculated in this work, as shown in Fig.

5.1. For the O3 and P3 structures, con�gurations at various Na concentrations were

calculated, in the range of 0 ≤ x ≤ 1 in NaxTiO2. At composition x = 0, the O1, anatase,

and rutile structures were calculated. For the x = 1/2 composition, the two lowest energy

structures from the Materials Project [99] at this composition were calculated, namely

the spinel structure and the CaV2O4-type structure (Pnma spacegroup, as �rst reported

by Akimoto and Takei [100]).

For the O3 system, we calculated all con�gurations in supercells up to volume six

of the NaxTiO2 primitive cell. For supercells above volume six, we used a recursive

method of �tting a cluster expansion to our data and calculating con�gurations that had

predicted energies below or close to the cluster expanded hull. This resulted in almost

200 con�gurations between volumes six and sixteen, focusing on the composition range

1/2 ≤ x ≤ 1. During ionic relaxation, some con�gurations underwent drastic structural

distortions. When possible, these con�gurations were reassigned to the appropriate host

structure; otherwise, they were discarded. We found that many con�gurations that

contained empty Na layers often underwent drastic distortions during relaxation or did

not reach set convergence criteria. Since the cluster expanded energies of the unconverged

con�gurations were more than 50 meV/f.u. above the hull, we left them out of our
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Figure 5.1: NaxTiO2 structures calculated in this work. Red circles depict O atoms;
yellow and blue polyhedra show Na-O and Ti-O coordination, respectively. Images
produced using VESTA software [10].
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analysis.

A cluster expansion was �t to 447 calculated O3 con�gurations using Clusters Ap-

proach to Statistical Mechanics (CASM) [27�30] software. The cluster expansion has the

basis set σV a = −1 and σNa = 1 and consists of 25 terms with up to four points per

cluster. The goodness of �t parameters for the cluster expansion are as follows: the root-

mean-square (RMS) of the data set for the entire composition range is 12 meV/f.u. The

weighted RMS (wRMS), where con�gurations near the hull and in the range 1/2 ≤ x ≤ 1

have larger weights, is 3 meV/f.u.

A dense grid of constant µ, increasing T MC simulations were run in the chemical

potential range 1/2 ≤ x < 1 to determine the single phase and solid solution regions,

followed by constant T , changing µ MC simulations. To obtain the energies of con�g-

urations in the solid solution regions, at least one ground state within the region was

integrated from 10 K to 300 K, 400 K, or 500 K. We used the energy integration method

described in Ch. 3 to obtain Gibbs free energies and �nite temperature voltage curves

at �nite temperatures.

5.3 Results

5.3.1 DFT calculations

The formation energies for O3 con�gurations relative to the x = 0 and x = 1 O3

endpoints are shown as blue circles in Fig. 5.2. The black line is the convex hull and

indicates the O3 ground-state con�gurations along the composition range. To put the

O3 structure into perspective with the global energy landscape, we calculated two other

common stacking sequences in the O3 family, O1 and P3, as wells as some non-layered,

low-energy structures with NaxTiO2 composition.
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Figure 5.2: Calculated DFT energies of NaxTiO2 where formation energy is relative
to the O3 con�gurations at x = 0 and 1. Each point corresponds to a con�guration.
The hulls of O3 and P3 are shown in solid and dashed black lines, respectively.

A limited number of con�gurations were calculated for the P3 structure, including

most ground states previously found for NaxTiS2 [34], NaxCoO2 [94], and KxCoO2 [101].

As predicted by experiment [55, 92], the P3 structures are not stable at compositions

x ≥ 1/2, though the energies are close to the hull at intermediate Na concentrations.

Surprisingly, there appears to be a P3 con�guration below the O3 hull at x = 1/3.

This con�guration has a
√

3 ×
√

3 in-plane ordering of Na atoms and a two layer unit

cell such that each Ti atom is face-sharing with no more than one Na atom. This is

in contrast to the lowest energy O3 con�guration at this composition, which has pairs

of Na in a
√

3 ×
√

3 grid. Con�gurations with evenly distributed Na atoms in the O3

structure are at least 11 meV/f.u. above the O3 hull. The number of O3 con�gurations

calculated in the low composition region is not as extensive as for x ≥ 1/2, so there may

be other O3 structures with lower energies. While layered NaxTiO2 has been found to

irreversibly transform to other structures outside the O3 family at low Na compositions,

the theoretical stability of P3 over O3 at low Na concentrations may be indicative that
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alloying other layered oxides with Ti may increase the stability of the P3 structure at

low compositions.

There are other structures that compete with the O3 and P3 layered phases as Na is

removed from the structure. We have plotted several candidate structures in Fig. 5.2.

The O1 structure, a common phase at x = 0 for many layered transition-metal oxides,

is not stable for TiO2. However, rutile and anatase are considerably lower in energy at

this composition, as may be expected. As for many oxides, the spinel structure with

Na in tetrahedral sites is below the O3 convex hull at x = 1/2. Even lower in energy

is the orthorhombic CaV2O4-type structure. Although the global convex hull would

suggest that a phase transition to the CaV2O4-type structure should occur at the very

beginning of Na deintercalation from NaTiO2 based on thermodynamics, the material

has been shown to cycle reversibly across about half of the composition range, suggesting

that kinetic limitations may prevent phase transitions that require signi�cant atomic

rearrangement. Once much of the Na is removed, however, interlayer migration of Ti

could occur, facilitating irreversible transitions to non-layered structures.

5.3.2 Na ordering in O3

The in-plane Na orderings of con�gurations along the O3 hull for x ≥ 1/2 are shown

in Fig. 5.3. Looking down on the Na layer, the Na atoms, yellow circles, are shown in

the idealized positions on the triangular lattice. The positions of the Na atoms in the

relaxed structures are slightly shifted within the Na-O octahedra, which is not re�ected

in this �gure.

At high Na compositions, Na vacancies are accommodated as point vacancies. As

composition decreases, the ground states between 3/4 ≤ x ≤ 7/8 appear to have a

distinctive row ordering. The x = 3/4 row ordering was previously calculated to be the
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(e) x = 11/16 = 0.688 (f) x = 3/4 = 0.750(d) x = 9/14 = 0.643

(a) x = 1/2 = 0.500 (b) x = 7/12 = 0.583 (c) x = 5/8 = 0.625

(g) x = 13/16 = 0.813 (h) x = 7/8 = 0.875 (i) x = 0.889

Figure 5.3: In-plane Na orderings along the O3 NaxTiO2 convex hull, looking down
on the Na layer. The yellow circles are Na atoms and the red lines indicate in-plane
repeat unit. The yellow background is used as a guide for the eye.
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ground state by Toumar, et al. [82] For 7/12 ≤ x < 3/4, we �nd a set of new ground

states that appears to have a perpetuating theme of Na ordered into hexagons.

There is no clear ground state at x = 2/3, but a con�guration with Na in a hexagonal

pattern (Fig. 5.4(a)) is only 0.2 meV/f.u. above the hull, which can be considered on the

hull within our DFT margin of error. Surprisingly, the common
√

3×
√

3 ordering (Fig.

5.4(b)) is 13 meV/f.u. above the hull, and the row ordering reported as the ground state

at x = 2/3 by Toumar, et al. [82]) (Fig. 5.4(c)) is 22 meV/f.u. above the hull based on

our calculations.

(d) x = 1/2 = 0.500 (e) x = 1/2 = 0.500
2 meV/u.c. above hull 3 meV/u.c. above hull

(b) x = 2/3 = 0.667
13 meV/u.c. above hull

(a) x = 2/3 = 0.667
2 meV/u.c. above hull

(c) x = 2/3 = 0.667
22 meV/u.c. above hull

Figure 5.4: In-plane Na orderings for select O3 con�gurations. Energy above the O3
hull is indicated below each con�guration. The yellow circles are Na atoms and the
red lines indicate in-plane repeat unit. The yellow background is used as a guide for
the eye.

The expected zig-zag ordering is stable at x = 1/2. There were two other O3 con�gu-

rations at this composition close to the hull, illustrated in Fig. 5.4(d) and (e). The lower

energy con�guration consists of hexagonally ordered Na and is less than 2 meV/f.u. above
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the hull. The second con�guration has a pattern similar to the zig-zags of the ground

state and is 3 meV/f.u. above the hull.

The unique ground states of the O3 NaxTiO2 system can be partially explained by

examining Na-Na interactions. We noticed that upon relaxation, Na in many of the

con�gurations shifted slightly o� the ideal triangular lattice sites away from neighboring

Na atoms. For a few select con�gurations, we have illustrated the direction of the Na

atom displacement away from the ideal triangular lattice with red arrows in Fig. 5.5.

For the structures on the hull, all nearest-neighbor Na-Na bond lengths are increased

by the displacement of the Na atoms, and the e�ect on bond length can be signi�cant.

Compared to the ideal lattice sites, the average nearest-neighbor Na-Na bond length

after displacement is between 7% and 12% longer in the ground state con�gurations for

compositions 1/2 ≤ x ≤ 3/4 compared to the ideal lattice. On the other hand, the

symmetry of the
√

3 ×
√

3 ordering at x = 2/3 does not allow for displacement o� the

lattice sites since the in-plane forces (shown as dashed green arrows in Fig. 5.5) are evenly

distributed around each Na. The in-plane lattice parameters of NaTiO2 are generally

larger than other �rst-row transition-metal oxides [45, 50, 55, 102�105]. As a result, the

Na-O octahedra are larger and may allow for larger Na displacement. This could mean

that systems with larger in-plane lattice parameters may stabilize con�gurations that

allow for larger Na displacements, though this e�ect remains to be investigated.

5.3.3 Monte Carlo simulations

We used grand canonical Monte Carlo (MC) to simulate voltage curves at tempera-

tures 300 K, 400 K, and 500 K. Fig. 5.6 shows previously reported �rst charge experi-

mental voltage curves alongside our calculations. The experimental results from Wu, et

al. [55] and Pérez-Villar, et al. [93] both show a single broad step around composition
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(a) x = 1/2

on hull

(b) x = 7/12

on hull

(c) x = 2/3

above hull

(d) x = 3/4

on hull

Figure 5.5: In-plane Na ordering of select con�gurations. Ideal positions of Na atoms
are shown as yellow circles, and the direction of their displacement upon relaxation
is indicated with red arrows. The blue arrows in panel (c) show that the symmetric
forces exerted on each Na atom by the others does not allow Na to displace away from
their neighbors, resulting in close nearest-neighbor bonds.

x = 0.64 to x = 0.68, with a plateau around 1 V. The voltage curve from Maazaz, et

al. [92] appears quite di�erent with two plateaus: one around 1 V, another around 1.6 V.

The voltage step at high sodium composition likely corresponds to the step observed in

the other two experiments, as they all report a hexagonal to monoclinic phase transition

at that point. This would correspond to measuring lower capacity per active material,

which could be due to synthesizing less product than expected. The second step at high

voltage may be the irreversible phase transition that limits practical capacity.

At low simulated temperatures, our curves contain several features. At 300 K and

400 K, two steps appear to be most dominant: one at x = 7/12 and one at x = 3/4.

The orderings at these steps resemble the ground-state con�gurations depicted in Fig.

5.3. Between the two steps there is a solid solution region and a plateau. Monte Carlo

snapshots (Fig. 5.7) reveal that there exists an interesting pathway of transformation

between con�gurations at x = 7/12 and x = 3/4. The sloping region from x = 7/12

to x = 2/3 accommodates increasing Na content by �lling in sites between the isolated

hexagons of the x = 7/12 con�guration (Fig. 5.7(a) to (b)). Beyond the x = 2/3 com-

position, the hexagons appear to �expand�, resembling small regions of the row ordering
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Figure 5.6: (top) Reported voltage curves for �rst charge of NaTiO2. Curves have been
digitized from Maazaz [92], Pérez-Villar [93], and Wu [55]. (bottom three) Voltage as
a function of changing Na concentration in O3 NaTiO2 as simulated using Monte
Carlo (MC) and calculated from Gibbs free energy. Simulations at three di�erent
temperatures, as indicated.
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separated by anti-phase boundaries (APBs). The APBs accommodate vacancies, so with

increasing Na composition, the density of APBs decreases, eventually leading to the row

ordering at x = 3/4. There appears to be a devil's staircase of orderings with decreasing

APB density from x = 2/3 to x = 3/4. Although MC simulations indicate low energies

for this series of orderings, they may be di�cult to access continuously since they require

the simultaneous rearrangement of many Na atoms as the concentration changes.

(a) x = 0.585     μ = 0.180 (b) x = 0.668     μ = 0.426 (c) x = 0.697     μ = 0.460

(d) x = 0.706     μ = 0.444 (e) x = 0.725     μ = 0.454 (f) x = 0.750     μ = 0.556

APBNa

Figure 5.7: Snapshots from MC at 400 K, looking down on a single layer of Na (yellow
circles). All con�gurations are either on the hull or very close.

The MC voltage curve at 500 K reveals that the step at x = 3/4 is the �rst to disorder

with increasing temperature, resulting in a single step at x = 7/12 with solid solution

regions to either side. Of the three temperatures, the shape of the MC voltage curve at
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500 K most closely resembles the experimental curves, and the plateau to the right of the

step appears at the same voltage, around 1 V. One di�erence is that the MC solid-solution

region at high Na concentration is more steep than those reported experimentally, though

this could be an artifact of kinetics or other factors not captured by MC. Second, the

composition at which the step occurs is di�erent between the calculated and experimental

results. If the voltage step observed experimentally does correspond to the x = 7/12

ordering, then the capacity reported is underpredicted by some 15%.

5.3.4 Structural characteristics

To further aid in the characterization of the voltage step, we have compared the

structural characteristics of our calculated data set with reported experimentally mea-

sured values from Wu, et al. [55] We have calculated the interlayer spacing and in-plane

lattice parameters of all con�gurations and have compared them to experimental results,

as shown in Fig. 5.8. The red points are experimental measurements, while the colored

points ranging yellow to blue are the calculated values from DFT relaxed structures with

the color corresponding to the energy above the convex hull. Points corresponding to

con�gurations on the calculated hull are outlined in black. The interlayer distance is

the average distance between Ti layers. The in-plane lattice parameters are determined

based on strains when the relaxed con�gurations are mapped onto the primitive (hexag-

onal) unit cell. The a and b in-plane lattice parameters diverge after the hexagonal to

monoclinic phase transition, so we plot only the average of the two for all con�gura-

tions but indicate both for ground-state con�gurations. At the x = 1 composition, the

interlayer distance is overpredicted by about 1.2%, while the in-plane parameters are un-

derpredicted by 2.4%. The di�erence between measured and predicted lattice parameters

decreases with decreasing Na concentration.
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Experimental results show a discontinuity in the interlayer spacing centered around

x = 0.75. There is also a jump in interlayer spacing in our calculated structures between

x = 13/16 ≈ 0.8 and x = 3/4. In-plane lattice divergence in the high Na concentration

range is irrelevant as disordering of Na at �nite temperatures would a�ect the lattice

parameters, likely resulting in a value close to the average of multiple con�gurations at

that composition and retention of hexagonal symmetry. The average a and b lattice

parameters diverge after x = 3/4, though the x = 3/4 does have the C2/m monoclinic

symmetry. It is possible that this change in symmetry corresponds to the observed

hexagonal to monoclinic phase transition if the DFT energy for this con�guration is

slightly overpredicted.
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Figure 5.8: Comparing calculated interlayer spacing and in-plane lattice parameters of
O3 NaxTiO2 with experimental measurements [55]. Interlayer spacing is de�ned here
as the distance from one Ti layer to the next along a path orthogonal to the layer.

More accurate experimental measurements of the interlayer spacing in the monoclinic
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region provided by Wu, et al. [55] surprisingly match the compositions of our ground

states. Although the step at reported x = 0.67 appears to correspond to the calculated

x = 7/12 con�guration, a small change in curvature is present in the experimental voltage

curve at x = 0.58, the composition corresponding to our hexagonal ordering. This

surprising correspondence of the composition for the minor feature at x = 0.58 and the

hexagonal con�guration at x = 7/12 may suggest an alternative explanation. If the

functional used in this work overpredicts the relative energy of the x = 2/3 hexagonal

con�guration relative to the ground states at x = 7/12 and x = 3/4, it is possible that

the Na orderings formed along the composition range are still the same, but that the

calculated step would shift from x = 7/12 to x = 2/3.

The experimental work by Wu, et al. [55] further characterized phase evolution upon

charge using in situ X-ray di�raction (XRD), which we have simulated for our structures,

shown in Fig. 5.9. We have labeled the calculated peaks (blue) based on the composition

since voltage is often underpredicted with DFT. The experimental peaks (red) are identi-

�ed based on the voltage at which they were measured, 0.7 V and 1 V, which correspond

to the beginning of charge and the beginning of the hexagonal to monoclinic phase tran-

sition, respectively. Select regions with the largest peaks were chosen for comparison,

and the dashed lines are included as a guide for the eye.

At the beginning of charge (Fig. 5.9(a) and (b)), the experimental and calculated

peaks match well with respect to number and location. As can be expected, the peaks

corresponding to the interlayer direction are slightly shifted to the left due to lattice

parameter overprediction by DFT, while the opposite is true for the peaks that include

in-plane directions. These shifts decrease at higher Na concentration where the predicted

lattice parameters are more accurate to experiment. At the phase transition (Fig. 5.9(f)),

the peaks at 2θ = 7.5 and 15.1 shift to the left corresponding to the drastic increase in

interlayer distance. The two close peaks around 2θ = 18.6 further split as a result
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(a)

calculated

experimental (Wu)

(b)

(c)

(d)

(e)

(f)

x = 1

0.7 V

1.0 V

x = 3/4

x = 2/3

x = 7/12

Figure 5.9: Simulated XRD patterns for DFT structures (blue) at x = 1, x = 3/4,
x = 2/3, x = 7/12 and experimental XRD patterns from Wu, et. al [55] (red) at
the beginning of charge (0.7 V) and at the plateau (1.0 V). The gray dashed lines are
guides to the eye aligned with major experimental peaks of the pristine material.
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of reduced symmetry in the monoclinic phase. In Fig. 5.9(c)-(e), we show simulated

XRD patterns for three potential orderings that we have identi�ed so far, namely the

orderings at compositions x = 3/4, 2/3, and 7/12. The simulated XRD patterns all

show the shift of 2θ = 7.5 and 15.1 peaks to the left and a slight split in the 2θ = 18.6

peak. The simulated patterns show the broad similarities between the di�erent orderings

and indicate that identifying the correct phases that participate in the transition may

be di�cult. Furthermore, disordering at any of these compositions would reduce peak

splitting and shifts, resulting in XRD patterns that look more similar to the fully sodiated

material.

5.4 Conclusions

With our calculations, we attempt to elucidate the origin of the phase transition

observed when O3 NaTiO2 is charged. Understanding this transition is important for

several reasons. First, knowing the composition at which the transition occurs can allow

for more accurate calculations of the electrode's capacity, state of charge, and perfor-

mance. Second, identifying discrepancies between experimental and theoretical capacity

can aid in identifying side reactions or reaction ine�ciencies during synthesis, addressing

either of which can help in improving performance and reducing cost. Finally, since the

reversible capacity is quite drastically shortened by the transition to some other structure

at intermediate Na concentrations, improving this material's performance as an electrode

must undoubtedly involve identifying the destructive phase transition and determining

methods to suppress it. Knowing the exact composition at which the transition occurs

is instrumental in this respect.

While our results indicate that a particular Na ordering is likely responsible for the

step observed in voltage, we cannot de�nitively identify whether the step is due to the

77



NaxTiO2 Chapter 5

row ordering at x = 3/4, the hexagonal ordering at x = 2/3, or the hexagonal ordering

at x = 7/12. Based on Monte Carlo, the x = 7/12 ordering appears to be the most likely

candidate for the step as the simulated voltage curve at 500 K qualitatively matches

those measured experimentally. Meanwhile, the x = 2/3 ordering best matches the

experimental composition of the step and would explain the small change in slope of

the c parameter shown experimentally. Lastly, the sudden increase in interlayer distance

and the transition from hexagonal to monoclinic unit cell could be explained by the row

ordering at x = 3/4. Unfortunately, XRD may not be an e�ective tool to distinguish

between these orderings. Furthermore, the unique orderings of NaxTiO2, likely driven by

the larger in-plane lattice parameters when compared to other transition metals in the

same row, may have interesting kinetics. It may be especially interesting to study the

solid-solution region of the hexagonal orderings and the devil's staircase transition to the

row ordering at x = 3/4.

We provide a few low-energy structures that may be responsible for the irreversible

phase transition above 1.6 V. However, without clear principles for avoiding the phase

transition, the option of alloying Ti with other metals may be an interesting alternative.

Alloying transition-metal oxides with Ti could have interesting consequences, both in

terms of Na ordering and in suppressing the stacking-sequence change from O3 to P3

around x = 1/2 while at the same time stabilizing P3 at lower Na concentrations.

The NaxTiO2 system has many surprising properties and further work will be neces-

sary to elucidate this unique system for battery applications.

Acknowledgments

NSF DMREF grant: DMR-1729166 �DMREF/GOALI: Integrated Computational

Framework for Designing Dynamically Controlled Alloy-Oxide Heterostructures.� Com-

78



NaxTiO2 Chapter 5

putations were performed using facilities purchased with funds from the National Science

Foundation (CNS-1725797) and administered by the Center for Scienti�c Computing

(CSC). The CSC is supported by the California Nano Systems Institute and the Ma-

terials Research Science and Engineering Center (MRSEC; NSF DMR-1720256) at UC

Santa Barbara. This research used resources of the National Energy Research Scienti�c

Computing Center, a DOE O�ce of Science User Facility supported by the O�ce of

Science of the U.S. Department of Energy under Contract No. DE-AC02-05CH11231.

79



Chapter 6

LixMO2

One approach to increasing the capacity of Li-ion batteries is to expand the usable voltage

range over which the battery is cycled by charging the cathode to higher voltages. Layered

intercalation compounds commonly used as cathodes in Li-ion batteries, however, can

become susceptible to irreversible structural changes at high states of charge due to cation

migration to the emptied Li layers. Here we report on the discovery of a strong correlation

between the position of the Fermi level and the energy barrier for cation migration to the

Li layers of fully charged layered intercalation compounds [106]. Since the identity of the

transition metal strongly in�uences the Fermi level, this discovery suggests that cation

migration can be suppressed at high states of charge using targeted alloying strategies.

First-principles calculations indicate that an increase in the concentration of Ni relative

to Co or Mn should reduce, or even impede, interlayer migration in layered oxides. The

insights of this study pave the way for the discovery of layered intercalation compounds

that can approach their theoretical capacities in practice.
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6.1 Introduction

Layered LiCoO2 was �rst introduced as a cathode material for Li-ion batteries in

1991 [107, 108], and its derivatives remain the current standard in many applications.

This is in spite of their practical reversible capacity being limited to 50-70% of their

total theoretical capacity [109]. Capacities are in part limited due to structural changes

that occur at high states of charge where the Li concentration of the host becomes very

low [15]. Strategies that suppress these irreversible changes are necessary to realize the

full theoretical capacities of layered intercalation compounds, thereby enabling higher

energy densities and lower costs.

One approach to improve on LiCoO2 is to alloy the Co sublattice of the LiCoO2 host

with di�erent transition metals (M) or to dope it with non-redox active cations. For

instance, NMC (LixNi1−y−zMnyCozO2) employs a mixture of M elements (namely Ni,

Mn, and Co) within the metal layers of the hot [110], while NCA (LixNi1−y−zCoyAlzO2)

combines a mixture of M elements with a non-redox active dopant (i.e. Al) [15]. Not

only does this tend to increase reversible capacity, but it also reduces cost by utilizing

more abundant elements [109]. We refer to non-transition-metal elements such as Al,

Mg, or Li as dopants since their behavior within a layered intercalation compound di�ers

from that of transition metals in that they lack d orbitals for bonding and therefore are

not expected to participate in redox upon (dis)charge. Although non-transition-metal

dopants are added at much higher concentrations than the classical use of the word may

imply, their concentrations in layered intercalation compounds are usually su�ciently

low that they do not interact with each other in any appreciable way and can be viewed

as dilute from an alloying perspective. The combination of transition-metal alloying

with non-transition-metal doping has also led to new classes of materials that promise

high capacities. This includes Li-rich materials, which, while often having similar M

81



LixMO2 Chapter 6

chemistries as NMC, also have an excess of Li that resides in the M layers [111]. Mg is

also increasingly being investigated as a dopant in Na intercalation compounds [112].

While signi�cant improvements have been achieved through doping and alloying

[109, 113], very little is understood about the precise role that dopants play on battery

performance. Some dopants such as Al [114�117] and Mg [117�121] appear to suppress

undesirable phase transitions when added to LixCoO2, such as the O3 to O1 structural

transition at high states of charge [13, 14, 122�124] or the two-phase reaction due to

the metal-insulator transition at high Li concentrations [125]. Since the dopants are

not redox active, they retain some Li ions within the host to maintain charge neutral-

ity at high states of charge, thereby preventing a signi�cant contraction of the c-lattice

parameter [124]. Layered electrode materials, however, are susceptible to irreversible

structural changes at high states of charge due to the availability of many channels

for interlayer cation migration that emerge when the Li-vacancy concentration is very

high [113, 119, 126]. These irreversible changes usually lead to an overall degradation of

electrochemical properties. Thus, though dopants may prevent some structural transfor-

mations, they can also cause capacity loss via irreversible migration.

As an illustration of the e�ect of dopants on electrochemical properties, Figs. 6.1(a)

and (b) show the �rst charge and discharge voltage curves of Al doped LixNiO2 and

LixCoO2 (i.e. LixAlyNi1−yO2 and LixAlyCo1−yO2 for y = 0, 0.05, 0.10, and 0.2). This is a

small subset of a large number of Co, Ni, and Co/Ni host materials synthesized, cycled,

and characterized in Ref [124], where more details of synthesis conditions, particle size,

and characterization can be found (see also experimental methods section in Ref [106]).

Electrode components and testing conditions were chosen to isolate irreversible capacity

loss from kinetic factors and may not re�ect commercial devices. The voltage window

is su�ciently large (between 2.75 to 4.75 V) to ensure that the full theoretical capacity

of each compound is accessed. As the concentration of Al increases, the initial charge
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capacity decreases since fewer redox-active M atoms are available for oxidation at the

end of charge. Dopants such as Al are viewed as bene�cial because of their tendency to

suppress detrimental structural phase transitions at high states of charge [114,116]. This

is evident in the voltage pro�les of Figs. 6.1(a) and (b), which show a smearing out of

phase transition steps and plateaus even at low Al concentrations.

Close inspection of the voltage pro�les of Figs. 6.1(a) and (b) reveal a remark-

able trend. While the initial capacity loss between �rst charge and discharge in the Ni

compounds is large, it is relatively insensitive to Al concentration. The Co containing

compounds, in contrast, exhibit a strong dependence of the �rst charge/discharge capac-

ity loss on Al concentration. In fact, instead of reducing the �rst cycle capacity loss as

expected, an increase in the Al concentration in Co hosts actually exacerbates it. This

becomes clear when the capacity loss after the �rst cycle is plotted as a function of Al

doping in the Ni and Co hosts as shown in Fig. 6.1(c). The electrochemical data of Fig.

6.1 shows not only that dopants can have a detrimental e�ect on capacity retention when

a layered intercalation compound is charged to high voltages, but that its e�ect is also

very sensitive to the host chemistry.

One possible explanation for the lost capacity after the �rst cycle is the irreversible

migration of dopants out of theM layer and into the Li layer. For instance, Al migration

can block sites and prevent a portion of the Li from reintercalating upon discharge. In

fact, NMR evidence suggests the presence of Al in the Li layers of the Co hosts after

the �rst discharge [124]. It is well known from studies of LixFePO4 that M -Li anti-site

defects can have a strong e�ect on Li conductivity [127�130].

Here we describe the results of a �rst-principles electronic structure study that pre-

dicts a strong dependence of the driving force for dopant migration to the Li layer on host

chemistry. We �nd that the energy of a dopant along the migration path from the M

layer to the Li layer is very sensitive to the position of the Fermi level. The susceptibility
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Figure 6.1: Experimental cycling data of an Al dopant in (a) Ni host and (b) Co host
with varying concentration of Al. (c) Comparing the �rst cycle irreversible capacity
loss with increasing Al concentration in Ni and Co hosts (markers are data, lines are
least-square linear �ts).
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of dopants to migrate to the Li layer can, therefore, be controlled through modi�cations

of the host chemistry, which determines the Fermi level. Our calculations predict that

Ni-rich hosts will suppress dopant migration to the Li layer at high states of charge, while

Co and Mn-rich hosts will not. Therefore, we expect Ni-rich hosts to experience smaller

irreversible capacity losses upon cycling. Since many irreversible phase transitions that

cause degradation require interlayer atom migration, understanding and suppressing this

mechanism could increase reversible capacity and lengthen cathode lifetime. These in-

sights suggest that important mechanisms of cathode degradation at high states of charge

can be suppressed by alloying strategies that penalize dopant migration, thereby bringing

us closer to realizing the full theoretical capacity of layered intercalation compounds.

6.2 Methods

Density functional theory (DFT) was utilized to calculate energies and electronic

band structures using the Vienna Ab Initio Simulation Package (VASP) [24,25] with the

PAW method [70,71] and the optb86b-vdw functional [72�75].

First, a 4×4 unit cell of NiO2 was generated and one of the Ni atoms was replaced by

a dopant, resulting in the formula X1/16Ni15/16O32, where X = Al, Mg, Li, or vacancy.

Electrons were arti�cially added to the system to enable a formal oxidation state of 4+

for all Ni, while the dopants could remain in their preferred formal oxidation states of

Al3+, Mg2+, Li+, or Va0.

Second, 4×4 unit cells of MO2 (M = Co, Mn, or Ni) were generated. In each case,

one of the transition-metal atoms was replaced by a Li, Mg, or Al dopant. In addition,

Li was added to the structures, with resulting compositions LiAlM15O32, Li2MgM15O32,

and Li4M15O32 (M = Co, Mn, or Ni). In addition to keeping the dopant in the M layer,

another set of similar cells was generated in which the dopant was moved to an adjacent
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tetrahedral site in the Li layer, leaving behind a vacancy in the M layer. In both cases,

many con�gurations were sampled using the CASM software [27�30] and lowest energy

con�gurations were used for determining dumbbell formation energy.

More details on the computational methods are provided in the ESI accompanying

Ref [106].

6.3 Tendency of ions to migrate

To understand interlayer migration within the layered O3 crystal structure, we �rst

describe a path that dopants likely follow as they move from the M layer into the Li

layer. The pristine synthesized material consists of transition-metal oxide (M -O) sheets

separated by �lled layers of octahedrally coordinated Li. The dopant usually replaces

about 5% of the transition metals in the M layer, as illustrated in Fig. 6.2(a) with

LixMgyCo1−yO2 (x = 1) [109,117,119,121]. In the fully lithiated state, cations in the M

layer cannot easily migrate to the Li layer since all of the octahedral Li sites are �lled.

However, upon charge, Li vacancies are introduced, allowing cations in the M layer to

hop into the emptying Li layer [113,119,126].

A cation in the M layer must pass through an adjacent tetrahedral site before it

can continue to an octahedral site of the Li layer. Figs. 6.2(b)-(e) show a migration

path by which the dopant can hop out of the M layer and away from its original site;

we use Mg migrating in a Co host as an example. In the fully charged state, there are

two residual Li ions for every Mg dopant to maintain charge neutrality (assuming that

Mg has a formal oxidation state of 2+ and the surrounding transition-metal ions have

a formal oxidation state of 4+). The dopant (D) is initially in an octahedral site in the

M layer (Doct con�guration) (Fig. 6.2(b)). Based on extensive DFT calculations of

the energies of di�erent Li-vacancy orderings, we found that Li prefers to cluster around
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with relative energies of each snapshot along the path indicated below each image. (a)
Structure is synthesized with Mg in M layer and �lled Li layer. (b) Upon charge, Li is
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into the Li layer via Li-Mg dumbbell, eventually forming (d) a Li-Li dumbbell with an
adjacent Mg. (e) Once the Li-Li dumbbell forms, a barrier exists for Mg to migrate
away from the defect site. Images made using VESTA software [10].

the dopant as illustrated in Fig. 6.2(b) and (c). The vacancies in the Li layer, formed

upon charging, open a pathway for the dopant to hop into an adjacent tetrahedral site

in the Li layer. Fig. 6.2 also shows the energies of structures (b)-(e) relative to the

Doct con�guration, as calculated with DFT. A low energy con�guration that has Mg

in the tetrahedral site is a Li-Mg dumbbell, Dtet, as illustrated in Fig. 6.2(c). While

we have not calculated migration barriers, a reduction in energy of 500 meV when going

from Doct to Dtet (i.e. from Fig. 6.2 (b) to (c)) constitutes a very large driving force

for Mg migration out of the M layer in the fully charged state. For migration between

octahedral and tetrahedral sites, the hop barrier is dominated by the di�erence in energy

between the two end states, with a considerably smaller contribution from intermediate

positions, especially when the adjacent octahedral sites are vacant [41,67,131�133].

If Li were re-intercalated into the structure when the dopant is in the Dtet con�gu-

ration, the dopant would likely return to the M layer and the reversible migration would

have little e�ect on material degradation. If Mg did not return to theM layer, the Li-Mg

dumbbell would block some Li sites from reintercalation. However, if the dopant moves
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away from the vacancy in the M layer, an energetically favorable Li-Li dumbbell will

rapidly form [134] as illustrated in Fig. 6.2 (d). Based on the Boltzmann distribution

of the energy di�erence between con�gurations (c) and (d) at 300 K, Li-Li dumbbells

would be about three orders of magnitude more probable than Li-Mg dumbbells. The

stable Li-Li dumbbell is, therefore, likely to block the Mg from returning to its original

site in the M layer thereby keeping it in the Li layer. This scenario results in an irre-

versible structural change of the host that will a�ect capacity and the voltage pro�le of

subsequent cycles.

The example of Fig. 6.2 shows that Mg dopants in O3 LixCoO2 experience a thermo-

dynamic driving force to migrate to the Li layer towards the end of charge. Considering

the irreversible and detrimental structural changes that such cation migration can in�ict

on the host, the question emerges: which other dopants and host chemistries exhibit a

similar tendency for dopant migration to the Li layer in the fully charged state? Common

dopants added to layered intercalation compounds include Al, Mg, and Li (the latter in

Li-excess cathodes). Any cation that migrates to the Li layer will invariably form an in-

termediate Li-dopant dumbbell con�guration, Dtet, as illustrated in Fig. 6.2(c) [135,136].

The di�erence in energy between the Dtet con�guration and the initial Doct state deter-

mines whether or not a dopant experiences a driving force to migrate to the Li layer at

the end of charge. In the remainder of this work, we focus on these two con�gurations.

Fig. 6.3 compares the stability of the Dtet con�guration relative to Doct for Al, Mg,

and Li dopants in the O3 forms of fully charged Ni, Co, and Mn hosts. The energies of

many Li orderings were calculated for each system in the Doct and Dtet con�gurations,

and the lowest energy for each dopant con�guration was used to calculate the energy

di�erences of Fig. 6.3. Negative energies indicate that the Li-dopant dumbbell is more

stable and that the dopant therefore has a tendency to migrate to the Li layer. The

formation energies become more negative as the oxidation state of the dopant decreases
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(i.e. Al3+ → Mg2+ → Li+; moving down the chart for the same host). The lower

the dopant's oxidation state, the more stable the Dtet con�guration becomes. More

surprisingly, however, is the peculiar trend with respect to the host chemistry. The Co

and Mn hosts exhibit similar energy di�erences for the same dopant and tend to prefer

Dtet con�gurations. The Ni host, in contrast, appears to penalize Li-dopant dumbbells.

The implication of Fig. 6.3 is that the Ni host will suppress dopant migration to the Li

layer in the fully charged state since the crucial �rst step of the migration process results

in an increase in energy. In the next sections, we explore the role that the electronic

structure of the host plays in determining the susceptibility of dopant migration to the

Li layer in these three hosts.

6.4 Transition metal substitution

In this section, we determine the e�ect of dopants having di�erent oxidation states

on the electronic structure of a fully delithiated transition-metal oxide. We replace one

of the Ni atoms in a supercell of NiO2 containing 16 primitive unit cells with either

Al, Mg, Li, or a vacancy (Va). The choice of dopants is motivated not only by their

technological importance, but also by the fact that their formal oxidation state di�ers

from each other and from that of the 4+ charge of the transition-metal cations: Al3+,

Mg2+, and Li+. We also consider a vacant M site since a vacancy donates zero electrons

to the host. By varying the dopant, we are e�ectively changing the local electrostatic

potential experienced by the six O atoms adjacent to the defect. Since each dopant has a

formal oxidation state that is lower than the 4+ oxidation of the transition metals, there

must be residual Li ions in the Li layer to maintain charge neutrality in the fully charged

state; one, two, three, and four Li must remain in the host for each Al, Mg, Li, and Va

dopant, respectively. We will consider the explicit e�ect of these residual Li ions later.
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However, to qualitatively determine the e�ect of dopants on the electronic structure, we

�rst perform calculations in the absence of explicit residual Li ions, instead adding their

valence electrons to the host and compensating the excess negative charge with a uniform

positive background charge.

The density of states (DOS) for each dopant in NiO2 are shown in Fig. 6.4 and are

aligned based on the bottom of the deep O s states (below the states shown in the �gure).

Though spin-polarized calculations were performed, the spin channels were identical and

only one of them is shown. Localized peaks at the top of the t2g and eg blocks not

present in the DOS of pure NiO2 appear in the other four panels and are highlighted in

red. We refer to these localized states as defect states because they form as a result of

transition metal substitution by a vacancy or non-transition-metal atom. All of the t2g

states are �lled in NiO2 and therefore signi�cantly contribute to the overall energy unlike

the defect states in the empty eg block. Therefore, references to defect states in this

work largely concern the localized t2g states. Fig. 6.4 shows that as the oxidation state

of the dopant decreases from left to right, the defect states become more prominent and

increase in energy. Since the defect states are occupied in NiO2, their rise also results in

an increase in the Fermi level (relative to the deep O s states).

Fig. 6.4 shows the electronic charge density associated with the defect states when

the dopant is a vacancy (i.e. Va1/16Ni15/16O32). The �gure is oriented looking down on

a single layer of the M oxide, and the yellow lobes are an isosurface of electron charge

density. The majority contribution comes from the O and Ni atoms that immediately

surround the vacancy. The high-energy defect states consist of six O p orbitals that point

towards the vacancy and six Ni d orbitals that point between the oxygen ions. The O

p and Ni d orbitals are aligned for π bonding. The defect states for the other dopants

exhibit similar electronic charge densities around the dopant site.
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6.5 Dumbbell formation

Having determined that dopants generate high-energy defect states, we next consider

the changes in electronic structure as the dopant migrates from the M layer (Doct con-

�guration) into a dumbbell (Dtet con�guration). In this section, we explicitly treat the

residual Li ions that must remain in the Li layer to maintain charge neutrality in the fully

charged state. For cases where multiple Li arrangements were possible, the lowest-energy

con�guration was used (of the ones calculated, details in ESI of Ref [106]). In general, it

was found that con�gurations that cluster Li around the defect have the lowest energy.

We begin by considering dopants in the Ni host and then determine how the electronic

structure changes when the same dopants were added to Co and Mn hosts.

Fig. 6.5 compares the calculated DOS for NiO2 with DOS for Li-Al in Doct and

Dtet con�gurations. Fig. 6.5 (b) shows that the replacement of one octahedral Ni by Al

results in defect states immediately below the Fermi level that are qualitatively similar
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to those around a vacancy as described in the previous section. One Li remains in the

host for each Al dopant to maintain charge neutrality in the fully charged state. The

lowest energy state has Li residing in an octahedron that shares a corner with the Al

octahedron. Site projected DOS (�gure in ESI of Ref [106]) shows that the defect states

comprise of O p and Ni d orbitals from O and Ni that neighbor the Al dopant. Not all O

p states that point to the Al, however, contribute to the high energy defect states. Only

those O that are not coordinated by a Li in the Li layer participate in the defect states.

These O atoms are surrounded by less positive charge and therefore have a higher energy.

The Li-Al Dtet con�guration produces defect states at even higher energies (Fig. 6.5

(c)). The electronic charge density associated with the highest energy defect state is

shown in Fig. 6.5 (d). The defect state is again primarily composed of π bonded O p

orbitals and Ni d orbitals. Only the O p orbitals that belong to the base of the tetrahedron

occupied by Li and that point to the octahedral vacancy participate in bonding. These

particular O p levels have a high energy as they are coordinated by the low positive
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charge of Li. The similar O p orbitals of the base of the tetrahedron occupied by Al

are surrounded by substantially higher positive charge and therefore have a lower energy.

The Dtet con�guration results in a signi�cant increase of the Fermi level since the defect

states in the Ni host remain occupied. As shown in Fig. 6.3, the Dtet con�guration is

1.2 eV/dopant higher in energy than the Doct con�guration. At room temperature, few

dumbbells are therefore expected to form.

It is also instructive to consider the change in electronic structure when Li serves

as a dopant in the M layer as it has a much lower oxidation state. Four Li must be

present in the structure for every transition metal that is removed to maintain charge

neutrality in the fully charged state. The lowest energy Doct and Dtet con�gurations

are ones that cluster Li around the defect, as illustrated in Fig. 6.6(b) and (c). In the

Doct con�guration (Fig. 6.6(b)), large spikes in DOS appear at the top of the occupied

states, similar to ones seen for NiO2 with a Li-Al dumbbell (Fig. 6.5(c)). Similar high

energy defect states appear in the Li-Li Dtet con�guration (Fig. 6.6(c)). The highest

energy states for Dtet are associated with the O that have only one adjacent Li. The

defect states that are slightly lower in energy derive from the O that are coordinated by

two adjacent Li. This is shown in representative partial charge densities in Figs. 6.6(d)

and (e). While the Fermi level does increase when going from the Doct con�guration to

the Dtet con�guration, the overall energy of the Dtet con�guration is lower than Doct

by 100 meV/dopant. Li-Li dumbbells are therefore favored upon delithiation.

The electronic structures of the Co and Mn hosts are very di�erent from those just

described for NiO2. Both Co and Mn have fewer electrons than Ni and therefore CoO2

and MnO2 only partially �ll their t2g states. Furthermore, CoO2 and MnO2 exhibit a

net magnetic moment when initialized in the ferromagnetic state (Fig. 6.7(a) and (e)).

The CoO2 system exhibits a relatively weak exchange splitting, with the spin-up and

spin-down DOS only slightly o�set from each other. One of the spin channels has the
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t2g states almost completely �lled, while the other has more empty t2g states. In MnO2,

the di�erence is more drastic; t2g states of one of the spin channels �lls completely while

those of the other reside much higher in energy and therefore stay empty.

Fig. 6.7 shows the DOS for an Al dopant in Co and Mn hosts. The defect states are

more delocalized in the Doct con�guration in these two hosts with the Al dopant than

was the case in the Ni host and are therefore not easily distinguishable from the total

DOS. The defect states are more pronounced in the Dtet con�gurations (highlighted red

in Figs. 6.7(c) and (f)), exhibiting a signi�cant increase in DOS at the top of the t2g

block. The distinction is based on O p pDOS (�gure in ESI of Ref [106]), where the defect

states are characterized by a spike in density for O atoms surrounded by the least positive

charge (in this case, adjacent to tetrahedral Li). Since the defect states reside at the top

of the t2g block in both spin channels, not all of them need to be �lled in the Co and Mn

hosts. The energetic penalty for forming the Dtet relative to the Doct con�guration is,

therefore, much lower in the Co and Mn hosts since some of the defect states can remain

empty. In the Mn host, the Li-Al Doct con�guration is slightly more stable than the Dtet

con�guration by 65 meV/defect while the two con�gurations are essentially degenerate

in the Co host. This is in stark contrast to the highly unfavorable Li-Al dumbbell in the

Ni host. Similarly, for the Li-Mg and Li-Li defects, the Dtet con�gurations are favored

more for Co and Mn hosts than for the Ni host.

With this new theoretical understanding, we return to the experimental results pre-

sented in Fig. 6.1. As the defect states are completely occupied in the Ni host but only

partially �lled in the Co host, our calculations predict that more Li-Al dumbbells will

form in the latter due to entropic factors. Fig. 6.3 shows that there is essentially no

energy di�erence between the Doct and Dtet con�gurations in the Co host, but a sizable

energy penalty for Dtet in the Ni host. Since the synthesized particles of the di�erent

compositions had comparable surface areas, surface interactions with the electrolyte are
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unlikely to result in the stark di�erence in capacity loss behavior between Ni and Co

hosts [124]. Furthermore, Nuclear Magnetic Resonance (NMR) �ndings strongly support

that Al does migrate into tetrahedral sites in the Co host and not in the Ni host [124].

The experimental conditions should allow for interlayer atom migration because the cells

are cycled to very high voltages (upwards of 4.75 V) and are thus able to approach the

limits of delithiation. Only at high voltages, when the only remaining Li in the material

is that pinned by the redox inactive dopant, can the Al migrate into the Li layer of the

Co host. Our calculations indicate that Mg-doped Co, Ni, and Mn hosts may also show

a large discrepancy in capacity loss between the hosts, but comparable experiments at

high voltage have yet to be performed on Mg-doped Co and Ni hosts. These experiments

are beyond the scope of this study.

6.6 Discussion

Layered transition metal oxide intercalation compounds remain the cathode material

of choice in current Li-ion battery technologies. However, only 50-70 % of the theoretical

capacity of these cathode materials is currently utilized due to the rapid degradation

that occurs at high states of charge [15]. Many layered intercalation compounds tend

to become highly metastable upon the complete removal of Li ions and are susceptible

to structural changes due to transition metal and dopant migration to the emptied Li

layers.

In this study, we used electronic structure calculations to determine the e�ects of

chemistry on the susceptibility of dopant migration in O3 layered transition-metal oxides.

A dopant that migrates from the M layer to the Li layer must �rst pass through an

intermediate tetrahedral site. The most stable intermediate con�guration is one in which

the dopant forms a dumbbell with a residual Li. Our calculations have shown that
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the stability of Li-dopant dumbbells in the fully charged state is highly sensitive to

the identity of transition-metal cations surrounding the dopant site: a Ni host tends to

suppress Li-dopant dumbbell formation while Co and Mn hosts favor their formation.

This remarkable result suggests that targeted alloying of layered transition-metal oxides

can serve as an e�ective strategy to suppress dopant migration at high states of charge.

The stark di�erence in the susceptibility of dopants to migrate to the Li layer between

the Ni host on the one hand and Co and Mn hosts on the other has its origin in elec-

tronic structure. Fig. 6.8 schematically summarizes the essential features of the DOS of

pure and doped transition metal oxides as distilled from the detailed electronic structure

calculations of the previous sections. The electronic structure of the pure hosts, in the

absence of dopants, consists of three major blocks: low energy states having predomi-

nantly O p character; t2g-like states made up of π bonded transition-metal d orbitals and

O p orbitals; and anti-bonding eg-like states. In NiO2, the Fermi level resides between

the eg block and the t2g block. In CoO2 and MnO2, in contrast, the Fermi level resides

in the t2g block. Some of the higher energy t2g-like states that are made up of π bonded

M d orbitals and O p orbitals are empty in Co- and Mn-rich compounds.

The emergence of localized defect states and their high energy are closely linked to

the fact that the dopant oxidation states are lower than 4+ and that they do not have

d orbitals. A lower amount of coordinating positive charge lifts the energy of the O

p orbitals near the defect such that they form localized states. This ionic interaction

is illustrated by the rise in the energy of the defect states with the reduction in the

oxidation state of an octahedral dopant in Fig. 6.4. Hybridization between the O p

and M d orbitals also plays a role in the origin of the defect states. The O p orbitals

involved in the defect states just above the t2g block are orbitals that in the pristine

material would exhibit a σ interaction with the d orbitals of the missing M , making

them dangling bonds. Although such states are often referred to as orphaned states in
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the context of Li-excess materials [137, 138], they nevertheless exhibit π bonds with the

surrounding transition-metal ions. This π interaction can be seen in Figs. 6.4, 6.5, and

6.6, which show that the defect states have signi�cant contributions not only from O but

also from the remaining neighboring transition-metal cations.

Since the defect states appear at the top of the t2g block, the position of the Fermi

level determines the extent to which they are occupied. In systems where the M has

su�cient electrons to �ll all of the t2g states, the defect states are completely �lled and

signi�cantly contribute to the overall energy (Figs. 6.8(a) and (b)). In systems with

fewer electrons, where the Fermi level resides within the t2g block, at least some of the

defect states may remain empty, reducing their contribution to the overall energy (Figs.

6.8(c) and (d)). Therefore, systems that do not fully �ll the t2g bands are less a�ected

by dopant inclusion and have a smaller penalty for dumbbell formation.

In addition to M identity, Fig. 6.3 shows that the identity of the migrating species

has a strong e�ect on the stability of the Dtet con�gurations. Dopants with a lower

oxidation state, like Li, are more likely to form dumbbells than cations like Al, which has

a higher oxidation state. Cation size alone cannot explain this trend as Li and Mg both

have very similar sizes, but Li has lower dumbbell formation energies in all three hosts.

Instead, there is likely a smaller penalty from the defect states for Dtet con�gurations

when the dopant has a lower oxidation state. Dumbbell formation energy is the di�erence

in energy between the Doct and Dtet con�gurations. This energy is high for dopants like

Al because the di�erence between the electrostatic potential for certain O atoms changes

drastically when the Al moves from the M layer into the tetrahedral site. However, the

local environment around the O is similar for Doct and Dtet when Li is the dopant. The

defect states are already very high in energy when the Li is in the M layer, as evidenced

by the DOS in Fig. 6.6(b), so that a change to the tetrahedral site does not raise the

energy of the defect states.
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We completed additional calculations to con�rm that di�erences in the lattice param-

eters of the hosts were not responsible for the di�erence in dumbbell formation energies.

We performed static calculations of the Doct and Dtet con�gurations using the relaxed

lattice parameters of the other two hosts (e.g. we imposed the Ni and Co host lattice

parameters on the Mn host and vice versa) to determine if the particular lattice param-

eters were responsible for the trend in dumbbell formation energies (details and results

in the ESI for Ref [106]). Even when the lattice parameters of the Co or Mn hosts

were imposed on LiAlNi15O32, the dumbbell formation energy was around 1 eV/Al. Al-

ternatively, the Ni host lattice parameters did not make the dumbbell signi�cantly less

stable in LiAlCo15O32 and LiAlMn15O32. We also found that when the atomic positions

were kept constant, Li was still more likely to form dumbbells than Al. Therefore, the

qualitative dumbbell formation trends seen in Fig. 6.3 cannot be ascribed to size e�ects.

The trends described so far are not restricted to dopant migration. They also apply

to transition metal migration. We performed calculations to determine the change in

energy when a Ni or Co atom migrates from the M layer to an adjacent tetrahedral site

of an empty Li layer in both a Ni and Co host. The barriers are lower bounds in the fully

charged state when all of the transition metals are in a formal 4+ oxidation state. The

tetrahedral defect formation energies were predicted to be 2.75 and 2.61 eV/defect for a

Ni and Co in the Ni host, respectively, while they were 1.34 and 1.29 eV/defect for Ni and

Co in the Co host, respectively. All four energies are high and positive, indicating a high

kinetic barrier for transition metal migration to the empty Li layers of fully charged Co

or Ni hosts. Similar to the dopant-dumbbell formation energies, however, the calculated

energies only marginally depend on the identity of the migrating cation, but instead

depend strongly on the host chemistry. The barrier for M migration to empty Li layers

is substantially higher in the Ni host than in the Co host, di�ering by over 1 eV. We

emphasize that these trends are predicted for the fully delithiated Ni host. It is well
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known that LixNiO2 usually contains a small percentage of Ni in the Li layer [118, 139].

However, these extra Ni are introduced during high temperature synthesis in the fully

lithiated state.

All �rst-principles results reported in this study were based on density functional the-

ory using a PBE functional as described in the Methods section. It is generally accepted

that a DFT+U approach [140, 141] is necessary to accurately describe the electronic

structure of M oxides [142]. Here we found that the predictions are both qualitatively

and in large part quantitatively insensitive to approximations to DFT. Values of +U

corrections ranging between 0 and 5 were used to calculate the energies of Li-Al Doct

and Dtet con�gurations in Ni and Mn hosts (use of +U in Co oxides has been shown to

result in incorrect ground state con�gurations [143, 144]). Dumbbell formation energies

and the qualitative shape of the DOS were very similar for all values of the Hubbard

U (see �gures in ESI for Ref [106]). The invariance of the predicted energy di�erences

to the value of +U is likely due to the fact that all transition metals are in their 4+

oxidation state and remain in that state for each dopant con�guration.

The correlations revealed in this study between electronic structure and the suscep-

tibility for interlayer migration in M oxides can be utilized in cathode design. Alloying

strategies that maximize the �lling of the t2g states, and therefore all localized defect

states, when the battery is fully charged will penalize dumbbell formation and hence

cation migration to the Li layer. In general, an increase in the Ni concentration can be

a simple solution for systems where dumbbell formation must be suppressed to improve

kinetics and cycleability. The favorable cycling behavior of Ni-rich NCA compounds

(Lix(Ni1−y−zCoyAlz)O2) is consistent with the predictions of this work [124]. Our study

suggests that dopant migration is likely to contribute signi�cantly to cathode degrada-

tion at high states of charge in Co-rich chemistries. Mg, for example, is used as a dopant

in LixCoO2 to suppress the two-phase region between x = 0.93 and 0.75 [125]. The
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predictions of this study indicate that Mg dopants will experience a driving force to mi-

grate to the Li layer in the fully charged state, thereby causing irreversible changes to

the host crystal structure. An increase in the Ni content will suppress these tendencies,

while the addition of Mn will not. Of course, other factors will also need to be taken

into consideration when varying transition-metal chemistry, including the e�ect of such

variations on the intrinsic electronic conductivity of the compound.

The results presented here also suggest that certain dopants could promote the degra-

dation of the cathode through oxygen evolution. In cases where defect states are unoc-

cupied (such as the Li-Al dumbbell in the Co host), the O p states near the defect are

signi�cantly depleted. Prior calculations suggest that this depletion of O p states could

enable the dimerization of oxygen and subsequent formation of O2 molecules, leading to

irreversible degradation of the material [145]. This suggests that the tetrahedral migra-

tion of dopants may negatively impact the reversibility of electrodes not only by causing

a redistribution of cations but also by triggering oxygen loss.

Lastly, while the experimental cycling results shown in Fig. 6.1 correlate well with

conclusions from our computational work, more direct observations of dopant migration

would enhance our understanding of this mechanism. NMR measurements have already

indicated the presence of Al in the Li layer of Co rich hosts but not in the Ni rich

hosts [124]. Though the positions of disordered dopants can be di�cult to characterize

with common methods such as X-ray di�raction (XRD), other spectroscopic techniques

including X-ray absorption spectroscopy (XAS) and resonant inelastic X-ray scattering

(RIXS) could be used to characterize di�erences in electronic structure between Al doped

Ni-rich and Co-rich hosts [146,147]. Signatures of the electronic defect states will provide

information as to whether or not dumbbells form. It is important, however, to recognize

that any ex situ probes have their limitations as these materials are highly metastable

at high states of charge and may readily decompose upon removal from the battery [15].
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6.7 Conclusions

Irreversible structural changes in the cathode at the end of charge are a signi�cant

hurdle that inhibits further capacity utilization in current battery materials. In order

to surmount this challenge, a better understanding of cation migration as a function of

cathode composition is critical. Using �rst-principles calculations, we have demonstrated

a strong correlation between the identity of the transition metal and the energy barrier

for cation migration to empty Li layers of fully charged layered intercalation compounds.

We show that oxides with higher concentrations of Co or Mn are likely to experience

enhanced rates of interlayer atom migration, while an increase in the Ni concentration

should suppress migration and stabilize the layered structure at high states of charge. The

origins of this sensitivity to chemistry are rooted in electronic structure. We speculate

that the behavior in battery materials having other crystal structures or utilizing di�erent

intercalants leads to similar electronic structure e�ects. The implications of our work can

be extended to better understand oxygen dimerization and gas evolution, which is also

detrimental for battery performance. Considering that interlayer migration can result

in irreversible capacity loss, these new insights suggest a clear path to the discovery of

cathode chemistries that can achieve practical capacities approaching their theoretical

values.
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Concluding remarks

In this thesis, we have explored structural evolution in a range of layered electrode

chemistries. Since these processes often lead to material degradation, capacity loss, and

lifetime reduction, it is important to understand the underlying causes of the observed

behavior. As many mechanisms that lead to structural changes occur in the bulk ma-

terial on the atomic scale, we have employed �rst-principles methods to identify and

understand the changes that occur in layered materials upon cycling. This fundamental

knowledge aids in interpreting observed phenomena during battery cycling and can guide

design principles for avoiding damaging mechanisms.

In Ch. 4 and 5, we focused on stacking-sequence changes and Na ordering upon

charging the materials. For the NaxTiS2 system, we con�rmed the thermodynamic driv-

ing force for a phase transition from O3 to P3 at intermediate Na concentrations and

reported staged hybrid stackings upon further desodiation. The ordering of Na in the P3

structure showed a unique devil's staircase marked by varying sizes of triangular islands.

We then turned to NaxTiO2 in which the P3 structure is suppressed near the x = 1/2

composition. There is some indication that the P3 phase is more stable than O3 at lower

compositions, which could have implications for alloying other transition-metal oxides
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with Ti. Through a thorough analysis of Na orderings in O3 NaxTiO2 as well as struc-

tural considerations, we propose several Na orderings that may be responsible for the

experimentally observed voltage step. Furthermore, the unique orderings in P3 NaxTiS2

and O3 NaxTiO2 may have interesting consequences for Na di�usion in these and similar

materials. Though not explicitly explored in these studies, the topic can be studied with

future work involving kinetic Monte Carlo.

In Ch. 6, we looked at the changes that occur in Li-ion cathodes at high voltages,

when most of the Li has been removed. We found that the thermodynamic drive for

atoms to move into the mostly empty layers is dictated not only by the identity of the

migrating ion itself, but also by the identity of the surrounding transition metals. Our

calculations suggest that the electronic structure of Ni may suppress the migration of

its neighbors, whereas cations next to Co or Mn would be more likely to hop into the

Li layer. Mitigation of interlayer migration would be an important step in increasing

reversible capacity in current battery materials.

Although our work centers on speci�c materials, our �ndings can be expanded be-

yond the chemistries in these studies. While we have mentioned various shuttling ions

(Li, Na), transition metals (Ti, Co, Mn, Ni), non-active metals (Mg, Al), and anions (O,

S) in this work, there are many more compositions not discussed here that exhibit layered

structures. Layered transition-metal oxides and sul�des share many general character-

istics like prominence of stacking-sequence changes, certain phase transitions (especially

involving interlayer migration), and di�usion pathways, which provides an amazing op-

portunity to explore overarching trends in how changes in chemistry within the same

structure determines cycling properties. This is the goal of continued research in the

topic and the pathway to improving battery materials.
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