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Abstract

To what extentis linguistic structurelearnablefrom statisti-
cal information in the input? One set cueswhich might as-
sist in the discovery of hierarchical phrasteucturegiven se-
rially presented input are the dependencaspredictive rela-
tionships, present within phrases.In order to determine
whether adult learnerscan use this statistical information,
subjects were exposedto artificial languageswhich either
contained or violated the kinds of dependeneitch charac-
terize natural languages.The results suggestthat adults pos-
sess learningnechanismswhich detectand utilize statistical
cues to phrase and hierarchical structureseondexperiment
contrastedthe acquisition of these linguistic systems with

the samegrammarsimplementedas non-linguistic input (se-
gquencef non-linguistic soundsor shapes).Thesefindings
suggest that constrainten the mechanismswhich highlight
the statistical cueswhich are most characteristicof human

languages are not specifically tailored for language learning.

Introduction

While the idea thasurfacedistributional patternspoint to
pertinentlinguistic structuresholds a distinguishedplacein
linguistic history (e.g., Bloomfield, 1933; Harris, 1951),
statisticallearninghasonly recentlyre-emergedsa poten-
tial contributing force in languageacquisition (though see
Maratsos& Chalkley, 1980). This renewednterestin sta-
tistical learning has beefneledby developmentsn compu-
tational modeling, by the widespreadavailability of large
corporaof child-directedspeech,and most recently by em-
pirical researcitdemonstratinghat humansubjectscan per-
form statistical languagelearning tasks in laboratory ex-
periments.For example,computationaklgorithms can use
the co-occurrenceenvironmentsof words to discoverform
classesin large corpora(e.g., Cartwright & Brent, 1997,
Finch & Chater,1994; Mintz, 1996; Mintz, Newport, &
Bever, 1995). Similarly, individualerb argumentstructures
can be induced by models whitfacksthe co-occurrencesf
verbs and their argumentstine input (e.g., Schiitze, 1994;
Seidenberg &MacDonald,1999). Extensivemodelingwork
hasalso examinedthe statisticalcuesavailablefor the dis-
covery of word boundaries in continuous speech (&sJin,
Woodward, LaMendola, & Bever, 1996; Brent@artwright,
1996; Cairns, Shillcock, Chater,& Levy, 1997; Christian-
sen, Allen, & Seidenberg,1998; Perruchet& Vintner,
1998).

Thesemodelsprovide invaluable explorationsof the ex-
tent to which statistical information is available, in princi-

ple, to languagelearnersequippedwith the right distribu-
tional tools. But are humans suldarners?A wealth of sta-
tistical cuesare uselessunlesshumanscan detectand use
them. In fact, recentresearclsuggestghat humansare ex-
tremely good at some statistical languagelearning tasks,
such as word segmentation(e.g., Aslin, Saffran,& New-
port, 1998; Goodsitt, Morgan & Kuhl, 1993; Saffran,
Aslin, & Newport, 1996; Saffran, Newport, & Aslin, 1996)

Theseresultssuggestthat humanspossesspowerful sta-
tistical languagdearningmechanismswhich are likely to
provide important contributionsto the languagelearning
process. At the sant@me, it is importantto recognizethat
thesemechanismsvould not be usefulin languageacquisi-
tion unlessthey are somehowconstrainedr biasedto per-
form only certainkinds of computationsover certain kinds
of input. The pertinentgeneralizationgo be drawn from a
linguistic corpusare awashin irrelevantinformation. Any
learning device without the right architectural,representa-
tional, or computationakonstraintsrisks being sidetracked
by the massivenumberof misleadinggeneralizationsvail-
ablein the input (e.g., Gleitman& Wanner,1982; Pinker,
1984). Thereare an infinite numberof linguistically irrele-
vant statistics that an overly powerful statistical learner
could compute: for example, which wordee presentedhird
in sentencesor which words follow words whose second
syllable begins withh (e.g., Pinker, 1989).

Oneway to avoid this combinatorialexplosionwould be
to imposeconstraintson statisticallearningwhich perform
only a subsetof the logically possible computations.It is
clear that learning imiological systemsis limited by inter-
nal factors; there are speciesdifferencesin which specific
typesof stimuli serveas privileged input (e.g., Garcia &
Koelling, 1966; Marler, 1991). External factors also
strongly bias learning, becauseinput from structureddo-
mains consist®f non-randomnformation. In orderfor sta-
tistical learningaccountso succeed|earnersmust be simi-
larly constrained: humans must be just the tgpsetatistical
learners who arbestsuitedto acquirethe type of input ex-
emplified by naturallanguagesfocusing on linguistically
relevantstatistics while ignoring the wealth of available
irrelevantcomputations Such constraintsmight arise from
various sources,either specific to languageor from more
generalcognitive and/or perceptualconstraintson human
learning.



We haverecentlybegunto explore the possibility that
statistical learning itself is constrainethis line of research
focuses the acquisition of hierarchical phrase structure.
While words are spokeand perceivedserially, our represen-
tations of sequences of words &ighly structured.Consider
the sentenc&he professor graded the exafis sequencef
words cannot be grouped as followslHhd) (professorgraded
the) (exam) — because words that grart of the samephrase
are separatedFor example, determinerslike the require
nouns;separatinghesetwo typesof wordsviolatesthe de-
pendency relations which are paftnative speakersknowl-
edge of English. The correct groupings, (The professoy
(graded(the exam)), reflect English phrasestructure,which
generates non-linearhierarchicallyorganizedstructure.Hi-
erarchicalphrasestructurerepresentsa fascinatinglearning
problem, becausethe child must somehowarrive at non-
linear structurewhich is richer than is immediately sug-
gestedby the serial structureof the input. How do children
makethis leap?Innate knowledgeis one possibility; pro-
sodic regularitiesmay also serveto chunk the input into
phrasal units (e.g., Morgan, Meier, & Newport, 1987).

Anothertype of potentially usefulinformationin the in-
put suggests a statistical learnisglution (seealso Morgan
& Newport, 1981). Linguistic phrasescontain dependency
relations:the presenceof someword categoriesdependson
others.For example,English nouns can occur without de-
terminers likethe or a. However, if a determiner is preseat,
noun almost always occurs somewheredownstream.This
type of predictive relationship, which characterizesbasic
phrasetypes, may offer a statistical cue that highlights
phrasal units for learners. Research usirtdicial languages
with phrase structure grammars suggésss adult and child
learners can exploit predictive dependenciesto discover
phrases (Saffran, 2000).

Thesestudiessuggestthat people are skilled statistical
learners. But what about tleenstraintsrequiredfor the suc-
cessfulacquisitionof languages? particularly useful type
of constraintwould bias statisticallearning mechanismso
preferentially acquire the types of structures observedin
naturallanguagesTo addressthis issue, Experimentl as-
sessed the extent to which adults’ abitibyacquirean artifi-
cial grammaiis affectedby the availability of predictivede-
pendencies as cues to linguistic phrase structure.

Experiment 1

Participants. 40 monolingual English speaking under-
graduatest the University of Rochesteiparticipatedin this
study, andwere eachpaid $6. Subjectswere randomly as-
signed to the two experimental conditions.

Materials. The artificial grammarswere adaptedfrom the
languageusedby Morgan & Newport (1981). One of the
languagesisedin this study was a small phrasestructure
grammar (Language P, for predictive), in whilgpendencies

betweenword categoriesaffordedpredictivecuesto phrases,
asin naturallanguagege.g., if D is present,A must be
present). Importantly, attempts to impdseglish predictive
structure onto the input would mislead learners, as the
phrase structure of Language P viasd-finalwhile English
is head-initial. The secorldnguagewas equally complexin
termsof its size andformal characteristicshut containeda
phrasestructureunlike natural languagesLanguageN, for
non-predictive). This languagedid not contain predictive
dependenciesnarking phrases Rather,it was characterized
by overarchingoptionality: the presenceof one word type
never predicted thpresenceof another,which generatesta-
tistical propertiesunlike natural languageqnote, however,
that this language still possesses phrase struofuaesort —
the absenceof one word type predictsthe presenceof an-
other;e.g., if A is not present,D must be present).Each
form class (A, Cetc.)included2 - 4 nonsensevords(e.g.,
the wordsfor the A categorywere BIFF, RUD, HEP, and
MIB).

Table 1. Phrasestructuregrammarsfor Experimentsl - 2.
Lettersrefer to word classesjitems in parenthesesre op-
tional. In LanguageN, one member of each phrasetype
must be present;jif both are present,they must be in the
order described by the grammar

L anguage P L anguage N
S ~AP+BP+(CP) S _ AP+BP
AP _ A + (D) AP (A) + (D)
BP - CP+F BP. CP+F
CP - C+ (G) CP- (C) + (G)

The language generated bginguageN is no largerthan
the language generatbg LanguageP. In fact, LanguageN
containedfewer sentencetypes (nine) than Language P
(twelve). Language N alslad shortersentence®n average,
presumably making it less daunting to tearner:Language
P generated 60% more five word sentences than Landliage
andonly 40% as many threeword sentencesi-or both lan-
guagespnly sentencaypeswith five or fewer words were
used (eight types for LanguageP, nine for LanguageN).
Both languagesontainedthe samenumber of grammatical
categories and vocabulary items.

Becausedhe languagesvere so similar in termsof their
non-structuralattributes, comparisonof learning outcomes
is valid. Language P is larger, and contains lorsgettences,
which could makeit moredifficult to acquire.However, if
predictivenessaffects learning, then the structure of Lan-
guage N might have hindered its acquisition.A  trained
speakerrecordeda corpusof 50 sentencedrom each lan-
guage,with uniformly descendingprosodybut no grouping
cues to phrase structure. Subjects wareglomlyassignedo
hear either Language P or Langua@$isentencest-ollowing
approximately30 min. of auditory exposureto one of the



two languagegthe corpuswas repeatedeight times during

exposure),all participantsreceivedthe same forced-choice
test consisting of novel grammatical and ungrammatical
sentencesin orderto assesscquisitionof the rules of the

two languages.Importantly, attemptsto impose English

syntax on either languagewould hinder performance.No

cues other thathe statisticalinformation mirroring the un-

derlying phrasestructureof the languagewere availableto

learners.

Results. Eachgroup’s overall performancewas signifi-
cantly better than would be expectedby chance:for Lan-
guage P, the total score was 22.8 out pbasible30: t(19)
=10.46,p < .0001; for LanguageN, the total scorewas
20.55:t(19) = 6.62p < .0001 (sed-igure 1). The principal
hypothesisof interestconcernsdifferencesin learningas a

function of structural differences betwetre two languages.

To addresshis question,the scoresfor the two language
groups for items testingachof the five ruleswere submit-
tedto an ANOVA. The main effectof Language(P versus
N) was significantF(1, 38) = 4.2p < .05.

These findings suggest that humans magdestrainedo
learn most readily via exactlythe types of cuespresentin
languagesTo the extentthat this is the case,the structure
of natural languages mawavebeenshapedoy the natureof
human learning (e.g., Bever, 1970; Christiansen,1994;
Christiansen& Devlin, 1997; Morgan, Meier, & Newport,
1987; Newport, 1990). According the constrainedstatisti-
cal learning hypothesis,the mechanismsunderlying lan-

guage acquisition are biased to assist learners in det¢loting

‘right’ statisticalpropertiesof the input. On this view, hu-
man languageshave beensculptedby humanlearning and
processing mechanismstherebycreatinginput which con-
tains the types of properties most usdéul humanlearners,
andrenderinga close matchbetweenconstraintson human
learning and constraints on natural language structure.

If learnersare biasedto preferentially acquire structures
where one itenpredictsanother,is this constrainton learn-
ing particularly tailored for linguistinput? Biasesin learn-
ing mechanismsnay developtightly coupledwith the par-
ticular structurethey are designedto acquire. Alternatively,
constraints to use predictive statistics may be ngererally
applied to othetypesof sequentiallypresentednformation,
as suggestely the constrainedstatisticallearninghypothe-
sis. Constraints on statistical learning which ao¢ specific
to languageacquisition,but ratheron the acquisition and
processing of serial information, mégpve shapedhe struc-
ture of naturallanguagesExperiment2 thus utilized non-
linguistic stimuli from two different modalities: visual
shapes and complex sounds. An additional conditidnded
visual linguistic stimuli (written words).As in Experiment
1, we contrasted the acquisition of Language P and N.

Experiment 2

Participants. 154 monolingual English speakingunder-
graduatest the University of Wisconsin- Madisonpatrtici-
pated in this study participateéd this studyfor courseextra
credit. Forty-four subjectswere randomly assignedto the
non-linguistic auditorycondition, forty subjectsto the non-
linguistic visual condition, and thirty subjectsto the lin-
guistic visual condition. Within each exposurecondition,
half of the subjectswere assignedto LanguageP and half
were assigned to Language N.

Method. For thenon-linguistic visual condition, we trans-
lated the LanguageP and N grammarsshown above into
languagesof shapes (for a similar methodology, see
Goldowsky,1995). For example,considerthe phrasestruc-
turerule: AP - A + (D). In the linguistic versionof this
language, theategoryA consistedof 4 nonsensevords. In
the visual version, the categoryA consistedof 4 distinct
shapes (such as a reiicle with stripes).Categorymember-
ship could not be inducedby shapesimilarity, unlike prior
studies by Morgan & Newpo(t1981). Participantsobserved
the languageon a computermonitor: eachshapewas pre-
sentedin the middle of the screenponeat a time, with the
sametiming parametersas the auditory linguistic stimuli
usedin Experimentl. Following exposure,participants
weretestedusing a forced-choicetest analogousto the lin-
guistic task, in which they saw two shapesequencespne
after the other, and decided which shape sequencemore
closely approximatedthe exposurestimuli. The linguistic
visual condition was identical to the non-linguistic visual
condition except that the nonsense words fexperimentl
were shown typed on the computer screen.In the non-
linguistic auditory condition we translated_anguageP and
N into non-linguistic soundsdrawnfrom the digitized bank
of alert sounds provided with Windov@8. Eachword corre-
spondedo a different sound,chosento be maximally dis-
criminable (an ascending buzz, a chardimes,etc.). Sound
“sentences’generatedy LanguageP and N were presented
auditorily at the sameate as the linguistic andvisual stim-
uli. Following exposure, participants received the same
forced choice test, translated into non-linguistitinds.Nei-
ther of the two non-linguistic conditionscontainedany lin-
guistic information.

Results. Each group’s overall performance wsignificantly
better than would be expectedby chance:for LanguageP
Non-linguistic auditory, Nonlinguistic visual, and Linguis-
tic visual,p < .0001;for LanguageN Nonlinguistic visual,
p < .001; for Language N Nonlinguistauditory,p < .001;
andfor LanguageN Linguistic visual, p < .05 (seeFigure
1). As in Experiment 1, the principal hypothesis concerns
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Figure 1: a. Mean scores from Experiment 1. b. Mean scores from Experiment :
differencesin learningas a function of structuraldifferences General Discussion

between Language &dLanguageN. To addresghis ques-
tion, the scoresfor the two languagegroupsfor items test-
ing eachof the five rules were submittedto an ANOVA.

The main effect of Languade versusN was significant for

the Nonlinguistic auditoryH(1, 42) = 7.72p < .01] andthe
Linguistic visual condition[F(1, 28) = 4.56, p < .05], but
not for the Nonlinguistic visual condition[F(1, 38) = .23,
n.s.].

In orderto askwhetherthe linguistic or non-linguistic
status of thenput influencedperformanceifferentially as a
function of the availability of linguistic dependenciesye
performeda two-way between-subjectANOVA contrasting
Language (P versus) and Linguistic Status(languagever-
sus non-languagematerials),including the auditory linguis-
tic datafrom Experimentl. Therewas a significant main
effectof Languagef(1, 150) = 15.17, p< .0001. Neither
the main effect of Linguistic Staty&(1, 150) = 1.09, n.s.]
nor the interactionbetweenLanguageand Linguistic Status
[F(1, 150) = .71, n.s.] were significantheseanalysesndi-
cate that the linguistic status tife input — that is, whether
the grammarswere implementedin linguistic or non-
linguistic tokens— did not affect overall performance.In-
stead, the dominant factor was whetherittput was derived
from LanguageP, which containedpredictive dependencies
as a statistical cue to phrase structure, or Languagéigh
did not. This overall non-effectof linguistic statusoccurred
despite the fact that performance on ¥f®ial non-linguistic
task did notshow the predicteddifferencebetweenLanguage
P and N (see Figurg). We are currently testing hypotheses
concerningwhy the visual nonlinguistic task patterneddif-
ferently from the otherthreeconditionsincluded in Experi-
ments 1 and 2.

Thesestudiesask whetherpredictivedependencieserve a
learnability function in the acquisition of language.The
results of Experiment 1 suggehiat adult learnersare better
ableto acquirean artificial languagewhich contains predic-
tive dependencies ascaeto phrasestructurethan a compa-
rable languagewhich doesnot. Experiment2 extendsthese
results to demonstrate that the udepredictive dependencies
in learning phrase structurenst limited to languagdearn-
ing tasks. These findings mirror prior results suggestiad
transitional probability computationin word segmentation
tasks can occur when ‘wordate createdfrom non-linguistic
tones (Saffran, Johnson, Newport, & Aslir§99) or visuo-
motor sequences (Hunt & Aslin, 1998).

Predictive dependenciesare a hallmark of natural lan-
guages. However, is of interestto note that thesegeneral
organizationalprinciples are by no meansunique to lan-
guage.Lashley (1951) observedthat hierarchical organiza-
tion characterizesan enormousvariety of behaviors:“the
coordination of leg movements in insects, fomg of birds,
the control of trotting andpacingin a gaitedhorse, the rat
running the maze,the architectdesigninga house,and the
carpenteisawinga boardpresenta problemof sequencesf
action which cannot be explainéd terms of successionsf
externalstimuli” (p. 113). Such observationssuggestthat
learners may be biased to procedgsrmationin a particular
fashion, enabling a learning process which resnlighrases
and hierarchically structured representations.

The kinds of structureat issuehereserveto organizeand
packageserialinformation into manageablechunks, which
then enterrelationshipswith one another.This processpre-
sumably maximizes cognitive economy, facilitating the



transmissionof more complex information than could be
transmittedotherwise.Pinker and Bloom (1990) arguethat
“hierarchical organization characterizes many nesyatems,
perhapsany system, that we would want to call com-
plex...Hierarchyand seriality are so useful that for all we
know they may have evolved many times in nesyatems”
(p. 726). When appliedto syntax, this kind of argument
suggests that grammalmok the way they do becausdghese
kinds of organizational principles atiee humanengineering
solution to the problem of serial order.

It is conceivablethat this type of packagingof serial in-
puts into higher-orderorganizationfacilitates not only lan-
guage productiomnd processingput also languageacquisi-
tion. Systems which are highly organizae more learnable
than systems which are not -- as long assysemof orga-
nizationis consistentwith the learner'scognitive structure.
We anticipate that future research will be extremely usaful
further clarifying the extentto which the constraintsob-
servedduring the processof languageacquisitionsubserve
other learning processes as well.

With respectto linguistic structure,one potential theo-
retical implication of this researatoncernsan alternativeto
the traditionalinnate universalgrammarexplanationfor the
pervasivenessof particular linguistic features cross-
linguistically.. If human learnerare constrainedo preferen-
tially acquirecertaintypes of structures,then some of the
universal structuresof natural languagesmay have been
shapedby theseconstraints(see also, e.g., Bever, 1970;
Christiansen, 1994; Christiansen & Devlt§97; Newport,
1982, 1990). Perhaganguagesdit our learningabilities so
neatly precisely becausdanguageshave no choice. If the
pertinentlearning mechanismsrecededhe adventof lan-
guagesthentheremust havebeenintensepressureor lan-
guagesto be learnable,with learnability dictated by the
structure of human learning mechanisms.On this view,
languages evolve to fit the human learner. Todkientthat
this type of view iscorrect,thenthe striking similarities of
humanlanguagesmay be in part the direct reflections of
constraints on human learning abilities.

The presentresearchbeginsthe task of recharacterizing
languageuniversalsin termsof constraintson learning by
recasting the distributional features and dependentiesent
in hierarchicalphrasestructureinto cuesdetectedduring the
learningprocess.In the caseof the constraintto interpret
predictive relations as signaling a linguistic utlite phrase,
we find the beginnings adn explanationfor why languages
ubiquitously contain the within-phrastependenciemitially
characterizedby structural linguists. Future researchwill
continue topursuethe hypothesisthat constraintson learn-
ing play an important role in shaping the structureatiiral
languagesFor example,recentcomputationakesearchsug-
gests that universal word order typologies nrayact reflect
the easewith which different types of systemsare learned
(Christiansen & Devlin, 1997).

With respectto statistical learning, the presentresearch
runs counterto the assumptionthat statistical language
learningaccounts- andany othertype of theorywhich as-
signs an important rolto linguistic input -- are necessarily
underconstrainedAs animal researchhas amply demon-
strated, learningn biological systemsis highly constrained
(e.g., Garcia& Koelling, 1966; Marler, 1991). Thereis
everyreasonto believethat statisticallearningis similarly
constrained; the purported intractability of statistiealrning
neednot be assertecbrima facie. What exactly thesecon-
straintswill turn out to be, and whetherthey will confer
sufficient explanatory power, remain empirical questions.
Neverthelessthereare groundsfor optimism. Learnersare
not, andneverhavebeen,blank slates.The more we learn
about the mechanisms engraved upon that slate, thewaore
learn about learning.
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