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Department of Psychology, Royal Holloway University of London
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Abstract

Explanations of science denial rooted in individual cognition
tend to focus on general trait-like factors such as cognitive
style, conspiracist ideation or delusional ideation. However,
we argue that this focus typically glosses over the concrete,
mechanistic elements of belief formation, such as hypothesis
generation, data gathering, or hypothesis evaluation. We show,
empirically, that such elements predict variance in science de-
nial not accounted for by cognitive style, even after accounting
for social factors such as political ideology. We conclude that
a cognitive account of science denial would benefit from the
study of complex (i.e., open-ended, multi-stage) problem solv-
ing that incorporates these mechanistic elements.
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Science denial — holding a belief that conflicts with estab-
lished science, for instance on anthropogenic climate change
or the general safety of vaccines — presents both a practical
problem and a cognitive puzzle. The practical problem is that
anti-scientific beliefs can exacerbate environmental, medical
or other harms; the cognitive puzzle is how humans form
these false beliefs in the first place. Solving the cognitive
puzzle is key to reducing the practical problems.

Previous work on this issue has tended to focus on two
main types of explanation: social factors and individual cog-
nitive factors. Social factors include anything learnt from
other people, including anecdotal accounts of others’ experi-
ences (Kubin, Puryear, Schein, & Gray, 2021); worldview-
based justifications derived from religious or political al-
legiances (Kahan, 2013; Lewandowsky & Oberauer, 2016;
Pasek, 2018; Rutjens, Sutton, & van der Lee, 2018); or
information about the presence or absence of consensus
(Ding, Maibach, Zhao, Roser-Renouf, & Leiserowitz, 2011;
Lewandowsky, Gignac, & Vaughan, 2013). Research on cog-
nitive factors frequently focuses on dispositional traits, such
as cognitive style (e.g., whether people tend to process infor-
mation reflectively or intuitively, Gervais, 2015; Pennycook,
Fugelsang, & Koehler, 2015; Ståhl & van Prooijen, 2018);
and delusional or conspiracist ideation (Jolley & Douglas,
2014; Lobato, Mendoza, Sims, & Chin, 2014; Prike, Arnold,
& Williamson, 2018). These dispositions correlate with sci-
ence denial (Bronstein, Pennycook, Bear, Rand, & Can-
non, 2019; Gervais, 2015; Hartman, Dieckmann, Sprenger,
Stastny, & DeMarree, 2017; McPhetres & Pennycook, 2019),
and they are relatively stable (Peters, Joseph, Day, & Garety,
2004; Stagnaro, Pennycook, & Rand, 2018).

Though both social and cognitive factors likely contribute
to science denial, we propose that a proper cognitive expla-
nation will benefit from a shift in focus. We will argue that
the commonly studied dispositional traits are not enough to
explain science denial. Rather, as science denial involves
false beliefs that are resistant to disconfirming evidence, a
proper cognitive explanation must also incorporate the con-
crete mechanisms whereby information is gathered and pro-
cessed to form beliefs. We then provide empirical evidence
that this approach has the potential to throw new light on the
cognitive underpinnings of science denial.

Traits vs. mechanisms in false belief formation
The core issue is that commonly studied dispositional traits
are too far removed from actual beliefs to be full explanations
of science denial. This distance between traits and beliefs is
due to the fact that belief formation is a multi-stage process
which includes hypothesis generation, data gathering, and hy-
pothesis evaluation in light of the data. The false beliefs in-
volved in science denial are just the final outcome of these
various inferential steps.

A focus on traits leaves gaps in understanding how the false
beliefs are formed. One gap is that a particular false belief
could be due to inferential errors in various stages in the be-
lief formation process: A false belief could arise due to some-
one being biased in the range of hypotheses they consider, or
not collecting enough data, or underweighting evidence that
disconfirms their hypotheses. Another gap is that cognitive
traits — as commonly studied — do not diagnose just where
in this belief formation process an error has occurred1.

To illustrate this, compare a task measuring cognitive style
with one that affords more fine-grained measurement of the
specific mechanisms of belief formation — the inferential
steps that explain how the belief was formed.

The Cognitive Reflection Test (CRT, Frederick, 2005) in-
cludes questions such as ‘A bat and a ball cost $1.10 in to-
tal. The bat costs $1.00 more than the ball. How much does
the ball cost?’ Commonly, respondents form the belief that
the ball costs 10 cents, but this is incorrect: The ball costs 5
cents. The task indexes people’s tendency to rely on an intu-

1We do not claim that traits cannot in principle predict specific
missteps in belief formation. Just that, as things stand, the matter is
underdetermined for dispositional traits like cognitive style or delu-
sional ideation.
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itive or non-reflective processing style, and the implication —
if this is meant to help explain science denial — is that non-
reflective processing is associated with a higher incidence of
false beliefs2.

There are presumably several inferential steps going on in
the mind of someone tackling this problem but only the final
answer is recorded: a guess about the number of cents. In
contrast, these steps are made explicit in other tasks involving
complex, open-ended problem solving. One such example is
the 2-4-6 task (Wason, 1960). The aim in this task is to guess
a specific rule that generates triplets of numbers. At the start,
participants are told the rule generates the triplet 2-4-6. They
are also told that they can propose additional triplets to test,
and that they will be given feedback on whether or not those
triplets match the generating rule. When they think they have
done enough tests, they have one chance to announce their
guess at the rule.

Commonly, participants start by proposing triplets such as
6-8-10. It turns out that 6-8-10 matches the rule, so they
get positive feedback. However, most people ultimately fail
at the task, because the generating rule is ‘increasing num-
bers’, whereas most people guess ‘sequential even numbers’
or ‘multiples of 2’. Getting positive feedback on triplets such
as 6-8-10 does not confirm the hypothesis ‘even numbers’, as
positive feedback on such a test can be consistent with mul-
tiple hypotheses. Triplets such as 3-5-7 would get positive
feedback, disconfirming the ‘even numbers’ hypothesis, yet
few people propose such triplets. Triplets such as 6-4-2 would
get negative feedback, narrowing the scope of the hypothesis,
but even fewer people propose such triplets.

As with the CRT, participants may be tempted to go with
their initial intuitive guess. However, in addition to the cor-
rectness of this guess — their belief about the rules govern-
ing the world of the problem — the 2-4-6 task affords mea-
surement of multiple aspects of the problem-solving process,
such as how many test triplets participants propose before an-
nouncing their guess. Further, as feedback to the test triplets
can be positive or negative, we can measure not only how
much evidence participants gather, but what kind. We can
also measure their initial confidence (after learning that 2-4-6
matches the rule), as well as their confidence after each piece
of feedback.

Finally, the 2-4-6 task is a full-information task: all the
evidence for or against a specific hypothesis is available to
anyone who wants it: They just have to think to ask for it.
This is a useful feature, because one puzzling aspect of sci-
ence denial is how people form false beliefs when there is am-
ple empirical evidence supporting the scientific claims (Sulik,
Efferson, & McKay, 2021).

2There is some debate on just what it is that this task indexes
(McPhetres, 2018). Further, some people manage to form a cor-
rect answer intuitively (i.e., without having to engage reflective pro-
cessing to suppress an incorrect intuition, Bago & De Neys, 2019).
However, neither objection undermines our claims about the incom-
pleteness of explanations of science denial based on cognitive traits.

Aims and overview of study
Our proposal is that, in addition to measuring traits such as
cognitive style, researchers wanting to understand the cogni-
tive aspects of science denial should also measure and analyze
the specific mechanisms involved in belief updating: the in-
ferential steps such as hypothesis generation, data gathering
and hypothesis evaluation that shed light on how the false be-
lief arises. We use the 2-4-6 task here as a proof of concept,
but any multi-stage problem-solving task that has such steps
might serve for future research. Using such a task will not
only improve understanding of how dispositional traits are
associated with the specific mechanisms of false belief for-
mation, but also the specific ways in which these mechanisms
are associated with false beliefs, even when disconfirmatory
evidence is available.

In this study, we have participants complete the 2-4-6 task
and a measure of cognitive style. They also respond to ques-
tions about science beliefs and political ideology, as this is
a core social factor, and as our aim is not to rule out social
factors, but rather to refine cognitive explanations.

We hypothesize, not only that overall failure to solve the
2-4-6 task will be associated with higher levels of science
denial, but also that data gathering and hypothesis evaluating
strategies measured during the 2-4-6 task will be associated
with science denial. Finally, we hypothesize that they will
predict unique variance in science denial, not accounted for
by cognitive style or by political ideology.

Methods
Participants
We recruited participants in several stages as part of a larger
project on science denial. Two of those stages are relevant to
the tasks described here, and 415 participants did both those
stages, though 51 of these failed attention checks, and 58 did
not answer all questions, leaving 306 responses to be ana-
lyzed. Participants were recruited via Amazon’s Mechan-
ical Turk (MTurk) service, with participation managed by
Turkprime (Litman, Robinson, & Abberbock, 2017). Partici-
pation was limited to those with IP addresses in the USA and
over 95% approval rating on MTurk. Remuneration for both
stages totaled $5.00. Participants provided informed consent
at the beginning of each stage. The study passed the Psychol-
ogy Department internal ethics procedure at Royal Holloway,
University of London.

Procedure
In Stage 1, participants answered four multiple-choice ques-
tions (response options: true/false/don’t know) on common
topics of science denial: climate change, genetic modifica-
tion of foods, vaccinations, and evolution. The science-denial
score is the proportion of responses to these four questions
where the participant’s belief contradicted scientific consen-
sus. To avoid revealing our interest in science denial, these
were interspersed with general science knowledge questions
(National Science Board, 2018; Shtulman & Valcarcel, 2012).
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We also presented participants with a 7-item version of the
CRT, combining a 3-item scale (Shenhav, Rand, & Greene,
2012) and a 4-item scale (Thomson & Oppenheimer, 2016).
The analytic style score is the proportion of correct responses
to these seven items.

In Stage 2, participants did the 2-4-6 task (Wason, 1960).
They were given detailed instructions about the aim of the
task (to guess a number-generating rule that we, the experi-
menters, were thinking of). Instructions included an exam-
ple rule along with triplets that matched and didn’t match the
example rule (which was different from the ‘increasing num-
bers’ rule in the actual trial). Participants were also given an
explanation of what they would do at each stage of the task:
either decide if they were ready to guess — which they only
had one chance at — or propose another test, in which case
they would get feedback and rate how confident they were
that they knew the rule. They also provided confidence rat-
ings at the start, just after being given the initial 2-4-6 triplet.
Confidence ratings were on a scale from 0 to 100%, with
100% representing absolute certainty. Variables derived from
this task include:

1. ‘2-4-6 success’: whether the participant ultimately guessed
the rule correctly;

2. ‘positive/negative tests’: how many test triplets partici-
pants proposed, and whether these received positive or neg-
ative feedback3;

3. ‘initial confidence’: participants’ confidence (in whether
they knew the rule) at the start of the task when they were
told that triplet 2-4-6 matches the rule;

4. ‘final confidence’: participants’ confidence at the point
when they decided they had done enough tests, and were
ready to guess the rule

As the 2nd–4th of these variables track the process of belief
formation, we call them ‘process variables’ below.

Participants were also asked to rate their political ideology
on a 7-point scale ranging from ‘Very liberal’ to ‘Very con-
servative’.

Results
Descriptive overview & replication of previous
findings
Table 1 summarizes the main variables on their original
scales. Participants, on average, disagreed with scientific con-
sensus on 31% of the science denial items. On average, they
got 71% of the CRT questions correct, but only 7% of partici-
pants successfully solved the 2-4-6 problem, so the 2-4-6 is a
more complex task. However, one of the virtues of the 2-4-6
task is that the low solution rate does not limit its usefulness

3This is not the same as whether participants were trying to con-
firm or disconfirm their hypotheses. That would require asking about
their expectations, which we did not do here, though this is a useful
avenue for further research.

in analysis, because it affords measurement of variables other
than success. These variables explain why success was low,
and ultimately, the aim is to see if any of them are also asso-
ciated with science denial.

For instance, participants proposed just 1.97 tests on aver-
age before deciding they were ready to guess the rule. Most
of these were positive tests (on average, participants proposed
1.66 positive tests; and just 0.31 negative tests). The low
number of tests is consistent with findings that people have
a general tendency to jump to conclusions (Furl & Averbeck,
2011; Ross, McKay, Coltheart, & Langdon, 2015), and the
high proportion of positive tests is consistent with a general
confirmation bias (Blanco, Barberia, & Matute, 2015; Jones
& Sugden, 2001).

Consistent with previous findings that MTurk participants
skew liberal (Berinsky, Huber, & Lenz, 2012), the average
ideology rating was 2.27 (on a scale from 0-6, so this average
lay between 2=‘slightly liberal’ and 3=‘neutral’).

Table 1: Descriptive overview of scores.

Variable Mean Bootstrapped
95% CIs

science denial 0.31 [0.28, 0.34]
analytic style 0.71 [0.67, 0.73]
2-4-6 success 0.07 [0.04, 0.09]
positive tests proposed 1.66 [1.53, 1.94]
negative tests proposed 0.31 [0.24, 0.42]
initial confidence 0.65 [0.61, 0.68]
final confidence 0.88 [0.86, 0.9]
ideology 2.26 [2.08, 2.45]

All numeric variables were standardized for the following
analyses.

First, we checked that our data replicate previous findings
that science denial is predicted both by social factors and
by cognitive traits. We regressed denial on political ideol-
ogy and analytic style. Both effects were significant (analytic
style: β=−0.11, t =−2.081, p= .038; ideology: β= 0.454,
t = 8.549, p < .001; model adjusted R2 = .22). More analytic
people displayed less science denial, more conservative peo-
ple displayed more.

Is science denial predicted by mechanisms of belief
formation during problem solving?
When 2-4-6 success was added to the above model, ideol-
ogy remained a significant predictor (β = 0.452, t = 8.518,
p < .001), analytic style became borderline (β = −0.104,
t =−1.964, p = .05) and the effect of 2-4-6 success was not
significant (β = −0.058, t = −1.138, p = .256; model ad-
justed R2 = .22). However, the point of introducing the 2-4-6
task was that it affords measurement, not just of ultimate suc-
cess vs. failure, but also of mechanistic aspects of the belief
updating process.
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Thus, we regressed science denial on ideology and analytic
style, as previously, but added the four ‘process variables’ —
variables that tap performance during the process of belief
formation — which include the number of positive-feedback
tests and negative-feedback tests proposed, as well as the par-
ticipants’ initial and final confidence. Science denial was still
predicted by ideology (β = 0.468, t = 8.835, p < 0.001),
but the effect of analytic style dropped out (β = −0.099,
t = −1.868, p = .062). In addition, one process variable —
the number of tests proposed that received positive feedback
— was a significant predictor of science denial (β = 0.142,
t = 2.746, p = .006). Proposing positive tests may seem as
though it provides extra support for one’s hypothesis, but as
tests consistent with the commonest wrong hypotheses (e.g.,
‘increasing even numbers’; ‘increasing multiples of 2’) are
also consistent with the true hypothesis (‘increasing num-
bers’), this data-gathering strategy is misleading and likely
to yield false beliefs. Indeed, the point is that this aspect of
the belief formation process helps explain why people end up
with false beliefs.

The other process variables were not significant predictors
of science denial (negative-feedback tests β = −0.119, t =
−1.827, p = .069; initial confidence: β = 0.017, t = 0.286,
p = .775; final confidence β =−0.08, t =−1.435, p = .152;
model adjusted R2 = .24). This model with process variables
(AIC = 797.24) represents an improvement on the initial
model with just ideology and analytic style (AIC = 800.21,
∆AIC = 2.97).

Do such mechanisms go beyond dispositional traits
in explaining science denial?
The CRT is quicker and easier to administer than the 2-4-6
task, so if the latter adds little to our understanding of science
denial, it may still be worth focusing on the former. That
might be the case if, for instance, analytic style predicts the
same specific belief-updating mechanisms that in turn predict
science denial. To see whether the process variables related
to analytic style are also related to science denial, we con-
ducted a path analysis comprising simultaneous regressions
as shown in Fig. 1.

Given the large number of paths in Fig. 1, let us high-
light the salient points. The only process variable predicted
by analytic style is participants’ final confidence (β = 0.116,
z = 2.047, p = 0.041). However, final confidence does not
significantly predict science denial (β =−0.078, z =−1.581,
p = 0.114). Analytic style does not significantly predict the
number of positive tests proposed (β = 0.013, z = 0.220, p =
0.826), though this is the process variable that significantly
predicted science denial (β = 0.162, z = 3.249, p = 0.001).
Thus, there is a disjunction between the process variables re-
lated to analytic style and the process variables related to sci-
ence denial, so continuing to focus on instruments such as the
CRT will not yield the same understanding as a more process-
based or mechanistic approach.

Most of the process variables significantly predict 2-4-6
success (positive tests: β = 0.183, z = 3.609, p < 0.001; neg-

ative tests: β = 0.411, z = 8.114, p < 0.001; initial confi-
dence: β =−0.126, z =−2.499, p = 0.012). This highlights
how false beliefs can be explained by multiple mechanisms,
whereas errors in single-response tasks like the CRT are un-
derdetermined. The effect of ideology is consistent with the
above models (β = 0.45, z = 9.049, p < 0.001).

Discussion
Two factors are important for understanding science denial:
social information and individual cognition. Previous re-
search on the latter aspect has tended to focus on dispositional
traits, such as cognitive style or tendencies towards conspir-
acist or delusional ideation. We have argued that this leaves
an explanatory gap: specific missteps in the belief-formation
process are underdetermined by dispositions or traits as gen-
eral as these, and a false belief may be due to various such
missteps. For instance, the same false belief could be due to
overconfidence, or due to biases in data gathering. It is useful
to know which particular belief-formation mechanisms are
associated with science denial, and this question is not ade-
quately addressed by the current focus on dispositional traits.

We have shown that one such mechanism, a tendency to
do more positive tests, significantly predicts science denial.
However, a more important result for theory-development re-
garding science denial is that the role of this mechanism does
not reduce to an effect of cognitive style. This is what we
meant when we said that the specific mechanisms of false
belief formation in the context of science denial are underde-
termined by a focus on dispositional traits.

For the sake of brevity, given the scope of this paper, we
have focused on a single dispositional variable (analytic cog-
nitive style), a single example of complex problem solving
with various measurable subparts (the 2-4-6 task), and a sin-
gle social factor (political ideology). Thus, we consider these
results to be more of a proof-of-concept, motivating the pro-
posal that a promising direction for future work on cognition
and science denial will be to study how people go about form-
ing beliefs or solving problems, rather than just measuring the
outcome belief or success at the problem.

It is true that some previous research has focused on spe-
cific belief-formation mechanisms (e.g., Prike et al., 2018;
Sulik et al., 2021; Sulik, Ross, & McKay, 2020; Wagner-
Egger, Delouvée, Gauvrit, & Dieguez, 2018), but a benefit
of the 2-4-6 task, relative to these studies, is that it combines
multiple such mechanisms in a single task that is complex
and open-ended. It is, effectively, like doing science, in as
far as it involves generating hypotheses, gathering data, and
testing the hypotheses. This parallel between science and the
2-4-6 task has been described as dual search through both a
hypothesis space and an experiment space (Klahr & Dunbar,
1988), and it is one reason we have focused on this task for
our proof-of-concept.

One puzzling aspect of science denial is that we all inhabit
the same objective reality, and yet still arrive at incompatible
beliefs about that reality. In the 2-4-6 task, the relevant infor-
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Figure 1: Path analysis with paths from analytic style to specific process variables in the 2-4-6 task, and from all variables to
science denial. Path annotations are standardized regression coefficients, with significant paths in black (*p< 0.05, **p< 0.01,
***p < 0.001).

mation for solving the task is available to participants: They
can propose whatever kind of (and as many) tests as they
wish, and they always receive veridical feedback. And yet,
because they gather and process information suboptimally,
they can arrive at demonstrably false beliefs about the same
underlying phenomenon (here, a number-generating rule).

We intend this as a complement to, rather than a replace-
ment for, approaches focused on dispositional traits. For in-
stance, it is quite plausible that a larger sample size would
have revealed a significant effect of analytic style on sci-
ence denial, but even then, this would not undermine the
finding that analytic style does not predict the same process
variables that predict science denial. We also acknowledge
that socio-cognitive factors (such as social-dominance orien-
tation, Jylhä, Cantal, Akrami, & Milfont, 2016) are important,
but as such factors do not directly speak to the question of
belief-formation mechanisms, they are somewhat orthogonal
to our aim.

Future work would benefit from more nuanced quantifi-
cation or categorization of data-gathering and hypothesis-
testing strategies than we have described here. For instance,
we have not discussed moves in experiment space (such that
proposing 4-6-8 followed by 6-8-10 is a smaller move in ex-
periment space than proposing 4-6-8 followed by 9-11-13).
One thing that determines the rationality of such moves is the
sparsity of the hypothesis space (Navarro & Perfors, 2011),
and as we only included one such task, we did not manipulate
this sparsity. We also did not ask participants for their lead-
ing hypothesis at each stage, or their prediction for whether
the next piece of feedback would be positive or negative (cf.
Gorman, Stafford, & Gorman, 1987). It would be useful to
develop a task that has the useful features described above,
but that tracks expectations about evidence better, varies in

difficulty, is less math-focused, or is more engaging. Finally,
and more speculatively, it would be interesting to learn if ma-
nipulations that improve performance at the 2-4-6 task, such
as setting up contrast classes (Gale & Ball, 2012) or conflict-
ing perspectives (Lien & Lin, 2011), can be leveraged to im-
prove public understanding of science.
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