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ABSTRACT OF THE DISSERTATION

Profiling, Modeling and Classifying On-Line Users’ Behavior
by
Tai Ching Li

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, September 2017
Prof. Michalis Faloutsos, Chairperson

The online behavior of users is generating an unprecedented wealth of information, which
is implicitly public. First, the amount of information is increasing because users spend
more time and engage more through posts, comments etc. Second, the users volunteer the
information from the most part, but what is less obvious is that the ability to quickly collect,
aggregate and analyze that information can provide very involved information about the
user. Individual piece of information is harmless, but once combined with others could lead
to revelations that the user has not imagined.

The focus of our research could be captured in the following question: how much
user-specific information can be extracted from users online behavior? We study this prob-
lem in two different domains. First, we examine commenting platforms, and examine how
much information about users can be extracted from their posts. Commenting platforms
are companies that facilitate the backend management of comments for a wide range of
websites. Second, we study the third-party tracking which is an Internet-wide privacy issue

that happen across multiple domains/websites. Third-party tracking described the phe-
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nomenon when the web-browsing behavior of the user is revealed and collected by websites
that the user has not explicitly visited.

Our contribution of this dissertation is focusing on (a) understanding how much
user information can be extracted from commenting platforms, and (b) quantifying the
extent of the third-party tracking. First, we develop a systematic way to profile users
based on their commenting behavior. Our goal is to identify a small set of features that
can profile users and reveal fundamental patterns and anomalies. Second, we propose
a systematic method to detect and classify antisocial behavior in commenting platforms.
We use the term antisocial behavior to describe activities like trolling, spamming, fanatic
posting etc. The focus here is in developing a comprehensive and interpretable way to define
and detect antisocial behaviors. Last, we quantify the extent of third-party tracking and
develop a user-implementable counter-measure. We find that third-party tracking is much

more pervasive than one could imagine and this could pose a threat to one’s privacy.
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Chapter 1

Introduction

Internet has become an integral part of our life, varieties of services (email, social
networks and shopping) can be accessed anytime, anywhere from all kind of devices today.
In the mean time, users interact with the Internet, information is created and then dis-
eeminated and retained in the network. This information could be in the form of content
provided voluntarily from users, such as Facebook posts, Tweets and comments toward
news articles, or in the more salient form of a behavior trace, like one’s browsing history.
Considering the time a modern human spends on the Internet, one cas expect that the this
online information, when aggregated, can reveal singificant information about the person
including, habits, political preferences, gender, personality and location.

The overachieving problem of the dissertation is: how much user-specific informa-
tion can be extracted from the online users behavior? We study this problem in two different
domains, “commenting platforms” and “third-party tracker”. First, we study commenting

platforms, and examine how much information about users can be extracted from their



comments. Commenting platforms is a web service provided by third party companies to
news websites typically, in order to facilitate the backend management of comments for a
wide range of websites. Such platforms include Disqus [30], LiveFyre [45], and IntenseDe-
bate [27]. Second, we study the third-party tracking which is an internet-wide privacy issue
that happen across multiple domains/websites/browsers. Third-party tracking described
the phenomenon when the web-browsing behavior of the user is revealed and collected by
websites that the user has not explicitly visited.

The underlying motivation for this work is the potential privacy exposure that
users have. Each piece of user-specific information extracted form their behavior is little
but combining them together results in an uncovering of personal information. The most
worrisome thing is that users actually “enjoy” such a situation when these information are
used to provide user-targeted content. For example, buying a plane ticket to New York
will make all advertisement from Google become “Booking your hotel in NYC!”. The price
of the convenience is exposing one’s privacy to third-party. This leads to the following
question: how much information can we extract from this online information and what can
this tell us about the user?

In this dissertation, we present three pieces of work that are aimed toward an-
swering the above grand question. In Chapter 2 and 3, we study users behavior from their
commenting activities and use it to develop user profiles, inlcuding the detection of mali-
cious users. In Chapter 4, we examine the extend of third-party tracking and we quantify
that extent of exposure that a user’s browsing history to third-party websites.

As our first contribution, we develop a profiling framework that we call Com-



mentProfiler (presented in Chapter 2). Our goal is to understandg users behavior on
commenting platform and identify key features that best describe the behavior pattern.
To conduct our study, we crawl users’ data from DSIQUS, which is arguably the largest
commenting platforms. The data include 1 million users and 19 millions comments span-
ning Nov-2007 to Jan-2015. We claim three main contributions in this work: (a) we study
users behavior from 3 different dimensions includes engagement properties (user-article in-
teraction), social properties (user-user interaction) and users’ temporal properties, (b) we
identify the key features of users’ behavior of each dimensions and propose a visualization
profile, and (c) we identify parasitic behaviors on the commenting platform and show that
our profiles are able to recognize it.

These parasitic behaviors include collusion, spamming/trolling and chat-room us-
age: (a) We find two large cliques of sizes 29 and 34 with unusual social behavior that
suggests collusion, users in each cluster are collaborating on more than 100 different articles
with high intensity, (b) 38 users exhibit spamming or trolling behavior with a hit-n-away
commenting pattern on all articles they participate and (c) 24 users use Disqus as a chat-
room on 19 different websites.

As our second contribution, we develop an approach that we call TrollSpot (de-
tailed in Chapter 3), which extends the work in CommertProfiler. In this work, we focus
on developing a systematic approach to classify user behaviors leveraging our previous study.
In more detail, the goal is to detect and classify misbehaving users in commenting platforms.
The term misbehaving is used to describe activities like trolling, spamming, fanatic posting

etc. We highlight our contributions in TrollSpot the following points below.



First, we develop two approaches to classify users behavior: (a) feature-based,
and (b) behavior-based classifier. Both provide accurate result of identifying misbehaving
users with a baseline of 80% precision and 79% recall. The behavior-based classifier uses
a two-stage classification mapping features into behavior and then behaviors to the result.
With a light trade-off of accuracy, this classifier provides a highly interpretable result.

Second, we use our classifiers to provide a fine-grained malicious role classification.
We separate misbehaving users into three categories, trolls, spammers and fanatics. We
show that our classifier can identify the difference between their behavior with an overall
accuracy of 73.3%. To the best of our knowledge, this is the first work focus on classifying
the role of malicious users on the commenting platforms in such a level of granularity.

The last contribution is that we use TrollSpot to study the existence of misbehaving
users in 4 news media (ABC News, CNBC News, Bloomberg Vies and a DISQUS channel).
We find a total 1,378 (0.86%) users are labeled as misbehaving includes 866 trolls, 165
spammers and 597 fanatics. CNBC has the most misbehaving users with 1,167 (1.48%)
labeled, comparing to ABC News having 717 (0.56%) labeled and Bloomberg Views, finance-
oriented news media, has only 131 (0.39%) of users labeled as misbehaving.

As our third contribution, we develop an approach to determine third-party track-
ing, which we call TrackAdvisor (presented in Chapter 4). In this work, we study the
third-party tracking which is a phenomenon addressing users browsing history collected by
third-party websites without informing users. The collected information will be re-built and
complete a list of URL reflecting users interest and other personal information. We have

three contribution in this work: we (a) develop a supervised classifier which can identify



HTTP request sent to a third-party tracker, (b) propose counter measures against third-
party trackers, and (c) quantify the extend of third-party tracker on the Internet.

To maintain a better flow in the document and avoid duplication, we provide an
overview of prior literature in the first section of each chapter, and a more extended section

at the end of each chapter.



Chapter 2

CommentProfiler: Detecting
trends and parasitic behaviors in

on-line comments

Online commenting on articles has evolved into a highly-social, popular, and in-
teractive activity over the last 10 years. Two interesting phenomena have contributed to
the emergence of this phenomenon. First, there are a few companies that facilitate the
backend management of comments for a wide range of websites. We use the term com-
menting platform to refer to such platforms, which include Disqus [30], LiveFyre [45],
and IntenseDebate [27]. Second, many users exhibit intense commenting activity, such as
spending many hours daily leaving comments. As a result of these two phenomena, one can
obtain a comprehensive view of the commenting behavior of people across a large number

of sites since all the user information is housed in one place. These platforms are becom-



ing more and more like social networks, since users can “follow”

other users, and often
comments are addressed to other users (e.g. “Hello john123! Long time no see.”).

We begin by providing some terms and definitions. A user is defined by a plat-
form account, which enables her to leave comments to articles on a website that uses the
commenting platform. A user may leave more than one comment for an article, which leads
us to define the engagement of a user for that article. An engagement has a time dura-
tion and intensity in terms of number of comments, with both metrics being an indirect
indication of the user’s interest in that article or topic in general.

Due to the lack of a better term, when two users comment on the same article,
we say that they collaborate and we use the term collaboration to describe this joint
activity. Users can leave comments for an article or respond to a previous comment, but
we do not distinguish between these two types of comments in this work, despite some
initial exploration. We use the term collaboration intensity to refer to the number of
articles for which two users collaborate, with the intention of capturing the extent of the
collaboration between users.

The overarching question in this chapter is how we can detect unusual and parasitic
users in these commenting platform. We want to identify patterns and anomalies focusing
mostly on the behaviors of the users. In fact, we use the content of the posts very lightly or as
a validation of suspicious activity. Specifically, the input to the problem is the commenting
information of the users. This includes: the author of the comment, the time it was posted,
and information on the article it was posted for. The goal is to determine patterns of

behavior, per user, and per user-article pair and then identify and explain surprising and



anomalous phenomena.

Beyond the pure scientific curiosity, the motivation of our work is the protection
of the commenting platforms from abuse. Such protection is important for ensuring that
these platforms serve their primary purpose, which is the honest exchange of opinions among
readers. We want to empower commenting platforms with techniques and tools to identify
parasitic behaviors. The goal is to shield users from malicious actors, who could try to push
their opinions and agendas, and use it as a mechanism to bias the public opinion, and even
intimidate and propagate hostility and hate in society. For example, an organized group
could systematically and aggressively attack a product, an idea, a person, or an institution.

To the best of our knowledge, commenting platforms have attracted very little
attention so far. By contrast, most social media studies focus on analyzing the posts of
Online Social Networks (OSNs) like Facebook, Twitter and blogs. We group prior work
into three broad areas: (a) inferring the geographic location of users based usually on
the textual content; (b) detecting spam, abusive behaviors and malware in OSNs; and
(c) inferring users’ psychological state and personality traits. We will discuss more about
related work in § 2.4.

In this chapter, we conduct an extensive study to identify patterns and anomalies
among users. We collect our data by “crawling” Disqus, arguably the largest commenting
platform today. In our effort to develop a systematic approach to behavior profiling, we
identify three dimensions in the user behavior: (a) social interaction or user-user interaction,
(b) engagement or user-article interaction, and (c) temporal features of the user behavior.

Our work focuses on two thrusts: (a) we identify patterns and common behaviors, and



(b) we identify surprising behaviors. Crawling Disqus, we collect 19 million comments
between Nov-2007 to Jan-2015, and study 109K unique user accounts who have more than
10 comments. We summarize our key results below.

a. Identifying behavioral patterns. We study the behavior of users along the
aforementioned three dimensions, and we make the following observations.

i) Social behavior: We find that users have many ephemeral collaborations, but
very few intense collaborations: 82% of users have more than 10 collaborators, but, 99%
of these pair-wise collaborations have an intensity lower than 13, while we find only 0.03%
collaborations with intensity larger than 100.

ii) User-article engagement: The engagement of users per article exhibit a
skewed distribution with most engagements being short lived, and with few exceptionally
long ones. Specifically, we find that 78.9% of engagements last less than ten minutes, while
4.2% engagements last more than one day and 0.54% of the engagements last more than
one month.

iii) Temporal behavior. Going beyond the expected periodic behaviors, we
focus on the downtime (think night-time) in the users’ daily behavior and identify three
major groups with 3, 9, 15 hours a day of engagement time. In other words, we observe
users that spend 15 hours a day writing comments, which is very suspicious and could be
helpful in detecting anomalous behaviors.

As expected, we also observe that most behaviors are highly variable and can be
described with skewed statistical distributions. We also observed the skewed distribution of

the behavior, the further investigation shows that the number of comments per: (a) user,



(b) article, and (c) website follow the (a) truncated power law, (b) log-normal, and (c)
power law distributions respectively. For example, We find that 0.8% of users have more
than 500 comments (average is 22), 2.9% of the articles have more than 500 comments
(average is 91).

b. Identifying surprising behaviors. We identify abnormal behaviors and
potentially malicious users by leveraging our metrics and observations. Our goal is showing:
(a) our metrics are informative, and (b) some very surprising behaviors indeed exist.

i) Collusion: We find two large cliques of sizes 29 and 34 with unusual social
behavior that suggests collusion: all clique members collaborate with each other with collab-
oration intensity of 100+ articles, and we also find that they support each other’s opinions.

ii) Spamming and Trolling: We find 38 users that exhibit trolling and spam-
ming behavior. Their engagement behavior and temporal patterns are unusual: their en-
gagement intensity is very low, mostly one comment per article, and they do not show the
periodic and predictable temporal pattern.

iii) Chatroom use: We find 24 users on 19 different websites where Disqus is
used as a chat room, anchored by a fake empty article. We identify these chatrooms by
finding the chatroom users, who are characterized by unusually intense engagements: more
than 500 comments and engagement durations that exceed one month.

This chapter demonstrates the richness of information and interesting user behav-
iors that can be found in these much-less-studied online platforms, and we will fully explore

it in the next chapter.
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2.1 Basic Statistics and Data

Disqus is arguably the most widespread commenting platform as it reached one
billion unique visitors a month and about roughly two and a half million site installs by
May 2013 [29]. There are two main reasons for the success of commenting platform. First,
it enables users to comment on multiple sites with a single sign-in, thus eliminating the
need for multiple registration, passwords and logins. Second, the host website does not
have to develop and manage its own commenting infrastructure, which save both resources
and bandwidth.

Disqus Data Collection: We explain how we collect data from Disqus. Disqus
exposes its database to its clients (the blogs and news services) through an Application
Programming Interface, or APIL. In fact, if a user ID associated with a user profile is
known, anyone can retrieve every comment that this user has made on any website that

uses Disqus. Furthermore, the following pieces of information are also available:

e The timestamp of the comment (in UTC), and any URL of attached media (video or

image).

e Basic metadata about the article which includes: (a) the title of the article, and (b)

the URL of the article.

As mentioned above, we only need a set of user ID to retrieve all their comments
from the user. The user ID happens to be number, which seems to correspond to the order
with which the person joined Disqus. We decided to focus on ID ¢ within 1,000,000 < ¢ <

1,999,999. This seemed to be the more densely populated range compared to the zero to

11



1M range of IDs that we tried initially. Given the throttling mechanisms of the site, it took
us roughly three months to retrieve comments from every user in that range. We collected
19M comments spanning Nov-2007 to Jan-2015.

Our User-centric data set: Dcomm- 10 create meaningful user profile, we need
them to have non-trivial posting behavior. Thus, for this kind of analysis, we filter out users
with fewer than 10 comments each. The dataset has 109,564 users, 19,121,250 comments,
3,474,360 articles and 91,878 forums as defined by Disqus. Disqus uses the term forum to
indicate a website that provides articles, and we adopt their definition of a website in our
work. For the rest of this chapter, the term forum and website are used interchangeably.

The daily behavior dataset: DtCornrn' To study the daily pattern of users, we
create a new data set, Deomm. For each user, we identify their 90-day window that has
the maximum number of comments. We select users that have more than 100 comments in
the window, and this leads to 26,009 unique users. The starting day of that window varies
among users. This was necessary as some users are active for a while and then disappear
for a long-time or forever. For each user, we aggregate their comments from that 90-day
interval per hour of the day. These bins form a time series for each user as the one shown
later in Figure 2.6(c).

Distributions of the number of comments. We model the relationships be-

tween the number of comments and each of the following entities:
1. User

2. Website

12
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Figure 2.1: Modeling the relationship between the number of comments and (a) commenters,
(b) article and (c) website

3. Article

During preliminary inspection on Figure 2.1, we observed that the three aforemen-
tioned relationships seem to follow some power law with different variations at the tails. We

present our investigation in the context below and show how well each of the relationships

fit with each of the following target distributions:

1. Power law
2. Exponential

3. Log-Normal

Truncated power law, which has the power laws scaling behavior over some range but

is truncated by an exponentially bounded tail. This distribution is expressed by the

13



equation:

We use the data in Dcomm to model the number of comments and the tool that we
use to model the Disqus data is called powerlaw, a module written for the Python language
by Alstott et. al. [15], which in turn was built upon the findings of [23,42].

Alstott et. al. stated in [15] that the question of “how well the data fits the power
law” is frequently less important and relevant than whether “there exists a distribution that
better describes the data”. We follow their advice here and instead of trying to fit our data
against only the power law distribution, we try to find one distribution among four (power
law, exponential, log-normal, truncated power law) that fits the data best. Towards this
end, we leverage the function distribution_compare of the powerlaw module to study how

well the data we have fits against each of the following pairs :

1. (Power law, Exponential)

2. (Power law, Log-Normal)

3. (Power law, Truncated power law)

Invoking the function distribution_compare (which is the method Alstott et.
al. recommended to find the best-fit distributions among several) on each pairs yields a
Log-likelihood ratio (R) and a corresponding significance (p). If R is positive, the data
fits the first distribution in the pair better than it does the second and vice versa if R is
negative. The large the absolute value of R is, the better the fit. In Table 2.1, we show

the R and p values yielded by comparing how well the data fits the power law distribution

14



Comments per | Exponential = Log-Normal Truncated power law
R P R D R P
User 119.24 0.00 | -30.56 0.00 | -44.04 0.00
Website 6.13 0.00 | -2.25 0.02 | -1.17 0.01
Article 39.95 0.00 | -24.26 0.00 | -15.08 0.00

Table 2.1: Power Law fit versus (a) Exponential fit, (b) Log-Normal fit, and (c¢) Truncated
power law fit. The R value in bold indicates which distribution provides the best fit.

versus each of the other three aforementioned distributions. As we can see from the table,

it is very clear that:

Comments per user. The truncated power law distribution describes the num-

ber of comments per user better than the power law distribution as we explain below:

1. Against the exponential distribution, R = 4+119.24, indicating that the data favors

power law more.

2. Against the log-normal distribution, R = —30.56, which means that the data favors

the log-normal distribution more than the power law one.

3. Against the truncated power law, R = —44.04, indicating that the data is even more

strongly supported by the truncated powerlaw distribution than the power law.

Indeed, Figure 2.1(a) does show that the exponential cut-off at the tail end of the

empirical data follows the downward bend of the truncated power law distribution. The

estimated values for the parameters are: o = 1.554665, A = 0.000152.

Comments per article. The number of comments per article seems to be best

15



fitted by the log-normal distribution, by the same reasoning of the R values and by the
closeness with which the empirical data follows the line representing the log-normal dis-
tribution in Figure 2.1(b). The estimated values for the parameters are: p = 2.050046,
o = 0.000051.

Comments per website. Describing the distribution of the number of comments
per website is somewhat less clear, as the low values of R and p seem to indicate that all
four distributions fit the data equally well. This is not uncommon, as Alstott et. al. [15]
also describe one such case. In our case, we opt to favor the power law distribution as the

simpler (fewer parameters) of the choices and has a value of @ = 1.7660 in our dataset.
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Figure 2.2: Distribution of articles and comments per website

A website-centric view. We take a website-centric point of view, and we show
the highly skewed distributions of the numbers of articles and comments per website in our
Dcomm dataset in Figure 2.2. We find that 80% (1.52 million) of all comments are found

on only 0.45% (116) websites and 80% of all articles (315K) belong to only 4 of websites.
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In Figure 2.2(a), we show the top five websites with the highest number of articles and in
Figure 2.2(b), we show the top five with the highest number of comments. It is interesting
to see that even though Newser has a larger number of commented articles than CNN, CNN
has more comments overall. In fact, the average number of comments on Newser article
is 27 compared to 670 for a CNN article, considering articles that appear in our dataset
meaning that they have at least one comment. CNN is the website with the highest number

of comments, receiving 12,000 comments a day on average.

2.2 Modeling user behavior

We study the behavior of users on Disqus to identify major patterns and develop
a frame of reference, which we leverage in detecting surprising behaviors in § 2.3.
2.2.1 The social properties of the user interactions

We model and study how users relate to each other in terms of commenting on
the same articles and use the term collaboration to capture this relationship as we defined

earlier. We define the Social Graph SG = (V| F) as an undirected weighted graph that:

1. V is the set of vertices and each vertex v € V is a user.

2. F is the set of edges, where the edge e;; between nodes v; and v; exists, if and only

if the users ¢ and j collaborated on at least one article.

3. The weight W (e;;) of the edge is the collaboration intensity (the number of articles

that ¢ and j have collaborated on).
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Figure 2.3: Social properties. (a) CDF of the node degrees and the edge weight distribu-
tions of the SGy graph. (b) The number of vertices, edges, cliques and triangles for various

SGy,. (c) Distribution of cliques and triangles of users in SG7. (d) A visual representation
of SGlo.

The SG graph is quite dense with 102,028 vertices, 87,667,686 edges, an average
degree of 1718.5 and a median degree of 130. We are interested in both the connectivity and
the weight distribution of the graph. Figure 2.3(a) shows that 95% of the edges have weights

lower than 10 and there are extreme cases: 19,018 edges (2.1%) have weights higher than
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128, 485 edges higher than 512, and 40 higher than 1024. The highest value of collaboration
intensity is 2,198 articles. Although 82% of users have no more than 10 collaborators in
SG, there are few intense collaborations as we show below.

Studying the collaboration intensity: the SG,, graph sequence. To focus
on highly collaborative user-pairs, we define a sequence of the subgraphs SG,, from SG by
filtering out edges with low collaboration intensity. A subgraph SG,, is a subset (V,, E,)
of (V,E) and E,, = {e;; € E | W(e;;) > 2"}. In other words, subgraph SG,, focus on edges
with higher collaboration intensity as n increases. It is easy to see that SGg and SG are
the same graph. Also, the lower n subgraphs include the higher n subgraphs: SGy C SG;
for k > 1.

Focusing on highly collaborative user pairs. We find that for n > 10, we
end up with the null graph, therefore SG1( represents the most collaborative pairs of nodes,
which is shown in Figure 2.3(d). The graph includes 33 users, 40 edges, 20 maximal cliques
(we always refer to maximal cliques in this work), and 8 connected components.

Finding indications of collusion. We can make several interesting observa-
tions by analyzing subgraph SGig. First, each connected component in SGpp seems to be
focusing on a particular website. Most of the jointly commented articles in each connected
component belong to particular site, which is different than that of the other components.
These sites are Newser, Foxnews, Milenio, RawStory, Fotbollskanalen, EscantonBlog, non-
amedufus.blogspot, and stfueverybody.tumblr.com (which recently was shut down by its
owner). Second, all the usernames of the users in the largest component of SG1g start with

the prefix newser-. This shows that the users registered in Disqus through a link from
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Newser, as this prefix is automatically given by Disqus. Looking more closely, we also find
that all of these users registered on the same day. In fact, two of these users have collab-
orated on 2,198 articles, which is the highest collaboration intensity, and their registration
times are only forty minutes apart. We continue the exploration of collusion in § 2.3.

Social density: studying the local connectivity. We study the local connec-
tivity of the nodes using the number of maximal cliques and triangles for which a node is
part of in a given SG,, graph.

In Figure 2.3(b), we show the total number of nodes, vertices, maximal cliques and
triangles for subgraphs SG,,, for 6 < n < 10. There are roughly three orders of magnitude
in the drop of the number of maximal cliques from SGg to SG7: there are more than 16
million in SGg and 11,546 maximal cliques in SG7. Thus, we select SG,, for n > 7 as good
places to look for social structure, since SGg is very large and dense. Note that finding
the maximal cliques in subgraphs with n < 5 was computational expensive due to the size
of these graphs. In addition, we are more interested in node pairs with high collaboration
intensity anyway. Recall that there are no collaboration edges in the graphs with n > 10.

Most users (82%) participate in less than 10 cliques in SG7. In Fig-
ure 2.3(c), we plot the Cumulative Distribution Function of cliques and triangles of user in
SG7. We see that only 18% of users have more than 10 cliques and there are 21 users that
participate in more than 5,773 cliques, which is 50% of total cliques in SG7. Note that the
distribution of cliques starts from 1, but the distribution of triangles from 0: a pair of users

each with a degree of one constitutes a trivial clique, but has zero triangles.
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2.2.2 User-article engagement properties

An engagement refers to the interaction of a user with a given article for which
she has left at least one comment. We consider two attributes for an engagement: (a)
engagement duration, which is the amount of time interval between the first and last
comments of the user, and (b) engagement intensity, which is the number of comments
that the user left for that article.

Figure 2.4 shows the skewed distribution of comments per engagement, which
seems to follow a powerlaw with high accuracy and a slope of 3.43. We observe that: a)
94% of the engagements contain fewer than 10 comments, b) only 0.2% of engagements
contain more than 50 comments, and c¢) there are 20 engagements with more than 1000
comments which is a surprisingly high number.

Duration and intensity of engagement are not correlated. Intuitively,
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Figure 2.5: Engagement properties (cont.). The heatmap of the engagement duration
versus intensity.

one would have expected that the duration and the number of comments per engagement
should be correlated, but we find that this is not the case. Figure 2.5 depicts the heatmap
that captures the relationship between the duration of an engagement and the number of
comments posted by a single user in that engagement. We find that only 1.4% engagements
which last more than an year have more than 100 comments while 74% have only less than
10 comments. Engagements are tend to be short lived, 78.9% of engagements end in 10

minutes and only 4.2% last more than one day.

2.2.3 Temporal properties of user behavior

Users exhibit persistent behavior in their daily and weekly behavior.
We observe a strong periodicity in the temporal distribution of the number of comments
as well as the number of users that make comments on Disqus. This suggests that the

behaviors of a user exhibit reasonably stable temporal patterns. From the Dgomm data set,
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day of the week (y-axis). (c¢) The aggregate number of comments per time of day for a
single user and showing the downtime as calculated by our algorithm.

we plot the number of comments and the number of unique users (identified by their IDs)
at two different levels: (a) hourly activity over a week, and (b) the heatmap of daily and
hourly activity in Figure 2.6. We observe a strong periodicity in both plot. Although we
only show plots generated from slices of 2012 data, we have observed the same patterns in
the data for other years (2009 to 2014) in our Dcomm data set.

Interestingly, Figure 2.6(a) shows that the commenting activities begin to rise at
the start of the week, peak in the middle, and drop sharply afterwards. This suggests
that for a typical Disqus user, they post the most content toward the middle of a typical
workweek. In Figure 2.6(b), we show the histogram of all comments in the Dcomm data set
in terms of hour-of-day (X-axis) and day-of-week (Y-axis) as a heatmap. We see that daily
commenting activity is more intense on weekdays, compared to weekends. Interestingly, the
drop in weekends is also observed in the posting on Facebook [69] and Twitter [65].

Detecting the “downtimes” of users. A key temporal property is the time
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that the user spends at the platform, namely the uptime and downtime of the user. Knowing
the downtime helps us develop user profiles in § 2.3.

We describe, DownTimeFinder, the algorithm we use to detect a user’s downtime
period. Defining downtime for a user is a challenge as there is noise and variations among
users. We are exploiting two facts from our previous analysis: (a) some users interact heavily
with the platform, and (b) most users have periodic and predictable behaviors. Intuitively,
we define a person’s downtime as the largest period of time (a few hours in length at least)
during the day when the person’s commenting activity is significantly lower compared to
the rest of the activities on that day. An example can be seen in Figure 2.6(c), which shows
the commenting activity of one user expressed as a time series. In this figure, the time
interval from hour 0 to hour 13 can potentially be the user’s downtime.

DownTimeFinder Algorithm: The DownTimeFinder algorithm takes in a time
series for a user as input and outputs a time range when the user is the least active. The
algorithm assumes that the downtime of a user is a straight sequence of hours without any
gap. With this assumption, activity time series of user can be modeled by a square wave
with exactly one high and one low segment. However, even after this simplifying assumption,
the algorithm needs to find the starting time and the duration of the low segment of the
square wave.

A naive algorithm to find the best starting time and duration is to try every
combination of the two quantities and pick the best combination that fits the corresponding
square wave against the time series. We use the simplest and the most effective goodness-

of-fit measure: sum of squared error. However, this approach is computationally expensive
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Algorithm 1 DownTimeFinder(TS)
Require: T'S < an aggregate time series of daily activity

Ensure: Output downtime, a range of ours of inactivity
1: T'S + append T'S with T'S
2: for d <~ 1 to 20 hours do
3: g <+ a square wave of d hours of low segment and 24-d hours of high segment
4:  Search the best fit of ¢ in T'S

5. if error of the best fit < global-best then

2

Update the global-best

7: return the global best

for millions of users that a commenting service hosts.

To speed-up the process, we exploit the state-of-the-art similarity search technique
for time series data [55] to reduce the computation. We formulate the problem as a similarity
search problem as shown in the Algorithm 1. The algorithm start with self appending the
time series. It then loops over possible durations. For each duration, the algorithm the
similarity search function [55] as a subroutine to identify the best starting time. The
similarity search algorithm exploits the overlap between successive slides of the square wave
and finds the best match in only O(nlogn) time where n is the length of the time series.
The Algorithm 1 is fast enough to process 26K users in just few minutes. By contrast, the
naive approach would take roughly six hours, several orders of magnitude slower.

A straightforward implementation of the algorithm can be computationally expen-

sive for large numbers of users, considering the fact that the algorithm enumerates thousands
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of combinations of start time and duration for each of them. We use a fast similarity search
algorithm for time series data to reduce computation. The algorithm searches for the best
start time for every duration. To evaluate all start time, the algorithm concatenates the
daily time series with itself to allow for bathtubs in other time zones. The algorithm per-
forms a similarity search under Euclidean distance to spot the most similar occurrence of
the square wave in the concatenated time series [55]. The similarity search algorithm is
O(nlogn) in time complexity, which is sufficient enough to perform our Bathtub algorithm
for 29K users. Note that, the naive implementation did not finish in four days with our
dataset when we test it.

For reproducibility, an important detail is that the similarity search algorithm
ignores the offset and scale of the time series by z-normalizing the activity time series for
every user. Such normalization helps us compare different fits by the normalized error. A
perfect fit of a normalized square wave ensures that the difference between activities in the
downtime and uptime is statistically significant.

We also consider using more than one down times. This introduces two additional
loops before line 2 in the Algorithm 1. One to iterate over the duration of the newly added
downtime and the other is to model the gap between the two downtimes. Clearly, the model
is more complex and is expected to reduce errors from the simpler fits. We test this complex
model in the next section before building more complex models with variable activity levels
in the two downtimes as well as in the uptimes.

We have also modified the algorithm to fit more than one downtime, but we find

that the improvement in the approximation accuracy does not justify the added complexity.
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In more detail, the process is is very similar but the complexity is increased compared to
fitting for a single downtime. Each downtime period has its own start time and duration,
in addition, we will need two factors to define the relative up-level and down-level of the
two downtimes. Fitting two downtimes can reduce the sum of squared errors for only a few

users, which is not sufficiently significant.
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Figure 2.7: DownTimeFinder. Distributions of (a) Downtime start hours, (b) Downtime
durations, and (c) both start housr and durations expressed as a heatmap (in grayscale to
show the distinct “peaks”)

Observations. Using the DownTimeFinder algorithm, we extract: (i) downtime
start hour and (ii) downtime duration from each of the time series in D¢, . Figures 2.7(a)
and 2.7(b) show the distribution for (i) and (ii) respectively while Figure 2.7(c) represents
the joint distribution of both (i) and (ii) in the form of a heatmap. Even though the original
data is in UTC, we shifted the data to UTC-8 (Pacific Time Zone) for this section.

From Figure 2.7(b), we see there are three dominant peaks, so we identify three
groups of users, and we attempt to interpret their behavior assuming that they are US-

based. In our analysis, we actually verify that this is the case for the majority of these

users. Clearly for non US-based users, our interpretation will need to be corrected.
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a) One group with roughly 3 hours of “up time” (21 hours of downtime). These users

seem to post their comments during their breaks at work.

b) One group with roughly 9 hours of “up time” (15 hours of downtime). These users

seem to post their comments throughout their day at work and stop afterwards.

¢) One group with roughly 15 hours of “up time” (9 hours of downtime). These users are
highly active and therefore also highly suspicious, as they seem to spend the majority

of their time making comments.

Furthermore, Figure 2.7(a) shows that there are two dominant peaks for downtime
start hours at hours 14 and 23 (UTC-8), which would translates respectively to 2pm and
11pm on the United States West Coast. When we cross-reference the two peaks with the
heatmap in Figure 2.7(c) (the dark spots labeled G2 and G1 in the Figure), we find that
they are associated with the durations of 15 and 9 hours of downtime (or 9 and 15 hours of

“up time”) respectively.

2.3 Identifying parasitic behaviors

We develop user profiles using the features and observations in the previous section.
We focus on features that capture social, engagement, and temporal properties of users as
shown in figure 2.8. Our work here is the first step towards techniques that can automatically
search for suspicious users, which we discuss in the next chapter. Here we provide a useful
set of features and the intuition that a detection mechanism could leverage.

Profile of a benign user: features and plots. We selected and created these

28



800, 20 engaging time
(secands)
— Degree A 010° 10" 10® 10® 10° 10° 10° 10’ 10°
=== Triangles T 1.0
600 g 15 £ | — comments
o g SO --- time(seconds)
9] = c ‘,
5400 102 gogl
@ o £
e F 504
zero triangles 5 v
200 = 0.2l s
5 0. .,
. 5 ‘.‘
sesaunnns |0 50.0 treea.
0l © 0 20 40 60 80 100 120 140 160
0 2 4 6 8 10 number of comments
SG, in engagement
(a) Local density (b) Engagement duration-intensity
64 1.
56 =
S 1.0
48 S N iy
> 40 £ 0.3
© o
] =
3 32 & 0.0
= 2
24 é -05
16 g
8 8 -1.0
o s N~ Error: 1.54
10 0 5 10 15 20 25
Hour Hour (UTC)
(¢) Date-time plot (d) Downtime plot

Figure 2.8: An example of a typical user profile. (ID:1164515)

four plots to visually capture key properties and we show how we can identify unusual users,
as explained below.

First, we capture the user-user interactions with the local density plot, shown
in Figure 2.8(a). The plot shows the number of collaborators of a user and the number of
triangles it forms with collaborators in each SG,. The higher values of n, the higher the
collaboration intensity between a user and its neighbors. A typical user exhibits moderate

local density, and SG7 is the first index for which SG,, has zero triangles, as highlighted
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in the figure. Here, we study the social density of a node for each of the subgraphs SG,
starting from n = 10 and decrease n until SG,, becomes too large to analyze.

Second, the engagement duration-intensity plot, shown in Figure 2.8(b), de-
picts the distribution of the number of comments (x-axis bottom scale and solid line) and
the distribution of the duration times (x-axis top scale and dotted line). For a typical user,
the engagements tend to involve few comments per engagement, whose distribution follows
a smooth exponential distribution, as seen in Figure 2.8(b).

Finally, we capture temporal properties using the Date-time plot, shown in
Figure 2.8(c) and the Downtime plot of the user, shown in Figure 2.8(d), as discussed
earlier. A typical user has a well-defined downtime shape, and pronounced regularity of
commenting per day-of-week and hour-of-day.

a. “Colluding” users: (Profile: high local density). In Figure 2.9(a), we plot
a colluding user: the user is tightly collaborating with a group with the most likely goal
of promoting a particular idea. The tell-tale signs are captured in the social density: high
degree of connections, and high local density as indicated by the number of triangles in its
neighborhood. We discuss how we select this node below.

In § 2.2, we presented circumstantial evidence that implies that some users in
Figure 2.3(d) are organized and work together for a shared purpose. For example, users
joined the Disqus network on the same day, and comment mostly on a particular news site.
Recall that in the SG19, we have 8 connected components with collaborations intensity of
more than 2'°. To investigate further, we study how the size of their cliques from SGg to

SGr, which increases for lower values of n. We find two large cliques of interest: one consists
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Figure 2.9: “Colluding” user: profile of an account that engages in “Colluding” activities.
(ID:1742861)

of 34 users whose usernames start with cnn-, which was not present in SG1g, and second
one consists of 29 users whose usernames start newser-. We randomly sample 500 pairs
of comments from each clique which their users made on the same article. We manually
validate that at least 86% of pairs from the newser clique, and at least 73% of the pairs in
cnn clique are supportive of each other. The percentage could be higher, as we only report
the pairs that the agreement was beyond doubt. Since most of users in cnn clique have

very similar profiles, we randomly select one and show in Figure 2.9.
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Figure 2.10: “Hit-n-away” user: profile of a user that engages in trolling and spamming.
(ID:1026110)

“Hit-n-away” users, spamming and trolling: (Profile: low intensity of en-
gagement, less regular temporal patterns). We identify users who post a large number of
comments, but each comment is at a different article. We discover these users by focusing
on engagements which have low intensity and then we examine the top 100 users with the
highest number of such engagements. We find 27 users that are engaged in spamming:
they keep posting the same comment or URL. We also find 11 users that exhibit behavior

consistent with “trolling”. Trolls attempts to incite others through insults, nonsensical,
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or outrageous comments. These users (i) do not have any lengthy engagements, as shown
in Figure 2.10(d), and (ii) tend to have less regular day and time patterns, as shown in
Figure 2.10(c). Interestingly, two of those users posted thousands of (offensive) comments

and each one was never more than two or three words long.
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Figure 2.11: “Chat room” user: profile of an account that engages in “chat room” activities.
(ID:1204188)

“Chat room” users: (Profile: extremely intense and long lived engagement). In
Figure 2.5, we see that there are outliers with engagements that can last for months and

containing upwards of 500 comments. This is unusual, since 90% of all engagements last
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less than one day and contain fewer than 10 comments. Upon further investigation, we
find a total of 53 engagements that exhibit extremely high intensity (at least 500 comments
each) and longevity (lasting at least one month). These engagements are conducted by 24
unique user accounts on 19 different websites. It turns out that these 19 websites seem
to be using Disqus as their chat room. These websites create an “empty” article with no
content and its sole purpose is to facilitate the discussion between a group of people, say an
organization. Though not illegal, this is a surprising use of Disqus. For example, the user
in Figure 2.11 spends almost all their nearly 8,000 comments discussing video games.

The profile of one of the 24 suspicious users is shown in Figure 2.11. We see in
Figure 2.11(a) that their local density is low and the degree has a sharp decrease from
SGo to SG4 followed by a straight line to SG1g. Besides, their engagement intensity is not
typical: it visually looks like a straight line and it extends to 8,000 comments over a period

of slightly more than one year.

2.4 Related Work

We group previous work into five areas of research, which we summarize below.

Detecting malicious behaviors. Many studies detect anti-social behavior [20]
[19], bots [22] [54] or cyber-bullying [38] but they focus on OSNs. A recent work [20] an-
alyzes the comments on three websites using Disqus, but the focus is to predict if a user
will be banned due to misbehavior, which is somewhat different from ours: (a) some mis-
behaviors are not necessarily reported, as we saw, and (b) we have a fine-grained definition

of misbehavior.
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Modeling and understanding online user behavior. Several works study
temporal and behavioral patterns of OSN users [32] [28] [37] and personal traits [43]. Some
recent studies also use mobile phones and OSNs to profile users’ psychological states [68] [26].

Geolocation. Many works focus on inferring the geographic locations of users of
OSNs by analyzing their posts [34] [35] [21], their behavioral activity over time [47] [46] or
their social/spatial proximity to other users [17] [25] [40].

Content analysis. Many studies leverage textual analysis to detect spammers
on OSNs [60] and blogs [52] or how to achieve the same objective by analyzing the users’s
behavioral patterns [64]. We focus on behavioral properties for discovering unusual user.

Identifying users’ activities pattern. Some other works have developed tech-
niques to estimate the downtime and uptime of users [32], and we intend to compare our

approach with those in the future.
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Chapter 3

TrollSpot: Detecting misbehavior

in commenting platforms

Any successful medium eventually attracts abusive behaviors, and commenting
platforms is no exception. Over the last decade, commenting on news articles has emerged
as a new form of highly social interaction. First, a small number of companies facilitate
the backend management of comments for a wide range of websites. We use the term
commenting platform to refer to such platforms, which include Disqus [30], LiveFyre [45],
and IntenseDebate [27]. Second, commenting is an intense activity for many users, who can
spend many hours daily at it.

We list a set of definitions that we use in this chapter. A wuser is defined by a
platform account, which enables her to leave comments to articles on a website that uses
the commenting platform. A user may leave more than one comment for an article, which

leads us to define the engagement of a user for that article. An engagement has a time
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duration and intensity in terms of number of comments. In lack of a better term, when
two users comment on the same article, we say that they collaborate and we use the term
collaboration to describe this activity. We use the term collaboration intensity to refer
to the number of articles for which two users collaborate.

The key question in this chapter is: Can we automatically detect malicious users in
these commenting platform? Specifically, we frame the problem as follows. The input is the
commenting information of the users. This includes: the author of the comment, the time it
was posted, and information on the article it was posted for. The goal is to identify malicious
behaviors and users. Detecting parasitic and abusive behaviors is a critical building block
for ensuring that these platforms serve their primary purpose, which is the honest and safe
exchange of opinions among readers.

Commenting platforms have attracted little attention so far with only few excep-
tions [20] [19]. Most work on modeling and misbehavior detection focuses on Online Social
Networks (OSNs), and blogs. In § 3.5, we survey the key related areas including: (a) de-
tecting abusive behaviors and malware propagation in OSNs [22] [54]; (b) modeling online
user behavior [32] [28] [37]; and (c) analyzing text of online users [60] [52] [64].

We propose a systematic comprehensive methodology to identify malicious users
on commenting platforms to enable: (a) interpretable, and (b) fine-grained classification of
malicious behavior. We claim four key novelties in our work.

a. A behavior-based classification. We propose two classification methods,
one of which introduces a two-stage classification approach. In this method, we map: (a)

observable features into behaviors, and (b) behaviors into user roles, using unsupervised
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and supervised learning respectively.

b. A comprehensive multidimensional feature set. We combine 73 features
from four different dimensions of user interactions: (a) social interaction or user-user inter-
action, (b) engagement or user-article interaction, (c) temporal features, and (d) linguistic
(text-based) features.

c. Fine-grained malicious role identification. Our approach goes beyond a
good versus bad determination to a more fined-grained classification of misbehaving roles.
Here, we focus on three roles: (a) spammers, (b) trolls, and (c) fanatics, which are defined in
the next section. However, it is easy to introduce more roles as long as appropriate ground
truth is available.

d. Interpretable classification. The results of our approach are interpretable,
since they are behavior-centric. A system administrator can better understand or tweak
the definition of, say, a spammer, by looking at the behaviors that constitute its definition
(e.g. high number of repeated text across articles, low engagement per article).

Our study is grounded on nearly 7 million comments from nearly 200K users over
9 months from Discus, which is arguably the largest commenting platform. We highlight
some interesting result from our study.

a. Identifying misbehaving users with 0.904 AUC. Our classifier can effi-
ciently identify misbehaving users and it outperforms the baseline we compare with.

b. The role classification result achieves 80.8% overall accuracy.

c. We find patterns of misbehaving users from their interpretable latent

behavior. An example latent behavior indicates that making longer comments and using
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capital letters more frequently is a sign of misbehaving users, and the later the active hour
of a users, the more likely they are to misbehave.

d. Large scale study. About 0.9% of total users in our data-set are misbehaving
users, and CNBC has the largest percentage of misbehaving users which is 1.48%. Only

15% of the misbehaving users exhibit a cross-website behavior.

3.1 Data collection and definitions

Disqus is one of the most widely-used commenting service provider today with a
billion unique visitors a month and installed by more than two and a half million sites,
including ABC News, Rolling Stone, IGN, Bloomberg and more.

Data Collection. We collected data from Disqus through its Application Pro-
gramming Interface (API). The API can be used to collect all the comments for a given
article, and for all the articles of a given website. However, the functionality of collecting
all the comments for a given user would have been useful for our study, but it became
unavailable in 2014 for privacy reasons.

Using the website-centric API, we collect data from four popular websites: (a)
CNBC News, (b) ABC News, (c¢) Bloomberg Views and (d) Breaking News - a Disqus
channel. The first three are well-known news websites and the last one is the most popular
channel on Disqus. A channel is similar to a newsfeed, whose articles are selected by the
users that participate in that channel. We collect all comments posted at articles published
on these four sources in between November 1st 2015 and July 31st 2016. The whole dataset

consists of: (a) 286,275 articles, (b) 6,994,693 comments, (c) 201,112 unique users, and (d)
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1,705,667 engagements.

Establishing the ground truth of misbehaving users. A key challenge in
our work is the need for ground truth of misbehaving users. Fortunately, Disqus enables
users to report misbehaving comments and the number of reports a comment received
is provided by Disqus API. In our 7M comments, we have 66.4k comments reported as
“bad/inappropriate” by the community. We will further discuss this in § 3.3 and show how
we leverage this to identify misbehaving users.

Roles of misbehaving users and ground truth. We identify and attempt to
detect three different roles of misbehaving users: trolls, spammers and fanatics. These are
inherently difficult to define, so we resort to human feedback.

We define three malicious roles below. We show here the definitions that we gave

our evaluators, as we explain in § 3.3.

1. Trolls. Users who make inflammatory or inappropriate comments for the sole purpose

of upsetting other users and provoking a response.

2. Spammers. Users who repeatedly make similar comments in the same or multiple

articles.

3. Fanatics. Users who exhibits an extreme and uncritical enthusiasm in religion or

politics.
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Table 3.1: The overview of the 73 features along each Dimension

Dimension Count Features

Engagement 7 number of engagements, engagement duration, engagement intensity

degrees, number of maximal cliques, number of triangles (in different
Social 17

level of collaboration intensity)
Temporal 25 number of comments made in 24-hour slots, highly-active hour
number of words, number of sentences, percentage of capital letters,

Linguistic 24

readability metrics, number of URLs

3.2 Features and user behavior

In this section, we identify and study features that relate to user behavior on
the Disqus platform. Although studying each of these features in depth is of independent
interest, the goal is to identify meaningful features that can help us detect misbehavior. In
Table 3.1, we outline the features that we use in § 3.3.

We study the behavior of users along four dimensions: (a) engagement behavior
(user-article interaction), (b) social behavior (user-user interaction), (c) temporal behavior,
and (d) linguistic properties. The first three dimensions aim on capturing users commenting

behavior and the last one focus on the text they use.

3.2.1 Engagement behavior

We quantify the engagement (user - article interaction) with 7 different features.

Six of them are derived from two major properties: The engagement duration is the time
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Figure 3.1: Engagement behavior: Distribution of intensity and duration of engage-
ments.

interval between the first comment and the last comment user makes on the article. If the
user leaves only one comment, we consider this as zero length interval. The engagement
intensity is the total number of comments user makes on the article.

Engagement duration: 90% last for less than 10 hours, but some can
be as long as half an year. In Figure 3.1, we plot the Cumulative Distribution Function
(CDF) of the duration (top x-axis) for all 1.7M engagements. We find that 90% of engage-
ments last less than 10 hours and have less than 7 comments. Interestingly, we find 106
engagements which last for more than half year!

Engagement intensity: 90% have less than 7 comments, but 0.06% have
more than 100 comments. In Figure 3.1, we plot the CDF of the intensity (bottom
x-axis) for all engagements. We find that 90% of them have less than 7 comments, while
1,151 (0.06%) of them have more than 100 comments.

High intensity is correlated with misbehavior. The observations above
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raise the question: is unusually high engagement intensity associated with misbehavior?
Preliminary manual inspection suggests that these engagements contain many reported (by
the community) comments. We quantify the correlation between engagement intensity and
the total number of reported comments in the engagement and we find a Pearson correlation
coefficient p = 0.53. This suggests that engagement intensity should be a good metric in

our classification.

3.2.2 Social behavior
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(a) (b)
Figure 3.2: Social behavior: (a) the CDF of the user degrees (bottom x-axis) and the

edge weight distributions (top x-axis), (b) CDF of the number of cliques and triangles of
user in the G198 collaboration graph.

We propose 17 features to model the social interaction of the users, which we define
as the posting of comments to the same articles.

Single-article collaboration Threshold: § comments. We say that two users
collaborate in one article, if they each post at least # comments on that article. For 8 = 1,

the graph become very dense, and the analysis is both slow and less informative. In the
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remaining of this work, we use a threshold 6§ = 2.

User-user collaboration intensity and threshold: )\ articles. The collab-
oration intensity is the number of articles that two users collaborate for a given threshold
#. To study collaborations at difference levels of intensity, we introduce the collaboration
intensity threshold )\, which we use below.

We define the undirected weighted collaboration graph G, = (V), E)) of col-

laboration intensity A where:

1. V) is a set nodes v, representing users.

2. F) is the set of edges, where edge ¢;; between nodes v; and v; exists, if and only if the
collaboration intensity of the users exceeds the threshold of A\ articles. The edge

weight w(e;;) is set to the collaboration intensity.

The collaboration graph (for §# = 2 and A = 0) has 95,527 users and roughly 21
millions edges, an average degree of 440.7 and a median degree of 137. Note that we do not
include users with zero degree in this graph.

In Figure 3.2(a), we plot the CDF of the user degrees (bottom x-axis) and the
edge weight distributions (top x-axis). We see that 90% of the users have degree lower than
1,054, the max degree goes to 26,318: this user collaborates with more than 27% of users in
the graph! The figure also shows that 90% of the edges have weights less than 2. Although
it is not easy to gauge from the plot, we find 12,374 edges with weight over 64, 1,779 edges
with weight over 128 and 65 edges with weight over 256. In other words, there are 65 pairs
of users who have collaborated on more than 256 articles.

Capturing the collaboration groups: triangles and cliques. We quantify
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the local connectivity of the users using the number of maximal cliques and triangles in
which a user participates. Both these metrics capture how densely connected the neighbors
of that user are. Figure 3.2(b) shows the distribution of triangles and maximal cliques of
user in graph, for A equals to 128. We do not count ”trivial” cliques of size two. We see
that 50% of users have less than 27 triangles on the neighborhood, 90% of have less than
376, but there are 1% with more than 868 triangles. We also see that 90% of users have less
than 51 maximal cliques and there are 8 users, who participate in more than 186 cliques
which is more than 50% of all maximal cliques in the graph. These highly collaborative
users are very suspicious and this observation encouraged us to consider both these features

for misbehavior detection.

3.2.3 Temporal behavior

Most users exhibit persistent behavior: daily and weekly. We use the
time and day of the week plot to understand the temporal behavior of the users. The
plot shows the number of comments in each hour-of-day and day-of-week as a heat-map.
Figure 3.3(a) shows this behavior for all the users, but individual users exhibit similar daily
and weekly behavior, as we will see below. On the x-axis (hour-of-day), we see that the
commenting activities increase at the beginning of day in the east coast as annotated in the
plot, the peak hours cross the noon period of both east and west coasts then drop sharply
after that. Given the news websites we are studying, it is reasonable to assume a US-centric
user majority. In y-axis (day-of-week), the activity increases at the start of the week, peaks
in the middle, and drops before the weekend. Combining the two observations, we see that

Disqus users post most of their comments during the common work-hours in the week.
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Figure 3.3: Temporal behavior. (a) Time and day of the week plot. (b) The distribution
of highly-active hours of users.

Note that the same pattern is also observed on other social networks, like Facebook [69]
and Twitter [65].

The plot lead us to the Hypothesis: A typical user makes most of her comments
in a period of 3-4 hours in a day.

The highly-active hours of users commenting behavior. To assess the
validity of our hypothesis, we would like to answer the question: how many hours a day
does a user spend commenting? Determining this hides subtleties as: (a) patterns can
vary from day to day, and (b) it could be that many hours have non-zero activity due
to averaging over a long period. Thus, we opt to capture how “focused” or ”spread” is
the commenting activity of the user. We define highly-active hours to be the minimum
number of hours, during which the user makes more than 50% of their total comments
during a day on average.

Highly-active hours is less than 4 hours for 96.7% of the users. The
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distribution of the users’ highly-active hours is shown in Figure 3.3(b). The plot shows that
96.7% of users have highly-active hours less than four hours, which matches our hypothesis.
Interestingly, we find 368 users who have more than 8 highly-active hours, a significantly
wider spread. Upon inspection, many of these users have non-trivial activity over 14 hours
in a day. This wide range of behaviors suggests that highly-active hours can be a useful

metric for our classification.

3.2.4 Linguistic properties

1.0f
0.8}
0.6}
[T
[m)
O
0.4}
user avg
0.2l g user min
— all comments
0.0 : : : :
0 10° 10 10 10° 10* 10°

Number of words
(per comment)

Figure 3.4: Linguistic property: number of words in a comment

We identify and study 24 linguistic features from the text of the posts, such as the
length of the comment, several metrics readability, number of URLs, but we only discuss
two interesting metrics here.

Only 1.9% of comments contain URLs. We naturally consider the existence

of URLs in a comment as a feature in our classification: their presence can indicate ad-
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oriented spamming. We find that only 1.9% of all comments contain one or more URLs.
We also find that only 1.7% of the users have ever posted more than 3 comments containing
URLs. In fact, our interaction with the data suggests that often users will use URLs as
references in support of their opinions.

Length: 91% of comments have less than 100 words. The length of a
comment is a good metric for the interest and the time a user is willing to spend expressing
her opinion about the article. In Figure 3.4, we plot the distribution of the number of
words in a comment in three different ways: (a) across all comments, (b) the average
comment length per user, and (c) minimum comment length per user. We see that 91%
of comments have less than 100 words, while roughly 20% of the comments with less than
10 words. Interestingly, we also find 14,838 (0.002%) comments with more than 500 words,
which is roughly equivalent to 1.5 pages (per wordstopages.com with Times New Roman,
12 font-size, single-spacing): the comment is the size of small article!

Lengthy comments are more likely to be spam. We examine the lengthy
comments (over 500 words) and find out that 47% of them are verbatim copies of at least
one other comment from the same user in our dataset. This is an indication of spamming es-
pecially in its broader definition that we adopt here. Such phenomenon is more pronounced
for higher word counts: 63% of comments have verbatim copies for length over 1,000 words
, and 83% of comments with length 2,000 words or longer. This suggests that comment

length is a helpful feature in detecting misbehavior.
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3.3 Feature-based misbehavior identification

Having identified interesting features, we develop a method to identify misbehaving

users and their effectiveness. For convenience, we outline the features in Table 3.1.
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Figure 3.5: Study the “proxy-signal”: (a) Distribution of reported comments of a user. (b)
Number of users having k£ reported comments.

A. Establishing the ground truth. To overcome the lack of absolute truth, we
rely on “proxy signals”. Here, we use the community’s own opinion: any user can report
(a.k.a. flag) a comment as “inappropriate”. Below, we explain how we use this community
feedback to construct the ground truth, as the process hides several subtleties.

Ground-truth: Reportings per malicious comment. To increase our con-
fidence, we set a minimum threshold of reports, ¢, that a comment must have to labeled
malicious. The rationale is that a single reporting can be created even accidentally (the
authors have regrettably done this once). After analysis and deliberation omitted here, we
settled on ¢ = 3 reportings. We use the term reported comment to refer to a comment

with more than ¢ reports.
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Ground-truth: Reported comments per malicious user. In the same vain,
we want to be careful in labeling a user as malicious based on the number of reported
comments. We use the reported comments threshold, r, to control tune the definition
of malicious user.

Roughly 86% of the users have no reported comments. We plot the
distribution of the total number of reported comments for each user in Figure 3.5(a). We
find that 86.2% of users have no reported comments, and only 1.6% of users have more than
10 reported comments.

We consider users with zero reported comments as benign for the purpose of
establishing the ground truth.

Building the ground truth datasets: D,. We create a set of labeled datasets as
follows. First, we distinguish reported users into groups, R,(;, with r(i) = 2%, for i =0,1,...
A user is in group R,(;), if the number of her reported comments are greater or equal r(i).
It turns out that no user has more than 128 reported comments. The numbers of users in
each group with threshold r(i) are shown in Figure 3.5(b). Second, we create datasets D,.(;
by randomly selecting 200 reported users from R,(;), and combining them with 200 benign
users (zero reported comment).

Benign user selection: Minimizing the effect of the number of comments
of a user. When selecting the 200 benign users to build the datasets, we follow the
insightful approach of the earlier in this space [20]. Namely, we find benign users that
“match” the number of comments of reported users. The goal is to minimize the dominant

role that the number of comments of a user can play. First, the number of comments and
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number of reported comments of a user are strongly positively correlated with a Pearson
Correlation Coefficient of 0.73. Second, most users have few comments given the skewness
of the distribution. Thus, a purely random selection of benign users would have probably
created a low-activity benign set in terms of user comments, and a highly-active reported

users. The classification would have been very accurate by relying heavily on the number

of posts.
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Figure 3.6: The result of (a) Classification results as a function of the number of reported
comments that “incriminate” a user. (b) AUC of our approach and the baseline.

B. The benign-malicious classification. For the classification, we use the
Random Forest classifier provided by Weka [71], which gave the best results among many
that we tried. We perform ten-fold cross validation and report the precision, recall, and
ROC curve (AUC) of each dataset in Figure 3.6(a). The plot shows that our features
can identify reported users with more than 80% precision when threshold r > 16.

Selecting reported comments threshold r = 32. We manually examined

reported users in Dig, D32 and Dgyg by sampling 20 users from each group. We find that
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users with more than 16 reported comments exhibit a persistent misbehavior throughout
their lifetime. The 40 reported users sampled from Ds3o and Dgs are 100% labeled as
misbehaving users by our independent human evaluators. This gives us confidence to claim
that users with 32 or more reported comments are misbehaving users. Thus, we use dataset
D35 as reference below.

The baseline classifier. We adapt and use a previously proposed algorithm as a
reference in our study [20]. That work focuses on predicting whether a user will get banned
in the future, which is a somewhat different goal from our work.

We faithfully reproduce the reference method [20], which also uses the Random
Forest technique like we do. In their work, they use 35 features, however 6 are not publicly
available, namely the website moderator features, such as the number of up-votes given
to others (similar to a Facebook “Like”). Unfortunately, we were not able to access those
features through the public API, therefore we do not use them in our experiments.

The accuracy of our method exhibits 90% AUC. For clarity of presentation,
we only show the comparison of AUC of the two methods in Figure 3.6(b). Our method per-
forms better than the baseline classifier, with the caveat that both approaches are restricted
to the publicly available features. The most interesting conclusion is that our features have
good discriminatory power in classifying misbehaving and benign users.

C. The fine-grained malicious role classification. The novelty of the work
relies partly on going beyond the “malicious” label to the role of the misbehaving user.

Ground truth for the roles of misbehaving users. Here, we resort to man-

ual labeling to create our reference data: we examine 200 misbehaving users in Dss and

52



Table 3.2: Role classification result

Role Precision Recall
Trolls 86.4% 73.1%
Spammers 58.6% 81%
Fanatics 86.1% 73.3%
Benign 81% 87.5%
Overall accuracy 80.8%

categorize them into three different roles: trolls, spammers and fanatics. To the best of our
knowledge, this is the first work that does such a fine-grained classification of user behaviors,
especially in commenting platforms.

Each user is labeled by three evaluators who were presented with the definitions
in § 3.1. In absence of unanimity, we set their role by taking the majority label. Out of 200
misbehaving users, 104 are labeled as trolls, 21 as spammers and 75 as fanatics.

Role classification: Our approach has 80.8% overall accuracy. Having
ground truth, we apply 10-fold cross validation with the same classifier and the same 73
features that we used to identify misbehaving users. Our result shows that our model can
effectively classify the role of misbehaving users with an overall accuracy of 80.8% as shown
in Table 3.2. For all the classes the recall is above 73% and the precision above 81% except
the Spammers.

The community shows tolerance to non-provocative spammers. Intrigued
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by the low precision for spammers, we find that spam comments without provocative lan-
guage, swear words and sarcasm often do not get reported by the community. Recalling
§ 3.2.4, the unusually long comments are more likely to be spam, due to verbatim repetitions.
However, this behaviors seems to either escape detection or be met with tolerance.

Our method identifies un-reported spammers. We examine the 12 false
positive in the spam category: our spam label is not corroborated by the community. We
actually find that at least one of these users exhibits clear spamming behavior, as she
repeats the exact same comment 3 times in one article and 5 times in another. This
investigation suggests that our approach could be catching parasitic behaviors that the
community could miss. As a result, the accuracy of our algorithm could be better than

reported here, especially for spammers.

D. Studying the misbehaving users in the wild. We apply the classier to the
whole dataset to understand how misbehaving users distributed in the wild. For identifying
misbehaving users, the classier labeled 1,738 (0.86%) users as misbehaving with confidence
over 80%. The role classification results are: 866 users are labeled as trolls, 165 users are
labeled as spammers and 597 users are labeled as fanatics. We also study how misbehaving
users distributed in each websites, the result is shown in Table 3.3. It shows that CNBC
has the largest number of misbehaving users with 1,167 which is 1.48% of total users active
on the website while the rest of websites are at most 0.56% of users are misbehaving users.

Again, we only label misbehaving users with confidence over 80%.
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Table 3.3: Misbehaving users in websites

Website Total users Misbehaving users
ABC News 129,053 717 (0.56%)
CNBC 78,618 1167 (1.48%)
Bloomberg Views 33,223 131 (0.39%)
Breaking-News (Disqus channel) 11,607 48 (0.41%)

3.4 Interpretable two-stage classification

In this section, we introduce a novel, two-stage approach in classifying misbehaving
users. In the first step we identify tightly-knit groups of users who exhibit very similar
behavior across a certain subset of the features we discussed in the previous section. Each
such group of users and their associated features defines a latent user behavior. Note
that we do not define those latent user behaviors a-priori, they rather emerge from the
data automatically. Subsequently, we use these latent user behaviors as our new features
towards classifying misbehaving users. The advantage of this two-stage approach is that
the latent user behaviors offer interpret-ability of the results and allow for in-depth analysis

of different user (mis-)behaviors.

3.4.1 Identifying latent behaviors: Co-clustering

The first stage of our two-stage approach can be exactly mapped to an instance of
co-clustering. In a nutshell, co-clustering is the simultaneous clustering of all data modal-

ities. In our case, consider a representation of a user in the vector space defined by the
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entire set of their features. Hence, the modalities of our data are two: “user” and “feature”.
Co-clustering of a users x features data matrix essentially yields different groups (or co-
clusters), where each one contains a subset of the users and a subset of the features. In other
words, when grouping users and features together, co-clustering allows for the flexibility of
finding a set of users that are highly similar only for a subset of their features. This subset
of features is key to our method. Essentially, the subset of features of a co-cluster defines a

latent user behavior.

Features Features
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2 ~ 2
o o Latent User
3 3 Behaviors
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X A BT

Figure 3.7: Co-clustering discovers latent user behaviors and the assignment of users and
features to those behaviors.

An illustrative example is shown in Figure 3.7, where we have four distinct latent
user behaviors: “Benign”, “Troll”, “Spammer”, and “Fanatic”. After properly rearranging
the users and the features, in this simple example we see that each latent user behavior

is forming a block within the matrix. Notice that blocks can overlap since: (a) in some
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cases a user can be classified with different types of behavior, and (b) some features may be
associated with multiple types of behavior. Mathematically, each block (formally co-cluster)
in the data can be seen as (approximately) a rank-one matrix. By definition, a rank-one
matrix can be written as the outer product of two vectors, i.e., ab’. We, thus, can use the

following formulation for co-clustering, which was originally proposed in [57]:

. _ABT . , .

R~ ABTI A XA A 3 G ) (3.1)
The above equation decomposes the data matrix X into a sum of rank-one matrices (each
one being approximately a co-cluster) and the regularization penalties on the ¢; norms of
matrices A, B (whose columns hold the indicator vector for each co-cluster, as shown in Fig.
3.7) ensure that the solution is sparse, so that only the users and features that belong to
a particular co-cluster have a non-zero (and positive) value in our indicator vectors. Using
this type of overlapping co-clustering, a user may be assigned to multiple latent behaviors
at the same time, with varying degrees of participation. This enhances interpretability
because it can give further insight on whether e.g., a user has more than one roles or their
account has been hijacked and some of their comments are benign but some are malicious.
Finally, the above co-clustering formulation is lossy, which means that it does not require
all users to belong to at least one co-cluster. In other words, the above formulation focuses
on identifying the most dominant latent behaviors and the users that engage in them, and

leaves out users who do not clearly belong in one (or more) of those latent behaviors. We,

henceforth, refer to those users as “non-clustered”.
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3.4.2 Methodology

We apply co-clustering to the same dataset we used for role classification. This
dataset contains 200 benign users and 200 misbehaving users, which include 104 trolls, 21
spammers and 75 fanatics. After fine tuning the parameters of co-clustering, we find that
the best number of co-clusters in the data is 8. An indication for this number is that the
algorithm returned empty clusters for larger numbers of clusters. We show the distribution
of users in each clusters in Figure 3.8(a).

The size of clusters varies from 29 to 268, indicating that co-clustering could
not only capture the common behaviors but also the obscure ones (small clusters). In
each cluster, the clustered users will exhibit a different level of value on multiple features
comparing to non-clustered users as we present in Figure 3.8(b). The X-axis demonstrates
the 27 features used to capture the cluster and the Y-axis is the mean of features value.
Clustered users have a much higher value on feature 18 and 21 which are the percentage
of capital letters and number of sentences. This explains users in this cluster exhibits a
“latent behavior” of using more capital letters and more sentences in their comments.

Using latent behaviors to identify misbehaving users: 0.77 AUC. In order
to show that the latent behaviors can be used to identify misbehaving users, we take A
matrix from the co-clustering result. Each row in the matrix is a user and each column
corresponds to a cluster, with the (7, j) value being the “membership” of user i to the cluster
j. We use these values as features to train a classifier. Note that for each set of features
we use the classifier that yielded the highest performance. In the case of raw features this

was Random Forest, but for the case of the latent behavior features it was Support Vector
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Figure 3.8: Co-clustering. (a) Distribution of users in each cluster. (b) Example of latent
behavior from cluster 1.

Machine (SVM) !. We thus report classification results using SVM. Our result shows that
we can still accurately identify misbehaving users with an AUC of 0.77 with 86.3% precision
and 63.5% recall.

Using latent behaviors to identify misbehaving roles: 73.3% overall ac-
curacy. Using 10-fold cross validation, we assess the ability of our method to identify
misbehaving roles, and we show the results in Table 3.4.

The overall classification accuracy when using the latent behaviors is lower than
using the raw features, albeit still very good. However, we argue that the reduction in
accuracy comes with an increase in the interpretability of the classification using latent
behaviors, as we present below.

Interpreting latent behaviors. Here, we focus on the latent behaviors that

help us understand misbehaving users.

!This behavior is expected since the latent behavior features, contrary to the raw features, are embeddings
of the users in a vector space, thus SVM should work better than Random Forest.
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1. Latent behavior 1: Users who exhibit such behavior are, on average, making more
comments to articles, are highly active between 7-13 UTC (midnight in US), use more

capital letters and also more characters and sentences on average in their comments.

2. Latent behavior 3: Users are highly active between 13-26 UTC, having ~60% more

comments and degrees of collaboration than the average.

3. Latent behavior 4: Users are active between 3-8 UTC, making slightly more (24%)

comments than the average.

4. Latent behavior 6: Users are active between 6-14 UTC, making comments which have

better readability.

Figure 3.8(a) shows that 87.9% of users who exhibit latent behavior 1 are misbe-
having users. This is in contrast to users of latent behavior 6, which are active at similar
periods of time but only 56% of them are misbehaving users. This explains that using more
capital letters and making longer comments are the characteristic of misbehaving users.

Another interesting observation here is that, the active period could also imply
whether a user is misbehaving or not. We see that there is an active time shift from latent
behavior 3, latent behavior 4 to latent behavior 6, and the percentage of misbehaving users
are 20.7%, 31.3% and 56% respectively. If we assume that most of the users are active in
the timezone between ET and PT, then we may further deduce that the later at night a

user is active, the more likely they are to be misbehaving.
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Table 3.4: Role classification result (co-clustering)

Role Precision Recall
Trolls 78.7% 71.2%
Spammers 60.7% 81%
Fanatics 76.4% 73.3%
Benign 71.4% 73.5%
Overall accuracy 73.3%

3.5 Related Work

Detecting malicious behavior. Many studies detect anti-social behavior [20]
[19], bots [22] [54] or cyber-bullying [38] but they focus on OSNs. A recent work [20] an-
alyzes the comments on three websites using Disqus, but the focus is to predict if a user
will be banned due to misbehavior, which is somewhat different from ours: (a) some mis-
behaviors are not necessarily reported, as we saw, and (b) we have a fine-grained definition
of misbehavior.

Detecting malicious behavior. Many studies detect anti-social behavior [20]
[19], bots [22] [54] or cyber-bullying [38] but they focus on OSNs. A recent work [20] an-
alyzes the comments on three websites using Disqus, but the focus is to predict if a user
will be banned due to misbehavior, which is somewhat different from ours: (a) some mis-
behaviors are not necessarily reported, as we saw, and (b) we have a fine-grained definition

of misbehavior.
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Analyzing text of online users. Many studies leverage textual analysis to
detect spammers on OSNs [60] and blogs [52] or how to achieve the same objective by
analyzing the behavioral patterns [64].

Modeling and understanding online user behavior. Several works study
temporal and behavioral patterns of OSN users [32] [28] [37]. Some recent studies also use

mobile phones and OSNs to profile users’ psychological states [68] [26].
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Chapter 4

TrackAdvisor: Taking back
browsing privacy from Third-Party

Trackers

Would you feel that your privacy is violated if someone knew which websites you
visited last night? Most people would feel uneasy and want to ensure their personal brows-
ing information is not revealed to anyone else but the opposite is exactly what has been
happening thanks to a phenomenon called third-party tracking. As a user visits a website
of interest, third-party websites linked to that website become aware of the user’s browsing
activities and due to the ubiquitous use of cookies, these third-parties can uniquely identify

the user!. Although this can be appalling for privacy-sensitive users, there is no violation

In general, it is more accurate to say that third party tracking can track and identify web-browsers and
not end users. In the rest of this document, we will use the term “tracking a user” to imply tracking the
browser that is being used.
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of laws. The third-party tracker is legitimately contacted by the user’s browser, because it
hosts resources required by the website that the user wants to visit.

It is natural to ask why the third-party tracking phenomenon is occurring and
how. The answer to the “why” question is money, marketing, and advertising. It is easy to
see that knowing how many users watch golf scores and search for luxury cars can help one
place ads more effectively. With third-party tracking, ads on a website can be customized
based on the user’s visits to other websites. If you searched for yachts on one site, you
could be shown yacht insurance ads on another site. The answer to the “how” question
is the widespread use of: (a) embedded links on a webpage (think Facebook “Like” or
Google+ “+1” button) or content being pulled from another site, and (b) cookies. Cookies
turn any browser into a silent accomplice as the browser voluntarily provides cookies to
the third-party websites. These cookies could have been obtained from a tracking website
at an earlier time (e.g. when we logged in to Facebook). The obvious solution would not
work: not sending cookies at all will often degrade the user experience or even “break” the
interaction with websites.

In this chapter, we want to answer two main questions: (a) How can we identify
cookie-based third-party tracking accurately? and (b) How widespread is the phenomenon
of third-party tracking? To address both questions, we need a method that, when given a
website and the HT'TP interactions between users and that website, can identify third-party
trackers. The challenge lies in identifying features of cookies and of the user interaction in
general that can accurately identify third-party trackers. This is non-trivial and there exists

no such method in the literature, as we discuss below. For the remainder of this chapter, we
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use the term privacy to refer to the right of a web-browsing user to not have a third-party
website become aware of websites that the user visits. We focus on cookie-based tracking,
because it is still the most prevalent form of tracking, as we discuss in § 4.6.

There has been very little attention on measuring the pervasiveness of third-party
tracking activities, which is our focus here. To the best of our knowledge, the most widely-
used approaches to combat the third-party tracking problem rely on black lists of third-party
trackers, which are maintained by corporations or communities. Microsoft’s Tracking
Protection Lists (TPL) [10] is one such prominent black list, which aggregates many
others. As we show later, these efforts are far from perfect, as they are geared towards
blocking the more well-known third-party trackers. We discuss related and complementary
research efforts in § 4.6.

The contribution of this work is a systematic study of the third-party tracking
phenomenon and its extent. We also briefly discuss practical countermeasures to enable
users to protect their web-browsing privacy. First, we propose TrackAdvisor, an effective
method to detect third-party trackers that surpasses existing third-party tracking lists in
terms of both accuracy and detection. Second, we use TrackAdvisor to study the preva-
lence of third-party tracking among Alexa’s Global Top 10K websites. We outline our key
contributions and results below.

a. We develop TrackAdvisor, a supervised learning approach that iden-
tifies third-party trackers with high accuracy. A key novelty of our approach is that
it does not rely on a blacklist of websites; TrackAdvisor focuses on the collective statistics

of all cookies inside an outgoing third-party HTTP request to infer whether the third-party
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website that receives those cookies is tracking the user. Using Machine Learning techniques
and carefully selected features, our method exhibits 99.4% precision and 100% recall.

b. We evaluate the accuracy and completeness of TPL and show it
yields a relatively low Recall of 72.2%. Microsoft’s Tracking Protection Lists (TPL),
which combines many existing blacklists, achieves a Recall of 72.2% although with a high
Precision of 96.3%. TPL is incorporated in Internet Explorer and can therefore be thought
of as the protection that is readily available to Windows users. As a result, its low Recall
is somewhat disconcerting.

c. We show that third-party tracking is prevalent: 46% of Alexa’s
Global top 10K sites being tracked. We find that close to 46% of the home pages of
the websites in Alexa’s Top 10,000 websites have at least one third-party tracker and on
average, one out of every three HT'TP requests sent to third-party websites is sent to a third-
party tracker. More worrisomely, Google is monitoring 25% of the Alexa sites as a third
party tracker through its ad and analytics services. As expected, Facebook and Twitter are
also prominent third-party tracking, as Facebook “Like” and Twitter’s “Tweet” widgets
have become very common, especially on blogs and news-related websites. Interestingly,
two lesser known companies, Scorecard Research and QuantServe, are among the top five

third-party trackers in our dataset.

4.1 Background

A. Cookies. In the context of the HT'TP protocol and web browsing, a cookie

is a small, local file (about 4KB in size) that helps a website identify a user and their
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preferences and it is intended to quickly provide the remote website with information such as
language (for rendering the content in the correct language) or geographic location (maybe
for nearest store location). Cookies are created by the website and stored on the device by
the browser the first time the user visits the website. During every subsequent visit, the
browser volunteers the saved information to the website.

There are two main components to the structure of a cookie.

1. A Name and Value pair, which is explicitly set by the website. The pair can be
used to save a user’s language preference or geographic location. In the case of a
third-party tracker, the value portion will be assigned a string that represents a user’s

unique ID.

2. Attributes, which tell the browser how to handle the cookies. The most common
attributes of the cookies are: (a) the domain that instructs the browser which cookies
to send to which websites upon visit and (b) the expiration, which is a timestamp

specifying to the browser when to a cookie is to be discarded.

B. Third-party tracking. There are three parties involved in a user’s visiting
a website: the target website w (the first party) the user wants to visit, the user u (the
second party), and the entities (the third party) hosting content external to the website w.
Third parties, in this case, are generally transparent to the users and not all of them are
third-party trackers.

As the browser needs to download third-party content, it must send an HTTP
request to each of the third parties. We call the ones that collect information about the

user at this stage third-party trackers.
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Tracking mechanism: Although HTTP cookies are not the only means with
which third-party trackers keep track of users, they are the most popular. There are three
reasons to this. Firstly, all browsers can accept and send cookies. Secondly, other non-
HTTP cookies exist and can be used for tracking, but they are inefficient or will create
legal issues for the entities who utilize them. Finally, even though third-party websites can
track a user by their browser fingerprint [31], this method incurs a much higher overhead,
thus is unlikely to adopted widely. We will discuss browser fingerprinting and other tracking

mechanisms in more details in § 4.6.

4.2 Methodology

In this section we will: 1) discuss characteristics of HT'TP requests going to trackers
and 2) provide an overview of our solution for the problem of detecting third-party trackers.

A. HTTP Requests going to third-party trackers. The key question to ask
is whether there are characteristics that differentiate between: (1) HTTP requests carrying
information to third-party trackers that can uniquely identify the user, and (2) HTTP
requests that carry no such information.

We answer this question positively. The requests going to trackers contain tracker
cookies, which we define as a cookie that contains a name-value pair that can uniquely iden-
tify a user. One such cookie, for instance, may have the name-value pair: UID=163fkcs65bz
where the value is simply a unique identifier given to the browser by the website. In con-
trast, there are non-tracker cookies, which are used capture user preferences (e.g. display

language, timezone), and the browser provides to them to the website in each visit. Because
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tracker cookies are meant to identify a user, they bear the following characteristics:

1. Their Lifetimes tends to be much longer than non-tracker cookies. A cookie’s Lifetime

is the time between its creation time and its expiration time.

2. The value part of the name-value pair inside each cookie (recall that each cookie
contains only one such pair) must have sufficient length to be able to distinguish one

user from many others.

Exlp(i)ration time of tracker vs. non-tracker cookies

8 0.8} ,eemmmtommmmTmmmossmsomsmmsees

L 0el

S 0.6} — Trackers

0.4l -=-- Non-trackers |

a

O 0.2t o~
0.0—— .

0 1 2 3 4 5 6 7 8
Expiration time (days)

(a) Expiration time

\{a(l)ue length of tracker vs. non-tracker cookies

3 0.8 IR L
Y4

8 0.6} '
O

Non-trackers |
— Trackers

0 10 20 30 40 50 60 70 80
Length of values (number of characters)

(b) Length of value

Figure 4.1: Difference between tracker and non-tracker cookies

In Figure 4.1(a), we show the difference in the lifetime values between tracker
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cookies and non-tracker cookies that we collected and manually labeled (see § 4.3 for more
details on data collection). We can see that while less than 10% of tracker cookies have a
lifetime of a single day or less, at least 80% of non-tracker cookies have such short lifetime.
Furthermore, Figure 4.1(b) shows that the length of the value is at least 35 characters for
80% of the tracker cookies, while 80% of the non-tracker cookies have values that are shorter
than 35 characters.

The next important question to answer is, then, how we can exploit these char-
acteristics in an effort to correctly classify HT'TP requests as either going to third-party
trackers and carrying user-identifiable information or purely harmless and carrying no sen-
sitive information.

B. TrackAdvisor: Identifying trackers, one HTTP request at a time.
We present TrackAdvisor, our solution for the problem of identifying third-party trackers.
TrackAdvisor looks at all of the cookies carried by each outgoing HTTP request, extract
collective statistics, and performs classification to determine whether the request is heading
for a tracker.

TrackAdvisor is a supervised Machine Learning-based application that we envision
to reside inside the browser, where it can inspect each outgoing HTTP request and inform
the user if the HT'TP request carries information that may be able to uniquely identify
the user. TrackAdvisor takes as input the cookies exchanged between the browser and the
remote websites and identifies the websites that are third-party trackers.

Feature selection: First, we define CookieJar(A, B) as the group of all third-

party cookies exchanged between the host A and the remote website B. Note that we
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exclude the Session cookies because Session cookies are created during a browsing session
and are destroyed once the browser is closed. Because of their short-lived nature, Session
cookies are unlikely to be used as a tracking mechanism.

Instead of looking at each cookie in CookieJar(A, B) individually, TrackAdvisor
looks at CookieJar(A, B) in its entirety, extracts relevant statistics from cookie’s property,
and performs classification.

We started with considering a large number of features, including maximum Life-
time, minimum ValueLength, mean ValueLength, maximum ValueLength, as well as others.
This set of features is then reduced to only three by the Recursive Feature Elimination
(RFE) functionality of WEKA [71] which, at a high level, recommends a subset of features
that achieves the best accuracy. In our case, the final three features are:

(a) Minimum lifetime: Lﬁ% = min, [Lifetime(c)]. This feature is selected because
trackers, as discussed earlier, tracker cookies tend to live longer than non-tracker cookies.

(b) Number of third-party cookies in CookieJar(A, B): N4 p. This feature is
selected because of the trackers’ tendency to utilize more cookies than benign third-parties
in order to record as much information about the user as possible.

(c) Augmented Lifetime: L%, = >~ [ValueLength(c) x Lifetime(c)]. The Aug-
mented Lifetime captures at once captures two important characteristics of tracker cookies:
long Lifetime and long ValueLength, and it is also crucial to future-proofing TrackAdvisor’s
performance against two possible evasive tactics from third-party trackers: cookie chunk-
ing and lifetime reduction. We will discuss the two techniques, as well as how robust

TrackAdvisor is against them at the end of § 4.3.
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We present the process flow that TrackAdvisor executes in the following:

1. Retain only third-party HTTP requests from the browser. A third-party HTTP re-
quest is one that is sent toward an URL that does not share the same hostname as
the website the user intentionally visits. TrackAdvisor achieves this by looking at the

referrer of the request and ignoring requests where the hostnames in the referrer and

URL fields are the same.

2. For each CookieJar(A, B) representing an HTTP request sent by host A to website B,
TrackAdvisor calculates three features of CookieJar(A, B), that we described above:

(a) ﬁ‘%, (b) Na,p, and (c) L)%

aug min

3. Use a binary classifier to classify the tuple (L7, A B Na.B).

A positive output from the classifier means that the tuple belongs in an interaction
with a third-party tracker and a negative otherwise. We will discuss how to create

the classifier from training data in § 4.3.

4. If the module returns a positive value, we label B as a third-party tracker and add it

to a list that will be presented to the user later.

4.3 Experiments and Evaluation

In this section we will (a) describe our data collection and preliminary labeling
processes and (b) compare the performance of Microsoft’s Tracking Protection Lists against

that of TrackAdvisor.

A. Data Collection. Our dataset is created by visiting the landing pages Alexa’s
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Top 10K Global list [2] during the month of July of 2012. We collected our data using
FourthParty [5], a Firefox extension that collects data in the background as the user
browses the Web. The data that we collected are: a) the header of each HTTP request, b)
the header of each HTTP response, and c¢) the cookie log associated with each request and
response. We used the automation framework Selenium [61] with FourthParty installed to
collect 563,031 HTTP requests and 99,397 cookies. Of all 563,031 requests, 202,556 were
sent to third-party websites and 78,213 contain cookies. Out of 99,397 cookies, 22,270
cookies were sent to third-party websites.

B. Creating training and testing data sets. From the set of all HT'TP

requests to third-party websites, we created a training and a testing data-set as follows:

® Diain: includes 500 randomly chosen requests such that roughly half of them were
dispatched to third-party trackers and half were meant to retrieve third-party content

and containing no tracking information.

® Diest: includes 500 HTTP requests that were randomly chosen in a similar fashion to

the ones in Dirain-

Dyrain and Dyegt are mutually exclusive. The former is used to train TrackAdvisor
and the latter will be used for testing both TrackAdvisor and Tracking Protection Lists.

To establish the ground truth, we label the websites in Dyain and Diest (1,000
in total) as either third-party trackers or benign third-party websites using extensive and
careful manual evaluation. In our evaluation, we label a website as a third-party tracker
by combining the information gained from the three following processes: (a) a manual

inspection the website, (b) a consultation with multiple black lists specifically created for
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third-party tracker, and (c) a careful inspection of cookie properties. To label something as
athird-party tracker, we require significant supporting evidence to that effect. We argue that
this method is essentially the same used by the contributors to third-party tracking lists.
For transparency, we will make our two labelled sets available to the research community.

C. Reference: Microsoft’s Tracking Protection List. We compare our ap-
proach against Tracking Protection Lists, which is a black list-based component that is used
in Microsoft’s Internet Explorer. We selected Tracking Protection Lists because: a) it uses
the same popular black lists (FanBoy, EasyList, EasyPrivacy, etc.) that empower AdBlock
Plus and b) it has been shown that the a combination of the popular black lists achieved
comparable performance to Ghostery’s [49].

D. Creating a classifier for TrackAdvisor from Dip,ijn. Recall from the
beginning of this section that we have constructed a training dataset and a testing dataset
called Dirain and Diegt. Also recall that each request in Dy, is represented by a tuple
<L?41ng, IX}E, N4 p). Since each tuple is labeled, we are able to use the WEKA Machine
Learning suite [71] to build classifiers. The algorithm that we picked from the suite is
Support Vector Machine because it offers the best performance in terms of Precision and
Recall, where Pr = TP / (TP + FP) and Re = TP / (TP + FN). TP is the number of
True Positives, FP the number of False Positives, and FN the number of False Negatives.

Before we start the testing, we examine the sensitivity of our approach to the
training input by performing a ten-fold cross-validation on Dipain. The assessment yields a
combined Precision of 0.998 and Recall of 0.998 (one FN and one FP). We conclude that

our approach is robust to the training data.
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Figure 4.2: Classification results for HTTP requests (a) and domains (b)

E. Evaluation of classification on Diest. First, we check the URLS of Dyt
against Tracking Protection Lists. As shown in Figure 4.2(a), TPL achieves a Precision and
Recall of 96.3% and 72.2% respectively (13 FPs and 134 FNs). In contrast, TrackAdvisor
achieves perfect Recall and nearly perfect Precision (0 FPs and 2 FNs).

One possible reason why TPL has so many False Negatives could be that TPL is
better tuned to recognize the trackers more relatively well-known to the community, as it
relies significantly on user reports to populate the list.

F. Possible evasive tactics from third-party trackers: An inquisitive reader
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may ask why we simply did not use only ValueLength and Lifetime as features for the
classifier even though as we have shown in Figure 4.1 that the ValueLengths and Lifetimes
of non-tracker cookies are different from those of tracker cookies. The reason is that a
classifier built from only ValueLength and Lifetime is ineffective against two possible evasive

tactics from third-party trackers:

T1. Cookie Chunking: Instead of using a single cookie that contains an identifier, third-
party trackers can chop it into multiple cookies with different names that will be
combined later when the HT'TP requests are processed at the server. This way, they

can reduce the lengths of the cookies and help them avoid detection.

T2. Lifetime Reduction: Instead of setting a large value for the expiration of the cookies,
trackers can use smaller values depending on their own popularity. For example, a
very popular website like Google can set their cookie lifetime to a month or even a

week instead of a year because Google knows people visit the site frequently.

We have conducted extensive experiments on the robustness of TrackAdvisor
against T1 and T2 where we (a) identify every tracker cookie in each HTTP request (in
both Dypain and Diest) that we manually label as going to third-party trackers, (b) either
split them up according to T1 or reduce their lifetimes according to T2, and (c) re-train

our classifier on Dirain and re-test on Dyggt.

4.4 The pervasiveness of third-party trackers

In this section, we quantify the extent of third-party tracking by analyzing the

Alexa Top 10K websites. Overall, we find a significant presence of third-party tracking that
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would be disconcerting to privacy advocates.

A) 46% of the Alexa Top 10K websites have at least one third-party
tracker on them. By applying TrackAdvisor on our entire dataset, we found that 46% of
the Alexa Top 10K websites had at least one third-party tracker on them. We use the term
“target website” to refer to the Alexa website that was explicitly visited by the user in each
request as we explained earlier. We plot the cumulative coverage in terms of unique target
sites as a function of the number third-party trackers in the order of decreasing activity in
Figure 4.3(a). In more detail, for each third-party tracker ¢, let S; be the set of websites in
our dataset that are tracked by t. On the x-axis, we order the trackers in decreasing order
in terms of the number of sites on which they appear: |S;,|. The y-axis is the cumulative
coverage (Cy,) of the first ¢ trackers in that order. Cy, = | UL_, Sy, |/N where N = 10,000

is the total number of target websites. We can see from Figure 4.3(a) that:
e 46% of the Alexa Top 10,000 websites have at least one tracker on them.
e The top 5 most common trackers cover 30% of the top 10,000 sites.

e Google alone (doubleclick.com and google.com) covers 25% of the sites. The
doubleclick.com domain is responsible for advertisements and google.com is where

other websites download widgets and libraries.

B. The majority of tracked sites are tracked by more than one tracker.
Equally interesting is the fact that a website that has third-party tracking is likely to
contain multiple trackers. In Figure 4.3(b), we plot the CDF of the distribution of third-

party trackers on the Alexa websites that have at least one tracker. For example, we see
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Figure 4.3: Study the third-party trackers in real world: (a) Cumulative coverage of top
10K Alexa sites as a function of third-party trackers in the order of decreasing tracking

presence in our dataset, and (b) The distribution of the number of trackers on the Alexa
top 10K sites.

in the plot that 28% of websites have one tracker, which means that there are at least two
trackers present on each of the remaining websites (72%).

We also find that 29% of the websites that are tracked by at least five third-party
trackers. For a visitor that means that five different entities become aware of her web-surfing
preferences. It is equally worrisome to see that some popular websites such as latimes.com
and washing-tonpost.com have upwards of 10 third-party trackers.

The well-known Google Analytics is not on the list in Figure 4.3(b), because by
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contract, Google Analytics provides statistics only to the first-party websites and the cookies
set by Google Analytics are always associated with the domains of the first-party websites
and therefore are not third-party cookies. Furthermore, the same user who visits differ-
ent websites monitored by Google Analytics will likely receive different IDs, which makes
tracking him or her non-trivial.

C. Third-party interactions: 37% tracking versus 63% benign. Recall
from § 4.3 that our dataset contains a total of 202,556 third-party HTTP requests, which
includes both third-party tracking and benign third-party interactions. Using our approach,
we identify 75,849 (37%) of them as third-party tracking interactions. This is of interest
in considering counter-measures to third-party tracking, since there is a large number of

interactions with benign third-party websites, as we discuss in the next section.

4.5 Possible solutions against third-party trackers

Here, we discuss some potential solutions that can be implemented in a browser
fairly easily to block third-party trackers from collecting user information.

A. Blocking all third-party cookies. One can consider labeling as trackers
all third-party websites that exchange cookies with the user’s computer. On the one hand,
this type would allow a user to block 100% of the trackers with a false positive rate of
12.6%. On the other hand, that comes at the expense of the degraded browsing experience.
There are websites that refuse to display their content unless the user’s browser accepts
third-party cookies. More specifically, with third-party cookies disabled, iFrames, widely

used in third-party games and apps on social networks, cannot read their own cookies [13]
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and cannot work. As we saw in § 4.4, the majority (63%) of requests to third-party websites
is benign. A complete blocking solution would have unnecessarily blocked them.

B. Removing/Anonymizing the referrer fields in HTTP requests. Apart
from the cookies that can uniquely identify users, the values of the referrer fields of the
HTTP requests are important to the third-party websites’ ability to partially construct a
user’s browsing history. Therefore, using TrackAdvisor to identify HTTP requests carrying
identifying information and then either removing the referrer information or replacing it
with bogus values is one way to protect the user’s privacy. To the best of our knowledge,
third-party websites have tried to withhold content from the users only in the case where the
browsers would not accept the cookies and no efforts at all have been invested in validating
the referrers as a condition to provide content.

Here we only provide suggestions for possible defense methods against third-party
trackers. The full evaluation of the two methods is, however, beyond the scope of this work

and may be tackled in a future work.

4.6 Related Work

Although much attention has been devoted to studying the phenomenon of third-
party trackers using cookies to track users [44,50,70], there exists no practical solution that
leverages cookies as a means to detect third-party tracking. To the best of our knowledge,
all existing practical solutions such as AdBlock Plus [1], Microsoft’s Tracking Protection
Lists [10], Collusion [3], and Ghostery [7] rely on corporate- and community-maintained

black lists (sometimes called block lists) to block HT'TP requests to well-known third-party
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trackers. AdBlock Plus is an improvement to the original AdBlock that also blocks third-
party trackers in addition to advertisements. Ghostery and TPL are completely focus on
blocking trackers instead.

All other related work have been focused on uncovering other types of cookies
(aside from the standard HTTP ones) that could be used to track users but did not propose
countermeasures like we did. In [16,51], the authors documented the use of Flash cookies,
which are Locally Shared Objects similar to cookies. Advertisers can create a pair of cookies,
an HTTP one and a Flash one, with identical content, where the latter can “re-spawn” the
former even after the former has been deleted. Fortunately, the practice of using Flash
cookies have been on the decline because there have been lawsuits against the advertisers,
who essentially re-spawned the HTTP cookies against the users’ will.

There is a form of cookie-less tracking, which is cache-based and utilizes ETags
[9,16]. An ETag, assigned by the website and unique for each user, is associated with an
object on a web page (like an image) that can tell the server if the object in the browser
cache is the same as the one on the server. An advertiser then can have exactly the same
objects on many websites and track the users just like they would with cookies. This method
is not popular, as users can just clear the browser caches frequently.

Most modern browsers offer a “Do Not Track” option which is nothing more than
a request and the websites can ignore it if they choose to. The most recent high-profile
website that decided to not honor “Do Not Track” is Yahoo [14]. The Electronic Frontier
Foundation then responded by releasing Privacy Badger [12], a browser add-on that detects

third-party trackers. It keeps tracks of all cookies as the user visits websites and blocks
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cookies that are previously seen. This is a promising development, but, given that this was
released only in May 2014, there are no reports yet as to how well Privacy Badger works,
if it degrades user experience, and how much overhead it may add in terms of memory due
to the large number of cookies that need to be tracked.

Finally, there exists a form of tracking using the fingerprint [31] of the browsers.
This form of tracking relies on the information that the browser sends to the remote website
(such as IP address, User-Agent, System fonts, screen resolution etc.). The remote website
then can use all of this information to uniquely identify the browser that the request comes
from. However, because the overhead that incurs is very high for browser fingerprinting, we
would make the argument that third-party trackers are unlikely to adopt it as a means to

track the browsing behaviors of users.
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Chapter 5

Conclusions

In this dissertation, we show how we can use Machine Learning, Graph Analytics
and Natural Language Processing to tackle three challenging problems: (a) modeling users’
on-line behavior on commenting platforms, (b) detecting and classifying users misbehavior
and (c) detecting third-party trackers and studying the extent of such phenomenon.

First, we analyze users on-line behavior along three dimensions: (a) The social be-
havior, (b) the user-article engagement, (c) the temporal properties of users. We ultimately
propose a way to profile users relying on features along these dimensions. We have collected
information from 1 million users between Nov-2007 to Jan- 2015, and study 109K users,
who have more than 10 comments in the platform. Using our profiles, we show how we can
detect anomalous users and how the profiles gives us a glimpse of their unusual behavior.
In other words, our profiles provide a first step of forensics analysis: we identify profiles for
colluding users, spammers and trolls.

Second, we extend our work above by adding one extra dimension, the linguistic
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property of users on-line behavior, and then we develop a systematic and comprehensive
methodology to identify malicious users on commenting platforms with fine-grained clas-
sification of malicious behavior in four major news media websites. From an algorithmic
point of view, our work uses a comprehensive set of 73 features across four different types
of information, and a novel two-stage classification. The overall classification accuracy of
our approach is 80.8% for the fine-grained 4-class problem. This work is a first step towards
safeguarding commenting platforms from malicious users.

Finally, We present TrackAdvisor, a Machine Learning-based method designed to
detect third-party trackers and argue that this could be the basis for protecting the users’
privacy from third-party trackers. TrackAdvisor’s novelty is its focus on the interactions
between the browsers and the remote websites to detect when the user’s browsing privacy is
being leaked instead of relying on black lists. TrackAdvisor exhibits high Precision (99.4%)
and Recall (100%) in contrast with a Recall of 72.2% by Microsoft’s Tracking Protection
Lists, which is a black list-based component in the widely used Internet Explorer. Our
study shows that 46% of the websites on Alexa’s Global Top 10,000 list contain at least one
tracker each and 25% of the 10,000 are tracked by a single entity: Google.

In conclusion, this dissertation provides significant steps towards deploying Ma-
chine Learning and Data Mining to practical problems in understanding and protecting

users behavior online.
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