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Nanoparticles grown from methanesulfonic acid
and methylamine: microscopic structures and
formation mechanism†

Jing Xu, a Barbara J. Finlayson-Pitts a and R. Benny Gerber *ab

Mechanisms of particle formation and growth in the atmosphere are of great interest due to their impacts

on climate, health and visibility. However, the microscopic structures and related properties of the smallest

nanoparticles are not known. In this paper we pursue computationally a microscopic description for the

formation and growth of methanesulfonic acid (MSA) and methylamine (MA) particles under dry conditions.

Energetic and dynamics simulations were used to assess the stabilities of proposed model structures

for these particles. Density functional theory (DFT) and semi-empirical (PM3) calculations suggest that

(MSA–MA)4 is a major intermediate in the growth process, with the dissociation energies, enthalpies and

free energies indicating considerable stability for this cluster. Dynamics simulations show that this species is

stable for at least 100 ps at temperatures up to 500 K, well above atmospheric temperatures. In order to

reach experimentally detectable sizes (41.4 nm), continuing growth is suggested to occur via clustering

of (MSA–MA)4. The dimer (MSA–MA)4� � �(MSA–MA)4 may be one of the smaller experimentally measured

particles. Step by step addition of MSA to (MSA–MA)4, is also a likely potential growth mechanism when

MSA is excess. In addition, an MSA–MA crystal is predicted to exist. These studies demonstrate that

computations of particle structure and dynamics in the nano-size range can be useful for molecular

level understanding of processes that grow clusters into detectable particles.

1. Introduction

The formation and growth of particles relevant to the atmosphere
has received a great deal of experimental and theoretical attention
over the last decade1 due to their impacts on health,2–5 visibility6,7

and climate.8 Through measurements of the size distributions of
the smallest particles, a better understanding of the mechanisms
of particle formation and growth has developed.1,9–23 Thus, gas
phase molecules first undergo nucleation to form relatively small
stable clusters whose sizes are often below the experimental
detection limit, which now approaches 1 nm.18–20,24 These small
clusters subsequently grow into the nanometer range where
they can be detected experimentally. However, the microscopic
structures and related properties of these nano-size particles
are not known.

In order to fully understand the nature of clusters and
nanoparticles during nucleation and growth, two classes of

theoretical approaches have typically been employed to elucidate
at a molecular level properties that are difficult to study experi-
mentally. One method is dynamic modeling which has been
applied to the formation of neutral and ionic atmospheric
clusters.25–33 These models describe cluster formation and
evaporation rates, concentrations, growth to larger sizes etc., but
the microscopic structures of nanoparticles are not established.
The second method is quantum chemical calculations which can
be used to obtain equilibrium structures, energies and thermo-
chemical parameters, and for which results for a number of
small clusters in the atmosphere have been reported.34–59 These
theoretical studies include equilibrium structures,35–41 transition
states,44,45 formation energies36,37,46–51 and nucleation
rates.58,59 However, quantum chemical calculations on nano-
size clusters have been somewhat limited.59–63 For example,
DePalma et al.60,61 studied nano-size clusters of sulfuric acid
(H2SO4) and ammonia (NH3)/dimethylamine (DMA) with and
without water. The structures and formation energies of the
charged clusters [(BH+)x(HSO4

�)y]+/� (B = NH3 or DMA, x = y + 1,
1 r y r 10) and the neutral clusters [(BH+)x(HSO4

�)x(H2O)y]
(B = NH3 or DMA, 2 r x r 8, 0 r y r 10) were computed using
density functional methods. Similarly, Ortega et al.59,62 reported
structures and evaporation rates for negatively and positively
charged clusters containing up to four H2SO4 and four DMA
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molecules and up to five H2SO4 and five NH3 molecules.
A thermochemical analysis approach to the ternary ionic
(HSO4

�)(H2SO4)m(NH3)k(H2O)n (m = n r 3, k = 1, 2) clusters
was reported by Herb et al.63

Recently, Finlayson-Pitts and coworkers64–69 carried out a
series of studies on the formation and growth of particles from
the reactions of methanesulfonic acid (MSA, CH3SO3H) with
ammonia and amines, all of which have been measured in the
atmosphere.70–82 Calculations on small clusters of MSA with
ammonia or amines have been carried out,41,42,56,64,65,69 but
insight into the structures of the nanoparticles formed is still
lacking.

We present here a theoretical, microscopic description for
nanoparticles formed in the reaction of MSA with methylamine
(MA). The clusters studied are in the smallest size range that
could be accessed in the experiments (41.4 nm).67 Quantum
chemical calculations are carried out to compute structures,
energies and related properties of the clusters. The stabilities
are further studied by molecular dynamic simulations from low
(200 K) to high temperatures (500 K). We discuss potential
continuing growth mechanism, and propose models for the
structure of particles formed in the experiment. The crystalline
structure of MSA–MA particles is also predicted.

The paper is organized as follows. Section 2 describes the
methodology. In Section 3, we report quantum chemical and
semi-empirical results of nano-clusters that have sizes that
could be detected experimentally, and the corresponding crystal-
line structure. Finally, in Section 4, we summarize our conclusions
and discuss directions for future work.

2. Methodology

In acid–base clusters, hydrogen bonds may be formed between
the acid and the base, or proton transfer may occur from the
acid to the base. A suitable quantum chemical potential for the
prediction of the structure of the acid–base cluster should give
a good description of hydrogen bonds, van der Waals’ inter-
actions and whether the proton transfer reaction takes place.
Recent benchmarking studies83 on the H2SO4, NH3 and DMA
system show that Perdew–Burke–Ernzerhof (PBE)84 density
functional performs quite well for prediction of the structures
and binding energies. Hence, we employed PBE density func-
tional with the Dunning double-z correlation-consistent basis
set cc-pVDZ85 for the structure optimization, vibrational frequencies,
energies, enthalpies and Gibbs free energies (at 298 K). To verify
the reliability of the PBE/cc-pVDZ results, we took B3LYP-D3/
aug-cc-pVDZ and MP2/aug-cc-pVDZ as the references for our test
calculations on the smallest system, MSA–MA. The test results
showed that proton transfer from MSA to MA was predicted at all
three levels of theory, and the geometries of MSA–MA we obtained
here were similar to the previous study (see Fig. S1 in ESI†).57 For
the larger systems (MSA–MA)4� � �(MSA–MA)4, MSA–(MSA–MA)4 and
MA–(MSA–MA)4, all of the calculations were done at the level of
PBE/3-21G.86 Partial charges on each component were calculated to
present the charge separation in clusters using natural bond orbital

(NBO) analysis.87,88 In order to compare (MSA–MA)4 with other
possible conformations, PACKMOL package89,90 was employed to
generate the conformational sampling. Four MSA molecules and four
MA molecules were randomly put into a 10.0 Å � 10.0 Å � 10.0 Å
cube. The criterion of distance between each molecule is set to 1.8 Å.
Using the program, we generated three hundred different initial
structures. These structures were first calculated at the level of
PBE/6-31+G(d).91,92 For those isomers within 10 kcal mol�1 of the
lowest-energy isomer, we refined the geometries and frequencies
at the PBE/cc-pVDZ level. All electronic structure calculations
were carried out using the Q-CHEM 4.3 program package.93

The processes of nucleation and growth of atmospheric
nanoparticles involve competing processes, and these will
affect the concentrations of the precursors and the composition
of the nanoparticles formed. The energies of clusters obtained
through quantum chemical calculations are at 0 K, which may
be different from that at room temperature.94 Although the free
energies at 298 K were also computed, the DG values only
provide the relative thermodynamic stability of the two states
being compared. Dynamic stability is of importance, and the
dynamic simulations can predict relevant properties, e.g., whether
the nano-size cluster will dissociate into other fragments, what the
fragments will be, the timescale on which the dissociation takes
place, and the temperature dependence of these properties.
Hence, in order to verify the dynamic stabilities of the proposed
particle models, molecular dynamic simulations were also
employed. Because ab initio molecular dynamic simulations of
the nano-size clusters are expensive, molecular dynamic simula-
tions with semi-empirical quantum chemical potentials (PM3)95

having lower computational cost were employed. Molecular
dynamic simulations at the PM3 level have been successfully used
to study atmospheric molecules and related properties including
hydration, dissociation, proton transfer reaction, etc.,96–100 but
must be with caution since their accuracy is inferior to DFT
methods.

In order to evaluate the reliability of PM3 for our clusters, we
tested the PM3 method on the MSA–MA system. Test results
showed that the geometry obtained at the PM3 level is close to
that obtained using density functional methods (see Fig. S1,
ESI†). All dynamic simulations at the level of PM3 were carried
out using the CP2K package,101 on the gas-phase NVT canonical
ensemble with Nose–Hover thermostats.102,103 We ran five
trajectories for each simulation, and each trajectory was pro-
pagated for 100 picoseconds (ps) at a time step interval of
1 femtosecond (fs). In considering the possible effect of tem-
perature on stability, four temperatures, i.e., 200 K, 300 K, 400 K
and 500 K were chosen. The dynamic simulations for 100 ps at
very high temperatures 400 K and 500 K, much above the
atmospheric range, were enough to indirectly demonstrate that
the clusters can have longer lifetimes at lower temperatures.

In order to explore the possible existence of crystalline
MSA–MA, solid periodic boundary conditions calculations on
the MSA–MA crystal were done using the Quantum Espresso
package.104 A projector augmented wave (PAW)105,106 approach
and the generalized gradient approximation (GGA)107 with the
Perdew–Burke–Ernzerhof (PBE) functional were employed in
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the structure relaxations. This method was tested using the
experimentally known MSA–NH3 crystal structure. The unit cell
parameters of MSA–NH3 we obtained here are very close to the
experimental values108 (see Table S1 in ESI†).

3. Results and discussion
3.1 The 1 : 1 MSA–MA cluster

MSA–MA, the smallest cluster, has been studied theoretically.57,66

The geometries, bond lengths of hydrogen bonds and partial
charges on MSA–MA computed at the level of PBE/cc-pVDZ are
shown in Fig. 1. Consistent with previous studies,57,66 the most
stable structure of MSA–MA is an ion pair [H3CSO3]�[H3NCH3]+,
where MSA transfers one proton to MA. In our previous study, we
found proton transfer in the small cluster qualitatively correlates
particle formation observed experimentally.57 Hence, we proposed
that proton transfer should exist in the larger MSA–MA clusters.

3.2 Formation of an (MSA–MA)4 cluster

Particle formation and growth are complicated processes, where
molecules can form stable clusters and can also be released from
these clusters. An ideal model cluster of these processes should
be very stable both thermodynamically and dynamically, which
can be estimated through energies (at 0 K), free energies
(at 298 K) and dynamics simulations at different temperatures.
We assume here that growth starts with the 1 : 1 MSA–MA
complex, because the MSA–MA ion pairs should be more stable
than structures with only hydrogen bonds between the acid and
the base. In the first step, two MSA–MA can form (MSA–MA)2,
where two ion pairs form a cyclic structure through hydrogen
bonds (see Fig. S2, ESI†). However, the size of (MSA–MA)2, (3.32 Å�
9.69 Å � 11.1 Å) is still far from the experimentally detectable
range. Hence, we propose a model cluster consisting of four
MSA–MA complexes. The optimized structure of (MSA–MA)4 at
the PBE/cc-pVDZ level is shown in Fig. 2. The size of (MSA–MA)4

is 9.22 Å � 9.56 Å � 9.36 Å. The structure of (MSA–MA)4 is a
closed cage-like structure composed of four ion pairs in which
each oxygen atom forms a hydrogen bond with the transferred
proton from MSA to MA. The average bond length of the
hydrogen bonds is 1.827 Å, and the average partial charge on
MA component is d = 0.79. Hence, this cage-like (MSA–MA)4 can

be seen as a nano-size cluster whose stabilities are assessed in
the following.

In order to verify the thermodynamic stability of (MSA–MA)4,
we calculated the dissociation energies corrected with zero-point
energy, enthalpies and free energies at 298 K (see Table 1). Two
possible paths are considered, one that generates four MSA–MA
monomers and one that gives two (MSA–MA)2 complexes.
When (MSA–MA)4 is directly dissociated to four MSA–MA mono-
mers, the dissociation energy and enthalpy are quite high, i.e.,
DE = 103, DH = 101 kcal mol�1. At 298 K, the calculated free
energy DG is 66.8 kcal mol�1. These positive values show that the
dissociation reaction is highly endothermic. Similarly, dissociation
of (MSA–MA)4 to two (MSA–MA)2 complexes is also endothermic
(DE = 34.1, DH = 33.8, DG = 20.3 kcal mol�1), although less than the
dissociation to the MSA–MA monomer. These results demonstrate
that (MSA–MA)4 is quite stable thermodynamically. In addition, the
dissociation of (MSA–MA)2 to MSA–MA (Table 1) is also endothermic.
In short, (MSA–MA)4 is thermodynamically more stable than
MSA–MA and (MSA–MA)2.

The dynamic stability of (MSA–MA)4 was verified using
dynamic simulations with semi-empirical quantum chemical
potentials. At the level of PM3, dynamics simulations of the
cage-like structure were carried out at four temperatures: 200 K,
300 K, 400 K, and 500 K. The structures of (MSA–MA)4 at 100 ps
are shown in Fig. 3. At each temperature, (MSA–MA)4 does not

Fig. 1 Key geometrical parameters (Å) and partial charges d (in atomic units) of
MSA–MA at the PBE/cc-pVDZ level. Yellow, red, blue, gray and white spheres
represent sulfur, oxygen, nitrogen, carbon and hydrogen atoms, respectively.

Fig. 2 Key geometrical parameters (Å) and partial charges d (in atomic
units) of (MSA–MA)4 at PBE/cc-pVDZ level.

Table 1 Dissociation energies with zero-point energy correction (DE),
enthalpies (DH), free energies (in kcal mol�1) at 298 K (DG) at PBE/cc-pVDZ
level. A positive value means the process is endothermic (DE and DH) and
endergonic (DG)

DE DH DG

(MSA–MA)4 - 4 � MSA–MA 103 101 66.8
(MSA–MA)4 - 2 � (MSA–MA)2 34.1 33.8 20.3
(MSA–MA)2 - 2 � MSA–MA 34.4 33.7 23.2
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change its conformation and still keeps the key cage-like
skeleton although the structural parameters change slightly.
Each proton transferred from MSA to MA is always bonded with
the corresponding MA. Throughout the simulation, the N–H
bond lengths (which are B1.0 Å) do not change significantly
with temperature (see Fig. S3, ESI†). The maximum bond
lengths are 1.133 (200 K), 1.162 (300 K), 1.191 (400 K) and
1.233 Å (500 K), respectively. In short, from low temperature

(200 K) to high temperature (500 K), (MSA–MA)4 always keeps
the cage-like structure composed of four ion pairs and is stable
for at least 100 ps.

As is typically the case, there are many different local minima
in the potential energy surface of the system. Hence, it is useful to
verify the stability of (MSA–MA)4 compared with other isomers
made of four MSA molecules and four MA molecules. We
randomly generated 300 different structures and performed the
geometry and frequency calculations. Calculations show that, at
the level of PBE/cc-pVDZ, the lowest-energy isomer has the same
geometry with our designed (MSA–MA)4. The second isomer is a
cyclic structure composed by four ion pairs (see Fig. S4, ESI†), and
has 4.71 kcal mol�1 higher energy. Dynamic simulations of the
second isomer at 300 K shows that the second isomer completely
becomes the cage-like (MSA–MA)4 at 8 ps (see Fig. S5, ESI†). Based
on these calculations, the results of the random search confirm
that (MSA–MA)4 is more stable than other isomers considered
here. However, this does not strictly prove that (MSA–MA)4 is the
global minimum of the system, it just makes this very likely to be
the case.

From the above, the proposed cluster (MSA–MA)4 is very
stable both thermodynamically and dynamically. Although the
size of (MSA–MA)4 is nearly one nanometer, it is still a little
smaller than the experimental detectable size (41.4 nm). In
order to reach the experimental range, possible growth
mechanisms of (MSA–MA)4 are proposed.

3.3 Continuing growth of (MSA–MA)4

Now that (MSA–MA)4 has been demonstrated to possess high
stability, clustering of (MSA–MA)4 may be a possible method of
continuing growth. Here, we take the smallest complex, i.e., the
dimer (MSA–MA)4� � �(MSA–MA)4 as the example to verify the

Fig. 3 Structures of (MSA–MA)4 from dynamic simulations at 100 ps at
four temperatures (200 K, 300 K, 400 K and 500 K).

Fig. 4 Structures of (a) (MSA–MA)4� � �(MSA–MA)4, (b) MSA–(MSA–MA)4, (c) MA–(MSA–MA)4, and corresponding partial charges d (in atomic units) at
PBE/3-21G level. For (MSA–MA)4� � �(MSA–MA)4, the partial charge is the average charge on MSA or MA component. For MSA–(MSA–MA)4 and
MA–(MSA–MA)4, inside molecules are blurred out for the better view and only partial charges of outside molecules are shown.
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feasibility of this growth mechanism. The structure of the dimer at
the PBE/3-21G level is shown in Fig. 4. In (MSA–MA)4� � �(MSA–MA)4,
two (MSA–MA)4 clusters interact by weak van der Waals forces,
and each cluster still has the basic skeleton although the
structural parameters change a little. The partial charge on the
MA component in the dimer is d = 0.62, which is about the same
as that in (MSA–MA)4 cluster. Note that the average partial charge
on the MA component in (MSA–MA)4 at the PBE/3-21G level
(d = 0.63) is smaller than that at PBE/cc-pVDZ level (d = 0.79).

The corresponding energies of dissociating the dimer to
(MSA–MA)4 are listed in Table 2. These positive values, DE = 22.4,
DH = 23.1, DG = 5.7 kcal mol�1, indicate the dimer is thermo-
dynamically stable. We also considered the dynamic stability of
the dimer using dynamic simulations at the PM3 level carried
out for 100 ps at 300 K. The structure of the dimer at 100 ps is
shown in Fig. 5. Throughout the simulation, the two cage-like
structures sometimes undergo rotation, and the distance
between them also changes by a small amount. However, the
dynamic simulation results show that the dimer is stable for
at least 100 ps at room temperature, although the structure
changes slightly.

In summary, like (MSA–MA)4, the dimer (MSA–MA)4� � �
(MSA–MA)4 is very stable both thermodynamically and dynamically.
The size of the dimer is nearly two nanometers, which is
already in the experimental range of detection. Hence,
(MSA–MA)4� � �(MSA–MA)4 may be one of nanoparticles detected
in the experiments, and clustering of (MSA–MA)4 to larger
clusters is a feasible mechanism for growth.

Another alternative growth mechanism, i.e., a step by step
increase, was also considered. In this kind of growth process, only
acid or base molecules monomers are added to (MSA–MA)4, which
would represent experiments carried out in excess acid or base. Here,
we computed the addition of one MSA or one MA to (MSA–MA)4. The
optimized structures of MSA–(MSA–MA)4 and MA–(MSA–MA)4 at
PBE/3-21G are shown in Fig. 4. Theoretical calculations show that
adding either MSA or MA results in breaking one hydrogen bond in
(MSA–MA)4 and formation of a small ring with one ion pair. This
extra MSA or MA affects the charge separation, with the contribution
of MSA (d = �0.12) being a little larger than MA (d = 0.05).

The stabilities of these two complexes were also considered.
The results of the thermodynamic calculations for the two
complexes are summarized in Table 2. MSA–(MSA–MA)4

and MA–(MSA–MA)4 both have positive dissociation energies
(23.6/15.4 kcal mol�1), enthalpies (24.2/15.4 kcal mol�1)
and free energies (10.0/5.33 kcal mol�1), indicating good
thermodynamic stability. Dynamic simulations show that
MSA–(MSA–MA)4 is still stable when simulation is run for 100 ps,
but MA dissociated from MA–(MSA–MA)4 in just 3.5 ps (see Fig. 5b
and c). It is clear that adding the acid to (MSA–MA)4 is feasible
at room temperature, and addition of MSA leads to the growth of
particles. However, in order to reach the experimentally detectable
size, more MSA is required. Hence, growth of (MSA–MA)4 by

Table 2 Dissociation energies with zero-point energy correction (DE),
enthalpies (DH), free energies (in kcal mol�1) at 298 K (DG) at PBE/3-21G
level. A positive value means the process is endothermic (DE and DH) and
endergonic (DG)

DE DH DG

(MSA–MA)4� � �(MSA–MA)4 - 2 � (MSA–MA)4 22.4 23.1 5.7
MSA–(MSA–MA)4 - MSA + (MSA–MA)4 23.6 24.2 10.0
MA–(MSA–MA)4 - MA + (MSA–MA)4 15.4 15.4 5.33

Fig. 5 Snapshots of (a) (MSA–MA)4� � �(MSA–MA)4 at 100 ps, (b) MSA–(MSA–MA)4 at 100 ps, and (c) MA–(MSA–MA)4 at 3.5 ps from the dynamic
simulations (T = 300 K).
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addition of acid molecules is a likely potential growth mechanism
when MSA is present in excess in the experiment.

3.4 Does crystalline MSA–MA exist and is it related to (MSA–MA)4?

As discussed above, we found that (MSA–MA)4 involves proton
transfer between the MSA and the MA units and has a rigid
structure with high symmetry. This raises an interesting conceptual
question: can the properties of (MSA–MA)4 also occur for larger
MSA–MA particles? Such larger particle could be crystalline
MSA–MA. Hence, it is interesting to know whether crystalline
MSA–MA exists. Motivated by this, we optimized the cage-like
(MSA–MA)4 structure using periodic boundary conditions. The
crystal structure and the lattice parameters using PAW-GGA
(PBE) approach are shown in Fig. 6. From the values of unit cell
parameters, the unit cell of the crystal is very close to a cube. The
structure in the unit cell is likewise a cage-like (MSA–MA)4 structure,
but obviously has higher symmetry compared with that cluster. For
example, in the unit cell, each hydrogen bond has nearly the same
bond length, i.e., 1.733 Å, while in (MSA–MA)4, each H-bond is
different and the average bond length is 1.827 Å. Thus, our
calculations predict the existence of the crystalline MSA–MA, but
we cannot claim that it can be formed from (MSA–MA)4 in the
atmospheric process of particle growth. As far as we are aware, there
is no experimental evidence for this and it may be a very long
time-scale process that requires very controlled conditions.
However, our predicted MSA–MA crystal can perhaps be prepared
in the laboratory, and if this is realized, studies of the crystal may
also help for understanding of all MSA–MA clusters and particles.

4. Concluding remarks

In this paper, we designed a cage-like nano-size (MSA–MA)4 cluster.
Semi-empirical and ab initio quantum chemistry calculations show
this cage-like structure possesses very high thermodynamic and

dynamic stability, supporting its potential for playing a key role in
the process that grows clusters to detectable particles. However, the
size of (MSA–MA)4 is somewhat smaller than the experimental size
limit of detection of 1.4 nm. In order to reach the detectable size
range, growth mechanisms of (MSA–MA)4 were considered. The
dimer (MSA–MA)4� � �(MSA–MA)4, which approaches the experimen-
tally detectable size range, is very stable both thermodynamically and
dynamically and clustering to form larger clusters appears to be a
feasible growth mechanism. Thus, (MSA–MA)4� � �(MSA–MA)4 may be
one of the smaller experimentally measured particles. Step by step
addition of MSA to (MSA–MA)4 may also take place in a growth
mechanism when MSA is excess. An MSA–MA crystal was also
predicted, and it has some structural similarty to (MSA–MA)4, but
it is not expected to form in atmospheric conditions. In short, the
cage-like (MSA–MA)4 can be seen as a very important intermediate in
the formation and growth of MSA–MA particles, and can be used as
the building block to form larger particles.

We should note that dry MSA–MA particles are not realistic in the
atmosphere because of the ubiquitous presence of water. Previous
experimental studies have reported that water enhances MSA–MA
particle formation and growth66,67 which is not treated here. Never-
theless, the microscopic description of the simple binary MSA–MA
system may provide preliminary insights into understanding the
nature of MSA–MA nanoparticles, and provide a reference for study-
ing the effect of water on nano-size clusters studied in the future.
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J. Blomqvist and M. Kulmala, J. Phys. Chem. A, 2006, 110,
7178–7188.

48 T. Kurtén, L. Torpo, C.-G. Ding, H. Vehkamäki, M. R. Sundberg,
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102 S. Nosé, J. Chem. Phys., 1984, 81, 511–519.
103 W. G. Hoover, Phys. Rev. Gen. Phys., 1985, 31, 1695–1697.
104 P. Giannozzi, S. Baroni, N. Bonini, M. Calandra, R. Car,

C. Cavazzoni, D. Ceresoli, G. L. Chiarotti, M. Cococcioni,
I. Dabo, A. D. Corso, S. de Gironcoli, S. Fabris, G. Fratesi,
R. Gebauer, U. Gerstmann, C. Gougoussis, A. Kokalj,
M. Lazzeri, L. Martin-Samos, N. Marzari, F. Mauri,
R. Mazzarello, S. Paolini, A. Pasquarello, L. Paulatto,
C. Sbraccia, S. Scandolo, G. Sclauzero, A. P. Seitsonen,
A. Smogunov, P. Umari and R. M. Wentzcovitch, J. Phys.:
Condens. Matter, 2009, 21, 395502.
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