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Abstract

Site response estimates from one-dimensional (ID) site response analyses (SRAs)
carry inaccuracies due to modeling and parametric errors. Modeling errors are due
to the condensation of the three-dimensional (3D) wave propagation phenomenon
to the vertical propagation of a horizontally polarized wave through a soil column,
and parametric errors are due to the incomplete knowledge of the distributions of
soil parameters, leading to the selection of nonoptimal input parameters for a site
of interest. While parametric errors are traditionally handled using different soil
parameters (e.g. alternative shear-wave velocity profiles), modeling errors are
generally neglected. This paper proposes an approach for conducting linear elastic
ID SRAs to improve site response predictions and account for modeling errors.
First, ground-motion data from borehole array sites are collected, processed, and
screened for appropriateness (e.g. expected shear strains lower than 0.01%, signal-
to-noise ratio higher than 3). Second, ID SRA predictions in terms of transfer
functions and amplification factors are compared against observations, and the
discrepancies are quantified as residuals. Finally, the residuals are partitioned into a
model bias term (cg'éA), a site term (SSZSfRA) with standard deviation q')gs?, and a
event- and site-specific remaining residual (SAMPSR*) with standard deviation ¢y
Values for R and (l)é%‘ for forward predictions are recommended. The sensitivity
of the site response residuals to region, site type (ID- or 3D-like), and the
applicability of findings to outcropping applications are discussed, and an example
application for a hypothetical project site is presented.
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Introduction

Predictions from one-dimensional site response analyses (1D SRAs) carry modeling and para-
metric errors, as well as errors intrinsic to the 1D SRA as a numerical modeling tool. The sim-
plest approach for estimating site response consists of the propagation of the input ground
motions through a soil column characterized with best-estimate shear-wave velocity (Vs) and
damping profiles. Modeling errors in the predicted response come from the simplification of
the 3D wave propagation phenomenon to the vertical propagation of a horizontally polarized
wave through a simple 1D model, which fails to capture the effects of unmodeled non-1D
site-specific features on-site response. Parametric errors are due to the lack of knowledge
about the range of soil’s properties and, in the case of linear elastic simulations, the most
appropriate Vg and damping profiles. Finally, there are errors associated with 1D SRA as an
imperfect tool when conducted with a best-estimate Vg profile and an uncalibrated amount
of damping, even for sites relatively compliant with the 1D SRA assumptions. Such errors
are referred to as “intrinsic errors.” While parametric errors are commonly addressed by
using multiple alternative input parameters, for example, baseline, upper, and lower Vg pro-
files (Electric Power Research Institute (EPRI), 2013), intrinsic and modeling errors are gener-
ally overlooked. This and the companion paper (Pretell et al., 2023) develop and propose an
approach for conducting 1D SRAs that removes the intrinsic errors and reduce the discrepan-
cies between observations and 1D SRA-based predictions given by the modeling errors.

The proposed approach for conducting linear elastic D SRAs, hereafter referred to as
1D SRAs, consists of two main parts: (1) using calibrated input parameters (damping and
randomized Vg profiles) under the hypothesis that using the right amount of damping and
Vs randomization removes the 1D SRA intrinsic errors, and (2) bias-correcting the
response to compute the best-estimate along with the 5™ and 95 percentile median site
response. Damping multipliers (D,,,;) are used to increase laboratory-based damping val-
ues and the Vg randomization model by Toro (1995) is used to generate suites of rando-
mized Vg profiles. Based on comparisons with borehole array data from 39 1D-like sites,
it is observed that using D,y = 3 and a standard deviation for Vg randomization,
omys= 0.25, leads to more accurate median site response predictions and a reduction in
the site response variability. The companion paper discusses further the calibration of
damping and Vg randomization, whereas this article focuses on the quantification of the
method bias and the estimation of the best-estimate median site response, and the 5 and
95" percentiles of the median site response.

A database of 495 3D-like borehole array sites from Japan and the United States is used
to estimate the method bias (c§]‘§A) and variability in the modeling error at a specific site or
site term (5S2S§RA), quantified with the standard deviation ¢§§SA. Following the findings
from the companion paper, 1D SRAs are conducted with Dy, = 3 and oy, y,, and resi-
duals are calculated for transfer functions (TFs) and amplification factors (AFs). Mixed-
effects regression is used to partition the residuals into their components, and c§§A and
qﬁgsA values for engineering applications are recommended. The protocol for conducting
1D SRAs following the proposed approach is outlined, and an example application for a

hypothetical project site is presented.
Capturing modeling errors in |D SRAs

Framework

Errors carried by 1D SRA predictions can be quantified using ground-motion data from
borehole array sites. For an intensity measure (IM) of interest estimated using 1D SRAs
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and the corresponding observed earthquake component “e” at a site “s,” the following
relation can be established:

IMS = MRS 4502 (m

where IM%™ and IMS3RA are, respectively, the observed and 1D SRA-predicted IM in nat-
ural logarithm units, and 83** is the site response residual associated with 1D SRAs con-
ducted using a best-estimate Vg profile and an uncalibrated amount of damping (e.g.
based on laboratory testing). In this work, IM represents either TFs or AFs, estimated as
the ratio of the observed or the predicted ground motion at surface and the observed (i.e.

within) ground motion at depth. The residual SSSRA in Equation 1 can be partitioned as:

Sor = SR + 51D + 53D (2)

where ¢SR4 is the global 1D-SRA bias estimated from a mixed-effects regression. The site-
specific term SIDSSRA is due to 1D-SRA intrinsic errors (e.g. overpredictions at the site’s
fundamental mode) that depend on the effect of the site’s damping and Vs profiles. The
term 83DSRA is the remaining modeling residual due to non-1D features affecting the site
response and the effect of variability in the ground-motion waveforms that are not
accounted for by ¢SRA. The term 83DSRA can be partitioned as (Al Atik et al., 2010):

83DSRA = 5S2S3RA L SAMPSRA (3)

where (SSZSSSRA is the site-specific error in the analytical modeling estimated as the mean of
the bias-corrected residuals at a site “‘s,” and is referred to as “site term,” and BAMPSSRA is
the remaining unexplained bias- and site-corrected residual. The components BSZSER% and
SAMPSRA are assumed as random variables with zero mean and standard deviations ¢

and (bil;fp, respectively. Replacing Equation 3 into Equation 2:

Sorh = SRA 4+ 51DJRA + 5S28TRA + SAMPLRA (4)

In Equation 4, the term SIDSSRA can be removed by conducting 1D SRAs with a calibrated
amount of damping (Dy,y = 3) and Vg randomization (o, y; =0.25). Dy and o,y are
calibrated to remove the intrinsic errors, reduce the variance of site response residuals, and
improve site response predictions overall. This Vg randomization should not be confused
with the more common practice of randomizing Vg profiles to account for the 1D Vg varia-
bility within the footprint of a project site of interest. More generally, Vs randomization
can be calibrated to capture the effect of site-specific features affecting site response for dif-
ferent purposes, such as to capture Vg variability or edge effects (e.g. Pretell et al., 2022).
In this article, Vg randomization is used to reduce modeling errors. Given that the quantifi-
cation of residuals is conducted using data from 3D-like sites, then SR = c§RA. With these
considerations, Equation 4 reduces to:

SSRA = (SRA 1 5S285RA L SAMPSRA (5)

Previously, in Equations 2 to 4, 65** is estimated from 1D SRAs conducted with a
best-estimate Vg profile and uncalibrated damping values, whereas it is estimated from 1D
SRAs conducted with randomized Vg profiles and calibrated damping in Equation 5.
Given that borehole array data are herein used, the term SAMPSR* in Equation 5 could
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be further partitioned into the variability due to time histories, and due to the 3D sub-
structure affecting site response:

SRA? _ ; SRA? SRA? SRA SRA
AMP = PaMp-TH + Pamp-3D + 2p(8AMP-THSRA,8AMP-3DSRA) D amp-THPAMP-3D (6)

where p is the correlation between SAMP-TH3® and SAMP-3D3RA. For simplicity, only

d)i%j is estimated. All the terms in Equations 1 to 6 are frequency-dependent.

Site response predictions can be improved by accounting for c%A and d)éESA. The term

cSBA represents a global bias in the estimated response, and ¢§§SA represents the variability

in the bias-corrected 1D SRA-based median site response. The residual component
SS2S§RA varies from site to site, and whether it is positive (implying underprediction) or
negative (overprediction) is unknown unless borehole ground-motion data are available at
a site of interest. To account for the 1D-SRA bias and the potential under- or overpredic-

tion, c3B” and P3N are quantified using data from a database of borehole ground

motions. Note that ¢3re: is different from the within-site standard deviation in ground-

motion models (GMMs), herein referred to as ¢§2¥M, which represents the variability in

amplification factors (e.g. Al Atik et al., 2010).

Proposed approach

The proposed approach for conducting 1D SRAs (1) uses D,y and Vg randomization to
improve site response predictions, and (2) accounts for ¢S8* and ¢3xs. The protocol for
conducting 1D SRAs consists of five steps:

Step I: site characterization. The best-estimate Vg profile is selected, and the small-strain
damping after Darendeli (2001) is estimated for a site of interest. The model by Darendeli
is used assuming a plasticity index (PI) of 0, a loading frequency (fioaq) of 1 Hz, a coeffi-
cient of lateral pressure at rest (Ky) of 0.5. The same layering in the Vg profiles is consid-
ered for the development of damping profiles.

The proposed approach is developed using damping profiles estimated based on the
Darendeli relation with the aforementioned values for PI, fi,.q, and K,, and thus, they
must be used in forward applications. The use of site-specific parameters could lead to an
increase in damping by a factor of 2 and the underprediction of the median site response.
It is expected that cases with PI, fi,.q, and Kj that significantly deviate from the assumed
values (e.g. a site on a fat clay deposit with very high PI) will require methods more
advanced than the proposed approach.

Step 2: site response input parameters. A D, = 3 is used to increase the single small-strain
damping and a suite of 50 randomized Vg profiles is generated from the best-estimate pro-
file. The randomized Vg profiles are obtained using the Toro (1995) Vg model with
oy, =0.25 and the parameters recommended for sites with the inverse of the slowness in
the top 30 m (Vg30) between 180 and 360 m/s. The Toro model is implemented in widely
used computer codes such as STRATA (Kottke and Rathje, 2008) and DEEPSOIL
(Hashash et al., 2020). The proposed approach does not require randomization of the
layer thicknesses or the depth to bedrock nor the screening of Vg profile realizations. The
selection of Dy, = 3 and oy,y, are intended (1) to remove the commonly observed
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overprediction of the site response at the fundamental mode and (2) to reduce the degree
of discrepancies between observations and 1D SRA-based predictions. A detailed study
on the calibration of D, and oy, y, is presented in the companion paper.

Step 3: uncorrected median site response. The 50 randomized Vg profiles are used with the
same single damping profile (D, = 3) to compute the site response for each selected
input ground motion. The median site response (upy) resulting from all the 50 site
responses is estimated, where IM represents Fourier amplitudes or pseudo-spectral accel-
erations (PSAs) at ground surface. This wuyy, is the uncorrected best-estimate median site
response for a given input motion.

Step 4: bias correction. The estimated upy, should be bias-corrected to account for the
observed overall trend to overpredict the site response around the site’s fundamental mode
and underpredict the high-frequency amplitudes. The bias correction is achieved by adding
cSBA to the uncorrected best-estimate median site response p;y. The resulting response is
the best-estimate (bias-corrected) median site response for a given input ground motion:

: SN . - SRA
Best-estimate median site response: IMgg = upy + ¢35

Step 5: accounting for modeling errors. The potential for site-specific modeling errors leading
to a median site response that is systematically higher or lower than the average median
response is accounted for. The site-specific error in analytical modeling, SS2SSSRA, can be
quantified for sites where site-specific ground motion recordings are available. Given that
ground motion recordings are generally unavailable, BSZSS‘RA is unknown in engineering
applications. Thus, 8SZS§RA is accounted for by considering alternative percentiles of the
bias-corrected median FAS or PSA, with a 90% confidence interval:

5 percentile of the median site response: IMsi = (g + SR — 1.65X p3xa

95 percentile of the median site response: IMgsin = (tpy + SBAY +1.65 X(bggsA

All the quantities in Steps 4 and 5 are in natural logarithm units; for instance, the bias-
corrected best-estimate median site response in arithmetic units is exp(IMgg).

The proposed approach is intended to be used for a site, defined as a punctual location
that does not account for spatial variability of soil properties across a structure’s footprint.
However, the approach can be used multiple times for alternative baseline Vg profiles to
account for parametric epistemic uncertainty. In the following sections, the associated
components, the assumptions, and the data used in the development of the proposed
approach are discussed. Finally, an example application is presented to show how the
proposed approach can be used in the forward prediction of site response.

Aleatory variability and epistemic uncertainty associated with the proposed approach

A framework for the identification of sources of aleatory variability (AV) and epistemic
uncertainty (EU) in ground-motion modeling (Abrahamson et al., 1990) is described in
the companion paper for site response applications. The separation of AV and EU helps
understand the different factors affecting the response, as well as the benefits and the lim-
itations of a selected numerical approach. This framework is developed and discussed
within the context of the proposed approach and potential extensions to it (Table 1).
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The parametric AV (PAV) consists of random factors affecting the site response that
can be explicitly modeled by the selected modeling approach. Such factors include ran-
domness in time given by the ground-motion waveforms, which can be captured by using
multiple time histories. These time histories lead to variability in the response for PSA at
surface that can be quantified as a standard deviation associated with time histories “TH”:
H3RA, - Note that in the case of TFs or FAS, SR8, .. = 0.

The parametric EU (PEU) consists of the plausible alternative input parameters associ-
ated to the selected modeling approach. The PEU can include multiple suites of parameters
depending on the available information and problem-specific needs (e.g. Rodriguez-Marek
et al., 2020). Within the context of the proposed approach, the PEU consists of suites of
input ground motions, selected based on some demand criteria, and best-estimate Vg pro-
files (e.g. based on different geophysical tests). The PEU also includes D, to increase
damping and oy, y, to randomize Vg profiles. The best-estimate and recommended values
for these parameters are Dy,,,; = 3 and oy, 5, = 0.25, but alternative plausible values could
be selected: Dy, = 1-4 and 01,7, =0.2 — 0.3 (e.g. Figure 13 in the companion paper).

The modeling AV (MAYV) consists of the variability in the estimated site response given
the factors affecting the site response but uncaptured by 1D SRAs. These factors include
the wave propagation direction and wave inclination, the presence of other wave types, the
presence of a basin edge, a dipping bedrock, or complex subsurface structures. From the
perspective of common 1D SRA applications, the effect of these factors on site response
are regarded as random, leading to uncontrolled under- or overpredictions. Herein, the
MAV is reduced by quantifying ¢S** and §3DSR** in Equation 2.

Finally, the modeling EU (MEU) consists of the site-specific error in analytical model-
ing or site term (SSZSERA), its standard deviation ¢§]§§A‘, and the potential misestimations
of cSRA, pSRA. and ¢3R4, The latter is quantified as standard errors (SEs). Given that
SRA, pIRA . and ¢ are herein estimated based on a large database of sites and ground-

motion recordings, the SE in all cases is considered negligible (Table 1).

Relation to seismic hazard

The AV and EU components associated with the proposed approach should be consistent
with seismic hazard calculations. In particular, the characterization of the seismic demand
at the location of interest at depth (i.e. half-space), and the subsequent convolution of the
hazard at ground surface, if required, should capture different fractions of the ground-
motion variability. The seismic hazard at the half-space should be calculated using single-
station sigma to remove ¢g’21\s/[M given that site effects are explicitly modeled using site-
specific 1D SRAs (Al Atik, 2015; Atkinson, 2006; Rodriguez-Marek et al., 2011, 2013). To
compute the seismic hazard at the ground surface, the convolution approach proposed by
Bazzurro and Cornell (2004) is recommended by EPRI (2013) and commonly used in par-
tially non-ergodic applications in the nuclear industry (e.g. Rodriguez-Marek et al., 2014,
2021). The convolution approach requires two parameters: the median response at the
ground surface (ueony) and the standard deviation (oconv). teony corresponds to the
best-estimate, and the 5™ and 95™ percentiles of the median site response resulting from
the proposed approach, whereas ocony results from the addition of ¢/S\}§,f‘P7TH. Here, we
follow the approach that the component ¢/Ss§/ﬁ: is already included in the GMM and thus
is not considered in the convolution of hazard. More details are provided by Bazzurro and
Cornell (2004), Pehlivan et al. (2016), and Stewart et al. (2014).
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Table |. Matrix for the separation of sources of aleatory variability and epistemic uncertainty associated
with the proposed approach for conducting ID SRAs

Aleatory variability around the Epistemic uncertainty in the median site
median site response response

Parametric Effect of the randomness in time ®  Alternative suites of input ground motions
on the site response, e.g., the consistent with design criteria.

variability resulting from using a

. . o i -esti
suite of ground-motion Alternative best-estimate I1D Vs profile.

- .. 1SRA

waveforms in design: davp_Th» ®  Alternative values of o,y for Vs

only applicable to amplification randomization to remove § | DSRA 0.2-0.3.
factors.

®  Alternative values of D, for increasing
damping to remove 6| DfRA: 1-4.

Modeling Difference of the observed and ®  Error in analytical modeling: SSZSgRA.
lytical sit f
:il:;lg}:icsa;os;y.esr';sr}q)ggssssb\r 2 ® Standard deviation in ghe error in the
. P es : i oe ASRA
Standard deviation of difference analytical modeling: ¢
b.etween observed ?“d an.alytical e Standard error of G3rA, SE(cg )=~0 given the
site response for a time history, large database it is based on.
or the remalnlng unexplained RA
residuals: pSup 3p- * Standard error of ¢ss, SE(dhane’)~0 given

the large database it is based on.

e Standard error of d)i'?,ﬁ,, SE((bim,)%O given

the large database it is based on.

SRA: site response analyses.

Main assumptions

There are four primary assumptions associated with the proposed approach:

1. Applicability to outcropping applications: The calibration of D, and oy, y, and the
quantification of SR and ¢gre® are based on borehole array data. The wave can-
celing effects observed in borehole recordings (e.g. Bonilla et al., 2002) raise con-
cerns as to whether findings from borehole array data are applicable to
outcropping applications. An initial investigation of the validity of this assumption

is presented in a later section.

2. Perfectly measured Vs profiles: The calibration of D, and oy, y, and the quantifi-
cation of cSRA and qbg?SA are based on comparisons of ground-motion observations
and 1D SRA predictions, and discrepancies attributed to modeling errors. This
implicitly assumes that the Vg profiles used in the 1D SRAs are flawless, which is
hardly a realistic assumption (e.g. Zhu et al., 2022).

3. Ergodicity: SR and ¢ are estimated based on data predominantly from Japan
but nevertheless considered to be applicable to any site. The ergodic assumption is
required given that there are not enough borehole array sites that could potentially
allow for differentiating aspects dominating site response in different regions.
Removing the ergodic assumption requires (1) the collection of recorded ground
motions at a site of interest, (2) the estimation of the components in Equation 5,

and (3) accounting for the associated non-negligible SE of cSRA and ¢§§SA-
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4. Applicability to any site type: SR and pSR® are recommended for any site in engi-
neering applications. The datasets used in the estimation of ¢38* and ¢ consist
of 3D-like sites differentiated from 1D-like sites following a specific set of criteria
that cannot be used in non-borehole array sites or in the absence of ground-motion
data. Given that 93% of the sites in the database are 3D-like, it is reasonable to
expect that most sites encountered in engineering practice are 3D-like. Note that
the labels 1D- and 3D-like are only applicable within the context of the proposed
approach and might not concur with proposed taxonomies (e.g. Pilz et al., 2022;
Tao and Rathje, 2020a; Thompson et al., 2012).

Previous estimates of site response residuals

Previous studies provide estimates of ¢SRA, ¢S4, and ¢SKis for 1D SRAs based on
different borehole datasets and damping assumptions. The following are some of these
past studies (not exhaustive):

e Kaklamanos et al. (2013) conducted 1D SRAs for 100 sites from the Kiban
Kyoshin Network (KiK-net) database (National Research Institute for Earth
Science and Disaster Resilience (NIED), 2019) using constant damping values opti-
mized to fit observations at each site (Thompson et al., 2012) and computed resi-
duals for PSA. The authors found an overall underprediction as high as 0.5, except
between 0.5 and 2 Hz; S5 from 0.4 to 0.6, and $33gp of 0.3 approximately con-
stant with frequency. Subsequent efforts (Kaklamanos and Bradley, 2018;
Kaklamanos et al., 2020) identified the coarseness of Vg profiles in the KiK-net
database as the factor leading to underpredictions in 1D-SRA estimates.

e Stewart and Afshari (2021) conducted 1D SRAs for 21 sites in California using three
damping models and computed residuals for PSA. The authors found an overall
trend of underprediction with ¢S®4 as high as 0.5 across frequencies up to 10 Hz for
SRAs conducted with damping estimated based on correlations with quality factors
(Qs) and site-specific estimates of the high-frequency attenuation parameter (k).
The overall underprediction was not observed for 1D SRAs conducted with damp-
ing defined based on laboratory-based formulations (Darendeli, 2001; Mengq, 2003).
Stewart and Afshari estimated ¢ine® from 0.25 to 0.6, and ¢35 from 0.2 to 0.4.
The different damping formulations had a minor effect on ¢’ and 3. The
authors proposed a model for ¢§§SA and provided recommendations for accounting
for 1D SRA modeling errors.

e Zhu et al. (2022) conducted 1D SRAs for a large database of borehole and surface
sites in Japan to investigate the efficacy of various methods for predicting FAS.
Such methods include “full-resonance” 1D SRAs (i.e. the commonly used 1D
SRAs), the square-root-impedance (SRI) 1D SRAs (Boore, 2003; Joyner et al.,
1981), and the horizontal-to-vertical spectral ratio (HVSR) correction (Nakamura,
2019). Zhu et al. used two damping formulations for SRAs and found that HVSR
provides more accurate predictions, whereas the SRA and SRI have an overall poor
performance, attributed to high parametric and modeling errors in their dataset.
The authors estimated qﬁgsf* to vary from 0.25 to 0.4 from 0.1 to 2 Hz and then rap-
idly increase up to 0.95 for higher frequencies. The effect of using different damping
models was minor.
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These studies provide valuable insights into the site response bias and variability of
SSZSERA. In this article, a database of borehole array sites from Japan and the United
States is used to estimate c5R* and $352, and recommended values are provided along
with a framework for conducting 1D SRAs to account for modeling errors. This work is
different from previous studies in that SRAs are conducted using randomized Vg profiles
and residual components estimated for normalized frequencies.

Quantification of site response modeling error

Site response residuals are quantified using publicly available borehole array data from
Japan and the United States (California and Alaska), downloaded from the KiK-net data-
base, the Network for Earthquake Engineering Simulation (NEES) and the Center for
Engineering Strong Motion Data (CESMD) databases.

Four cases are investigated for comparative purposes:

Case 1: Damping with D,,; = 1 and best-estimate Vg profile. Baseline case.

Case 2: Damping with D,,; = 3 and best-estimate Vg profile.

Case 3: Damping with D, = 1 and 50 randomized Vs profiles.

Case 4: Damping with D, = 3 and 50 randomized Vs profiles. Proposed approach.

Site characterization

The site characterization for 1D SRAs consists of profiles of small-strain damping, Vs,
and bulk density. Given the significant impact of Vs on the predicted site response at the
surface (e.g. Kaklamanos et al., 2020; Passeri et al., 2019), only sites with a measured Vg
profile are used. The measured Vg profiles from Japan are provided on the KiK-net data-
base website, whereas various sources are used for the Vg profiles of sites in the United
States (Afshari et al., 2019; Gibbs et al., 2000; Holzer and Youd, 2007; Thompson et al.,
2010; Thornley et al., 2019). A compromise is made to include a few sites with gaps in the
Vs profile, typically at the top 1-2 m (e.g. KOCHO0S5, SBSHO01, YMTHO2). Such Vg pro-
files are considered acceptable given that the shallow layer is expected to minimally impact
the amplitudes at the site response around the fundamental mode. In these cases, Vg corre-
sponding to the immediately underlying layer is considered for the missing portion. In
cases where multiple Vg profiles are available, preference is as to profiles measured using
the P-S suspension logging or any other invasive test, as they can provide high resolution
regardless of the depth (e.g. Passeri, 2019). Multiple Vs are available for a minority of sites
in the United States, and selecting a different profile is not expected to have an impact on
this work. Figure 1 shows the location of the sites selected for the development of the pro-
posed approach, including the 1D-like sites used for the calibration of Dy, and oy, p, in
the companion paper. The measured Vg profiles are randomized to generate 50 profiles
using o,y =0.25, calibrated to better estimate site response as discussed in the companion
paper, and the Vg randomization model by Toro (1995) with the parameters recommended
for sites with V39 = 180-360 m/s. The site depths vary from 35 to 923 m, with 95% of
the sites varying from 100 to 360 m, and most of them with a depth of 100 m.

The measured Vg profiles are considered flawless and discrepancies in site response pre-
dictions are attributed to modeling errors. Vg profiles could be adjusted based on the
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Image Landsat/ Copernicus (b) Image Landsat/ Copernicus
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Figure 1. Borehole array site locations differentiating types as |D- or 3D-like: (a) sites in Japan, (b) sites
in California with an insert closeup view of the Delaney Park site in Alaska. 3D-like KiK-net sites used as

examples throughout this paper are labeled for reference.
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Figure 2. Examples of input Vs and damping profiles for |D SRAs.

observed TF’s fundamental mode as done by Tao and Rathje (2020a). However, this cor-
recting approach implicitly assumes that deviations from a 1D-like TF are due to errors in
the Vg profile, which might be accurate for some sites but could also be explained by non-
vertical wave propagation and non-1D effects (Thompson et al., 2009). In lieu of a better
approach, measured Vg profiles are used as published.

The damping profiles are estimated based on a laboratory-based relationship and den-
sity values are assumed based on Vg The damping is estimated after Darendeli (2001)
assuming PI = 0, fi,.a = 1 Hz, and K, = 0.5. The resulting damping profiles are factor-
ized by D1 = 3. The bulk density is assumed as 1800 kg/m3 for materials with Vg values
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lower than 760 m/s, and 2200 kg/m® otherwise. Figure 2 shows examples of the input
parameters for four sites.

Ground-motion data

Ground-motion processing. Ground-motion data are accessed from the KiK-net, NEES, and
CESMD databases. In addition, the dataset for California is complemented with ground-
motion recordings made available by Afshari et al. (2019). Ground motions from KiK-net
and NEES are downloaded in raw format (count units) and processed using the software
PRISM v2.1 (Processing and Review Interface for Strong Motion by Jones et al., 2017).
Downloading the data in raw format allows for uniform processing across databases and
the estimation of the event onset (ty) using PRISM. t; is the time of the P-wave arrival esti-
mated from the acceleration time history and is determined based on the rate of change of
dissipated energy using the PpyasePicker algorithm (Kalkan, 2016). The t, differentiates
the noise from the noise and earthquake signals together in the acceleration time histories
(Figure 3a) and thus allows for the computation of the signal-to-noise ratio (SNR) used to
assess the quality of ground-motion recordings. Data from CESMD are not available in
raw format; thus, data in Volume 2 (V2) format are used, and data from Afshari et al.
(2019) are used in their processed form.

Raw data are converted from counts to accelerations, baseline corrected, and filtered.
An acausal filter is used with a lower corner frequency of 0.1 and a maximum of 25 Hz or
higher, depending on the earthquake magnitude (Massa et al., 2010). The ground-motion
data are only used up to 20 Hz as higher frequencies are affected by the instruments’ antia-
liasing filters (Aoi et al., 2004). Most recordings have a sampling frequency of 200 Hz (time
step of 0.005 s), and recordings with lower sampling frequencies are resampled using the
frequency-domain zero-padding technique proposed by Lyons (2014) and implemented in
PRISM and MATLAB (Kalkan, 2021). To estimate t, using PRISM for the processed data
from CESMD and Afshari et al. (2019), these recordings are converted to count units using
arbitrary yet reasonable shifts and scaling factors. The artificially raw recordings are then
processed using PRISM, the estimated t, is stored for the computation of SNR using the
downloaded processed recordings, and the resulting processed recordings are disregarded.
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Ground-motion selection. Three criteria are considered to select ground-motion recordings
appropriate for the quantification of site response residuals: (1) record component comple-
teness, (2) SNR appropriateness, and (3) linear site response. An event is considered com-
plete if all six components are available (three components from the sensor at depth and
three from the sensor at the ground surface) or at least four horizontal components, which
is the case for data from CESMD and Afshari et al. (2019). The SNR of ground-motion
recordings is computed as:

FASnoise +signal

SNR =
FASnoise

(7)

where FAS, s s the Fourier amplitude spectrum of the recording from the beginning
(time, t = 0's) to #p, and FASisc+signal 1S the Fourier amplitude spectrum of the recording
from ¢y to 2X#, such that the same FAS abscissae are obtained. When available, the t,
obtained for the vertical component is used on the two corresponding horizontal compo-
nents as P waves are better observed in vertical ground motions and thus yield a more reli-
able 9. Ground-motion recordings with SNR > 3 across frequencies from 0.5 Hz or at
least half the site’s fundamental frequency (fy), f/fo =0.5 up to 20Hz are considered
appropriate. In this work, the sites’ f; is estimated as the frequency leading to the peak
amplitude in the TFs computed using a within boundary condition (e.g. Kwok et al.,
2007). Figure 3 shows an example of #y, and the SNR for a set of records.

Only ground-motion recordings not expected to yield soil nonlinearities are used.
Recordings potentially leading to nonlinear behavior of soils are identified using the
shear-strain index (7,), proposed by Idriss (2011), defined as:

PGV,
I,= X100% (8)
530

where PGV, is the peak ground velocity of the input motions, in the same units as V3.
The ground motions yielding /, values lower than 0.005% are expected to yield shear
strains lower than 0.01% on average (Kim et al., 2016) and are thus considered appropriate
for linear elastic 1D SRAs (Kaklamanos et al., 2013). The vertical recordings are not
screened based on this criterion. The maximum 7, and the minimum frequency criteria are
both relaxed for sites in the United States given the limited amount of data available. For
such sites, a maximum 7, of 0.01% is considered acceptable, which is not uncommon in
similar studies using ground-motion data from the United States (e.g. Stewart and Afshari,
2021; Tao and Rathje, 2020a). Also, ground motion recordings that meet the minimum
SNR for frequencies up to 10-12 Hz are accepted; the impact on the amount of data at the
high-frequency range is minor (Figure 4a).

Finally, all ground motions are visually screened and recordings presenting obvious
anomalies are disregarded. The maximum number of events per site is set at 120 (240
recordings) to reduce computational cost. Sites with more than 120 events are re-screened
to keep the recordings with the wider frequency range of acceptable SNR values. The final
screened dataset consists of 534 sites, 518 from Japan and 16 from the United States
(Table 2). From them, 39 sites are identified as 1D-like and used to calibrate D, and
oy, as discussed in the companion paper. The remaining 495 3D-like sites are used for
the quantification of c5R* and ¢ine'. Figure 4 shows the number of usable recordings per

frequency, and normalized frequency, and Figure 5 shows the distribution of the
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Figure 4. Number of usable ground motion recordings per frequency, f (a) and per frequency
normalized by the site’s fundamental frequency, fo (b).

Table 2. Databases and ground-motion selection criteria, including | D- and 3D-like sites

Database Maximum shear Minimum signal-to- Accepted sites Accepted events
strain index, I, (%) noise ratio, SNR

CESMD 0.0l 3° 12 105¢

KiK-net 0.005 3de 518 15,541

NEES 0.0l 2.5 4 43

CESMD: Center for Engineering Strong Motion Data; NEES: Network for Earthquake Engineering Simulation; SNR:
signal-to-noise ratio.

®|driss (2011).

PSNR estimated within a frequency window from 0.5 Hz or at least half the site’s frequency, up to 10 Hz. This SNR
was enforced in 90% of the frequency range. Time of P-wave arrival (t) selected based on horizontal recordings given
the absence of vertical components.

“Includes ground-motion recordings from the Afshari et al. (2019) database.

9SNR estimated within a frequency window from 0.5 Hz or at least half the site’s frequency, up to 20 Hz.

®Vertical ground motion recordings are screened using the same SNR criteria, but no [, criterion is applied.

'SNR estimated within frequency window from 0.5 Hz or at least half the site’s frequency, up to 12 Hz.

magnitude and epicentral distance of all the events in the dataset, as well as fy for the
selected 3D-like sites. For purposes of Figure S5a, the Japanese Meteorological Agency
magnitude (Mjya) reported by the KiK-net recordings is considered equivalent to the
moment magnitude M,,. This assumption is not unreasonable (e¢.g. Katsumata, 1996) and
does not affect the analyses.

Site response analysis

SRAs are conducted using NRATTLE, code written by C. Mueller, modified by R.
Herrmann, and included in the suite of strong-motion programs Stochastic-Method
SIMulations (SMSIM) by Boore (2005). NRATTLE uses the Thomson—Haskell solution
to compute the 1D SH-wave TF (Haskell, 1953; Thomson, 1950) based on a Vg profile,
density, and quality factors (Qs) or small-strain damping. The ground-motion recordings
at depth are input as vertically incident SH waves into the 1D models. Each of the two
horizontal components is used independently in the analysis. The borehole ground-motion
recordings used as input motions capture the wavefield of incident upgoing and reflected
downgoing waves. Thus, a rigid base boundary condition (e.g. Kwok et al., 2007) is
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Figure 5. Data used in the development of the proposed approach: (a) distribution of epicentral
distance and earthquake magnitude for selected events and (b) cumulative distribution of the site’s
fundamental frequencies for 3D-like sites.

assumed for the analyses. All TFs are smoothed after Konno and Ohmachi (1998) with
b = 40, and PSA response spectra (5% damping) are computed using the package
pyRotD (Kottke, 2018). Using other computer codes such as Shake2000 (Ordonez, 2012),
STRATA (Kottke and Rathje, 2008), and DEEPSOIL (Hashash et al., 2020), leads to the
same results as NRATTLE in linear elastic ID SRAs.

Observed and theoretical TFs for four representative sites are presented in Figure 6. In
general, the theoretical TFs present higher amplitudes than the observed TFs at the site’s
fundamental mode and often at some higher modes. The baseline theoretical TFs are more
sharply peaked than the observed TFs and generally overpredict the fundamental and
some higher modes. Results from the proposed approach (D, = 3 and oy, =0.25)
show smoother median theoretical TFs compared to the baseline. The smoother TFs bet-
ter capture the more uniform distribution of energy across frequencies as indicated by the
lower peak-to-trough ratio (e.g. Figure 6¢) that is common in median observed TFs (de la
Torre et al., 2021). These TFs more accurately capture the observed TFs at the fundamen-
tal mode but lead to an overall underprediction of the high-frequency amplitudes. Similar
trends are observed for AFs (Figure 7).

Method bias and modeling epistemic uncertainty

The site response residuals are calculated for TFs and AFs using Equation 1 and the parti-
tion of residuals into the components ¢§R*, 8S2S5R4, and SAMPSRA is conducted using a
mixed-effects regression (Pinheiro et al., 2022) to account for the correlation among the
varying number of ground-motion recordings per site. Figure 8 shows c§§A and the resi-
duals (central 95%) for the four Dy -0,y cases. ¢35 corresponding to the baseline case
(Figure 8a and b) shows a notorious overprediction of TFs and AFs at the fundamental
mode (f/fp =1), which is reduced as damping is increased and by using randomized Vg
profiles. Between the two, Dy, has a weaker effect than Vg randomization in reducing the
overprediction at the fundamental mode (Figure 8c and d versus 8¢ and f). However, the
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Figure 6. Comparison of observed transfer functions (TFs) and 1D SRA-based TFs for Case |: Baseline
(damping with D, = | and best-estimate V; profile), and Case 4: Proposed approach (damping with
Dmu = 3 and randomized Vs profiles). Results for four example borehole array sites: (a) FKSHI8,

(b) IWTHOI, (c) Borrego Valley, and (d) MYGHIO0.

The median TFs in Case 4 result from TFs corresponding to 50 randomized V; profiles.

proposed D, -01n y, combination leads to a nearly unbiased prediction of TFs and AFs,
with cggA from —0.5 to 0.5 (Figure 8f versus 8 h). The underprediction of TFs is addressed
in Step 3 of the proposed approach.

The estimated ¢3ne® and $3n are presented in Figure 9. ¢SK is around 0.6 for TFs
and from 0.4 to 0.5 for AFs, and ¢33 is nearly constant around 0.4 and 0.3 for TFs and
AFs, respectively. These results indicate that a significant reduction of qbg?sA of TFs is
obtained by the proposed Dyu-01ny; in the f/f range from 1.6 to 8, and relatively minor
differences are observed at lower and higher f /1y (Figure 9a). ¢§];SA of AFs presents a rela-
tively modest reduction of 0.15 from Case 1 to Case 4 across frequencies (Figure 9b).
34, of TFs is the same for all the Dy, -0, 1, scenarios given that TFs scale proportion-
ally with Dy, and o1,y at a given frequency (Figure 9c¢). Finally, ¢/§I§,ﬁ, of AFs presents a
reduction of about 0.2 at the fundamental mode for the proposed D, -0, v, and around

0.1 at higher frequencies (Figure 9d).

Conducting 1D SRAs following the proposed approach leads to an overall reduction in

SRA and ¢SRA. A reduction in ¢SR* indicates that the estimated FAS or PSA at the sur-

face is more accurate and only a small bias correction is required. A smaller ¢§§SA indicates
more confidence in the estimated response. Recommended models for c§R* and 3K are
provided for various f/fo or normalized period (7/7;) in Table 3, and presented in

Figures 8g and h, and 9a and b. The estimated response at surface is valid for frequencies
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Figure 7. Comparison of observed amplification factors (AFs) and |D SRA-based AFs for Case I:
Baseline (damping with D, = | and best-estimate Vs profile), and Case 4: Proposed approach (damping
with D, = 3 and randomized Vs profiles). Results for four example borehole array sites:

(a) FKSHI8, (b) IWTHOI, (c) Borrego Valley, and (d) MYGH 0. The median AFs in Case 4 result from all
the median AFs estimated from each ground motion recording propagated through 50 randomized Vs profiles
(i.e. median of median AFs).

captured by the 1D model, approximately higher than the site’s fy. In this work, the quan-
tities cSR™ and ¢ are estimated using ground-motion data from 0.5 to 20 Hz, normal-
ized frequencies f'/fy from 0.5 to 20 (Figure 4), recorded at borehole array sites within TF-
based fy from 0.25 to 7 Hz (Figure 5b). The site response at frequencies outside these
bounds can be estimated using GMMs.

These results are consistent with findings from previous studies that have used a similar
database. The results are not fully comparable as such studies did not use the normalized
frequency in the estimation of the residual analysis, but some trends can be observed. For
TFs, the estimated qbé?SA is higher at low frequencies and lower at high frequencies com-
pared to Zhu et al. (2022), and a similarly minor effect of damping models is observed. For
AFs, the estimated ¢$B* is lower (i.e. closer to zero or more negative) than Kaklamanos
et al. (2013), although with similarly low values across frequencies. ¢>§§SA of AFs is slightly

lower than the estimated by Kaklamanos et al. (2013), and (l)[sﬁ,ﬁ, of AFs similar. Various

studies showed very consistent trends in the ¢33}, estimates.
Comparison against borehole array data

To illustrate the predictive capability of the proposed approach, TFs and AFs are com-
puted for five KiK-net sites and results compared to observations. These sites SSZSSSRA in
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Figure 8. Comparison of site response method bias (") and residuals (central 95%) in transfer

functions and amplification factors. (a) and (b): Case |, baseline (damping with D,y = | and best-estimate
Vs profile); (c) and (d): Case 2 (D = 3 and best-estimate Vs profile); (e) and (f): Case 3 (D = | and
randomized Vs profiles with y,y, =0.25); and (g) and (h): Case 4, proposed (D,,,; = 3 and vy, =0.25).

AFs at f/fo = 1 spanned across from underprediction to overprediction, as shown in
Figure 10. The cumulative distributions of 8S2S5** estimated based the recommended
cSBA models (Table 3) including the approximate location of the five selected KiK-net sites
are presented in Figure 10a and b for TFs and AFs, respectively. Note that the ranking of
a site’s SSZSSRA in AFs does not uniformly translate to the ranking in TFs. This is particu-

larly evident for the site SZOH37.

Figure 11 illustrates a comparison between observations and results from the proposed
approach for the five KiK-net sites in terms of TFs and AFs. The best-estimate responses
show an overall ability to capture well the median observed responses (Figures 11c to f)
but also the potential for discrepancies. The discrepancies observed in AFs at the funda-
mental modes cover the range of possible accuracy achieved by the proposed approach. In
cases where the best-estimate median site response does not capture the observed median
well, the 5™ and 95™ percentiles of the median site response manage to better represent it,
although with exceptions (e.g. SZOH37 around 10 Hz, SBSHO08 around 2 Hz). Such high
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Figure 9. Comparison of site response residual standard deviations (d)ggé\ and d)ﬁ,ﬁ,) in transfer

functions (TFs) and amplification factors (AFs): (a) dane for TFs, (b) pine: for AFs, (c) danp for TFs,
and (d) ¢3hah for AFs.

amplitudes are explained by the additional variability in site response residuals, (bi‘ifp,

whose effects are assumed to be included in the input motion in seismic hazard analyses,
and thus not considered to address modeling errors in this study. Overall, the proposed
approach provides more accurate site response predictions compared to a more traditional
approach (i.e., baseline in Figure 11). A similar figure that shows the range of possible
accuracy achieved by the proposed approach at high frequencies is presented in the
Supplemental Appendix D.

Effect of sites’ region and type

As previously described, ¢3R4, ¢SRA, and ¢SRA, are quantified based on data from 495
3D-like borehole array sites from Japan and the United States (Figures 8 and 9). This
approach is preferred as grouping the sites according to their compliance to the 1D
assumptions (1D-like or 3D-like), or region as such an approach (1) requires a taxonomy
for the identification of the site type when no ground-motion data are available, and (2)
reduces the data to smaller groups of sites. In this section, c5R*, ¢ins’, and ¢pSia, are cal-
culated considering the sites’ compliance to 1D assumptions and geographical location.
While the geographical location is not expected to be a factor controlling site response,
grouping the sites by their location either in Japan or California could capture geomor-
phological aspects and ground surface features (e.g., Nweke et al., 2022; Pilz et al., 2022)
leading to differences in site response accuracy. There are 39 1D-like sites and 495 3D-like
sites, 485 of them located in Japan, 9 in California, and 1 in Alaska. All 1D SRAs in this
section are conducted considering Dp,,,y = 3, and oy, =0.25. A comparison of observed
and theoretical TFs and AFs for the 39 1D-like sites is presented in Supplemental
Appendices B and C of the companion paper, and TFs and AFs for the nine 3D-like sites
in California in Supplemental Appendices A and B, respectively.

The site response residuals for 1D-like sites indicate underprediction at f/f=1 and
overall lower standard deviations, compared to the 3D-like sites (Figure 12). ¢3R? (method
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Table 3. Recommended models for method bias (") and standard deviations ¢35 and danp of TFs
and AFs for various normalized periods and frequencies

T/To f/fo ag e
TF AF TF AF

0.05 20.0 0.60 0.20 0.60 0.40
0.10 10.0 0.45 0.05 0.60 0.45
0.20 5.00 0.50 0.0 0.60 0.45
0.30 3.33 0.55 0.0 0.60 0.45
0.40 2.50 0.55 0.0 0.60 0.50
0.50 2.00 0.55 —0.05 0.60 0.50
0.60 1.67 0.55 —0.10 0.60 0.50
0.70 1.43 0.55 —0.15 0.60 0.50
0.80 1.25 0.40 —-0.30 0.60 0.50
0.90 1.1 0.10 —0.50 0.60 0.50
0.95 1.05 —0.10 —0.55 0.60 0.50
1.00 1.00 -0.20 —0.63 0.60 0.50
1.05 0.95 —0.30 —0.63 0.60 0.50
1.10 091 —0.30 —0.63 0.60 0.50
1.20 0.83 —-0.30 —0.63 0.60 0.50
1.30 0.77 —0.15 —0.55 0.60 0.50
1.40 0.71 —0.10 —0.45 0.60 0.50
1.50 0.67 —0.05 —0.40 0.60 0.50
1.60 0.63 0.0 —-0.35 0.60 0.50
1.70 0.59 0.05 —0.33 0.60 0.50
1.80 0.56 0.05 —0.25 0.60 0.50
1.90 0.53 0.05 —0.25 0.60 0.50
2.00 0.50 0.05 —0.25 0.60 0.50

TF: transfer function; AF: amplification factor.

bias for 1D-like sites) shows an overall underprediction of the TFs in 0.5 In units across fre-
quencies (Figure 12a), whereas the AFs are nearly unbiased (Figure 12b). Compared to
SBA, SBA tends toward an underprediction of the fundamental mode as opposed to the

overprediction exhibited by ¢58* (Figure 12 g and h). This tendency is expected as, unlike
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Figure I 1. Transfer functions (TFs) and amplification factors (AFs) estimated using Cases | (baseline or
theoretical) and Case 4 (proposed approach) for five KiK-net sites. The sites are selected to cover the

range of site terms (SSZkaA) in AFs at the sites’ fundamental frequency (fo).

3D-like sites, the 1D-like sites often present a good agreement between the theoretical and
observed TFs’ fundamental modes. Therefore, the extent to which overpredictions occur at
f/fo=11is reduced. ¢§§SA for 1D-like sites (Figure 13a and b) is slightly higher or equal than
P3x for 3D-like sites at the fundamental mode, and mostly lower by 0.1-0.2 at higher fre-

quencies. Finally, there is no significant difference in the estimated ¢SAI§,’3,, except at f'/fo
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Figure 12. Comparison of site response method bias (S5 or &) and residuals (central 95%) in
transfer functions and amplification factors estimated from different datasets: (a) and (b) |D-like sites
from Japan and the United States, (c) and (d) 3D-like sites from California, and (e) and (f) 3D-like sites
from Japan.

higher than seven, where a slight reduction is observed for the 1D-like sites in both TFs
and AFs.

The site response residuals for California are similar in the tendency to the global data,
clearly dominated by the sites in Japan, but they show a different trend in the observed
HINS and P3R4, across frequencies. SR for TFs for sites in California shows stronger
under- and overpredictions, although with a similar trend with frequency (Figure 12c),
whereas minor differences are observed in ¢3R* for AFs (Figure 12d). ¢one® for TFs for
sites in California is higher near the fundamental mode by about 0.3 (Figure 13a) and sig-
nificantly lower at higher frequencies, with values nearing zero at some f/f;. These near-
zero values are given by the very limited data available for California that cannot capture
a more realistic residual variability. d)ﬁ?sA for AFs for sites in California are consistently
lower by about 0.2-0.3 In units (Figure 13b) compared to d)é?sA based on the global data-
set, and lower than q’)é?SA estimated by Stewart and Afshari (2021) on average, although
this difference could partly be attributed to the number of sites and recordings considered.
There is no significant difference in the estimated qbi%,ﬁ,, except an increase at f/fy lower
than 1.1 and a consistent decrease at f/f; higher than eight. ¢34, for California is consis-
tent with findings by Stewart and Afshari (2021). The dataset from Japan represents 98%
of the global dataset and thus results are nearly the same and not described.
Unsurprisingly, these results indicate that the data from the United States do not contrib-

imati SRA 1 SRA SRA
ute to the estimation of the recommended ¢35, ¢35°, O GAvip-
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Figure 13. Comparison of site response residual standard deviations (d)é%" and ¢im in transfer
functions (TFs) and amplification factors (AFs) estimated from different datasets: (I) |1D-like sites from
Japan and the United States, (2) 3D-like sites from California, (3) 3D-like sites from Japan, and (4) 3D-like
sites from Japan and the United States (proposed). (a) (bgg_@ for TFs, (b) (i)g;‘? for AFs, (c) (bim, for TFs,

and (d) d)i'},ﬁ, for AFs.

Applicability to outcrop ground motions

The proposed approach is developed based on borehole array data, whereas forward site
response predictions and ground-motion model developments are based on rock outcrop-
ping and free field data. Concerns regarding the use of borehole recordings are due to the
wave-canceling effects that such recordings carry. The wave-canceling effect refers to the
destructive interference of the upgoing and downgoing waves (Bonilla et al., 2002) that
leads to near-zero amplitude at some frequencies in borehole recordings and thus unrealis-
tically high amplitudes in observed TFs (e.g. sitt OKYH14 at 5 Hz in Figure 14e). Given
that these TF amplitudes are not associated with the subsurface structure or site-specific
factors controlling the site response, they are referred to as pseudo-resonances (Tao and
Rathje, 2020b).

Various researchers investigated wave-canceling effects and proposed methods for using
borehole array data (e.g. Cadet et al., 2011; Chandra et al., 2015; Clayton and Wiggins,
1976; Mehta et al., 2007; Parolai et al., 2010); however, no method is established to date.
Tao and Rathje (2020a, 2020b) propose a taxonomy for identifying sites affected by
pseudo-resonances and recommend that these sites not be used in site response validation
studies. Contrary to this, Stewart and Afshari (2021) suggest that pseudo-resonances be
embraced and considered in the evaluation of the 1D SRA predicting capabilities. While
the effect of pseudo-resonances leads to the overestimation of TF amplitudes, in this
study, the question we try to answer is whether pseudo-resonances affect the site response
bias, ¢3R4, and the standard deviations of the site response residual components, g3
and ¢\

SRA

An initial investigation to evaluate the effect of pseudo-resonances on c3R*, pore', and

34, is conducted with the aim to find any distinctive difference. To this end, sites not
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(b) and (d) transfer functions (TFs) for sites free of pseudo-resonances, (c) and (e) TFs for sites with

pseudo-resonances.

affected by pseudo-resonances are first selected from the database. Tao and Rathje (2020b)
suggest that true resonances are those captured by outcropping theoretical TFs (i.e. TFs
calculated using the outcropping boundary condition), whereas pseudo-resonances are
captured by within theoretical TFs. In addition, the authors indicate that the absence of a
distinct velocity contrast in the Vg profile is suggestive of the presence of pseudo-reso-
nances. Based on these observations, sites with similar fy from the outcropping and within
TFs (Dy,a = 1, no randomization) within 15% are considered free of pseudo-resonances.
In cases where the similarity of the TFs alone does not suggest the presence or absence of
pseudo-resonances, the site’s Vg profile is inspected for velocity contrasts. Figure 14 shows
examples of sites with and without pseudo-resonances, and a complete set of figures for all
sites identified to be unaffected by pseudo-resonances is presented in Supplemental
Appendix C. Any discrepancies between the theoretical and observed TFs is not considered
in this selection and rather attributed to 3D effects.

The 495 sites used for the statistical analysis are separated into 40 sites identified as free
of pseudo-resonances (N-P), and the remaining 455 sites with pseudo-resonances (P).
Residuals are computed for each group, and the statistical analyses conducted to recom-
pute SRA, pon, and 3. The results show minor differences between (387, (pSxM)7,
and (pa3a)" (Figures 15¢ to d and 16), and the proposed global c3RA, ¢k, and ¢3R4,
(Figures 8 g to h and 9). The method bias (c38*)Y " is higher than (c55*)” by 0.3-0.7 for
TFs and 0.5 for AFs at f'/fy lower than 2, whereas it is slightly lower at higher frequencies
(Figure 15). The standard deviation (¢§§SA)N ~P is higher than (¢§§SA)P by about 0.2 and
0.15 for TFs and AFs around the fundamental mode, and by about 0.3 and 0.2 for TFs
and AFs starting at f/fy =10 (Figure 15c and d). Finally, the standard deviations
(¢/S\lm,)]v P and (¢§§SA)P fluctuate within a 0.05 range (Figure 16e and f).

Overall, results for sites considered unaffected by pseudo-resonances indicate higher
cSBA for f/fo up to around 3 and higher ¢§§SA around f/fo=1 and higher than 9. To
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Figure 15. Comparison of site response method bias (G*) and residuals (central 95%) in transfer
functions and amplification factors estimated from different datasets. (a) and (b) sites unaffected by
pseudo-resonances, (c) and (d) sites affected by pseudo-resonances.

For transfer functions For amplification factors

dsrs

—— No pseudo-resonances (40 sites)

0.8 - — Pseudo-resonances (455 sites) —
—— Pseudo-resonances (random sample of 40 s:tes)
é % 0.6 1 == Proposed: Global (495 sites)
=

1 10 ‘ ‘1 I — I1O
Normalized frequency (f/f,) Normalized frequency (f/f,)

Figure 16. Comparison of site response residual standard deviations ((;,’)g;f? and d)im, in transfer
functions (TFs) and amplification factors (AFs) estimated from different datasets: (1) sites unaffected by
pseudo-resonances, (2) sites affected by pseudo-resonances, (3) random sample of sites affected by
pseudo-resonances, and (4) sites unaffected and affected by pseudo-resonances (proposed). (a) 4’525

for TFs, (b) d)grz{? for AFs, (c) qSiRr,ﬁ, for TFs, and (d) ¢ZF:4AE> for AFs.

remove the effect of the lower number of sites free of pseudo-resonances, mixed-effects
regressions are conducted for suites of 40 sites randomly sampled without replacement
from the dataset of 455 sites affected by pseudo-resonances. The results confirmed the
observed trends (Figure 16) and variability at intermediate frequencies. Similar to the
results for 1D-like sites, the higher cSR* and ¢pSK* values near f; are due to the similarity
in the theoretical and observed TFs’ fundamental modes.
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Figure 17. (a) Baseline and factorized damping profiles. (b) Baseline and randomized Vs profiles.
(c) Target response spectrum and selected input ground motions.

These findings show that there is potential for further underprediction of the median site
response, and higher ¢3ne® and $33p, in applications using outcropping ground-motion
recordings. Given (1) the relatively low number of sites free of pseudo-resonances, (2) the
assumptions made in the selection of such sites, and (3) the impact that these results would
have on site response and seismic hazard studies, the values for ¢5R* and ¢3ns" in Table 3
are still preferred for practical applications. The results presented in this section encourage
the need for further investigations regarding the applicability of borehole array data-based

lessons to outcropping applications.

Example application

The proposed approach is used to estimate the site response at a hypothetical project site
selected for the construction of a rigid structure with a period of approximately 0.1 s. The
site is located on 30-m-thick old deposit of dense alluvial soils overlying a bedrock with
Vs = 1080 m/s at the top 30 m. A single measured Vg profile available for the site
(Figure 17b). The closest active fault is located 25 km away from the site, and the highest
historical earthquake magnitude is M6.0. The engineers leading the design of the struc-
ture are concerned about the seismic demands during an earthquake of similar magnitude
and with a predominant period close to the structure’s resonant period. The analysts
decide to conduct a deterministic seismic hazard analysis and 1D SRAs to estimate the
seismic demand at the foundation level of the structure, assuming free field conditions.

Seismic demand

A deterministic scenario is defined based on the site’s characteristics, and the response
spectrum estimated using the Abrahamson et al. (2014) GMM (Figure 17c). For practical
purposes, this spectrum is considered representative of the seismic demand at the base of
the alluvial deposit. A more appropriate estimation requires (1) accounting for the differ-
ences in the site-specific Vg profiles and the implied by the GMM (Williams and
Abrahamson, 2021), (2) the application of the input ground motions at the bottom of the
deposit, and (3) the estimation of the response spectrum at surface using a single-station
sigma given that the site response is estimated using 1D SRAs (e.g. Al Atik, 2015).
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Thirteen ground motions are selected from the NGA-West2 database (Ancheta et al.,
2013) and scaled such that their mean approximately matches the target response spectrum
(Figure 17c). The potential for soil nonlinearity is evaluated based on the shear strain index,
I, with V3o = 450 m/s. All I, values are lower than 0.005%, thus linear elastic SRAs are
appropriate, and the proposed approach is well suited for estimating the site response.

Proposed approach

Step I: site characterization. The site characterization consists of estimating the baseline Vg
profile, and laboratory-based damping profile. The baseline Vg profile is taken from the
available field measurement (Figure 17b), whereas the damping profile is estimated after
Darendeli (2001), considering the mean effective stress at the middle of each Vg layer
(Figure 17a). The site’s f; values based on its within and outcropping TFs are 5.65 and
7.93 Hz, respectively.

Step 2: site response input parameters. The baseline damping and Vg profiles are adjusted to
remove the errors intrinsic to 1D SRAs as a tool and improve the accuracy of site response
predictions. The small-strain damping profile estimated after Darendeli (2001) is increased
by Dnu = 3. In addition, the top 30 m of the baseline Vg profile corresponding to the
alluvial deposit are randomized to generate 50 Vg profiles using the Vg model after Toro
(1995) with o7, y, =0.25. The other parameters used for the Toro model are those recom-
mended by Toro for sites with V3o from 180 to 360 m/s. The obtained damping and ran-
domized Vg profiles are shown in Figure 17.

Step 3: uncorrected median site response. The input ground motions are propagated through
each of the randomized Vg profiles to obtain the response at ground surface (Figure 18).
An outcropping boundary condition is considered for the base of the models. Fifty FAS
and acceleration response spectra per input ground motion are obtained at surface, and
the median values considered the uncorrected (biased) best-estimate responses for each one
of the input motions (Figure 18e and f). Results are presented in FAS from 0.04 to 0.25 s
(half fo =~ 4 Hz, to 25 Hz), but PSA at shorter periods are also presented as they are often
controlled by the longer period range (Douglas and Boore, 2011). FAS and PSA estimates
at periods longer the site’s fundamental mode can be estimated using GMM (e.g. Bayless
and Abrahamson, 2019).

Step 4: bias correction. The median FAS and PSA response spectrum at ground surface are
corrected to account for the ID-SRA bias. The bias correction is conducted by scaling T/T)
in Table 3 by the site’s fundamental period (75~0.125s) and then adding the cggA values
for TFs or AFs to the natural logarithm of the median responses obtained in Step 3. The
resulting bias-corrected FAS and PSA are the best-estimate median site response for a given
input motion. These results are presented in arithmetic units in Figure 18g and h for TFs
and AFs, respectively.

Step 5: accounting for modeling errors. The bias-corrected best-estimate TFs and AFs assume
that the proposed approach and 1D SRAs are capable of perfectly estimating the site
response, which is unrealistic. To account for the potential response to be higher or lower
due to unmodeled features affecting the response with a 90% confidence interval, the best-
estimate bias-corrected median TF and AF are shifted by =1.65 ><¢§§SA. The resulting 5
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Figure 18. Estimated site response for a hypothetical site, step-by-step results for Fourier amplitude
spectra (FAS) and pseudo-spectral acceleration (PSA) response spectra: (a) and (b) input ground
motions, (c) and (d) transfer functions and amplification factors (median of all input motions) per
randomized Vs profile; (e) and (f) uncorrected FAS and uncorrected PSA response spectra (median of all
input motions) at surface; (g) and (h) best-estimate, and 5% and 95™ percentiles of bias-corrected FAS
and PSA response spectrum at surface (median of all input motions).

and 95™ percentiles of the median site response for each one of the input ground motions
are presented in Figures 18g and h.

Recommended path forward

The site response evaluation indicates that the median PSA expected at a period of 0.1 s is
approximately 0.145g. However, when accounting for modeling errors, it is possible that
the PSA be 0.32g (median with 90% confidence interval). Whether the best-estimate med-
ian PSA or 95" percentile of the median PSA is used for design of the structure depends
on the project-specific engineering- and non-engineering-related aspects. However, it is
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recommended that (1) the bias-corrected best-estimate median site response be used for
design and (2) the 95" median site response percentile be checked. Using the 95™ percentile
median site response allows the responsible team to adjust the design to prevent a potential
catastrophic failure, or to make an informed decision about the best path forward.

Conclusions

An approach for conducting linear elastic 1D SRAs developed based on borehole array
data was presented. This approach (1) uses a damping multiplier (D,,,; = 3) and Vg ran-
domization (o, y, =0.25) to improve site response predictions and (2) accounts for the
1D-SRA bias (cggA) and the modeling errors, quantified through the standard deviation
¢§§SA, due to the inability of 1D SRAs to capture non-1D effects affecting site response.
Current engineering practice expects 1D SRAs to provide accurate site response estimates
and neglects modeling errors. This is an unrealistic expectation.

Comparisons of ground-motion data from 534 borehole array sites against 1D SRA
predictions in terms of transfer functions (TFs) and amplification factors (AFs) showed
global trends in the discrepancies. An overall site response overprediction is observed in
the low-frequency range and underpredictions in the high-frequency range. The use of ran-
domized Vg profiles reduces the overpredictions at the frequency modes and leads to med-
ian TFs and AFs with a more uniform distribution of energy (i.c. site response amplitudes)
across frequencies, similar to empirical median responses. The use of D,y = 3 to increase
damping leads to the estimation of nearly unbiased AFs across frequencies. Despite these
improvements, site response estimates from 1D SRAs conducted with D, and rando-
mized Vg profiles are still biased and present significant variability in their site terms
(SS2SSSRA). The proposed approach addresses these concerns by bias-correcting the pre-
dicted responses and considering the 5™ and 95" percentiles of the median site response.

An investigation of the effect of pseudo-resonances on the proposed approach indicates
that outcropping applications could potentially require a stronger bias-correction to pre-
vent underpredictions and a larger shift of the bias-corrected median response to account
for 1D SRA modeling errors. This finding further stresses the need for investigating the
applicability of findings from site response studies using borehole array data for engineer-
ing applications. Given the assumptions made in this investigation and recognizing that
current practices assume c§]‘§A =0and (bg];sA =0, using the proposed estimates is considered
a step forward in engineering practice regardless of the potential issues associated with

borehole array data.

The recommended values for ¢5R* and ¢ are fundamentally associated to the proce-

dures followed in the development of the proposed approach for conducting 1D SRAs.
Thus, all five steps provided under section “Proposed approach” should be followed.
Reducing the magnitude of the recommended d)S?SA would likely require conducting 2D or
3D SRAs and considering the qSS?SA associated with those numerical approaches. The pro-
posed c§]‘§A and ¢>§§SA are valid for linear elastic analyses only, but the presented framework
for comparing borehole array data against 1D SRA-based predictions using randomized
Vs profiles could be followed to develop c§]‘§A and d)é?f‘ models applicable to nonlinear

SRAs.
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