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Abstract

On the Exploration of Electrochemical Reaction Cascades

by

Evan Walter Clark Spotte-Smith

Doctor of Philosophy in Engineering — Materials Science and Engineering

University of California, Berkeley

Professor Kristin Aslaug Persson, Chair

Anthropogenic climate change represents one of the greatest present threats to human so-
ciety and global ecology. Rapid and dramatic reductions in greenhouse gas emissions are
essential to avoid catastrophic global warming and environmental collapse. Although re-
newable energy from solar and wind resources is cheap and widely available, these resources
are intermittent, and energy storage is needed to reliably supply renewable energy to the
electrical grid and power vehicles. In particular, electrochemical energy storage in batteries
can be highly efficient and energy-dense, showing tremendous promise to decarbonize the
energy and transportation industries.

Metal-ion batteries like lithium-ion batteries (LIBs) are the current state of the art for
commercial and research energy storage technologies. To achieve high energy density, metal-
ion batteries typically operate at voltages outside of the electrochemical stability window
of their electrolytes. As a result, electrolyte components react electrochemically, reducing
and/or oxidizing to trigger a complex reaction cascade. In some batteries, such as LIBs
with graphitic negative electrodes and electrolytes with certain cyclic and linear carbonate
solvents, electrolyte degradation is managed by the formation of a passivation film known
as an interphase. Once an interphase forms, these batteries are extremely stable over many
years and thousands of charge-discharge cycles. To realize the goal of next-generation energy
storage technologies with higher energy densities, including lithium-ion batteries with lithium
metal or silicon electrodes as well as multivalent batteries (e.g. magnesium-ion batteries or
MIBs), electrolytes must be designed either to avoid decomposition altogether or to react in
a controlled manner such that they form stable interphase films.

Herein, I discuss efforts to predict the behavior of reactive electrochemical systems such
as battery electrolytes using computational simulations and data science. I begin (Chap-
ter 1) with an introduction to battery electrochemistry, focusing primarily on the role of
electrolytes and interphase formation, as well as the inherent challenges of interphase en-
gineering. In Chapter 2, I review the literature on analysis of interphase films using both
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experimental and theoretical approaches. As I will show, there are few techniques available
that can provide mechanistic explanations for electrochemical reactivity accounting for the
complex interactions between electrodes, electrolyte species, impurities, and decomposition
intermediates and products.

Chapter 3 details a traditional study of electrolyte decomposition using a first-principles
quantum chemical method: density functional theory (DFT). Specifically, I use DFT to
explain the chemical and thermal instability of lithium hexafluorophosphate (LiPF6) salt in
terms of elementary reaction mechanisms. This study highlights the limitations of chemical
intuition in understanding reaction cascades and the need for new methods to broadly explore
diverse (electro)chemical interactions.

In Chapter 4, I describe such a methodology that combines high-throughput DFT, chemical
reaction networks (CRN), and stochastic simulations to predict reaction outcomes and path-
ways in complex systems with minimal prior knowledge. As a proof of concept (Chapter 5), I
apply this approach to reductive electrolyte decomposition and interphase formation in LIBs
with ethylene carbonate as a solvent. I recover most previously reported interphase prod-
ucts and predict several new, previously unreported, but chemically plausible species. From
this starting point, I apply a kinetic Monte Carlo (kMC) algorithm to construct a model
of LIB interphase formation and evolution (Chapter 6). This model successfully captures
the expected bilayer structure of the interphase without relying on adjustable parameters or
fitting to experiment.

Finally, in Chapter 7, I apply the previously described CRN methods to a new system
where significantly less information is known: electrolyte decomposition and gas evolution in
MIBs. I show how CRNs can help to interpret experimental spectra (in this case differential
electrochemical mass spectroscopy or DEMS) and explain not only why certain species form
in abundance but also why other species cannot form due to kinetic limitations.

I conclude (Chapter 8) by highlighting opportunities to apply computational modeling —
in particular using CRNs — to understand complex (electro)chemical systems. The devel-
opments laid out here represent a significant step forward towards the rational design of
reactive processes not only in the world of batteries and energy storage but also in elec-
trochemical synthesis, pollution management, and much more. I also point out remaining
challenges to studies of reactivity — both experimental and computational — and suggest
possible avenues for future research to alleviate them.
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My journey to study batteries began in Otubet, Uganda, a community that was completely
without access to electricity. I dedicate this dissertation to the people there, and to all

people with a desperate need for power – electrical, social, and political.

And to the brighter minds who will prove me wrong and find better paths than I could
dream up. I left you plenty of fuel. Find something fun to burn.
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Chapter 1

Introduction

1.1 Battery Basics

Fundamentally, a battery can be thought of as an electrochemical cell with five main parts:
two electrodes — the negative electrode (called the “anode” in the battery community) and
the positive electrode (called the “cathode”) — where charge is transferred and electrochem-
ical reactions occur; the electrolyte, which transports redox-active species while preventing
electronic conduction; a separator, which prevents the two electrodes from coming into con-
tact and shorting the cell; and various electrical components such as current collectors and
wiring that complete the electrical circuit and allow the cell to function.

In this work, I am concerned with metal-ion batteries, with a primary focus on Li-ion and
Mg-ion chemistries. As the name suggests, metal-ion batteries operate by shuttling metal
ions (e.g. Li+ or Mg2+) from one electrode to the other; depending on the type of electrode,
the metal ions can be plated as metals (e.g. Li or Mg), intercalated into a host structure, or
else form a new phase through a conversion reaction.

Modern Li-ion batteries (LIBs) consist of graphitic negative electrodes, intercalation-type
positive electrodes such as lithium iron phosphase (LiFePO4 or LPF)[1] or lithium nickel
manganese cobalt oxide (LiNixMnyCo1–x –yO2, NMCabc, where a, b, and c are the fractions
of Ni, Mn, and Co, or simply NMC),[2] and liquid electrolytes comprised of carbonate solvents
(primarily mixtures of ethylene carbonate (EC), ethyl methyl carbonate (EMC), dimethyl
carbonate (DMC), and diethyl carbonate (DEC)) and lithium hexafluorophosphate (LiPF6)
salt, often with small additive concentrations on the order of ∼ 1− 5%.[3] In such a battery,
the main electrochemical reaction on both sides of the battery is intercalation. For instance,
for a graphite (C6) negative electrode and an LFP positive electrode, the main reaction can
be written as LiC6 + FePO4 ←−→ C6 + LiFePO4, where the forward direction represents a
galvanic (discharge) process. Lithium is deintercalated from graphite and intercalated into
the FePO4 host.

Though current LIBs have many attractive features, including relatively long lifetimes[4]
and low cost,[5] they also have a number of considerable drawbacks. Perhaps most impor-
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tantly, LIBs with graphitic negative electrodes have relatively low specific capacity (∼ 370
mAh g−1) and, as a result, low energy density.[6] This has motivated considerable research
into adopting alternative negative electrodes, most notably silicon and related oxides (∼ 4200
mAh g−1)[6] and lithium metal (3860 mAh g−1).[7] Another strategy to increase energy den-
sity is to use positive electrodes that reach higher potentials (energy density DE = ∆V C,
where ∆V is the battery’s voltage or potential difference, and C is the specific capacity)
such as disordered rock salt (DRX) materials.[8, 9]

All Li-based batteries, including those with graphite, Si, and lithium metal negative
electrodes, suffer from two additional, significant limitations: resource abundance[10] and
safety.[11] Li is a relatively rare metal in the Earth’s crust and is geographically concentrated,
with the largest reserves being found in South America (specifically Bolivia, Argentina, and
Chile) and Australia.[12, 13] This presents significant geopolitical risk for battery manufac-
turing and calls into question the feasibility of many aspirations of the LIB industry, for
instance, replacing all automobiles powered by internal combustion engines with electric ve-
hicles. In terms of safety, it has been widely reported that LIBs often form dendrites of
Li metal that can pierce through battery separators, short-circuit cells, and cause fires.[14]
This problem is exacerbated by the fact that common commercial Li-ion electrolytes are
flammable and thermally unstable.[15]

Non-Li metal-ion batteries offer natural and in many cases intrinsic solutions to the prob-
lems of Li-ion technologies. Sodium, magnesium, and calcium are all much more abundant
in the Earth’s crust than lithium,[16] minimizing geopolitical and resource availability risks.
Magnesium and calcium offer higher theoretical specific capacities than Li if pure metal neg-
ative electrodes can be used.[17] Mg-ion batteries (MIBs) are also typically viewed as safer
than LIBs; Mg most often plates in uniform hemispherical deposits,[18] effectively preventing
battery shorting.

1.2 Electrolyte Degradation and Interphases

Batteries operate in both galvanic and electrolytic modes. When a battery is discharged,
it acts as a galvanic cell; energy is released as the electrochemical reaction proceeds in the
thermodynamically favorable direction. To charge a battery, an electrochemical potential is
applied and energy is input into the system, driving the reaction in the opposite (electrolytic)
direction. In an ideal battery, the amount of charge put into a battery during electrolytic
charging would be exactly equal to the amount of charge released during galvanic discharge.
In other words, the round-trip efficiency of charge transfer (the Coulombic efficiency) would
be 1.0 or 100%. However, perfect Coulombic efficiency is never achieved, because there are
always parasitic reactions — electrochemical reactions which consume current but which do
not participate in energy storage or release.[19]

These parasitic side reactions are rooted in the chemistry of the electrodes and the elec-
trolytes. Existing and next-generation metal-ion batteries operate at extreme potentials
at the negative electrode and also in many cases at the positive electrode. In part, high
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operating cell voltages are desirable from an engineering perspective, as they increase the
battery’s energy density. And to a certain extent, highly reducing potentials are unavoid-
able because of the working ions being used. Table 1.1 lists the intercalation and plating
potentials for common negative electrode materials in metal-ion batteries. Notably, Li has
the lowest reduction potential of any metal (0 V vs. Li/Li+), and all alternatives in Li-ion,
Mg-ion, Ca-ion, and Na-ion batteries intercalate at less than 1 V above this highly reducing
potential.

Working Ion Negative Electrode Working Potential (vs. Li/Li+) Reference
Li+ Li metal 0.0 [20]
Li+ Si 0.0 – 0.4 [21]
Li+ graphite ∼ 0.1 [22]

Mg2+ Mg metal 0.67 [20]
Ca2+ Ca metal 0.17 [20]
Na+ Na metal 0.33 [20]
Na+ graphite ∼ 0.7 [22]

Table 1.1: Intercalation, plating, or conversion potentials for common negative electrodes in
metal-ion batteries.

Many electrolyte components — solvents, salts, and additives — are unstable under the
extreme reducing (at the negative electrode) and/or oxidizing (at the positive electrode)
conditions reached during battery cycling.[23–26] As a result, these components will react
electrochemically, participating in charge transfer at the electrode in parasitic reactions and
lowering the Coulombic efficiency.[27, 28] In many cases, the products of these electrolyte
decomposition reactions involve the working ion,[29, 30] which means that there may be
fewer ions available to transport across the cell. Rather than simply lowering the efficiency
for a single cycle of the battery, this irreversibly decreases the total capacity of the battery.

Electrolyte decomposition can result in diverse chemical products. We can classify these
by phase: gas, liquid, and solid. Products such as CO2, CO, PF3, and C2H4[31, 32] can
evolve out of solution and significantly increase pressure inside a cell,[33] potentially com-
promising the cell mechanically and increasing the risk of fire and explosion. Other products,
including various acids (e.g. HF, PF2OOH, CHOOH) and other small molecules (e.g. water,
methanol, and ethylene glycol, and POF3), remain in solution. These products could be
chemically innocent or could participate in further reactions. Liquid-phase products can
also participate in “cross-talk”;[34, 35] these molecules form on one electrode and then dif-
fuse or migrate to the other electrode. In particular, water and HF, which can form on the
positive electrode,[36, 37] can have deleterious effects on the negative electrode.[38] Finally,
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solid products are those that precipitate out of solution, depositing on the electrode surfaces.
These solid products can be inorganic species (e.g. Li2CO3, Li2O, and LiF), small organic
molecules (e.g. lithium ethylene dicarbonate or LEDC, lithium ethylene monocarbonate
or LEMC), or polymers such as poly(ethylene oxide) (PEO) or poly(ethylene carbonate)
(PEC).[39]

If the electrode surface is not effectively passivated, then electrolyte degradation will
continue unabated, and the battery capacity will fade rapidly. This was a ubiquitous problem
in early LIBs with Li metal[40] and Si negative electrodes,[41, 42] for instance. On the
other hand, if the electrolyte decomposes to form products that are impermeable to the
working ion, then the battery must face a high overpotential to charge or discharge, or else
cease functioning altogether. Most Mg-ion and Ca-ion cells suffer from this problem,[17,
43, 44] as electrolytes in these systems typically form inorganic surface films with low ionic
conductivity.

Alternatively, an electrolyte can react to form a film that is electronically insulating —
passivating the electrode and preventing continued parasitic reactions — and yet ionically
conductive. Such passivation films, called “solid electrolyte interphases” (SEIs) because they
function much like solid-state electrolytes, were initially discovered by Peled and Yamin in
1979 in the context of aqueous Li electrodes.[45, 46] Since their initial discovery, SEIs have
been widely observed on electrode surfaces, particularly in metal-ion batteries.[47–51] The
development of SEI-forming electrolytes in LIBs is the main reason that commercial Li-ion
cells maintain their capacity over thousands of cycles.[52] While it was once believed that
multivalent metal-ion batteries could not form effective SEI layers, this conventional wisdom
has recently been overturned. The first passivating SEI layers in MIBs were discovered
towards the end of the last decade.[53–55] As a result, though most multivalent-ion research
still focuses on the design of nonreactive electrolytes,[56, 57] there has recently been renewed
interest in SEI formation in Mg and Ca chemistries.[58, 59]

A note on terminology: though Peled and Yamin’s original language is general and does
not refer to either a positive or a negative electrode, the battery community has adopted the
term “SEI” to refer primarily to passivation films on battery negative electrodes. The term
“cathode electrolyte interphase” (CEI) is instead used to refer to passivation films on positive
electrodes. To avoid confusion, I will use the word “interphase” when speaking generally
about battery electrode passivation and will use the abbreviations “SEI” and “CEI” as they
are commonly used by battery researchers.

1.3 The Challenge of the SEI

In an early review on the subject, German battery researcher Martin Winter called the
SEI the “most important and least understood” solid electrolyte.[60] The SEI is important
because of its role in preventing capacity loss and stabilizing metal-ion batteries; it remains
poorly understood because of its extreme chemical complexity and sensitivity.
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Once a sufficiently low electrochemical potential is applied, electrolyte molecules take
part in a reaction cascade. In the cascade,[61, 62] individual reactions and intermediates
cannot be effectively separated. Rather, many competing and interacting reactions occur
simultaneously, leading to a diverse distribution of products. In LIBs with carbonate-LiPF6

electrolytes, dozens of decomposition products and interphase species have been positively
identified,[29, 39] and these species are formed from perhaps hundreds or even thousands of
significant reaction mechanisms. To design an SEI, one would need to first understand the
roles of these different species — which lead to improved performance, which lead to worse
performance, and why — and then understand how to selectively form certain species over
others by disentangling the decomposition cascade.

SEI engineering is made even more challenging by the fact that extremely small chemical
changes to battery electrolytes can have dramatic impacts on the SEI. In a classic exam-
ple, consider the difference between EC and propylene carbonate (PC)-based LIBs. EC and
PC have similar chemical structures. They are both 5-membered cyclic organic carbonates,
differing only by the substitution of one hydrogen for a methyl group. However, whereas
EC forms a highly stable, primarily organic SEI on graphite negative electrodes, PC fails
to passivate graphite and instead can contribute to electrode exfoliation.[63, 64] In additive
design, similar effects can often be observed; small changes in functional group can dramat-
ically alter interphase chemistry and battery capacity.[25] Moreover, the effects of additives
are often non-monotonic and nonlinear, with the maximum benefit for a given additive being
achieved at some empirically-determined, typically moderate concentration.[65, 66] Finally,
it is well known that battery electrolytes are sensitive to impurities. While some impurities
such as water are accounted for in battery electrolyte research through rigorous drying pro-
tocols and careful titration measurements,[67, 68] other impurities (e.g. organic impurities
in electrolyte solvents)[69] are often neglected.

In sum, a major aim of the battery community — and the most significant goal of this
dissertation — is this: to be able to predict a priori how a given electrolyte component
or electrolyte formulation will participate in a complex reaction cascade, considering the
impact of small chemical modifications and impurities. Only once this goal is achieved will
the rational design of battery electrolytes and SEI layers be possible; until then, the field
must rely on intuition and guesswork.
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Chapter 2

Literature Review: Methods to
Interrogate Electrolyte Decomposition
and Interphase Formation

Given the importance of interphases for long-term battery cycling, it is unsurprising that
considerable effort has been expended to characterize these layers and reveal their secrets.
Of greatest interest are the following questions:

1. Composition: What is the interphase made of?

2. Structure: What is the morphology of the interphase?

3. Origin & mechanism: What electrolyte components form what products, and how are
those products formed?

4. Impact: How do composition, structure, and mechanisms affect the properties of the
interphase, and how do those properties impact overall battery performance?

Often, analysis of interphase layers is indirect. Electrochemical measurements such as
cyclic voltammetry (CV)[70, 71] and electrochemical impedance spectroscopy (EIS)[72–74]
provide general information about battery performance, such as the internal resistance in a
cell. From this information, one can infer how the interphase is behaving, if it is effectively
passivating the negative electrode, and how its properties change over time. However, these
techniques can only provide partial answers regarding impact and cannot directly address
questions of composition, structure, or origin.

Here, we focus on experimental and theoretical methods that directly interrogate either
electrolyte reactivity (including decomposition to gaseous or soluble products) or interphases
in battery environments. This chapter is not meant to provide a complete overview of these
techniques, as several reviews (primarily but not exclusively focusing on Li-ion technologies)
have previously been published.[39, 52, 75–80] Rather, this chapter serves as a brief overview
to orient the reader and motivate the methodological choices described in later chapters.
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2.1 Experimental Methods

X-ray Methods

One of the most widely used characterization techniques in battery interphase studies is X-ray
photoelectron spectroscopy (XPS). In XPS, a sample is bombarded with X-rays, which cause
electrons to be ejected from the sample. The energies of the ejected electrons can then provide
information regarding the sample’s elemental composition.[81, 82] Because photoelectron
energy levels are somewhat dependent on bonding, XPS can be used in battery environments
to distinguish between simple inorganic species (e.g. LiF, Li2CO3) as well as identify bonding
motifs in organic products (e.g. C–H or C–O bonds).[42]

Alternatively, one can use an absorption technique such as X-ray absorption spectroscopy
(XAS)[53, 57] or X-ray absorption near edge structure (XANES) spectroscopy.[83, 84] These
techniques provide complementary information to XPS, probing the unoccupied rather than
occupied electron energy levels.

X-ray techniques typically require extremely high vacuum; they are also most often con-
ducted ex situ. Because interphase components are often sensitive, prone to evaporation as
well as reaction with moisture and air, XPS is likely to cause changes to the interphase com-
position even before the X-rays start shining. The situation is worsened when samples are
washed prior to characterization, which may dissolve interphase components or else mechan-
ically damage the fragile passivation film.[85] However, there have been efforts to perform
x-ray characterization in situ, for instance by Nandasiri et al.[86] While an in situ approach
cannot overcome the fundamental limitations of X-ray characterization, sample damage by
the environment, vacuum, or washing can be minimized.

Electron Microscopy

Scanning electron microscopy (SEM) is commonly used to observe materials on the micro-
or nanoscale. In the context of batteries, SEM can reveal electrode morphology, which
can be important for e.g. understanding electrode cracking,[87, 88] dendrite formation,[89,
90] or the smoothness of metal plating.[91] Because interphase layers are extremely thin
(typically ∼ 1 – 10 nm for CEI layers[92, 93] and on the order of 10 – 100 nm for SEI
layers),[94, 95] SEM is not well suited to directly observe interphase structure. However,
when SEM is used with techniques such as energy dispersive spectroscopy (EDS), it can
help to provide limited information about interphase composition.[47, 96] EDS and related
techniques reveal the spatially resolved elemental composition of the sample surface.[97]
Because SEM requires high-energy electrons and a high vacuum environment, sample damage
is essentially guaranteed.

For higher-resolution analysis of interphase structure, transmission electron microscopy
(TEM) is used instead of SEM. In particular, cryo-EM, in which samples are flash-frozen
and sectioned by e.g. a focused ion beam before being introduced to high-energy electrons,
is attractive for battery interphases and electrolytes.[98–100] By freezing the sample, one
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prevents interphase components from evaporating in vacuum and moreover limits the extent
of sample damage from the electron beam. Cryo-EM is therefore one of the best tools
available to examine interphase structure and morphology.

Vibrational Spectroscopy

Fourier transform infrared (FT-IR) and Raman spectroscopy both use infrared light to excite
molecular vibrational modes.[101] Because vibrational modes are nonlocal,[102] depending
often on the motion of functional groups or the entire molecule, rather than individual atoms,
vibrational techniques like FT-IR and Raman spectroscopy can provide more detailed infor-
mation about molecular structure than X-ray or electron microscopy methods. Vibrational
signals are not specific or unique - that is, signals from multiple different functional groups
or from multiple different molecules often appear in the same region of the spectrum.[103,
104] Nonetheless, vibrational spectra are attractive for their ease of acquisition and their
ability to probe in situ without sample damage. In addition, FT-IR and Raman signals are
somewhat sensitive to the local environment around a molecule (e.g. the effect of neigh-
boring ions), which makes these techniques helpful in understanding electrolyte solvation
structures.[105–107]

Like X-ray methods, vibrational spectra alone cannot be used to positively identify or-
ganic interphase products,[39] though information about functional groups can be helpful
in generating plausible hypotheses for product identification. Enhanced Raman techniques,
such as surface enhanced Raman spectroscopy (SERS)[108] and shell-isolated nanoparticle-
enhanced Raman spectroscopy (SHINERS),[109] can provide further time-resolved informa-
tion regarding the compositional and structural evolution of interphases.

Nuclear Magnetic Resonance Spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy is a gold-standard characterization tech-
nique in organic chemistry. NMR, which probes the local magnetic field around atomic nuclei
with spin, is highly sensitive to the local environment of an atom and provides information
regarding each symmetrically inequivalent nucleus of a particular element, which means that
it can be used to effectively differentiate molecules with even very similar chemical structures
and functional groups.[110] In addition to chemical specificity, NMR is attractive because it
can be used in situ[111] or even in operando,[112, 113] preventing sample damage.

Most commonly, liquid-phase NMR is used to probe battery electrolytes. As the name
implies, liquid-phase NMR cannot probe solid-state interphases directly but is nonetheless
valuable for understanding electrolyte degradation processes, in particular characterizing sol-
uble electrolyte degradation products.[114] Recently, liquid-phase NMR has been applied to
understand cross-talk in Li-ion batteries,[29] disentangling what species arise at the positive
or the negative electrode and suggesting how they may react at the opposite side of the bat-
tery. The use of solid-state NMR to more directly probe battery interphases is also growing
in popularity.[115–117]
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As powerful as NMR is, it has several serious drawbacks. First, to achieve reasonable
signal, NMR spectroscopy requires either a relatively large volume of sample (often as much
as mLs), long acquisition times (sometimes as long as weeks), or both.[118] In addition
to being often costly and laborious to produce, NMR spectra can be difficult to interpret,
requiring databases of reference spectra (either experimental or computed) and considerable
domain expertise.

Mass Spectroscopy and Gas Characterization

Most of the techniques discussed so far probe either the liquid or the solid phase, though
some techniques like NMR can be used for either. But, as mentioned in Chapter 1, electrolyte
decomposition also results in the production of gases. These gases are intrinsically important
— gas evolution needs to be minimized to prevent battery swelling and rupture — but they
can also provide some clues as to the mechanisms of electrolyte decomposition and interphase
formation.[119]

Gas chromatography mass spectroscopy (GC-MS) and differential electrochemical mass
spectroscopy (DEMS) can be used to probe gaseous products in batteries. In both techniques,
a (typically inert) gas such as Ar or He flows into the electrochemical cell. This carrier gas
picks up any volatile components that may be dissolved in the electrolyte or may have built
up in the headspace of the cell. In GC-MS, the gases are separated via chromatography
before being analyzed by a mass spectrometer,[120] whereas in DEMS, no such separation
occurs, and the different mass signals are distinguished only by time-of-flight analysis after
ionization.[121] GC-MS and DEMS are complementary. With appropriate calibration, GC-
MS can determine specifically what gases are present in a sample,[122, 123] which can be
difficult to accomplish in DEMS (multiple molecules could produce fragments with the same
or very similar mass-to-charge ratios). On the other hand, DEMS excels at real-time data
acquisition;[124] while in operando GC-MS in batteries is possible,[125] GC-MS analysis is
often done post mortem. Both DEMS and GC-MS can measure gases with high precision and
resolution. In particular, DEMS can detect gases with parts-per-billion concentrations.[121]

Mass spectroscopy can also be used to analyze solid products. Matrix assisted laser
desorption/ionization (MALDI) mass spectroscopy has specifically been used to identify
organic interphase components. In contrast to secondary ion mass spectroscopy (SIMS), in
which ions are used to eject species from a surface, MALDI uses a laser for surface ejection
and ionization.[126] MALDI is somewhat more gentle than SIMS, minimizing fragmentation,
which makes it helpful for positively identifying large (e.g. oligomeric or polymeric) and
fragile molecular products.[127]

2.2 Computational Methods

Experimental characterization can provide in-depth analysis of interphase structure (via e.g.
electron microscopy or SERS). Though positive identification of interphase components can
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be challenging, it is also possible through careful experimental design to determine interphase
composition and identify related gaseous and soluble electrolyte decomposition products. At
the most basic level, this can be accomplished via elemental analysis, though techniques like
NMR and mass spectroscopy make positive identification of molecular components possible.

However, existing experimental methods are generally unable to capture short-lived inter-
mediate species or track individual reactions in electrochemical environments,[128] making
direct observation of interphase formation mechanisms impossible. Additionally, it can be
extremely difficult to disentangle the effects of electrode materials, electrolyte components,
additives, impurities, potential or current conditions, and more in a realistic battery environ-
ment. Together, this means that experiments alone are unable to directly address interphase
origins and are often unable to provide thorough structure-property-function relationships
linking electrolytes, interphases, and battery performance. As a result, mechanisms or ex-
planations proposed in experimental studies are usually intuitive guesses without significant
direct evidence.

Theoretical and computational modeling can supplement experimental characterization.
In particular, models can provide precise mechanisms and cause-and-effect explanations for
observed phenomena. Appropriate models can also address questions of interphase compo-
sition, structure, and morphology.

All models must be based on assumptions, or “first principles”. These assumptions
are crucial, often making impossible calculations tractable, but they also critically limit
the applicability of a model. If the assumptions do not apply to the system of interest,
then the model may produce misleading or incorrect results. When discussing different
modeling methods in this and subsequent chapters, I try to point out model assumptions
and limitations.

Static Quantum Chemistry

The most fundamental models available treat battery components, including electrodes,
electrolytes, and decomposition products, using quantum mechanics. Due to its reasonable
balance between accuracy and cost, Kohn-Sham density functional theory (DFT)[129, 130]
is the most widely used quantum chemistry method. Conventional DFT employs the Born-
Oppenheimer approximation,[131] treating atomic nuclei as slow-moving particles that are
analyzed separately from the fast-moving electrons. This lowers the degrees of freedom in
a given problem and, thereby, significantly simplifies calculations. As an additional sim-
plification to the many-body Schrödinger equation for electrons, DFT solves for the total
electron density, rather than treating each electron individually. Less commonly, wavefunc-
tion methods such as Møller-Plesset perturbation theory (e.g. MP2) and coupled-cluster
theory (e.g. coupled-cluster singles, doubles and quasiperturbative triplets or CCSD(T))
have been employed to study battery electrolytes and interphases.[132–134] Due to their
high computational cost and unfavorable scaling with the number of electrons in the system,
these methods are often prohibitively expensive. Moreover, for many systems and prop-
erties of interest, well-designed density functionals approach the accuracy of gold-standard
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CCSD(T) in the complete basis set (CBS) limit,[135] meaning that the benefit of using such
expensive wavefunction methods may not be significant.

To understand electrolyte decomposition and interphase formation, often the most impor-
tant quantities to calculate using quantum chemistry are reduction and oxidation potentials
(E0), reaction thermodynamics (e.g. ∆G), and reaction kinetics (e.g. energy barriers ∆G‡

or rate coefficients k). However, as a quantum chemical technique, DFT can provide in-
formation about much more than reactivity and (electro)chemical stability. As but one
example, calculated infrared[136] and NMR spectra[137, 138] can be used to help interpret
experimental signals.

The main drawback to using DFT (or any other quantum chemical technique) alone is
that it cannot capture dynamic effects. DFT can speak to what processes are thermodynam-
ically accessible and what processes may be fast or slow, but it cannot directly address what
will happen in a real battery, where different species and reaction pathways are in complex
competition. In addition, computational cost is often a problem for DFT studies. Even after
making significant simplifying assumptions, DFT has unfavorable computational scaling. In
principle, hybrid DFT using exact Hartree-Fock exchange scales as O(n4), where n is the
number of basis functions.[139] This means that, to ensure reasonable computational cost,
low levels of theory must be used (involving e.g. small basis sets), or system size must be
restricted. As a result, it is common to neglect explicit solvent effects and the effect of an
explicit electrode surface.

Molecular Dynamics

Rather than treating nuclei as static, as is done in a DFT calculation, one can allow nu-
clei to move as classical particles according to Newton’s laws of motion. Such approaches,
called molecular dynamics (MD) simulations, can be used to observe chemical dynamics,
competition, and (in some cases) reactivity.

There are two main types of MD: classical and ab initio. In classical MD, electrons are
either completely ignored or (less commonly) are treated as classical particles.[140] Rather
than being described by a functional of the electron density, energy and forces are defined
by a “force-field”, which is almost always empirically determined and is often fitted to
e.g. DFT or wavefunction calculations.[141–143] Most force-fields rely on static definitions
of bonding; while these force-fields can provide potentially important information regarding
electrolyte speciation,[144, 145] transport,[146, 147] and even double-layer effects at and near
electrode interfaces,[148] they can provide no information regarding electrolyte degradation
and interphase formation. Notably, there have been classical MD studies examining transport
(especially of Li+ ions) through interphase products, including that of Muralidharan et
al.,[149] which can provide some information regarding what interphase compositions may
be desirable to enable e.g. low overpotential and impedance.

With a sufficiently flexible description of chemical bonding, it is possible to use classi-
cal MD to simulate chemical reactions. Perhaps the most common reactive force-field is
ReaxFF,[150, 151] which is trained on DFT simulations. ReaxFF has been used to directly
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simulate SEI formation in LIBs[152–154] and to estimate reaction energy barriers.[155] Alter-
natively, one can use a conventional, non-reactive force-field but dynamically adjust bonds
during the course of a simulation in response to structural triggers. This approach was
recently taken by Alzate-Vargas et al.[156] to study SEI formation in LIBs at a silicon elec-
trode.

A new approach to classical MD has recently gained considerable attention: machine
learned force-fields (MLFF).[157] MLFFs are much like other force-fields, in that they are
empirical, trained on quantum chemical data, and treat atoms as classical, non-quantum
particles. However, recent MLFFs, especially those trained using equivariant neural network
methods,[158–162] can achieve extraordinary accuracy with respect to their DFT training
data. Though little work has been done so far to apply MLFFs to electrolyte degradation
and interphase formation problems[163] (especially with liquid electrolytes), I suspect that
MLFFs will soon become a standard method of choice for MD studies in batteries.

In contrast with all of the classical MD methods described thus far, ab initio MD (AIMD)
treats electrons explicitly, using quantum chemistry (e.g. DFT) directly to calculate energies
and forces.[164, 165] AIMD is an ideal method to study electrolyte reactivity in an unbiased
manner,[166–170] as it does not rely on any empirical fitting beyond what parameterization
may be involved in density functional design.

The main limitation of MD approaches, as with the static quantum chemical methods
described above, is computational cost. A typical AIMD run lasts on the order of 10-100
ps,[171] even when small basis sets, cheap functionals (typically of the generalized gradient
approximation or GGA family), and loose convergence criteria are used. Classical MD using
traditional force-fields is regularly able to simulate 10-100 ns,[172, 173] but not much beyond
this limit. Unfortunately, interphase formation in commercial batteries takes hours to days
to complete,[174, 175] and it is well known that interphases — and especially SEI layers —
continue to evolve after this initial formation.[176] Even if significant acceleration can be
achieved, for instance by coupling MLFFs with MD codes running on graphical processing
units (GPUs), it is unlikely that MD will ever be able to provide accurate descriptions of
interphase formation on all experimentally relevant time scales.

An additional problem concerns simulation setup. Typical reactive classical MD and
AIMD simulations begin with an electrolyte (often without any impurities) in contact with
a pristine electrode. In almost all cases, this is an unrealistic description. Even with battery-
grade electrolytes and electrodes, impurities are ubiquitous[69, 177] and can have significant
effects on interphase formation.[38] Metal electrodes like Li and Mg will be covered with
a native surface film, if not prior to the introduction of the electrolyte, then immediately
following.[178–180] Even less reactive electrodes like Si can have native surface films and
variable surface terminations.[181] Typical MD simulations ignore these entirely or else make
significant simplifying assumptions. Voids, grain boundaries, and defects in electrodes are
likewise mostly ignored in literature MD simulations. While highly idealized MD simulations
are certainly not useless for understanding interphasial chemistry, it is unclear how well they
connect to experimental results.
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Continuum-Scale Models

Modeling at the continuum scale entirely eliminates atomic and molecular detail in order to
access longer time and length scales and more directly compare to experimental observables.
When we speak of “the continuum scale”, however, we could be referring to a number of
different scales. The smallest continuum model relevant to battery interphase research would
be a single-particle model, which considers electrochemistry, transport, and interphase for-
mation at a single electrode particle in contact with an electrolyte. Such models essentially
operate on the micron length scale and are typically 1D, treating the electrode particle as
spherically symmetric.[182–184] Phase-field models[185, 186] are concerned with the nucle-
ation and growth of different phases and therefore can at least consider consider multiple
grains of a single composition. At the most extreme, a continuum level model could consider
an entire battery device, including both positive and negative electrodes. For instance, Ka-
trašnik et al.[187] recently developed a continuum model to study thermal transport between
electrodes in an LIB.

Regardless of the exact scale and scope, most continuum-scale models are set up and be-
have somewhat similarly. As the name implies, continuum models consider continuous vari-
ables, such as concentrations, fluxes, or currents. At their core, continuum models involve
1) setting up spatial grids, 2) defining boundary conditions and constraints (e.g. electroneu-
trality or no-slip transport) and systems of differential equations (related to e.g. chemical
kinetics, mass, charge and thermal tranport, or phase transormations), and 3) solving the
system of equations based on a predetermined initial condition.

Continuum-level models are among the best computational tool available to understand
interphase structure and to observe the impact of electrolyte and interphase properties on
battery performance via such metrics as parasitic current over time. Because, for simplicity
and model stability, continuum approaches tend to minimize the number of species and re-
actions considered, interphase composition and reaction mechanisms should not be analyzed
using continuum methods.

Mesoscale Modeling

The term “mesoscale” is ill-defined and depends strongly on the problem in question. In
the case of batteries, the “nanoscale” is atomistic or molecular (described by atomistic sim-
ulations like DFT and MD) and the “macroscale” is on the level of electrodes, half-cells, or
full-cell devices (described by continuum-level models). The mesoscale is the middle ground,
considering length and time scales beyond those accessible to atomistic models while try-
ing to link fundamental molecular features to macroscopic phenomena. Note that the term
“mesoscale modeling” is sometimes used to describe continuum models below the device
scale, such as phase-field models.[185] However, I prefer to group all continuum models to-
gether, as they are alike in terms of level of abstraction (not directly treating molecules or
abstracting away molecular-level descriptions) and mathematical formalism (solving systems
of equations).
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A representative technique for mesoscale modeling is kinetic Monte Carlo (kMC).[188,
189] In kMC, one defines a set of “reactions” or “events” — which could be conventional
chemical reactions, diffusion or other transport events, or other chemical interactions — and
their associated rate coefficients. At each step of the discrete simulation, an event is selected
from a statistical distribution, where events with higher propensities (defined by the rate
coefficient and the amount of “reactants” or species involved in the event) are more likely
than events with lower propensities.[190] From this basic starting point, many different kinds
of kMC simulations are possible - for instance, simulations on a 3D lattice[191, 192] or 2D
surface lattice[193] or in a well-mixed homogeneous medium.[194] kMC can access time scales
much longer than MD but still shorter than experiments, ranging from microseconds[195]
to a few seconds.[196] Events in kMC simulations are often linked to molecular or atomistic
reaction mechanisms, but kMC simulations do not need to consider every atom or every
possible molecular vibration. In this way, kMC can be thought of as a form of coarse-
graining.

Alone, kMC simulations cannot address questions of origins, because specific species,
events, and kinetics are usually required as input to the model. However, because they
access relatively long time scales, they can provide crucial insights into what mechanisms
are important, not only in the very early stages of electrolyte degradation, but potentially
throughout interphase formation. kMC and other mesoscale techniques can also provide
an improved structural description of battery interphases,[197–199] revealing spatial inho-
mogeneity, different phases, and more. These structural outputs are unique to mesoscale
modeling; atomistic methods typically cannot access length and time scales long enough for
such structural phenomena to emerge, while continuum-level models tend to simplify inter-
phases, reducing them to a small number of homogeneous or quasi-homogeneous phases.

Chemical Reaction Networks

A chemical reaction network (CRN) is a simple mathematical object, consisting of a set
of species (S), a set of “reactions” between those species (R), where “reaction” can be
interpreted broadly like “events” in kMC simulations, and (optionally) a set of properties
describing the species or reactions (P).[200] Using this fundamental definition, it appears
that CRNs are everywhere, emerging out of a number of the methods that I have already
discussed. Reactive classical or ab initio MD can be thought of as sampling or exploring a
CRN, where S, R, and P are not known a priori. DFT calculations of reaction mechanisms
can be said to produce CRNs as outputs, and kMC simulations require CRNs as inputs,
where the main properties included in P are the reaction rate coefficients.

When speaking of CRNs as a method of their own, I am referring to approaches that
automatically leverage CRNs to obtain chemical insights.[201–203] In addition to enabling
dynamical simulations, as already discussed, CRNs can provide information about important
species as well as mechanisms. To understand how CRNs can furnish these insights, one can
think of a CRN as a graph (Figure 2.1a), where the nodes are species and the edges are
reactions. I note that CRNs are distinct from graphs and do not need to be represented
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Figure 2.1: a) Cartoon depiction of a chemical reaction network (CRN) as a directed graph,
where edges lead from reactant nodes to products; b) depiction of important (blue, green,
purple) and unimportant network species; c) identifying reaction pathways to species of
interest by tracing connections in the CRN.

as such algorithmically, as I will discuss later, but a graph representation is helpful for
visualization.

Important species emerge from the structure of the network (Figure 2.1b). Key interme-
diates (node D) are species that are connected to many other species and that participate
in many reaction pathways, while products (nodes I and H) are those species that can be
formed from given starting species but are not easily consumed. Some species are completely
disconnected from the rest of the graph (node J) or otherwise cannot be reached from the
initial reagent species (node E), so we can consider these unimportant in the system being
studied.

Identifying reaction mechanisms can be thought of as a pathfinding exercise (Figure 2.1c)
— one simply traces from reactants of interest to products, or vice versa. Where multiple
paths are available, one can define a cost function based on e.g. reaction thermodynamics
or kinetics to weigh different paths and identify which are “best” or have minimal cost.

CRNs have been used successfully for years in organic chemistry,[204, 205] prebiotic and
biochemistry,[206–208] and in fields like combustion[209, 210] where reaction mechanisms are
relatively well understood and there is extensive knowledge of reaction products and inter-
mediates from the prior literature. In contrast, the application of CRNs in electrochemistry
(let alone in the field of batteries) is nascent. The first studies of CRNs in batteries were
performed by Blau, Xie, and coworkers.[211, 212] In this early work, we represented CRNs as
graphs and used well-established shortest-path algorithms, namely Dijkstra’s algorithm[213]
to find the single path with the lowest cost between two nodes and Yen’s algorithm[214]
to find the N paths with the lowest cost, to identify formation mechanisms for two known
interphase products, LEDC[215] and LEMC.[116] Though this early work provided some
useful insights — for instance, revealing that LEMC could not be formed without water or
hydroxide being present — the methods that we initially designed were severely limited. We
found that computational scaling was problematic, and networks larger than several million
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reactions were completely intractable, even using supercomputing facilities. Moreover, the
graph-based method required that endpoints be known a priori, which means that we could
not be fully predictive and reveal mechanisms to unknown or novel reaction products.

2.3 What Do We Need?

There is no one technique, experimental or theoretical, that can address questions of compo-
sition, structure, origin/mechanism, and impact. Speaking broadly, experimental techniques
can provide detailed information regarding interphase structure and composition (though I
note that identification of electrolyte decomposition and interphase products is consistently
challenging), yet even the best characterization technique can only hint at the mechanisms
underlying interphase formation or the underlying structure-property-function relationships.
Atomistic computational techniques can provide detailed mechanistic explanations for elec-
trolyte and interphase behavior if appropriate assumptions are made and cost barriers can be
overcome, while mesoscale and continuum models can do a good job of reflecting interphase
structure. Because simulation methods often allow for more direct control than experiments,
questions of impact are also more tractable with modeling than with experiments.

If nothing that we have now is good enough to answer all of our questions, we need
to imagine new methods that would fill the gaps in the current available tools. Thinking
of modeling specifically, an ideal tool would be predictive, requiring little or no knowledge
about how a system will behave. It should retain molecule-level resolution so that it can
speak to questions of composition and origin, but in order to address questions of structure
and impact, it must either be able to coarse-grain this molecular detail or else interface with
mesoscale and continuum-scale simulations. Even the best model cannot be trusted without
experimental validation. As such, an ideal method would be able to produce results that can
be compared to experiment and verified. Finally, just as this ideal tool should be able to have
its results checked by experiment, it should also be able to check the experiment, aiding in
e.g. spectroscopic interpretation and providing explanations for experimental observations.

Automated CRN methods have the potential to serve as this ideal tool. A CRN can
hold molecular information, if the reactions contained within reflect elementary processes.
As I discussed above, CRN structures implicitly encode species importance, allowing one to
perform detailed analysis without necessarily knowing what one is looking for. At the same
time, CRNs are effectively the input to kMC models and could also be thought of as one
component of a reaction-diffusion continuum-level model. This means that, once a CRN
has been constructed, it can be leveraged to obtain structural information and connect to
experimental observables. Because existing CRN techniques are insufficient, in particular
lacking the desired predictivity, I will spend Chapter 4 describing a new approach to con-
structing and analyzing CRNs that enable predictive analysis of complex electrochemical
reaction cascades.

But first, to further motivate these methodological developments and to more directly
contrast automated CRN analysis with more conventional methods, I will provide in the next
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chapter an example of a more traditional analysis based on by-hand reaction mechanism
discovery with DFT.
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Chapter 3

First-Principles Explanation of
Lithium Hexafluorophosphate
Decomposition in Li-Ion Batteries

1

3.1 The Importance and Challenges of LiPF6

As I discussed in Chapter 1, today’s commercial LIBs typically use electrolytes comprised of
LiPF6 dissolved in blends of cyclic carbonates.[217–221] Carbonate/LiPF6 electrolytes have
many desirable properties, including weak ion association and high Li+ conductivity,[136,
145, 222] but they are reactive at low potentials. When paired with graphite negative
electrodes, carbonate/LiPF6 electrolytes decompose to form a relatively stable SEI layer,[23,
39, 96, 223–225] which prevents continual electrolyte degradation while allowing reversible
charging and discharging. On the other hand, conventional electrolytes based on carbonates
and LiPF6 are essentially incompatible with high-energy density negative electrodes (e.g. Li
metal[52, 226] and Si[47, 227]), where they form unstable SEIs resulting in comparatively
poor cycle and calendar life.[228, 229]

Due to the significance of the SEI in preserving battery capacity, SEI formation from
carbonate/LiPF6 electrolytes has been extensively studied for decades.[60, 230, 231] Such
studies have sought to reveal the fundamental processes involved in the exemplar system
and to identify opportunities for improvement through electrolyte engineering. An under-
standing of the decomposition of carbonate solvents, particularly EC, has been developed
via a combination of experiment and theory. A wide range of decomposition products -
including gases,[232, 233] short-chain organic molecules, oligomers/polymers, and inorganic
carbonates (e.g. Li2CO3) and oxides (e.g. Li2O)[39] - have been experimentally character-
ized, and plausible elementary mechanisms for EC decomposition have been identified using

1This chapter is closely adapted from Ref [216]: Spotte-Smith*, E.W.C.; Petrocelli*, T.B; Patel, H.D.;
Blau, S.M.; Persson, K.A. Elementary decomposition mechanisms of lithium hexafluorophosphate in battery
electrolytes and interphases. ACS Energy Letters 2023, 8 (1), 347–355.
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DFT,[169, 234, 235] AIMD,[166, 236, 237] and CRN analysis.[211, 212]

POF3 + R2CO3 −−→ PF2O2R + RF + CO2 (3.1)

PF2O2R + PF5 −−→ RF + 2 POF3 (3.2)

In comparison, there are many open questions concerning the decomposition of LiPF6. It
is widely accepted that LiPF6 reacts to form LiF, which precipitates and contributes to the
SEI.[230, 231, 238, 239] A range of other products, including POF3,[240] difluorophosphoric
acid (PF2OOH),[241] and some organophosphorus compounds[242] have been identified by
experimental spectroscopy. Moreover, LiPF6 demonstrates thermal instability,[243, 244] and
it has long been suggested that an autocatalytic mechanism involving POF3 (Equations
3.1-3.2) is responsible.[15] However, mechanistic explanations for LiPF6 reactivity remain
lacking. Most commonly, hydrolysis[238, 239, 244–246] is invoked to explain observed PF6

–

decomposition products (Equations 3.3-3.4 show an example mechanism). LiPF6 has been
shown to be unstable in the presence of water,[221] yet hydrolysis alone is insufficient to
explain the significant role of LiPF6 in SEI formation. The DFT study of Okamoto[247]
suggests that PF6

– hydrolysis should be extremely slow, in agreement with longstanding
experimental evidence.[248] Moreover, LIB electrolytes used in laboratory studies are often
rigorously dried, allowing ∼10ppm H2O. Though exposure to high potentials on the positive
electrode can both enable the formation of H2O by reactions with EC[29] and accelerate PF6

–

hydrolysis,[37] this cannot explain LiF formation or further LiPF6 decomposition during early
SEI formation before high potentials have been reached or in batteries without high-voltage
positive electrodes.

LiPF6 −−⇀↽−− LiF(s) + PF5 (3.3)

PF5 + H2O −−→ POF3 + 2 HF (3.4)

In this Chapter, we explore the decomposition mechanisms of LiPF6 using DFT (see Ap-
pendix B.1 for details on our computational methods). We find that water is not necessary
to explain the formation of LiF or POF3, but rather that PF5 can react rapidly with readily
available Li2CO3 during early SEI formation. This mechanism is entirely chemical in nature;
it does not depend on electrochemical reduction or oxidation of LiPF6 and can occur at any
depth of the SEI as long as the transport of PF6

– to inorganic carbonate domains is feasible.
Hence, the porosity, morphology, and transport properties of the SEI also become relevant
factors. We then study POF3 autocatalysis, using PF2OOH and LiPF2O2 as model inter-
mediates. Because POF3 adds selectively to highly charged oxygens in oxyanions, LiPF2O2

is preferred over PF2OOH in the absence of an oxidizing potential. Our calculations indi-
cate that overall, the POF3 autocatalytic cycle is limited by a slow intramolecular fluorine
transfer step. These findings answer longstanding questions regarding the decomposition of
LiPF6 and suggest new routes for controlling salt reactivity during SEI formation.
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Figure 3.1: Hydrolysis of PF5 to form POF3 and 2 HF. This mechanism is overall thermo-
dynamically unfavorable and involves two reactions with high barriers (∆G‡ > 1.00 eV).

3.2 Questioning the hydrolysis hypothesis

We begin by considering the formation of PF5, which is a key intermediate in essentially
all LiPF6 reaction routes considered in the literature and in this work. We find that the
elimination of LiF from LiPF6 to form PF5 (Equation 3.3) has no transition-state (TS) but
is endergonic, with ∆G = 1.04 eV. However, we note that the product in this reaction is a
solution-phase molecule of LiF, whereas we expect that LiF will precipitate, forming solid
deposits within the SEI. The elimination of LiF is more likely to occur when considering
the possibility that LiF could be stabilized by precipitation. Okamoto[247] previously found
that the deposition of solid LiF (LiF(solv) −−→ LiF(solid)) has ∆G = −1.17 eV, which
would make Equation 3.3 overall exergonic. More recently, Cao et al.[249] used DFT and
AIMD to show that LiPF6 decomposition by either chemical or electrochemical means is
greatly accelerated in the presence of existing LiF. Here, we report the reaction energies and
energy barriers of LiF elimination reactions like Equation 3.3 without including the effect
of a surface or LiF precipitation. However, we emphasize that these reactions, in general,
should be more favorable than what is predicted based on calculations with molecular LiF
in solution.
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Even once PF5 is formed, Figure 3.1 confirms that, at our chosen level of theory, the
direct hydrolysis of PF5 by H2O is unfavorable. Each of the three hydrolysis steps — the
addition of H2O to PF5 (H2O + PF5 −−→ M1), the elimination of HF to form PF4OH
(M1 −−→ M2), and the elimination of another HF from PF4OH to form POF3 (M2 −−→ M3)
— is predicted to be endergonic. Further, the latter two steps both have energy barriers
∆G‡ > 1.00 eV, agreeing with the experimental observation that hydrolysis is slow at room
temperature. Significant thermal activation beyond temperatures reached in normal LIB
cycling conditions would be required to enable LiPF6 hydrolysis.

3.3 Reactions with Li2CO3

An alternate mechanism involves the reaction of PF5 with Li2CO3 (Figure 3.2). Reactions
between LiPF6 and inorganic carbonates have been proposed in the past[177, 250] on the
basis of the observed evolution of CO2 and POF3 upon mixing of LiPF6 and Li2CO3, but this
route has largely been neglected in favor of hydrolytic mechanisms. Moreover, no elementary
mechanism for the reaction between LiPF6-like species and Li2CO3 has been reported.

We find that PF5 reacts vigorously with Li2CO3. An initial addition step between the
two reactants (M4 −−→ M5) has a low barrier of ∆G‡ = 0.04 eV. Following reorganization of
Li+ (M5 −−→ M6), the adduct (M6) then dissociates in a single concerted reaction, yielding
LiF, CO2, and LiPOF4 with ∆G‡ = 0.19 eV. Finally, to form POF3, LiPOF4 eliminates
an additional molecule of LiF (M7 −−→ LiF + POF3), with ∆G‡ = 0.63 eV, ∆G = 0.28
eV. We again note that we expect both ∆G and ∆G‡ for LiF elimination reactions to be
lowered if precipitation of LiF on a surface is allowed. Even without any corrections for
the instability of molecular LiF produced in M6 −−→ M7 and M7 −−→ LiF + POF3, this
mechanism represents one of the most kinetically favorable elementary mechanisms for PF5

decomposition yet reported.
If it does not dissociate completely, the adduct M5 may instead eliminate LiF (M5 −−→

M8), though this reaction suffers from a high predicted barrier of ∆G‡ = 1.34 eV. After LiF
elimination, an additional oxygen from the carbonate group binds to phosphorus to form
a ring complex M9. By eliminating CO2, either immediately (M9 −−→ M11, ∆G‡ = 0.81
eV) or following the elimination of another LiF (M12 −−→ M13, ∆G‡ = 0.36 eV), this ring
complex also forms LiPOF4 (M11) or POF3 (M13).

The proposed mechanisms shown in Figure 3.2 rely only on Li2CO3, which should be
abundant at the negative electrode, especially during early SEI formation.[75, 96, 166, 231,
250, 251] The reaction of PF5 and Li2CO3 is also entirely chemical in nature; none of the
reactions in Figure 3.2 depend on electrochemical oxidation or reduction. As a result, the de-
composition should not depend explicitly on applied potential, the proximity to the negative
electrode surface, or the availability of electrons. We therefore predict that the decomposi-
tion of PF5 can occur anywhere in the SEI, so long as inorganic carbonates like Li2CO3 are
present. This being said, because Li2CO3 is formed in the SEI as a result of electrochemical
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Figure 3.2: Energy diagrams for the formation of POF3 from PF5 and Li2CO3. a) LiPOF4

forms via by simultaneous elimination of LiF and CO2 from a PF5-Li2CO3 adduct; LiPOF4

can then eliminate LiF to form POF3. b) Alternate, less favorable mechanisms in which LiF
is eliminated from the adduct without simultaneously eliminating CO2.
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reduction of EC,[166] the overall rate of POF3 formation via the reaction of PF5 with Li2CO3

will implicitly have a potential dependence.
While our focus in this work is on LiPF6 decomposition during SEI formation, it is worth

noting that Li2CO3 is an impurity formed during the synthesis of common transition metal
oxide positive electrodes.[177] Accordingly, the mechanisms described in Figure 3.2 could
occur at the positive electrode as well as at the negative electrode or the SEI.

3.4 An atomistic mechanism for POF3 autocatalysis

Figure 3.2 indicates that POF3 emerges rapidly by reaction with Li2CO3 during SEI for-
mation. This hints that the proposed autocatalytic mechanisms for POF3 (re)formation
(Equations 3.1-3.2), which rely on POF3 and carbonate species, are chemically plausible.

To confirm the mechanism of POF3 autocatalysis at elevated temperature, we first con-
sider the formation of PF2O2R species, namely PF2OOH, which can emerge from reactions
with from H2CO3 (Figure 3.3a) and LiHCO3 (Figure 3.3b), and LiPF2O2, which forms from
reactions with Li2CO3 (Figure 3.3c). In addition to their relevance for POF3 formation
and LiPF6 decomposition, PF2O2R species and in particular PF2OOH have been blamed as
major contributors to the decomposition of SEI species and the loss of battery capacity.[35,
252] Jayawardana et al. have argued that PF2OOH should form at the positive electrode as
a result of PF6

– oxidation.[35] If PF2OOH and related species could form at the negative
electrode without high potentials, it could have significant implications for the stability of
the SEI.

Figure 3.3a shows a mechanism for a chemical reaction between H2CO3 and POF3.
The initial addition reaction between POF3 and H2CO3 (H2CO3 + POF3 −−→ M14) is
thermodynamically unfavorable (∆G = 1.62 eV). Subsequent reactions to form HF, CO2,
and PF2OOH do not face significant barriers and should occur rapidly. The reaction be-
tween POF3 and LiHCO3 (Figure 3.3b) follows a similar mechanism. The addition step
(M17 −−→ M18) is also endergonic (∆G‡ = 0.48 eV, ∆G = 0.52eV ), though we suggest
that it could be accessed at moderate temperatures. Addition by LiHCO3 is followed by the
elimination of LiF (M19 −−→ M20), which is analogous to the elimination of HF in Figure
3.3a, (M14 −−→ M15). Following the complete removal of LiF, M20 can undergo the same
concerted proton transfer and CO2 elimination shown in Figure 3.3a (M15 −−→ M16).

In contrast, POF3 adds easily to Li2CO3 (Figure 3.3c, M21 −−→ M22), with ∆G‡ = 0.15
eV and ∆G = −0.01 eV. We explain the difference in the thermodynamics of the reactions
between POF3 and H2CO3, LiHCO3, and Li2CO3 by considering acid-base chemistry. POF3

and PF5 are both Lewis acids. Li2CO3 is a Lewis base, while LiHCO3 is, depending on
context, either a weak acid or a weak base, and H2CO3 is an acid. The differences in
basicity of Li2CO3, LiHCO3, and H2CO3 are reflected in the atomic partial charges of their
reacting oxygens (Figure 3.3c); oxygens in Li2CO3 are significantly more anionic than those
in LiHCO3 or H2CO3, suggesting a greater proclivity to donate electrons. Though PF2OOH
formation via LiHCO3 is possible, the difficulty of addition with protonated carbonates
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Figure 3.3: Reactions between POF3 and simple inorganic carbonates a) H2CO3, b) LiHCO3,
and c) Li2CO3) to form CO2 and either PF2OOH or LiPF2O2. A trend between the partial
charge of the reacting oxygen(s) and the reaction energies with POF3 for each carbonate
considered is shown in d). A linear fit, ∆G = 4.39q + 4.47, where q = the most negative
oxygen partial charge, shows strong correlation (R2 = 0.96) among the three carbonates.
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suggests that, barring electrochemical processes, LiPF2O2 should be more abundant at the
negative electrode than PF2OOH. Nonetheless, the prediction that PF2OOH and LiPF2O2

can form at or near the SEI without the need for cross-talk from the positive electrode
motivates further efforts to understand the interactions between these species and other SEI
components.

Mechanisms for the reformation of POF3, completing the autocatalytic cycle in Equation
3.2, are shown in Figure 3.4. Following a similar trend to that shown in Figure 3.3d, the
attack of PF5 by the acidic PF2OOH (Figure 3.4a, PF2OOH + PF5 −−→ M26) is thermody-
namically unfavorable, while LiPF2O2 can favorably add to PF5 (Figure 3.4b, LiPF2O2 +
PF5 −−→ M29). After the initial addition, an intramolecular fluorine transfer is required;
for both PF2O2R species considered, this step is thermodynamically unfavorable and suffers
from a high barrier (M26 −−→ M27, ∆G‡ = 0.95 eV; M30 −−→ M31, ∆G‡ = 1.76 eV). While
both intramolecular fluorine transfer reactions are kinetically limited at room temperature
(Figure 3.4 c-d), the reaction without Li+ can occur at elevated temperature (especially
T > 150 °C). After fluorine transfer, the two mechanisms in Figure 3.4a-b diverge. In
Figure 3.4a, a concerted proton transfer and elimination step occurs (M27 −−→ M28), yield-
ing POF3 and PF4OH. PF4OH can subsequently eliminate HF to form POF3, as shown
in Figure 3.1. In Figure 3.4b, a four-member O-P-O-P ring is formed (M32 −−→ M33) and
POF3 is eliminated (M33 −−→ M34), leaving LiPOF4 which could then form LiF and POF3

as previously discussed.
Our mechanism confirms the previously reported autocatalytic formation of POF3. We

find, in agreement with earlier experimental studies,[15, 243] that this cycle requires signif-
icant thermal activation (T ∼ 150 °C). This is primarily due to a sluggish intramolecular
fluorine transfer and, specifically for the mechanism requiring PF2OOH as an intermediate,
the high barrier for HF elimination to reform POF3. While we have found a mechanism for
POF3 autocatalysis that does not require any water, the significantly lower barrier for the
pathway involving PF2OOH indicates that LiPF6 thermal decomposition could be initiated
and accelerated by LiPF6 hydrolysis,[240] which is accessible at elevated temperature.

3.5 Conclusions

To conclude, LiPF6 is an exceptional salt that is likely to play a major role in the LIB market
for years to come. While some decomposition of LiPF6 is desirable to form a functional SEI,
continued breakdown can severely limit the life of LiBs. In this work, we identified a novel
and facile elementary decomposition mechanism of LiPF6 using first-principles DFT simula-
tions. Our results imply that under normal battery cycling conditions, the major decompo-
sition mechanism of LiPF6 does not depend on water or on electrochemical salt reduction.
Rather, LiPF6 forms the expected products LiF, POF3, LiPF2O2, and potentially PF2OOH
via entirely chemical reactions with inorganic carbonates (especially Li2CO3). These reac-
tions can likely occur in the solution phase or in nanocrystalline or amorphous regions of the
SEI. PF5 and POF3 show a strong affinity to react with highly anionic oxygens and Lewis
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Figure 3.4: Possible routes for the reformation of POF3 from PF2OOH (a) and LiPF2O2 (b).
Both mechanisms are kinetically limited due to an extremely unfavorable intramolecular
fluorine transfer step (M26 −−→ M27, M30 −−→ M31), which makes POF3 autocatalysis
unlikely at modest temperatures. Rate coefficients for the fluorine transfer step are provided
in c) for the PF2OOH pathway and in d) for the LiPF2O2 pathway.
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bases, suggesting that that efforts to control the reactivity of LiPF6 should focus on limiting
the exposure of PF5 to oxyanion and other basic species, including and especially inorganic
carbonates like Li2CO3, in the SEI as well as on the surface of positive electrodes. This con-
sideration may include morphological control, such as reducing porosity and/or abundance
of inorganic species in the outer regions of the SEI.

In the future, theoretical studies should be combined with experimental spectroscopy to
validate the mechanisms reported here. It should be possible to compare rate laws obtained
by experiment (via e.g. time-resolved spectroscopy with varying amounts of inorganic car-
bonates and LiPF6) and theory (via kinetic simulations, e.g. kinetic Monte Carlo). More
challenging, but no less worthwhile, would be to confirm if the decomposition of LiPF6 in a
battery is primarily chemical or electrochemical in nature. This could be accomplished by
tracking the rate of decomposition of LiPF6 in the presence of inorganic carbonate species
in a reductively stable solvent under varying applied potentials. While we have focused here
primarily on LiPF6 decomposition in EC-based electrolytes, we suspect that LiPF6 could
chemically react in a range of solvents via mechanisms similar to what we have described,
provided that those solvents reduce and decompose to form oxyanions with highly charged
reactive oxygens or sufficiently strong Lewis bases. The extent of LiPF6 decomposition will
depend on the availability of these basic and oxyanion species. Additional investigations into
solvent degradation and SEI formation in EC-free (and especially carbonate-free) electrolytes
should be conducted to assess if the mechanism that we have described here is general or
specific to carbonate-based solvents. Detailed study of the elementary reaction mechanisms
between LiPF6 decomposition products (especially PF2O2R species) and other SEI species
(e.g. organic carbonates), as well as the formation mechanisms of organophosphorus com-
pounds and phosphate polymers in the SEI, should also be conducted.
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Chapter 4

Methods to Construct and Analyze
Electrochemical CRNs Based on
High-Throughput DFT

1

Through the DFT study presented in Chapter 3, we learned much about salt reactivity in
LIBs, including the interactions of LiPF6 with water and inorganic carbonates as well as the
temperature-dependent autocatalysis of LiPF6 decomposition that leads to the salt’s thermal
instability. However, that study was significantly limited by its approach. Using by-hand or
even semi-automated DFT required considerable time: three months of full-time effort from
an undergraduate student (Thea Bee Petrocelli) who I mentored part-time, plus roughly
two more months of my own concerted effort.2 At this rate, it is reasonable to expect that
a thorough description of electrolyte degradation and SEI formation in a given electrolyte
system could take many years, even with a larger, fully dedicated team of experts. Moreover,
as discussed in Chapter 2, relying entirely on static DFT obscures reactive competition and
the complex interplay of intermediates and products during the SEI formation cascade.

The goal of this Chapter is to present an alternative method to study (electro)chemical
cascades such as SEI formation combining high-throughput DFT, CRNs, and stochastic
dynamic simluations. Though I will describe applications of these methods to batteries
in subsequent chapters, none of the methods that I describe here are specific to battery
chemistry. Rather, we designed these methods to explore (electro)chemical systems where i)
a strong driving force such as an applied potential triggers a mostly spontaneous cascade; ii)

1This chapter is adapted from the following references: [253]: Spotte-Smith*, E.W.C.; Blau*, S.M.;
Xie, X.; Patel, H.D.; Wen, M.; Wood, B; Dwaraknath, S.; Persson, K.A. Quantum chemical calculations of
lithium-ion1 battery electrolyte and interphase species. Scientific Data 2021, 8 (203); [254]: Barter*, D.;
Spotte-Smith*, E.W.C.; Redkar, N.S.; Khanwale, A.; Dwaraknath, S; Persson, K.A.; Blau, S.M. Predictive
stochastic analysis of massive filter-based electrochemical reaction networks. Digital Discovery 2023, 2,
123–137.

2Note that this only counts data acquisition and analysis and does not count labor required to, for
instance, write a manuscript.
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chemical intuition is limited because basic mechanisms are unknown or poorly understood;
and iii) it is not known a priori what species or reactions are most important to the overall
process. I describe an application of the methods described here in Chapter 5.

4.1 Generating Datasets of Challenging Reactive

Molecules Using High-Throughput DFT

Reactive organic and organometallic molecules present significant challenges for computa-
tional analysis. Conventional methods to define molecular graph representations — necessary
to define bonding and study molecular reactivity — are insufficient to capture coordinate
bonds between metals such as Li and Mg and heavy atoms like O, F, and N. In addition, DFT
calculations involving highly reactive charged, radical, and metal-coordinated molecules fre-
quently encounter errors or fail to converge to stable potential energy surface minima. Here,
we describe methods to address both of these challenges.

Dataset construction begins with a small set of molecules that are known to be important.
These “principal molecules” could include reagents, reactants, catalysts, known or suspected
products, etc. From the principal molecules, we generate a set of molecular fragments by
recursively breaking bonds in the molecular graph representations. To explore molecular
formation beyond what is currently known, we then recombine a subset of these molecular
fragments, adding bonds between fragments to create new molecules. Through the appli-
cation of fragmentation and recombination methods, we generate a collection of molecules
that could connect starting species to final products, allowing for the exploration of reactive
chemistry.

Determination of bonding and molecular graph representations

Initially, bonding for all molecules is determined from 3D atomic coordinates using the bond
detection algorithm defined in OpenBabel.[255, 256] While this algorithm is well suited to
the detection of covalent bonds, it is not designed to capture ionic bonds or coordinate bonds
between metal ions and molecules.[257] Specifically, it is assumed in OpenBabel that Li+ will
only form one bond and that Mg2+ will only for two bonds. This is a critical issue due to the
important and diverse coordination behavior of metal ions. As an example, Li+ generally
seeks to form between 4 and 6 coordinate bonds when in an electrolyte solution.[136, 258,
259] While often, Li+ forms only one coordinate bond with each coordinated molecule (Figure
4.1a), cases where two (Figure 4.1b), three (Figure 4.1c), and even four (Figure 4.1d) or more
coordinate bonds form can occur. Because the thermodynamics of monodentate, bidentate,
tridentate, and tetradentate configurations can vary significantly, it is essential to be able to
distinguish between these bonding motifs. A modified bond detection algorithm is therefore
required.

A heuristic method is used to add neglected coordinate bonds between Li and electroneg-
ative coordinating atoms, namely N, O, F, and S. If an N, O, F, or S atom is less than 2.5 Å
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Figure 4.1: Examples of molecules with various Li+ coordination environments: monodentate
(a), bidentate (b), tridentate (c), and tetradentate (d). White atoms are hydrogen, gray
atoms are carbon, red atoms are oxygen, blue are fluorine, and pink are lithium.

away from a Li atom, then those two atoms are considered to be bonded. If, after this
procedure, there are Li atoms in a molecule with no bonds, then the cutoff is increased from
2.5 Å to 3.5 Å, and the procedure is repeated. Prior to performing any DFT calculations,
molecular connectivity is defined first using OpenBabel and then by applying this heuristic
method to add missing coordinate bonds.

After DFT calculations are completed, a quantum chemical method is also used to identify
bonds. The Critic2 program[260, 261] is employed to identify bonding interactions in the
electron densities of the optimized molecular geometries. Critic2 identifies critical points in
the molecular electron density, which correspond to interatomic interactions. If the calculated
field at a critical point between two atoms is greater than 0.02 (in atomic units) and if the
distance between atoms is less than 2.5 Å, then the two atoms are considered to be bonded.
An exception is made for bonds between Li and C, for which a smaller field (greater than
0.012) is allowed. The final bonding for a molecule is defined by the union of the sets of bonds
identified using OpenBabel, the heuristic coordinate bond detection method, and Critic2.

High-throughput computational methods

In order to be able to compute the properties of arbitrary molecules, including highly reactive
fragments, radicals, and charged species, an automated framework has been developed for
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high-throughput molecular DFT. This framework, which incorporates methods to correct
common errors and ensure convergence to potential energy surface (PES) minima during
molecular DFT calculations on the fly, is used to optimize geometries and compute a range
of properties, including total electron densities, vibrational frequencies, thermochemistry
(e.g. electronic energy, enthalpy, entropy, and Gibbs free energy), atomic partial charges
and spins, etc. Here, we describe the computational methods used for high-throughput DFT
calculations; we provide an overview of how these methods are implemented in open source
code bases in Appendix C.

Error correction

Once a DFT calculation has terminated, its output file is parsed for errors. If any errors are
detected, an empirically designed recipe-based error correction process is conducted. If the
error handler recognizes the error and an appropriate remedy is available, then that remedy
will be employed and the calculation will be restarted automatically, generally with some
alteration to the input parameters. If an error is encountered in the re-started calculation,
the same recipe-based error correction procedure is applied. If the error handler is unable to
interpret the error, if all possible remedies have been exhausted, or if no remedy has been
implemented for a particular error type, then the calculation fails.

Even if there are several possible remedies, only one remedy is applied at a time. The
appropriate remedy for a given error may be sensitive to the parameters with which the
calculation was run. Those parameters, in turn, may depend on the type and number of
errors that the calculation has encountered previously.

To illustrate the error-correction process, Figure 4.2 depicts the logic dictating how a
convergence error for a self-consistent field (SCF) calculation should be remedied.3 The first
possible remedy involves increasing the number of SCF cycles allowed; if the number of SCF
cycles is lower than some maximum value (typically 200), then the number of cycles are
increased to that maximum. If that remedy cannot be applied, either because it has already
been applied or because the user specified a large number of SCF cycles initially, then the
next remedy is to alter the SCF algorithm. The geometric direct minimization (GDM)
method[262] tends to be highly robust at converging SCF calculations even for challenging
molecules. However, because of its higher cost, the more rapid Direct Inversion of the
Iterative Subspace method (DIIS)[263, 264] or a combination of the two methods (DIIS -
GDM in the Q-Chem electronic structure code[265]) are used first, with GDM serving as a
method of last resort. Finally, the SCF settings are altered such that an initial guess electron
density is generated for each SCF calculation, with no knowledge of prior calculations. Using
the previous solution as a starting point for an SCF calculation can improve efficiency, but
it can also fail to capture electronic state reordering in a newly visited region of the PES,
occasionally resulting in SCF convergence problems. If none of these remedies can be applied,

3Note that this procedure is out-of-date, and different error handlers have been implemented in the
custodian package. I have chosen to present the error handlers as they were during the time when the
datasets discussed in subsequent Chapters were developed.



CHAPTER 4. METHODS TO CONSTRUCT AND ANALYZE ELECTROCHEMICAL
CRNS BASED ON HIGH-THROUGHPUT DFT 32

SCF Error

Max. errors 
reached?QUIT

Can # cycles 
increase?

Increase
# cycles

Can SCF 
algorithm be 
changed?

Change
algorithm*

* SCF Algorithms:

DIIS              DIIS_GDM
DIIS_GDM            GDM

Always make 
initial guess?

Force SCF
initial guessQUIT

Yes

Yes

Yes

Yes

No

No

No

No

Figure 4.2: A flowchart for correcting an SCF convergence error. When the error is encoun-
tered, only a single remedy will be applied. If there is no possible remedy, or if too many
errors have already been encountered, then the error handler will quit, and the calculation
will be allowed to fail.

if all of them have been applied already, or if the number of errors encountered in total has
exceeded a user-defined limit (e.g. five), then the calculation will fail without further attempt
to remedy the error.

In addition to SCF convergence errors, remedies have been implemented for a range of
errors that might arise during a calculation (failing to optimize the molecular geometry,
failing to transform from internal to Cartesian coordinates, failing to calculate the Hessian
eigenvalues for a vibrational frequency calculation, etc.) or while preparing a calculation
(failing to parse the input file, failing to access the DFT code executable file, failure to
access a license file, etc.).

Convergence to potential energy surface minima

The goal of geometry optimization is to minimize the energy and to determine the stable
molecular geometry. Generally, an optimizer will seek to reduce the gradient to zero, indi-
cating that a stationary point has been found. However, convergence to a stationary point
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does not guarantee convergence to a local minimum of the PES; it is also possible to con-
verge to an nth-order saddle point, where n is the number of imaginary frequencies. It is
important to know when a calculation has converged to a saddle point and how to remedy it.
Saddle points may provide poor approximations to the nearest minimum energy structure.
Furthermore, saddle points can exhibit different bonding behavior from the minimum.

Most often, geometry optimization in DFT is conducted using a quasi-Newton-Raphson
method; at each step, the energy and gradient are calculated, and the gradient is used to
generate an approximation of the second derivative (Hessian) matrix.[266] While, in some
methods, the exact Hessian is calculated at each step, this is prohibitively expensive in most
cases and is therefore inappropriate for high-throughput applications. Because the Hessian
used in quasi-Newton-Raphson optimization is not exact, the optimizer’s knowledge of the
curvature of the PES is limited. This makes it relatively common for geometry optimiza-
tion algorithms to converge to saddle points instead of minima, perhaps especially for large
molecules, complex reactive fragments, and/or species in an implicit solvent environment.

A method of “Frequency Flattening Optimization”, or FFOpt, is used to eliminate imag-
inary frequencies. As illustrated in Figure 4.3, successive optimization calculations are con-
ducted until the structure has converged to a local minimum of the PES. In order to deter-
mine if a converged structure is a PES minimum or a saddle point, a vibrational frequency
calculation is performed following each completed optimization calculation. Frequency cal-
culations serve a dual purpose, simultaneously providing information about the curvature
of the PES (the exact Hessian) and the nature of the converged stationary point while also
providing some thermodynamic information, including the molecular enthalpy and entropy.
If there are no imaginary frequencies, then the structure is confirmed to be a PES minimum,
and no further calculations are needed. If there are imaginary frequencies, then the structure
is a PES saddle point. The exact Hessian reported by the frequency calculation is then used
as input to the subsequent optimization calculation in order to provide a better description
of the local PES and allow the optimizer to move away from the saddle point and towards a
true minimum. This procedure can be repeated as many times as needed until a minimum
is found. We emphasize that the FFOpt procedure, like most geometry optimization meth-
ods, aims to optimize to a local minimum and does not guarantee convergence to the global
minimum of the PES.

In order to limit the computational cost of an individual calculation, we recommend that
no more than 10 frequency flattening cycles are allowed. Moreover, additional cycles should
not be pursued if there is only one imaginary mode with a very small frequency magnitude
(|ν| ≤ 15 cm−1) or if the energy has changed by less than 10−7 Hartree (Ha) from the
previous cycle to the current cycle, indicating that knowledge of the exact Hessian did not
allow the optimization to leave the saddle point. Very small, singular imaginary frequencies
are allowed because they may not correspond to true transition states; rather, they could be
artifacts of numerical noise in the frequency calculation. If there is a single imaginary mode
with a small frequency magnitude, the calculation is still considered a success; otherwise, a
calculation which terminates with at least one imaginary frequency is considered a failure.
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Figure 4.3: The frequency-flattening optimization (FFOpt) procedure. In the initial step, the
geometry is optimized and a vibrational frequency calculation is performed. If there are no
imaginary frequencies, or if there is a single imaginary frequency with very small magnitude,
the calculation completes successfully. Otherwise, the Hessian from the vibrational frequency
calculation will be used to inform the next cycle of optimization.

General calculation procedure

For a given set of unique molecular structures (as defined by the graph representations),
FFOpt calculations are conducted at multiple charge states (e.g. −1, 0, and 1). For a
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particular charge state, when an even number of electrons is present, the molecule is initially
assumed to be in a singlet state, and when an odd number of electrons is present, a doublet
state is assumed.

Most commonly, low-spin states are preferred for molecular ground states, and stable
high-spin states are rare.[267] This implies that one could expect that most molecules with
even numbers of electrons should be in singlet states, rather than triplet states. However,
triplets cannot be completely ignored, as there are exceptions (most notably diatomic oxygen)
where triplet states are preferred at modest temperatures.[268, 269] It is also possible that
there exist species that are relevant to a particular chemistry (e.g. SEI formation) which
exhibit connectivity that can only exist as a triplet.

Unless the preferred ground-state spin of a given molecule is known a priori, all molecules
with even numbers of electrons should be subjected to DFT analysis via FFOpt in both the
singlet and triplet state. However, depending on the number of molecules being considered,
this could be computationally prohibitive, and so practical considerations must be taken into
account.

For all molecules for which the FFOpt procedure succeeds in identifying a PES minimum,
a single-point calculation is conducted on the optimized geometry in order to produce a
“cube” file of the electron density.[270] This cube file is then analyzed using Critic2 to
determine the critical points and improve the determination of the molecular bonding.

For single atoms (Li, H, F, etc.), a different procedure is used. Because geometry op-
timization is unnecessary for such molecules, only single-point calculations to determine
the energy and frequency calculations to determine the translational enthalpy and entropy
components are conducted.

This general procedure of conducting FFOpt singlet and doublet calculations, and (po-
tentially selective) triplet calculations, followed by single-point calculations, is used in several
stages to build a dataset, as described below.

Dataset generation

Molecular fragmentation

Fragmentation begins with the molecular graph representation and 3D structure of a prin-
cipal molecule. In a single fragmentation step (Figure 4.4a), each individual bond in the
molecular graph is broken, generating either one or two fragments. In the case of a single
fragment - indicating that the bond is part of a ring - an initial structure for the ring-opened
fragment is generated using a low-cost optimization with the UFF force field as implemented
in OpenBabel. This preliminary optimization is conducted with the aim of preventing the
ring from immediately re-closing during geometry optimization. In the case of two frag-
ments, the coordinates associated with the atoms in each fragment were used as the initial
structure. After all bonds have been broken, all unique fragments - defined by their graph
representations - are collected.
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Figure 4.4: A schematic overview of a molecular fragmentation process. For a single-step
fragmentation (a), a principal molecule is selected. Each bond is broken, generating a col-
lection of molecular fragments. These fragments are then filtered to generate a set of unique
(non-isomorphic) molecules. In an n-step fragmentation (b), this process is repeated in a
recursive fashion. At each step, all fragments from the previous step are collected and un-
dergo a single-step fragmentation. If the fragment is a single atom with no bonds or if all
fragments generated are already present in the collection, then the process terminates (red
“X”). When the maximum number of steps has been reached, or when no new fragments
can be generated, the n-step fragmentation terminates.

In many cases, it is desirable to not only obtain the products of single-bond cleavage, but
all possible sub-fragments of a given molecule. This can be done by recursively applying the
above single-step fragmentation method (Figure 4.4b). At the nth step, all new structures
from the n − 1th step undergo a single-step fragmentation if possible (single atoms, which
have no bonds, cannot be fragmented); the final set of fragments at that step is the union
of the sets of unique fragments from each such single-step fragmentation. This recursive
fragmentation can be continued until all fragments contain no bonds (at which point until
only single atoms remain).

After fragmenting each principal molecule using the appropriate number of steps, all
unique fragments - defined by graph connectivity - are analyzed using DFT.

Generation of recombinant molecules

Reaction cascades most often involve bonds being formed as well as broken. The set of
principal molecules could include known products, implicitly accounting for some bond for-
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mations between possible fragments. However, fragmenting these principal molecules does
not guarantee that all important intermediates or even all products are included. To im-
prove coverage of possible intermediate and product species, some fragments are allowed to
recombine to form new molecules.

1. Select two fragments

2. Identify connectable heavy atoms

3. Generate recombinant molecules

.

.

.

.

.

.

Figure 4.5: A simplified depiction of the recombination process. First (1), two fragments -
in this case, from lithium ethylene carbonate, or principal molecule 1 in Appendix D - are
selected. The heavy atoms in these molecules that can form additional bonds (shown in
purple) are identified using valence rules (2), and finally, bonds (also in purple) are added
between all combinations of these connectable heavy atoms (3) to form a set of unique
recombinant molecules (gray box).

After all fragment species have been analyzed using DFT, a subset are selected for recom-
bination. All combinations of two allowed fragments are recombined by adding a single bond
in all possible ways that respect the typical valence rules of different atoms (Figure 4.5). For
instance, if one fragment has an oxygen connected to only one atom and one fragment has
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a carbon connected to only three atoms, then they would be allowed to combine. On the
other hand, that same oxygen would not be allowed to combine with a carbon connected to
four atoms. In applying these bonding rules, we do not count metal coordinate bonds and
do not consider bond order (a single bond is treated on the same footing as a double or triple
bond), but only consider the number of non-metal atoms connected to a given atom.

The recombinant molecules generated in this manner are further filtered by considering
the reaction free energies of the recombination reactions. The BonDNet neural network[271]
is employed to predict the bond formation energies of recombinant molecules. If the for-
mation of the bond is predicted to be endergonic (i.e. the recombinant molecule is less
stable than the constitutent fragments), then the recombinant molecule can be discarded.
Initial guess structures of all remaining molecules are produced using a force field such as
OPLS,[272] and these initial structures are analyzed using DFT.

Note that the numerous stages of filtering used here - beginning with a small number of
fragment molecules, requiring valence rules to be obeyed, and screening by bond formation
energy - are necessary to limit the number of recombinant molecules considered. Recombina-
tion, as described here, is an inherently combinatorial process. Without appropriate filters,
massive numbers of recombinant molecules can be generated, far too many to be calculated
using high-accuracy DFT methods.

4.2 Generating and Analyzing (Electro)chemical

Reaction Networks

Developing a CRN Methodology for Complex Reaction Cascades

CRNs are often generated[201] by applying quantum chemical methods to explore a poten-
tial energy surface (PES).[273] PES exploration techniques – including ab initio molecular
dynamics,[165] artificial force-induced reactions,[274] and stochastic surface walking,[275]
among others – are useful for exploring a chemical space. PES exploration requires minimal
initial information (e.g. a set of initial species) and allows for the identification of interme-
diates, reactive products, and elementary reaction steps (including energy barriers). Unfor-
tunately, PES exploration techniques typically suffer from prohibitively high cost, limiting
their application to simple systems involving only small molecules or exploring reactivity
over very short (∼10 ps) time scales. While applications of semi-empirical methods[276,
277] and machine learning[158, 278] could soon alleviate this limitation in some domains,
the ongoing challenges in simulating electrochemical dynamics even for simple systems (e.g.
the hydrogen evolution reaction)[279] suggest that PES exploration remains unsuitable for
studies of complex electrochemistry.

When PES exploration is not used, CRNs are most commonly constructed based on hu-
man chemical intuition. By applying reaction templates to include only commonly observed
mechanisms[208, 280–283] or pruning by the “chemical distance” between species (the num-
ber of bonds that must change for a reaction to occur, or the number of reactions required
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to transform reactants to products) to focus only on starting species and known products of
interest,[284] it is possible to create networks capable of elucidating reaction pathways. How-
ever, chemical intuition is limited and unreliable when describing new reactive spaces.[285] In
electrochemistry, studies of reaction mechanisms[286, 287] and characterization of reaction
products[116] are very challenging. Additionally, the linear scaling relations (i.e. Bell-Evans-
Polanyi[288, 289]) that are widely used to predict the rates of families of similar reactions
in thermochemistry have not been well established in electrochemistry. As a result, CRN
methods that rely on templates or the chemical distance to known products cannot yet be
used to study electrochemical reactivity.

Aiming to bypass both the cost of PES exploration and the intuition required for template-
based CRN generation, we recently developed the first method to construct and analyze
electrochemical CRNs, which we used to study the formation of the SEI in LIBs. In this
prior work on graph-based CRNs,[211, 212] the networks that we studied were limited by the
computational cost of network analysis, in particular due to the poor scaling of shortest-path
graph algorithms. These costs constrained the number of species as well as the number and
types of reactions contained in the networks. Even more critically, our prior graph-based
analysis approach was limited in its predictive capacity; in order to apply shortest-path
algorithms, products of interest had to be known a priori. Here we confront the more chal-
lenging problem of exploring a reactive space without significant knowledge of end products.
Specifically, we seek to search for many feasible pathways under various starting conditions
to a range of products, byproducts, and intermediates, including species that might not be
known to be important at the time of network construction.

We present a new approach to construct and explore CRNs in challenging domains such
as electrochemistry that is capable of extracting unique insights and generating hypotheses
to guide further in-depth analysis. First, we describe our method of High-Performance
Reaction Generation (HiPRGen). Beginning with a set of possible species that could con-
tribute to the chemistry of interest (Sinit), HiPRGen enumerates all stoichiometrically valid
reactions and employs user-defined filters to eliminate reactions based on physical or practi-
cal criteria while aiming to retain a diverse and chemically reasonable set R. To overcome
the scaling limitations of graph-based pathfinding, we explore CRNs with a stochastic ap-
proach, sampling the reactive space without knowledge of reaction kinetics. We can then
extract paths to any molecule formed in the trajectories and heuristically identify the prod-
ucts of the network as a function of initial conditions. The combination of HiPRGen with
stochastic network analysis allows for the investigation of electrochemical reactivity without
prior knowledge of reaction mechanisms or end products for the first time.

Template-Free Reaction Network Generation

Inspired by the previous work of Kim[284] and Xie[212] where the chemical distance between
species was used to selectively include reactions in a CRN without employing templates, we
have devised HiPRGen to construct CRNs by applying filters to initial collections of species
and reactions.
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Figure 4.6: A schematic overview of the High-Performance Reaction Generation (HiPRGen)
method. A set of species Sinit is provided as input. This set of species could come from
a high-throughput DFT campaign using the methods described earlier in this Chapter. 1.
The species contained in Sinit are filtered via user-defined criteria. Here, species including
neutral or negatively charged metals (e.g. Li0) and species where multiple fragments are con-
nected only by coordination bonds are removed. 2. Species are grouped and bucketed based
on composition. Each bucket is populated by entries that contain either a single molecule
or a pair of molecules that together have the composition of the bucket. 3. Within each
bucket, all stoichiometrically valid reactions are generated. This corresponds to generating
all combinations of two members of the bucket. 4. The generated, stoichiometrically valid
reactions are then passed through user-defined reaction filters. Here, dissociative redox re-
actions (where changes in bonding occur simultaneously with reduction or oxidation) and
reactions involving more than two bonds changing are removed. After aggregating the reac-
tions generated from each bucket, the end result of the HiPRGen procedure is a set of filtered
species Sfiltered and a set of filtered reactions Rfiltered constituting a reaction network.
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HiPRGen begins with some large dataset of species. In principle, these species could
come from any source, but in practice, our species and their properties come from the
fragmentation, recombination, and high-throughput DFT methods described earlier in this
Chapter. We then apply a series of filters, where each filter can remove species that are
chemically unreasonable or otherwise undesirable under the conditions studied (Figure 4.6-
1). A list of species filters that we have employed is described in Appendix B.2. HiPRGen has
been designed such that users can easily include additional filters, which might be necessary
to apply HiPRGen to diverse chemistries.

The filtered set of species Sfiltered is then used to populate buckets that are each de-
fined by a unique composition (Figure 4.6-2). Buckets are populated by members containing
either one or two species where the total composition of each member matches the com-
position of the bucket. This means that any pair of members in a given bucket define the
reactants and products of a stoichiometrically balanced chemical reaction containing one or
two reactants and one or two products. In order to reduce the number of possible reactions,
we do not presently allow ternary reactions. While some elementary reactions with three
products are possible, we expect them to be rare, and we do not generally believe that ele-
mentary reactions with three reactants are meaningful in electrochemistry. For each bucket,
all combinations of two unique members yield unique reactions (Figure 4.6-3). Note that,
because we allow for electrochemical reactions, charge is not necessarily balanced in these
reactions. For a system of several thousand species, there can easily be hundreds of billions
or even trillions of stoichiometrically valid reactions. Reaction filters are therefore employed
to remove reactions that, despite being stoichiometrically valid, are chemically implausible or
otherwise undesirable (Figure 4.6-4). All reaction filters that we have implemented are also
described in Appendix B.2. Finally, the reactions from each bucket that pass all filters are
aggregated. The result of HiPRGen is a set of filtered species Sfiltered and filtered reactions
Rfiltered, which constitute a CRN.

HiPRGen can enumerate and filter all possible reactions between up to approximately
10,000 species, overcoming the scaling limitations of our previous approach.[212] Further,
to the best of our knowledge, HiPRGen is the first method that combines an exhaustive
enumeration of stoichiometrically valid reactions with a range of chemically-motivated filters
that leverage pre-computed molecular properties. HiPRGen has the benefit that the filtering
infrastructure was designed to be easily modified and extended by future users, making it
facile to apply HiPRGen to new chemical domains.

It is worth briefly comparing HiPRGen to template-based methods of reaction enumera-
tion. HiPRGen is inherently inefficient compared to template-based CRN generation. Many
of the reactions generated by HiPRGen may not occur in a single step, may not be kinetically
accessible (due to excessively high energy barriers), or may not ever occur in the chemical
system of interest because they require a reactant that will never form. While we are con-
tinuing to improve HiPRGen’s filters in order to better avoid non-elementary or inaccessible
reactions, in the absence of a general method to robustly identify plausible species and reac-
tions in electrochemistry and other complex domains, this inefficiency cannot presently be
avoided. Templates can also produce unreasonable reactions, and it can be difficult even for
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experts to identify such exceptions to chemical rules.[290] Nonetheless, this problem is likely
more severe for filter-based than template-based reactions. Where HiPRGen excels is in the
inclusion of exceptional reactions that do not follow normal trends or patterns. Moreover,
HiPRGen’s method of bucketing ensures that no duplicate reactions will ever be added to a
CRN (a particular reactant-product pair is only considered once), while in a naive template-
based approach, duplicate reactions could easily be produced if multiple templates convert
a set of reactants to the same products.

From the CRN generated by HiPRGen, it becomes possible to search for diverse products
and reaction pathways to those products. However, even after filtering the set of stoichio-
metrically valid reactions, the number of remaining reactions can be so vast that a highly
scalable method of network analysis is required.

Stochastic Network Analysis

While it might be desirable to use shortest-path algorithms to identify reaction pathways in
graph-based CRNs, as we did previously,[211, 212] such algorithms become computationally
intractable as network size increases. We therefore turn to the kMC algorithm of Gille-
spie,[188] which, with appropriate modifications,[291] can scale sublinearly with number of
reactions. In a kMC simulation, a system evolves from some user-defined initial state in a
manner that is non-deterministic but consistent with the rate coefficients provided to the
model.

When templates are viable and accurately describe the reactivity in a system, they can
be used to approximate reaction kinetics with minimal cost.[280, 283] In a template-free
network of potentially millions of reactions, it is presently impossible to include accurate
rate coefficients for all reactions. For the purposes of stochastic network exploration and
analysis, we therefore assign rate coefficients by fiat. All unimolecular reactions are given
the same rate coefficient k0; to ensure appropriate units, all bimolecular reactions have the
rate coefficient k0/V , where V is a spatial term related to the (in this case fictitious) system
volume.[188, 190]

A critical note: Most commonly, the Gillespie algorithm and kMC are used to study the
time evolution of a reacting system. In such a case, the use of fiat rate coefficients would be
inappropriate, as it likely would not lead to even qualitatively accurate dynamics. However,
in this work we are not interested in reactive time evolution. Rather, we use the Gillespie
method in a somewhat unorthodox manner to obtain insights into reactivity that, while
dynamic in nature, do not necessarily reflect chemical dynamics. Rather, our analysis focuses
mainly on which reactions proceed (without concern for how quickly they proceed or when
they proceed in time) and which species form (without concern for quantitatively accurate
ratios of products, which would require a notion of relative rates). Given sufficient sampling,
all reactions included in the network that would occur given accurate kinetics will be observed
in kMC simulations with fixed rate coefficients. In sum, because our aims do not include
accurate time evolution or quantitative competition between possible products,
we can employ kMC with arbitrary rate coefficients. We further note that the
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Figure 4.7: Methods for analyzing CRNs from stochastic simulations. a) A large number
of kinetic Monte Carlo trajectories with fixed rates are calculated, beginning with the same
network (defined by Sfiltered and Rfiltered) and the same initial state ([xi, xj, · · · ]0, where xq
is the quantity of species q). b) In each trajectory, the shortest reaction pathway to some
species of of interest can be identified. Note that because these trajectories are stochastic,
different trajectories will often yield different shortest pathways to the same product. c) To
identify products of the network, a set of heuristics are applied. In order to be considered a
product of the CRN, a species must be formed substantially more than it is consumed and
must accumulate to a significant degree on average (that is, its average final concentration
must be higher than some threshold). In addition, a product species must be reachable by
some low-cost path. In the example provided, both the red and the blue species are formed
significantly more than they are consumed, and both accumulate, but only the blue species
can be reached by a low-cost pathway. Therefore, by this heuristic, the blue species is a
network product, while the red species is not.
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analysis of CRNs without kinetic information is not without precedent; for instance, Stocker
et al.[292] have previously used reaction thermodynamics and arbitrary energy barriers to
explore a CRN describing combustion.

In addition to providing arbitrary and fixed rate coefficients, we consider only reactions
with ∆G < 0 eV. This latter simplification is necessary to eliminate cycles or loops from
the network. In reality, depending on temperature, reactions with ∆G above zero can oc-
cur. Furthermore, the inherent uncertainty in calculated reaction thermodynamics likely
means that some number of reactions that we calculate to have ∆G slightly above zero
(endergonic) in reality have ∆G slightly below zero instead (exergonic). However, the elim-
ination of loops is practically necessary to enable CRN analysis. If all reactions have the
same rate coefficient, then the presence of loops effectively ensures that any kMC simulation
will be dominated by unimportant back-and-forth processes. This dramatically increases
the noise in the simulations, making identification of important species and reactions dif-
ficult (see below). Beyond such practical and technical considerations, the elimination of
endergonic reactions is reasonable on a physical basis within our main domain of interest,
electrochemistry. Electrochemical reaction cascades are often dominated by ion- and radical-
driven reactions.[293, 294] Such cascades should, in general, be comprised entirely or almost
entirely by (often rapid) exergonic steps, meaning that the elimination of endergonic steps
should not significantly affect the predictions of our simulations.

To analyze a CRN, we perform a large number of kMC simulations in parallel (Figure
4.7a). The result of each simulation is a series of reactions defining a trajectory of the
system state. If a molecule of interest is known, we can use these trajectories to identify
potential formation pathways to that molecule. We trace each trajectory; if the molecule of
interest is formed at any point, we then identify the shortest sequence of reactions leading
to its first formation (Figure 4.7b). Performing this method of stochastic pathfinding over
many trajectories, we identify a range of possible pathways to the molecule of interest. We
then rank the identified paths in order to identify the “best” paths among those observed, as
defined by some cost function. The thermodynamic pathways obtained from network analysis
can then be subjected to further analysis to identify complete mechanisms, including TS and
energy barriers.

However, pathfinding is useful only if one already knows what molecule to search for.
Stochastic sampling with kMC, unlike graph-based pathfinding, enables the exploration of
a reactive space without a specific target. This is because, while kMC trajectories can be
used to search for a specific species, they are neither produced with any species in mind,
nor are they biased towards any species. As a result, a unique capability of our approach
is the ability to identify products of a CRN with minimal prior knowledge. To do this, we
apply a set of heuristic criteria to the collection of trajectories (Figure 4.7c). In line with the
common-sense notion of a reaction product, we define a network product as any species that
i) is on average formed significantly more than it is consumed; ii) accumulates significantly
in the final state of an average trajectory; and iii) can be reached by low-cost reaction
pathways. We note that the specific products that are identified depend on threshold values
for these heuristics, which are arbitrarily selected. We further emphasize that the heuristics
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just described essentially require the elimination of endergonic reactions and reactive loops,
as described above. If a species is involved in one or many loops, then the back-and-forth
reactions would make exact counts of formation and consumption reactions meaningless. In
addition, with loops present, a kMC simulation can in principle proceed indefinitely, which
makes definition of accumulation in a “final” state problematic.

Using this heuristic method, we are able to analyze the structure of the CRN itself.
The average trajectory (Figure 4.7c) satisfies a rate equation of the system.[295, 296] We
observe that the average trajectories of our simulations are smooth, indicating convergence
to the exact expected dynamics. Because the rates used in our simulations are arbitrary, the
dynamics themselves are not physically meaningful, but the trajectory smoothing ensures
that we have sufficiently sampled reactive trajectories. Therefore, the identified products are
well defined and invariant to changes in e.g. random seeds. The products of the network are
not necessarily the metastable or stable products that would be observed experimentally, nor
are they necessarily exhaustive. Nonetheless, the network products provide useful hypotheses
regarding what might form in an actual reactive system. We can then interrogate these
hypotheses and validate them by either theoretical or experimental means. We note that in
addition to the choice of heuristic thresholds, the choice of initial state can affect the network
products identified via this method.
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Chapter 5

Predicting Electrolyte Decomposition
Products and Their Formation
Mechanisms Using CRNs

1

Here, I elaborate how the methods described in the previous chapter can be used to un-
derstand electrochemical reaction cascades. Specifically, in this Chapter, I will discuss the
development of the Lithium-Ion Battery Electrolyte (LIBE) dataset and how this dataset
enables the discovery of new, chemically plausible electrolyte decomposition mechanisms and
potentially important intermediates and products in LIB SEIs.

5.1 Developing LIBE

LIBE includes non-polymeric and non-oligomeric molecules relevant to SEI formation in
LIBs, with molecular properties such as optimized geometries, molecular thermochemistry,
and vibrational spectra calculated using DFT. These molecules, which include both species
previously reported in the literature as well as many novel species, could form at the SEI
as a result of electrolyte decomposition or the recombination of electrolyte fragments. The
main purpose of LIBE is for studies of SEI formation and reactivity.

Far from being a single-use dataset of relevance only to SEI researchers, LIBE has the
possibility of being used for broader studies of chemical reactions. For instance, the diverse
molecules included in LIBE, including highly reactive and unstable species, provide an ex-
cellent dataset for ML models. We have recently used a subset of LIBE, which we called
the “Bond Dissociation of Neutral and Charged Molecules” (BDNCM) dataset, to train a

1This chapter is adapted from the following references: [253]: Spotte-Smith*, E.W.C.; Blau*, S.M.;
Xie, X.; Patel, H.D.; Wen, M.; Wood, B; Dwaraknath, S.; Persson, K.A. Quantum chemical calculations of
lithium-ion1 battery electrolyte and interphase species. Scientific Data 2021, 8 (203); [254]: Barter*, D.;
Spotte-Smith*, E.W.C.; Redkar, N.S.; Khanwale, A.; Dwaraknath, S; Persson, K.A.; Blau, S.M. Predictive
stochastic analysis of massive filter-based electrochemical reaction networks. Digital Discovery 2023, 2,
123–137.
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graph neural network called BonDNet.[271] BonDNet was able to predict heterolytic and
homolytic bond dissociation energies with mean absolute error (MAE) far below chemical
accuracy (0.022 eV vs. chemical accuracy of 0.043 eV).

Calculation parameters

All calculations discussed in this Chapter were performed using version 5.2.2 of the Q-
Chem electronic structure code.[265] A large quadrature grid (SG-3) was used for all cal-
culations,[297] and the cutoff for the neglect of two-electron integrals is set to the tightest
possible value (10−14). Molecular symmetry was not used to improve calculation efficiency.
Unless otherwise noted, with this exception, all Q-Chem default values (as of the 5.2.2 ver-
sion) were used for initial calculations, though during error-correction these default values
might be changed.

This dataset employs a level of theory based on the ωB97X-V density functional,[298]
which leverages the VV10 nonlocal van der Waals density functional[299] to accurately model
noncovalent interactions. The def2-TZVPPD basis set [300, 301] is employed, and solvation
effects were included implicitly by means of the SMD method,[302] which adds short-range
energy contributions to the polarizable continuum model (PCM).[303, 304] The dielectric
constant used (ε = 18.5) is that of a 3:7 EC:EMC mixture (a commonly used solvent blend
for LIB electrolytes). All other solvent parameters (see Table 5.1) are for pure EC.[305, 306]

Parameter Meaning Value
ε Dielectric constant 18.5
n Refractive index 1.415∑
αH
2 Abraham’s hydrogen-bond acidity 0.0∑
βH
2 Abraham’s hydrogen-bond basicity 0.735

γ Relative surface tension 20.2
ϕ Carbon aromaticity 0.0
ψ Electronegative halogenicity 0.0

Table 5.1: Solvent parameters for use in the SMD implicit solvent model. The dielectric
constant ε represents a 3:7 weight blend of EC and EMC; all other parameters are for pure
EC.

For all unique structures generated by fragmentation and recombination, FFOpt calcula-
tions were conducted at the −1, 0, and +1 charge states. As discussed in Chapter 4, singlet
or doublet states were generally assumed, depending on whether the number of electrons in
the molecule was even or odd. To balance computational cost and dataset diversity, only
successfully optimized singlet molecules with less than 50 electrons were re-calculated as
triplets. We note that this choice of cutoff is arbitrary, and there may be larger triplet
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species that are important to electrolyte or SEI formation reactions. Expanding the number
of triplet species considered will be a future effort.

Selection of principal molecules

The set of principal molecules was designed to adequately cover initial electrolyte molecules,
experimentally identified SEI components, and other plausible intermediates or products
that could arise during SEI formation in common LIB electrolytes. While many electrolyte
chemistries have been developed for use in LIBs, the most widely used formulations involve a
fluorinated salt such as LiPF6,[96, 215, 247, 250, 307] lithium bis(trifluoromethanesulfonyl)imide
(LiTFSI),[32, 259] or lithium bis(flurosulfonyl)imide
(LiFSI)[308, 309] dissolved in a solvent blend of cyclic carbonates such as EC,[215, 305]
or fluroethylene carbonate (FEC)[136, 310–312] and linear carbonates like DMC,[23, 313]
DEC,[230, 231] or EMC.[215, 305] At the current stage, LIBE contains molecules relevant
to the electrolyte systems mentioned above (LiPF6, LiTFSI, LiFSI, EC, FEC, DMC, DEC,
EMC).

The general strategy for selecting principal molecules was as follows: a set of electrolyte
molecules and non-polymeric SEI products related to those electrolytes were selected from
the literature. In some cases (especially for products derived from EC), these molecules were
then modified in two ways: hydrogen atoms and lithium atoms bonded to oxygen could be
substituted for one another, and hydrogen atoms bonded to carbon could be replaced by flu-
orine. The former substitution was guided by proposed reaction pathways in which hydrogen
fluoride can attack Li-O bonds to produce -OH groups and LiF; the latter modification was
chosen because of the inclusion of FEC, which can participate in many similar reaction path-
ways as EC. No conformer searching was conducted on principal molecules; initial structures
that minimized steric hindrance were posed by hand and optimized. During initial geometry
optimization, there were some cases in which multiple conformers with different Li coordi-
nation environments were identified. In such cases, all identified conformers were accepted
as distinct principal molecules.

Representations of all principal molecules are provided in Appendix D. These can be
grouped into solvent molecules (Molecule numbers 1-13), salt molecules (14-16), inorganic
SEI products (17-26), possible dissolved minority species, including gases (27-35), lithium
ethylene dicarbonate (LEDC) and related derivatives (36-39), lithium butylene dicarbonate
(LBDC) and related derivatives (40-47), lithium ethylene monocarbonate (LEMC) and re-
lated derivatives (48-60), ethanol and related derivatives (61-62), ethylene glycol (EG) and
related derivatives (63-70), 1,4-butanediol and related derivatives (71-73), other molecules
related to LiEC decomposition (74-77), and other molecules related to PF6

– decomposition
(78-87).
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Fragmentation and Recombination

Appendix D also includes the number of fragmentation steps allowed for each principal
molecule. In most cases, the number of steps was chosen such that all possible bonds were
broken, indicated with “MAX”. For larger molecules (with 20 or more atoms), computing
the properties of all possible sub-fragments would be too computationally costly, hence a
smaller number of steps was used.

After all fragment species had been analyzed using DFT, a subset were selected for
recombination. Specifically, all fragments from a two-step fragmentation of LiEC (principal
molecule 1 in Appendix D) that could be formed exergonically from LiEC were included, as
well as all fragments of H2O.

Data Analysis

Molecular enthalpies, entropies, and free energies at 298.15 K were calculated in multiple
ways. The raw electronic energies, enthalpies, and entropies calculated in Q-Chem were
used and are provided in the given units (Ha for electronic energy, kcal ·mol−1 for enthalpy,
and cal · mol−1 · K−1 for entropy), as well as in eV (or eV · K−1 for entropy). In addition,
two different methods to correct for errors in the rigid-rotor harmonic oscillator (RRHO)
approximation (used in Q-Chem) are employed: that of Ribiero et al.,[314] in which low-
frequency vibrational modes are shifted to some higher frequency (100 cm−1) and that of
Grimme,[315] in which low-frequency modes are treated not as vibrations but as rotations. In
all cases, imaginary frequencies are ignored for the purposes of calculating enthalpy, entropy,
and free energy.

The point groups of all molecules were identified using the PointGroupAnalyzer tool
implemented in pymatgen.[316]

5.2 Description of the LIBE dataset

Data Format

Table 5.2 describes the keys in each entry of LIBE file. Note that in some cases, keys may
have no associated value; for instance, a single atom has no bonds.

Validation

Justifying Level of Theory

In order to maximize the utility of the LIBE dataset, a relatively costly but accurate level of
theory was chosen. In an extensive benchmark study of density functionals by Mardirossian
and Head-Gordon,[135] ωB97X-V was found to be the most suitable hybrid generalized
gradient approximation (hybrid GGA) functional, with exceptional accuracy for bonded
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Key Description
molecule id Unique identifier (format: libe-XXXXXX, where XXXXXX is a 6-digit number
bonds List of pairs (a, b), where a and b are the 0-based indices of bonded atoms
charge Charge of the molecule
chemical system Collection of elements present (ex: “C-H” for a molecule with C and H present)
composition Keys are elements; values are the number of atoms of those elements present
elements List of elements present
formula alphabetical Simple chemical formula, with elements in alphabetical order (ex: “C4 H8 O1”)
molecule Serialized pymatgen Molecule object
molecule graph Serialized pymatgen MoleculeGraph object; molecule with graph representation
number atoms Number of atoms in the molecule
number elements Number of unqiue elements present in the molecule
partial charges Atomic partial charges based on the Mulliken, RESP, and Critic2 methods
partial spins Atomic partial spins, calculated with Mulliken population analysis
point group Molecular point group in Schönflies notation
species Elements present at each atom in the molecule, in order
spin multiplicity Spin multiplicity (2S + 1) of the molecule
thermo Molecular thermodynamics
vibration Calculated vibrational spectra and normal modes
xyz 3D coordinates of the atoms in the molecule, in same order as “species”

Table 5.2: Description of keys present in LIBE dataset entries.

interactions and noncovalent interactions. It is worth noting that ωB97X-V also displays
high accuracy for calculation of barrier heights; while no transition states are included in
LIBE, this is still beneficial, as it implies that the kinetic properties of reactions between
molecules within the dataset could be reliably calculated without modification to the level
of theory. While, to the best of our knowledge, no benchmark study has systematically
examined how ωB97X-V performs for calculations involving charged, radical, and metal-
coordinated species in solution, ωB97X-V has been shown to exhibit exceptional performance
for calculations involving transition metal complexes[317] and metal-organic reactions[318]
in gas phase. Additionally, a previous ab initio molecular dynamics study[319] found that
ωB97X-V was able to model aqueous solutions of NaCl more accurately than most density
functionals, producing results in qualitative agreement with experiment. The benchmark
study by Mardirossian and Head-Gordon found using a limited set of density functions that
the def2-TZVPPD basis set performed nearly as well as the much larger def2-QZVPPD
basis set,[135] which makes it especially useful for high-throughput studies involving many
thousands of calculations.

Generally, it should be expected that the use of an implicit solvation model should im-
prove the accuracy of calculations involving molecules in solvent. Specifically, the SMx family
of models, including the SMD model shown here, have been shown to accurately predict sol-
vation free energies[302, 320, 321] as well as redox potentials,[322] improving upon the more
simple PCM models due to their inclusion of non-electrostatic effects.
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We also justify our choice of level of theory by noting that similar levels of theory have
previously been used to generate datasets used to study reactivity. In particular, Grambow
et al.[323] recently used the ωB97X-D3 density functional[324] (which is closely related to
ωB97X-V and differs primarily in the choice of dispersion correction) and the def2-TZVP
basis set (which is part of the same family as def2-TZVPPD but contains no diffuse functions
and fewer polarization functions) to create a dataset of over 12,000 organic reactions (in-
cluding optimized reactants, products, and transition states) in vacuum. The solution-phase
charged and radical organometallic chemistry involved in SEI formation is more complex
than the gas-phase organic reactions considered by Grambow et al., necessitating both the
inclusion of an implicit solvent model and the use of a larger basis set including diffuse
functions.

Data Filtering

We note that the error correction procedures that we have employed are successful in decreas-
ing the likelihood of failure in FFOpt calculations. Without intervention, roughly 25% of all
calculations fail due to an error (for instance, inability to achieve a converged SCF solution
or an inability to optimize a molecular geometry in the allowed number of steps), encounter
a significant imaginary frequency (with magnitude > 15 cm−1), or optimize to a structure
with multiple disconnected fragments. With our error-handling procedures employed, this
failure rate drops below 5% on average. In cases where error correction procedures were
unable to eliminate issues, the calculations were not included in LIBE. While, in princi-
ple, single-point and Critic2 calculations could also be a source of failure, in practice such
calculations almost never failed when applied to optimized molecular structures.

Of the successful calculations that produced PES minima with connected structures,
additional filters were put in place to ensure data quality and prevent duplicate molecules
from being included in LIBE. First, molecules were eliminated if the energy of the molecule at
the end of the geometry optimization differed from the energy calculated from the subsequent
single-point calculation by more than 0.001 Hartree. Such a disagreement in energy suggests
that the single-point calculation converged to a different minimum of the electron density
than was found at the end of the geometry optimization, potentially leading to inaccurate
or inconsistent determination of bonding or atomic partial charges. Additionally, duplicate
molecules were removed from the dataset. If two or more sets of calculations produced
molecules that were non-equivalent (had different 3D coordinates) but with identical bonding,
charge, and spin multiplicity, then only the molecule with the lowest calculated electronic
energy was included in LIBE. Note that, while we did not explicitly perform any conformer
searches, this filter implicitly selects the lowest-energy conformer that had been calculated.

Dataset Diversity

The LIBE dataset is designed for the study of (electro)chemical reactivity in LIB. As such,
the most important consideration is whether the dataset adequately captures the possible
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molecules that could form in a LIB as a result of electrolyte decomposition. Considering
that many common electrolyte molecules and most reported non-oligomeric/non-polymeric
products derived from those molecules are among the principal molecules used to generate
LIBE, we believe this is the case.

For uses outside of this domain, it is worth examining the chemical diversity of the LIBE
dataset. While the dataset skews towards small molecules by design (both because most
molecules examined are fragments of larger molecules and because large molecules would
be computationally expensive), Figure 5.1a shows that the distribution of molecules by size
(measured by number of electrons) is wide; similar distributions are found when the size is
measured by number of atoms and number of bonds.
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Figure 5.1: An analysis of the composition of the LIBE dataset in terms of: number of
molecules with different numbers of electrons (a); number of molecules with various elemental
species (b); number of molecules with charges −1, 0, and 1 (c); and number of molecules
with spin multiplicity 1, 2, and 3 (d).
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Because most principal molecules are organic in nature and more specifically are derived
from lithiated organic carbonates, the dataset is biased towards the C-H-O-Li chemical
system, though with many (7,366) fluorine-containing molecules present as well (see Figure
5.1b). While many phosphorus-containing molecules (3,182) are included, the bonding motifs
(see Table 5.3) observed for phosphorus are limited (only F-P, O-P, and a small number of
C-P, H-P, and Li-P bonds are present) because these molecules are all derived from PF6

and related molecules. We further note that the diversity in nitrogen- and sulfur-containing
species is lacking because they are present only from TFSI- and FSI-based fragments.

Bond Type Number of Bonds
C-C 25,744
C-F 6,002
C-H 53,178
C-Li 2,626
C-N 129
C-O 55,186
C-P 256
C-S 636
F-F 10
F-H 74
F-Li 1,285
F-O 150
F-P 4,604
F-S 195
H-H 4
H-Li 9
H-O 4,266
H-P 21
Li-Li 1
Li-N 53
Li-O 18,821
Li-P 19
Li-S 89
N-O 28
N-S 867
O-O 346
O-P 4,925
O-S 1,387
S-S 34

Table 5.3: Number of different types of bonds present in the LIBE dataset.

While there are similar numbers of neutral molecules (5,868) and molecules with charge
−1 (6,250), there are somewhat fewer molecules with charge +1 (5,072) (Figure 5.1c). Be-
cause calculations were attempted for all initial molecule structures at charges −1, 0, and
+1, this implies that the cationic species were more likely to fail than the anions or neutral



CHAPTER 5. PREDICTING ELECTROLYTE DECOMPOSITION PRODUCTS AND
THEIR FORMATION MECHANISMS USING CRNS 54

species. There are slightly more doublet species (7,612) than singlets (7,146) (Figure 5.1d).
As discussed above, the number of triplets was intentionally kept low to reduce computa-
tional cost. We note that of the 1,961 pairs where singlet and triplet calculations optimized
to isomorphic structures, the triplet was lower in electronic energy in 11.98% (235) of cases.
Further, there are 471 triplet molecules for which no isomorphic singlet with the same charge
exists. Thus, it is possible that some number of unique structures, and some stable ground-
states for existing structures, may be missing from LIBE. Because most often, the singlet
structure is more stable than the triplet structure in the ground state, this lack of triplets
should not be a significant detriment to the quality of the data.

5.3 Automatic Identification of Battery SEI Network

Products

Using HiPRGen, we constructed a reaction network that seeks to describe SEI formation in
lithium-ion batteries. An initial set of species were taken from the LIBE dataset; specifically,
network construction began with a subset of LIBE containing all species comprised of only
carbon, hydrogen, oxygen, and/or lithium. This subset, which we call LIBE-CHOLi, contains
8,904 species. Importantly, no knowledge of SEI formation mechanisms was used to generate
LIBE, though some known SEI products are included in the dataset.

Network construction with HiPRGen resulted in a CRN containing 5,193 filtered species
and 86,001,275 filtered reactions. With this network, we conducted 100,000 stochastic tra-
jectories under four conditions, with combinations of two different applied potentials (+0.0V
vs. Li/Li+ and +0.5V vs. Li/Li+) and two different initial states (one consisting only of Li+

and EC and the other consisting of Li+, EC, and CO2). Average trajectories for each condi-
tion are shown in Appendix E.1. We emphasize that our goal is not to compute and observe
the dynamics of SEI formation, but rather to identify key species and reaction pathways. We
further note that we do not consider the effect of the electrode surface in our simulations.
However, since the SEI can grow to a thickness of ∼ 10− 100nm, the effect of the electrode
on the SEI chemistry should be small after the first reactions occur. Moreover, the products
of the SEI are in general insensitive to the identity of the anode, as we discuss in Appendix
F.

The utility of our approach is demonstrated through analysis of the 36 network products
collected from the set of four conditions previously described (Figure 5.2). We first note
that our automated procedure recovers 16 species that include a majority of the experimen-
tally observed products of SEI formation (Fig. 5.2 solid dark green). These include gases
(H2, C2H4, CO),[232] inorganic species (lithium carbonate (Li2CO3) and lithium oxalate
(Li2C2O4)),[29, 39] and alkyl carbonates (including species closely related to LEDC[29, 39,
75] and LEMC,[29, 116] as well as lithium methyl carbonate or LMC, LBDC,[29] and lithium
vinyl carbonate or LVC).[325] We emphasize that these species are recovered even though
reaction kinetics are entirely ignored in network exploration.
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Figure 5.2: The 36 total collected network products from four different initial conditions
(+0.0V vs. Li/Li+ with Li+ and EC as starting species; +0.0V vs. Li/Li+ with Li+, EC,
and CO2 as starting species; +0.5V vs. Li/Li+ with Li+ and EC as starting species; and
+0.5V vs. Li/Li+ with Li+, EC, and CO2 as starting species). The 16 network products
outlined in green have previously been experimentally identified in the SEI; these include
the major gaseous products, molecular inorganic components, and organic components (in-
cluding lithium methyl carbonate or LMC, vinyl carbonate, lithium ethyl carbonate or LEC,
ethylene monocarbonate, lithium ethylene dicarbonate or LiEDC−, and lithium butylene
dicarbonate or LiBDC−). Six of the network products, outlined in dotted light green, are
species which have very similar spectroscopic signatures to the dominant organic compo-
nents, and thus may be present in the SEI in small quantities without being detected. Two
of the network products outlined in dashed purple, lithium 2-(formyloxy)ethan-1-olate or
LFEO and 4,4’,5,5’-tetrahydro-2,2’-bi(1,3-dioxolylidene) or bi-dioxolylidene, have not been
previously reported and were subjected to further mechanistic analysis. Finally, the remain-
ing 12 network products (which have also not been previously reported as SEI products)
may be kinetically inaccessible, may indicate that our CRN is missing species or reactions,
or may be true SEI products, motivating future study.
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In addition to these well-known species, there are also a number of novel products that
have not previously been proposed to participate in SEI formation. Among these are six
additional alkyl carbonates (Fig. 5.2 dotted light green) which are each very similar to
known products in molecular size, composition, bonding, and contained functional groups.
Due to the extreme difficulty of experimentally characterizing the SEI and the resulting
limited ability to resolve small signal to noise,[326] the likely spectroscopic similarity[327] of
these species to the known products means that they may be present in the SEI in small
quantities but that they could not easily be positively identified.

Other network products include species with ester, carboxylate, and oxide functional
groups, such as lithium 2-(formyloxy)ethan-1-olate, which we abbreviate as LFEO, as well
as a number of cyclic species, such as 4,4’,5,5’-tetrahydro-2,2’-bi(1,3-dioxolylidene), which
we abbreviate as bi-dioxolylidene. LFEO and bi-dioxolylidene (Fig. 5.2 dashed purple)
were particularly unexpected given how distinct they are from other predicted SEI products
and, in particular, the experimentally identified products. Evaluating whether or not these
products will actually form in the SEI necessitates considering energy barriers, kinetics, and
reactive competition. Using the shortest paths from stochastic network analysis to guide
automated transition-state calculations, we identified elementary formation mechanisms to
both LFEO and bi-dioxolylidene to evaluate their potential to participate in SEI formation
(see 5.4).

On the other hand, there are some network products which do not reflect the corre-
sponding chemical system in a real battery. Specifically, both vinylene carbonate (VC)
and propylene carbonate (PC) are known to rapidly decompose when included in battery
electrolytes.[328, 329] This contradiction indicates that there are reactions or species that
are necessary to facilitate the decomposition of VC and PC must be missing from the net-
work. The identification of this gap through the use of CRN analysis and network product
prediction provides a tractable path forward to expand the CRN via selective addition of
missing molecules that enable redox, decomposition, or recombination of network products
with other abundant intermediate or product species.

5.4 CRN-Derived Elementary Mechanisms to Form

Unexpected Network Products

The reaction pathways produced by our stochastic approach involve no knowledge of reaction
kinetics. In actuality, the dominant reaction pathways are heavily dependent on reaction
energy barriers ∆G‡ and rate coefficients. In order for our approach of using kMC with
arbitrary rate coefficients to provide useful chemical insights, it is critical that the predicted
reaction pathways can be reasonably translated into elementary reaction mechanisms includ-
ing TS and energy barriers.

Using our stochastic approach, we can identify the N lowest-cost reaction pathways to the
network products, ranked by a cost function that we have employed previously[211] (see B.2).
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Figure 5.3: Comparison of network-identified reaction pathways and elementary mechanisms
obtained from kinetic refinement to form (a) lithium 2-(formyloxy)ethan-1-olate (LFEO) and
(b) 4,4’,5,5’-tetrahydro-2,2’-bi(1,3-dioxolylidene) (bi-dioxolylidene). For elementary steps in-
volving a transition-state, energy barriers (∆G‡) and reaction free energies (∆G) are pro-
vided. Corresponding reaction steps between the network-identified pathways and elemen-
tary mechanisms are indicated via line color and style. Coordination and reduction steps
are combined for brevity; in reality, these occur as separate steps in both network-identified
pathways and elementary mechanisms.
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We selected two unexpected network products — LFEO and bi-dioxolylidene — and sub-
jected their shortest pathways in order of cost to an automated procedure to identify the TS
for each step along each pathway, allowing for the construction of complete reaction mecha-
nisms. Figure 5.3 highlights two formation paths obtained using this procedure, emphasizing
the utility of network-generated reaction pathways to construct elementary mechanisms.

The network pathway shown in Figure 5.3a has the 12th lowest cost with only Li+ and
EC as starting species (no CO2) at +0.0V vs. Li/Li+. In this pathway, Li+ coordinates
with EC, and the Li+EC reduces twice. The doubly reduced Li+EC−2 then ring-opens
at the shoulder bond, after which this shoulder-ring-opened species can abstract a proton
from an additional Li+EC, forming LFEO with a Li+EC-H− as a byproduct. The identified
elementary mechanism follows this path exactly, with two TS — one for the ring-opening
of Li+EC−2 with a barrier ∆G‡ = 0.10 eV and one for proton abstraction from EC to form
LFEO with ∆G‡ = 0.11 eV.

A path to form bi-dioxolylidene is shown in Figure 5.3b. This network pathway has
the 3rd lowest cost for simulations with CO2 was present as a starting species at 0.0V vs.
Li/Li+. In the pathway, CO2 reduces twice and coordinates with Li+, forming Li+CO2

−2.
This Li+CO2

−2 species reacts with EC to form Li+CO3
−2 and the 1,3-dioxolylidene carbene,

which we abbreviate as dioxolylidene. Two of these carbenes can then combine to form the
dimer bi-dioxolylidene. The identified elementary mechanism follows the same general steps
as the network pathway — coordinate and reduce, form dioxolylidene, and then dimerize
two carbenes — but differs in two main ways. First, it is more favorable to reduce EC than
CO2, which changes the initial steps of the mechanism. Second, we found that the carbene
formation actually occurs via an addition-elimination mechanism with two elementary steps.
The addition, which results in an EC-CO2 adduct, has a barrier ∆G‡ = 0.20 eV, and the
elimination to produce Li+CO3

−2 and dioxolylidene has a barrier ∆G‡ = 0.01 eV.
The identified elementary mechanisms to LFEO and bi-dioxolylidene involve steps that

are predicted to be competitive with other known SEI formation processes. Both mech-
anisms rely on Li+EC−2, which can form easily at low potentials.[251, 330] After break-
ing the shoulder bond, the ring-opened Li+EC−2 is known to decompose unimolecularly to
Li+OCH2CH2O

−2 and CO with a predicted energy barrier between 0.09 eV[330] and 0.22
eV[251] depending on the level of theory used. Considering that the necessary precursor to
LFEO formation, Li+EC, should be present in abundance during early SEI formation, this
implies that LFEO could actually be a significant product during early SEI formation at low
potentials.

The formation of bi-dioxolylidene is predicted to be less kinetically favorable than that
of LFEO. The dimerization reaction has an energy barrier that is considerably higher than
many major SEI formation pathways,[169, 235, 251, 330, 331] implying that bi-dioxolylidene
should not be a significant product. The formation of the carbene monomer, on the other
hand, is plausible. Using the Eyring equation,[332] the addition of CO2 to Li+EC−2 with
a 0.20 eV barrier has a predicted rate coefficient roughly 70 times lower than that of the
shoulder ring-opening of Li+EC−2 with a 0.09 eV barrier. However, dioxolylidene formation
could be significant if CO2 is abundant, a plausible scenario considering that CO2 can form
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at either the anode[119] or the cathode[29] in LIBs. On this basis, we predict that while
LFEO, Li+OCH2CH2O

−2, and CO will be favored, dioxolylidene should at least form as a
short-lived minority intermediate.
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of LVC, a known SEI product, via the ring-opening of the deprotonated Li+EC–H–1, a
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provided. Green boxes indicate species that have been experimentally identified as products
or byproducts of SEI formation.
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5.5 CRN Pathways and Products Guide Investigation

of Expanded Mechanisms

Leveraging CRN analysis, we have predicted network products and reaction paths that could
be important to a complex electrochemical system but which have not been seriously studied
in the literature before. We can now expand on these paths, using the calculated elementary
formation mechanisms of LFEO and bi-dioxolylidene as starting points for studying how
species along these paths may further react. In doing so, we demonstrate the utility of CRN-
generated pathways as a tool for hypothesis generation to guide follow-up investigation (see
Figure 5.4).

In the mechanism for LFEO formation identified in Figure 5.3a, a byproduct is the depro-
tonated EC species Li+EC–H–1. We suspected that this byproduct would be highly reactive
and would likely decompose. Indeed, we found (Figure 5.4a) that Li+EC–H–1 can open at
the waist bond with an extremely low barrier (∆G‡ = 0.02 eV), forming LVC. We note that
LVC has previously been identified as an SEI product,[325] though its formation mechanism
has not been thoroughly studied. Therefore, not only is the formation of LFEO plausible on
the basis of the low reaction barriers identified, but LFEO formation can potentially help to
explain the formation of another SEI product.

We also considered the reactivity of the dioxolylidene carbene (Figure 5.4b). In addition
to the dimerization shown in Figure 5.3b, we found that dioxolylidene could react in two
other ways, either decomposing in a single step to form CO2 and C2H4 or decomposing to
Li+CO2

–1 and C2H4 via a two-step process after coordination with Li+ and reduction. All
reactions identified — dimerization and both decomposition mechanisms — involve relatively
high energy barriers. Our understanding of the role of dioxolylidene in SEI formation remains
incomplete, and further work must be done to elucidate its decomposition routes. However,
if the barriers to dioxolylidene decomposition were lowered by e.g. a solvent effect[333] or
a reactive surface,[237] the possibility exists for a catalytic loop in which dioxolylidene is
repeatedly reformed via the reaction of CO2 with Li+EC–2 or Li+CO2

–1 with EC–1.
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Chapter 6

A Mechanistic Model of SEI
Formation and Evolution in Li-Ion
Batteries

1

SEI layers in LIBs with EC-based electrolytes are made up of inorganic species — including
inorganic carbonates (e.g. lithium carbonate (Li2CO3)) and lithium oxalate (Li2C2O4) — as
well as organic species like LEDC and LEMC.[29, 39, 47, 116, 215, 230] The Peled model[334]
first proposed that the SEI, though highly inhomogeneous, is comprised of a primarily inor-
ganic inner layer and a primarily organic outer layer. It has also been observed that gases
(particularly H2, C2H4, CO, and CO2) are produced as byproducts of SEI formation.[232,
335] However, in spite of decades of careful study, a mechanistic explanation of SEI composi-
tion and structure remains elusive. A range of theoretical techniques such as DFT,[331, 336]
reactive classical MD [155, 235] and AIMD[166, 337], and CRNs[211, 212] have all revealed
plausible reaction pathways to key SEI components. These contributions include the results
presented in Chapters 3 and 5. Yet the combination of these methods has been unable to
move beyond the identification of specific mechanisms towards the true formation process
which involves multi-product dynamics and competitive pathways occurring on timescales
ranging from picoseconds[251] to days.[225]

Here, we describe the first mechanistic, first-principles microkinetic model of SEI forma-
tion and find that it explains fundamental, observed reactive and structural trends in the
LIB SEI. Figure 6.1 shows select mechanisms to form and decompose potential SEI prod-
ucts LEDC, LEMC, dilithium ethylene monocarbonate (DLEMC), inorganic carbonates,
and Li2C2O4. These mechanisms were obtained from essentially the same CRN discussed in
Chapter 5 (further methodological details are provided in Appendix B.3). With rate con-
stants derived from high-throughput transition-state calculations and Marcus theory[338],
we perform kinetic Monte Carlo (kMC) simulations to study SEI formation under varying

1This chapter is adapted from reference [330]: Spotte-Smith*, E.W.C., Kam*, R.L., Barter, D., Xie,
X., Hou, T., Dwaraknath, S., Blau, S.M., Persson, K.A. Toward a Mechanistic Model of Solid-Electrolyte
Interphase Formation and Evolution in Lithium-Ion Batteries. ACS Energy Letters 7 (4), 1446–1453.
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chemical and electrochemical conditions. Previously, kMC simulations using empirical rates
have been used to study SEI formation,[339, 340] and recently, DFT and ab initio MD were
used to inform first-principles kMC simulations of lithium plating and stripping from cop-
per.[341] kMC simulations are highly attractive for modeling SEI reactivity, especially when
based on high-quality thermochemical and kinetic data,[169] because they can study much
longer time scales than are accessible through other molecular-scale dynamical methods while
retaining more mechanistic detail than other mesoscale and continuum-level models.[79, 342]

6.1 Computational Methods

We perform kMC simulations using the discrete time Gillespie algorithm[189, 343] under
diverse chemical and electrochemical conditions in order to understand how competition
between various reaction pathways could change over the course of SEI formation cycling
(Figure 6.2). Most simulations begin with an initial state consisting of some amount of EC,
Li+, CO2, and water. Because water will readily reduce during and even before SEI forma-
tion,[344, 345] we include the reduction products OH– and H rather than H2O. Simulations
of SEI evolution after initial formation begin with Li+ and EC as well as LEDC, LEMC,
Li2CO3, and Li2C2O4. To simulate SEI formation at various points during Li+ intercalation
(for instance in graphite[346] or Si[347] negative electrodes), we vary the electron free en-
ergy Gelec from -2.1 eV to -1.4 eV in 0.1 eV increments, corresponding to a change in the
applied potential V from +0.7V (roughly the reduction potential of Li+EC)[348] to +0.0V
vs. Li/Li+ (the point of lithium plating). We additionally vary the electron transport rates
through application of a tunneling barrier with thickness D. Specifically, we perform sim-
ulations with D = 0.0 Å, indicating that the electrolyte is in contact with a bare negative
electrode, and with D = 10.0Å, indicating an existing SEI layer. Each individual simulation
is spatially homogeneous; however, by including a varying thickness D, we effectively sim-
ulate a one-dimensional (1D) system. Note that the rates of redox reactions A + e− ⇀↽ A−

depend on both the applied potential V and the tunneling barrier thickness D. Previous
simulations have suggested that direct tunneling from the negative electrode is likely not the
dominant mechanism of charge transfer during SEI growth,[236, 349] and as a result, the
variation in electron transport rate with SEI thickness D in our model is not quantitatively
accurate. However, this simple method does allow for a qualitative understanding of how
SEI formation varies in regimes with rapid or slow electron transport, which is a goal of this
work. For each set of simulation conditions, we construct an average kMC trajectory from
30 simulations of 10,000,000 steps each. We assess reactive competition by analyzing and
comparing the relative occurrences of reactive events in the average trajectories (an example
average trajectory is shown in E.2). Simulations are performed at 298.15 K (25 °C) unless
otherwise noted.
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Figure 6.1: Select reaction pathways involving key SEI products, including inorganic car-
bonates (a, b, d, e), LEDC (a, b, e), DLEMC (a, c), lithium oxalate (d), and LEMC (c).
Gases CO2 (a, d, e), C2H4 (a), CO (a, d), and H2 (c) are also highlighted. A complete set
of reactions included in the microkinetic simulation are listed in Appendix G
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Figure 6.2: A schematic depiction of the inputs to the kMC model described here. Reactions
considered in the microkinetic model include redox reactions A + e− ⇀↽ A−, coordination
reactions A+M ⇀↽ AM (where M is a metal, e.g. Li+), re-coordination reactions AM+B →
A+BM , and bond-changing reactions e.g. A+B → C+D. We vary the applied potential V,
which is equivalent to varying the electron free energy Gelec, the electron tunneling barrier
thickness D, which is associated with the SEI thickness, and the initial state ψi, which
typically consists of EC, Li+, and impurity species CO2 and H2O.

6.2 Recovering the Peled Model

Figure 6.3 shows the average fractional quantities of SEI products (a, d) and gas molecules
(b, e) as a function of applied potential and tunneling barrier thickness for a simulation
beginning with 1M Li+ in a 15M EC electrolyte with ≈ 5ppt CO2 and ≈ 1ppt H2O. Because
the negative electrode can be rapidly covered by the SEI even at relatively high potentials, the
electrolyte will likely not be in direct contact with the negative electrode at low potentials.
Data for applied potentials below +0.5V vs. Li/Li+ with D = 0.0 Å are nonetheless included
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in Figure 6.3 a-b; however, the low-potential region is shaded to reflect that they may not
be accessible under actual battery cycling conditions.

The observed electrochemical competition results in a bilayer SEI structure that is in
qualitative agreement with the Peled model. When the SEI initially forms — at high poten-
tial and close to the negative electrode surface (Figure 6.3 a) — carbonates are the major
product, with LEMC and LEDC as minority products. When reactions occur further from
the negative electrode surface after this initial carbonate layer forms (Figure 6.3 d), LEMC
and LEDC are the majority components, with inorganic carbonates as the minority compo-
nents. To our knowledge, this is the first time that the varying composition of the SEI with
thickness has been directly simulated from first principles. Beyond simply reproducing this
structure, our microkinetic analysis is also able to suggest a mechanistic explanation for its
emergence.

Competition between reductive processes controls the ratio of products. When reduction
rates are moderate — at high potentials close to the negative electrode (Figure 6.3 a-b) or at
low potentials far from the negative electrode (Figure 6.3 d-e) — EC reduction occurs in two
stages. After Li+EC reduces once, EC ring-opens and only then reduces again, ultimately
producing an inorganic carbonate species (most directly LiCO3

– ) and C2H4 (Figure 6.1 a).
In the regime close to the negative electrode, the LiCO3

– prefers to coordinate with Li+,
forming Li2CO3, while in the regime far from the negative electrode, LiCO3

– often reacts
with Li+EC to form LEDC (Figure 6.1 a). When reduction is more facile, a rapid two-
electron reduction of EC (Figure 6.1 a) can occur, resulting in CO and Li+OCH2CH2O

−2.
This pathway is dominant at moderate potentials (beginning around +0.5V vs. Li/Li+) close
to the negative electrode, but it can also occur to a lesser extent at extremely low potentials
(+0.0V vs. Li/Li+) far from the negative electrode. The Li+OCH2CH2O

−2 intermediate can
react with one CO2 to form DLEMC, which then reacts further with CO2 to form LEDC.
While CO2 may form at the positive electrode and diffuse to the negative electrode as part
of a cross-talk mechanism,[29] for these simulations we limit CO2 to the amount that would
be present in a saturated EC solution, reflecting early SEI formation conditions. Because of
the limited amount of CO2, few DLEMC or LEDC are produced by the rapid two-electron
reduction mechanism. EC reduction also competes with the direct reduction of CO2 to form
carbonates as well as oxalates in small quantities (Figure 6.1 d).

Interestingly, we observe that the formation of LEMC is essentially unaffected by these
competing reductive processes. In agreement with our recent findings based on analysis of
CRNs,[212] the most facile path for LEMC formation is direct basic hydrolysis of Li+EC
(Figure 6.1 d). Since we assume that water reduces before significant SEI formation begins,
this means that LEMC can form under any electrochemical conditions studied here. However,
because we limit the initial amount of water (like CO2) to impurity concentrations, LEMC
is a minority component except when reduction is very slow (at high potentials far from the
negative electrode).
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Figure 6.3: Average fractions of SEI products (a, d) and gaseous byproducts (b, e) at the
end of kMC simulations as a function of applied potential referenced to an Li/Li+ elec-
trode. Simulations were conducted under two conditions reflecting different regimes of SEI
formation. To simulate SEI formation close to the negative electrode, before a significant
interphase layer has formed (a-c), reduction was allowed to proceed in the absence of a
tunneling barrier (D = 0.0 Å). Because the electrode will likely be covered at high applied
potentials, the low-potential region (below an applied potential of +0.5V vs Li/Li+) is likely
not accessible in an actual battery environment. This region has therefore been shaded. To
simulate SEI formation far from the negative electrode (d-f), in the presence of an existing,
partially electronically insulating interphase layer, reduction was slowed by a relatively thick
tunneling barrier (D = 10.0 Å). Error bars representing the standard error of the mean are
provided but are generally too small to be seen. Cartoons (c, f) depict the formation of SEI
layers reflecting the kMC results.
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Figure 6.4: Average fraction of SEI products (a, c) and gaseous byproducts (b, d) at the end
of kMC simulations under various applied potentials referenced to an Li/Li+ electrode with
an increased initial quantity of CO2 (≈ 50ppt, 10x as much as in Figure 6.3). Simulations
were otherwise conducted under the same conditions considered in Figure 6.3. Because the
electrode will likely be covered at high applied potentials, the low-potential region close to
the electrode (below an applied potential of +0.5V vs Li/Li+) is likely not accessible in an
actual battery environment. This region has therefore been shaded. Error bars representing
the standard error of the mean are provided but are generally too small to be seen.

6.3 Effect of Varying Electrolyte Impurities

In Figure 6.3, we find that even a small amount of CO2 is important in determining SEI
composition. The critical role of impurity species in general, and CO2 specifically, has long
been recognized in the literature.[350] For EC-based electrolytes, it has been shown that
the intentional addition of CO2 leads to increased Li2CO3 formation and improved surface
passivation.[230, 351–354] More recently, in the context of Li-ion batteries with Si negative
electrodes, Schwenke et al.[355] found that CO2 reduction prevented solvent decomposition
and actually lowered the LEDC fraction in the SEI.

To further explore the effect of CO2 concentration on SEI composition, we conducted
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additional simulations with an increased initial quantity of CO2 (10x the amount in the
initial simulations). Simulations with increased water content were not pursued because the
initial water content of our simulations is already significantly higher than what would be
expected in a rigorously dried battery electrolyte.

Figure 6.4 shows the average fraction of SEI products after simulations with elevated
initial CO2. In agreement with the early observations of Aurbach et al.,[230] the quantity of
inorganic carbonates produced increases significantly. With augmented CO2, carbonates are
a major SEI component in the regime far from the negative electrode at moderate to high
potentials (above +0.3V vs. Li/Li+). We also observe a modest increase in the formation
of lithium oxalate, though it remains a minority component. In contrast with Schwenke et
al., the amount of LEDC produced increases with additional CO2, especially close to the
negative electrode where the additional CO2 can react with the Li+OCH2CH2O

−2 anion
along the rapid two-electron reduction mechanism of Li+EC. However, as we demonstrate
below (see Section 6.4), LEDC that is exposed to a reducing environment should be expected
to eventually decompose to form Li2CO3. Moreover, as Schwenke notes, the additional
inorganic carbonate production during early SEI formation may effectively passivate the
electrode surface (an effect that we have not included in our model but aim to incorporate
in future work), preventing LEDC formation at lower applied potentials.

6.4 Exploring SEI Decomposition and Growth

The time scale accessible in a kMC simulation is limited by the fastest reactions that can
occur. In our simulations — which are able to proceed 10−7 to 10−5s in 10,000,000 steps
depending on simulations conditions — the fastest reactions are typically re-coordination
reactions of the type AM + B → A+ BM , where A and B are coordinating molecules and
M is a metal (Li+). Very fast reactions also limit the sampling of rare events. In practice,
these limitations prevent SEI product decomposition from being observed in our kMC tra-
jectories. However, it is known that the SEI continues to evolve after initial formation,[356]
and that many SEI products[225] are actually metastable on the time scale of battery oper-
ation. In fact, previously developed SEI formation protocols involve holding cells at elevated
temperatures for hours to optimize this evolution for improved battery cell performance.[357]
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Figure 6.5: Average fraction of SEI products (a) and gaseous byproducts (b) at the end of
kMC simulations under various applied potentials referenced to an Li/Li+ electrode with an
initial state beginning with equal amounts of LiEC+, LEDC, LEMC, Li2C2O4, and Li2CO3.
Simulations were conducted with an electron tunneling barrier of D = 10.0 Å to approximate
the effect of a partially passivated SEI layer, which should slow reduction. To accelerate the
simulation and allow for the decomposition of SEI components, an elevated temperature
(423.15 K, or 150 °C) was used, and no metal re-coordination reactions were included. Error
bars representing the standard error of the mean are provided but are generally too small
to be seen. Cartoons (c, d) depict the evolution of an existing SEI layer, reflecting the kMC
results.

In order to probe SEI evolution, we performed simulations beginning with equal amounts
of Li+EC, LEDC, LEMC, Li2CO3, and Li2C2O4 at an elevated temperature of 423.15K (150
°C) to accelerate decomposition reactions with a tunneling barrier of D = 10 Å, approximat-
ing an already-formed and partially electronically insulating SEI. The rapid re-coordination
reactions with Li+ were removed in order to allow us to access longer time scales of ≈ 1s;
because all initial species are fully lithiated, this should not adversely affect the availability of
Li+ in the simulation. In Figure 6.5, it can be seen that all products are relatively thermally
stable at the chosen temperature (they do not react significantly at high applied potentials),
though Li+EC reduces and reacts to form some C2H4 and additional LEDC. Under a strongly
reducing potential close to the negative electrode surface, however, both LEDC and LEMC
are electrochemically unstable. As has been previously observed,[225] LEDC decomposes to
form inorganic carbonates and C2H4 (Figure 6.1 b); note that the average fraction of LEDC
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is not lowered because of the continual formation of LEDC by Li+EC. Additionally, LEMC
decomposes to form DLEMC and H2 (Figure 6.1 d). Li2C2O4 and Li2CO3 are predicted
to be relatively electrochemically stable in our simulations; the reduced fraction of Li2C2O4

at low applied potentials is a result of additional LEDC forming via Li+EC reduction, not
Li2C2O4 decomposing.

We emphasize that while the reduction of LEMC to form DLEMC and H2 was previously
postulated,[116] DLEMC has never before been conclusively identified by experimental spec-
troscopy, and this is the first direct observation of DLEMC formation by kinetic simulations.
Our findings suggest that DLEMC may not be present in the SEI initially but could form
over time if an SEI containing LEMC is exposed to low potentials for a prolonged period
(particularly at high temperature) or cycled repeatedly. Given that previous simulations
have suggested that DLEMC could be a fast Li+ conductor[116] and thus a beneficial SEI
component, this motivates further experimental studies to confirm under what conditions
DLEMC could be preferentially formed in the SEI.

6.5 A Mechanistic Model of SEI Reactivity

We now summarize the findings of our first-principles microkinetic modeling, using them to
draw conclusions about SEI formation and evolution. Beginning charging in the first cycle
with a pristine electrode in contact with an EC electrolyte, we find that as the potential
is lowered past the reduction potential of Li+EC, EC reduces to form inorganic carbonates
with some LEDC and LEMC, which we assume precipitate onto the surface. During this
surface film formation, C2H4 and CO are released. After an initial layer has formed, the
potential is continually lowered over time, causing the SEI to continue to grow outward,
with LEDC being the main component, C2H4 being the major gaseous byproduct, and
LEMC and inorganic carbonates being significant minority components.

After initial SEI formation is complete, the SEI can continue to evolve if exposed to low
applied potentials through a potentiostatic hold or repeated cycling. Until the SEI is thick
enough to be completely electronically insulating, we expect the inorganic inner region of
the SEI to grow as LEDC decomposes to form inorganic carbonates and C2H4; the minority
LEMC will also decompose to form DLEMC and H2. At the same time, Li+EC reduction
can continue at the electrolyte-SEI interface, leading to the formation of fresh LEDC, LEMC
(if additional water is present), and inorganic carbonates.

In this Chapter, we used kMC simulations based on reaction mechanisms obtained via
automated CRN analysis and ab initio calculations to study SEI formation and evolution.
By conducting simulations over a range of applied potentials and with varying electron tun-
neling barriers, we observe the formation of distinct inorganic and organic layers in the SEI,
recovering and elucidating the origins of the Peled model from first principles. Competition
between organic and inorganic SEI products is driven primarily by the different reduction
mechanisms of Li+EC, as well as the direct reduction of CO2. Simulations with varying initial
conditions highlight the importance of impurity species in controlling SEI formation and sup-



CHAPTER 6. A MECHANISTIC MODEL OF SEI FORMATION AND EVOLUTION
IN LI-ION BATTERIES 71

port the observation that CO2 concentration in the electrolyte can be modified to tune SEI
composition. By performing simulations at elevated temperature, we observe the expected
electrochemical decomposition of LEDC to form inorganic carbonates, as well as the forma-
tion of DLEMC through the reductive decomposition of LEMC. Our work demonstrates the
promise of combining first-principles and data-driven simulations with microkinetic models
towards explaining the formation process of one of the most impactful passivation layers in
our modern technology: the Li-ion battery SEI.
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Chapter 7

Combining CRN Analysis and
Experimental Spectroscopy to Explain
Gas Evolution in Mg-Ion Batteries

1

In previous Chapters, I have focused primarily on LIBs for two main reasons. First, LIBs
are perhaps the most commercially and industrially important battery technology today,
and it is unlikely that this present market dominance will be challenged in the near future.
Second, while there exist many remaining questions regarding electrolyte degradation and
SEI formation in LIBs, there is a large body of prior experimental and theoretical research
on the subject. This means that, by studying LIB SEI formation, my colleagues and I could
consistently validate our DFT, CRN, and kMC results against prior findings ex post facto.

In order to meet growing global demand for energy storage while mitigating resource
scarcity as well geopolitical supply chain risk,[10, 359] alternatives to LIBs are needed. MIBs
present one such possible beyond-Li-ion technology, alleviating some of the inherent limi-
tations of current LIBs. However, the potential of MIBs is presently unrealized because
of comparatively poor cycling behavior and unfavorable electrode passivation. Most elec-
trolytes decompose at Mg negative electrodes during MIB charging. But, as I discussed
in Chapter 1, many MIB electrolytes degrade to produce ionically insulating films which
prevent reversible Mg plating and stripping.[360, 361]

Previous studies have provided relatively little detail regarding either reaction mecha-
nisms or decomposition products involved in MIB electrolyte decomposition and interphase
formation. In most cases where MIB interphases have been characterized,[53–55, 362–365]
the techniques used have identified simple inorganic components (e.g. MgO, MgS, or MgCO3)
or bonding motifs (e.g. C-O or C=O groups), unable to provide specific insight into organic
speciation. Theoretical studies using DFT and AIMD can provide more detailed insight into
electrolyte reactivity. However, previous DFT studies have primarily or exclusively consid-

1This chapter is adapted from reference [358]: Spotte-Smith, E.W.C., Blau, S.M., Barter, D., Leon, N.J.,
Hahn, N.T., Redkar, N.S., Zavadil, K.R., Liao, C., Persson, K.A. Journal of the American Chemical Society
145 (22), 12181–12192.
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ered the initial steps of electrolyte decomposition,[366–368] while AIMD is generally limited
to extremely short time scales (∼ 10ps) at idealized interfaces.[168, 363]

In this Chapter, we conduct a combined theoretical-experimental analysis to probe elec-
trolyte degradation and gas evolution in a model MIB electrolyte — magnesium bistri-
flimide (Mg(TFSI)2) dissolved in diglyme (G2). We perform online electrochemical mass
spectroscopy (OEMS), a kind of differential electrochemical mass spectroscopy (DEMS), to
detect gaseous byproducts of MIB electrolyte decomposition in situ. DEMS is a useful tool
for instantaneous and quantitative detection of gaseous species evolved from solution during
electrochemical testing,[124, 369] and it has previously been used to quantitatively diagnose
the gaseous species generated during LIB cycling.[121, 370, 371] However, DEMS has not
been extensively applied to study gas evolution in MIBs. Due to the limited understanding of
electrolyte decomposition in MIBs, spectroscopic interpretation for MIBs is more challenging
than for LIBs.

Computational modeling can aid in the interpretation of experimental spectra. In par-
ticular, CRNs are natural tools for combined theoretical-experimental studies, as they can
be applied to identify important species in a reactive system and even study reactive dy-
namics.[200] Here, for the first time, we combine our platform for high-throughput DFT
and CRNs (described in Chapter 4) with experimental characterization techniques to under-
stand reactivity in batteries. We construct the first ever CRN describing MIB electrolyte
decomposition and SEI formation at the Mg plating potential. By screening the predicted
products of this CRN by their calculated liquid-gas solubility, we are able to identify pos-
sible evolved gases and from these positively identify the gases observed experimentally in
OEMS. Analyzing elementary reaction mechanisms for the formation of these possible gases,
we explain why some gases form while others do not. Our approach of combining CRN
analysis with experimental spectroscopy provides a path forward for the in-depth analysis
of chemical transformations in next-generation electrochemical systems with minimal prior
knowledge.

7.1 OEMS

A 0.5M Mg(TFSI)2/G2 electrolyte was used to plate Mg onto Au at a cell voltage of -1.0 V
for approximately four hours in the OEMS system described above (experimental methods
are provided in Appendix B.4). The electrochemical and OEMS measurements are shown in
Figure 7.1; cyclic voltammetry data is shown in Figure H.1 in Appendix H.1. The current
density during the potentiostatic hold (Figure 7.1a) is initially high (-2.65 mA/cm2) but
gradually decreases in magnitude over time as a result of increased resistance caused by
electrode passivation. The dynamic resistance of the electrode interfaces is also evident from
the sudden changes in current which occur at varying intervals.

The OEMS signal over the course of the experiment was integrated in order to identify
the major peaks (Figure 7.1b; snapshot OEMS spectra are presented in Appendix H.2). We
ignore peaks at M/Z = 2, 4, 20, and 40, as these correspond to the carrier gas (He, M/Z
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Figure 7.1: OEMS measurements on a Mg(TFSI)2/G2 electrolyte during a potentiostatic
hold at a cell potential of -1.0 V. a) The applied current density during potentiostatic hold;
b) integrated relative OEMS intensity (in log scale) after approximately four hours of mea-
surement, with major peaks indicated; c) time-resolved flow for several major peaks (M/Z
= 18, 28, 32, 36) demonstrating continuous evolution; d) time-resolved flow for M/Z = 45
with initially high partial pressure that rapidly decays.
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= 2, 4) or Ar (M/Z = 20, 40) that was trapped in the Mg(TFSI)2/G2 electrolyte after the
electrolyte was distilled and the DEMS cell was assembled in an Ar-filled glovebox. Other
major peaks include those at M/Z = 18, 28, 32, 36, and 45.

From the time-resolved measurements (Figure 7.1c), we find that the signal at M/Z =
18 is relatively stable after an initial increase, while the signal at M/Z = 28, 32, and 36
all reach a maximum at ∼ 1 hour and afterwards gradually decrease. In contrast (Figure
7.1d), the M/Z = 45 flow rapidly decays to a near-zero signal in the first few minutes of the
experiment.

This initial difference in signal over time suggests that the species detected at M/Z =
18, 28, 32, and 36 are products of ongoing reactivity, while the species detected at M/Z =
45 is either a decomposition product that can only form under highly specific conditions or
is not indicative of a decomposition product at all. Given that this OEMS experiment was
conducted in a constant-potential regime in which Mg is consistently plated, we believe that
the latter possibility is more likely. We suggest that the M/Z = 45 signal is likely indicative
of G2 itself, rather than a product of G2 decomposition formed at the Mg electrode. The
initially high M/Z = 45 signal reflects evaporated G2 that built up in the DEMS cell during
preparation; after this initial G2 is purged, evaporation continues slowly, resulting in a
lower signal during the remainder of the experiment. We note that OEMS is typically not
sufficiently specific to allow positive identification of specific gases or molecular fragments.
M/Z = 28, for instance, could indicate diatomic nitrogen (N2, M = 28 amu), carbon monoxide
(CO, M = 28 amu), or ethylene (C2H4, M = 28 amu), among other possibilities.

7.2 Identifying Observed Gases

In order to determine the identity of the major observed species, we constructed a CRN
containing species that could be relevant to the decomposition of Mg(TFSI)2/G2 electrolytes
and subsequent interphase formation (computational details are provided in Appendix B.4).
Using stochastic simulations under five different initial conditions, we identified 85 of an
initial 6,469 species as CRN products (see Appendix H.5 for more discussion). We believe
that most electrolyte decomposition products will either precipitate and contribute to an
interphase layer, or else will be soluble in the electrolyte. Therefore, we filtered the predicted
CRN products by their predicted solubility in G2 (SG2), using Equation B.9 (Appendix B.4).
Expecting considerable error in the prediction of SG2, we remove any predicted CRN product
with a predicted solubility > 5M. We also remove ionic CRN products and CRN products
containing Mg, as we expect such species to be considerably more stable in solution than in
the gas phase.

With these criteria, we predict that 14 of the 85 CRN products could evolve out of
solution and be detected by OEMS (Figure 7.2). These predicted gaseous CRN products
enable the unambiguous assignment of the major observed OEMS peaks. For most peaks,
there is exactly one gas that would be consistent with the signal. Specifically, the M/Z =
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Figure 7.2: Gases predicted to evolve from Mg(TFSI)2/G2 electrolytes, based on CRN anal-
ysis and prediction of solubility SG2. The mass of each CRN product (rounded, in amu) is
shown next to the 2D structure in gray.

18 peak can be assigned to water (H2O), the M/Z = 28 peak can be assigned to ethylene
(C2H4), and the M/Z = 32 peak can be assigned to methanol (CH3OH).

Notably, there are no predicted gaseous CRN products with masses consistent with M/Z
= 36 and M/Z = 45 (though several species could produce fragments with M = 45 amu).
This supports our previous suggestion that the M/Z = 45 signal does not correspond to
a decomposition product but instead comes from another source such as evaporated G2.
We further suggest that the M/Z = 36 signal corresponds to an impurity species, rather
than a decomposition product of either G2 or TFSI– . Considering that chloride (Cl– ) is
an impurity in commercial Mg(TFSI)2,[372] we tentatively assign the M/Z = 36 peak to
hydrogen chloride (HCl). This assignment is also consistent with the presence of a minor
M/Z = 38 signal. The ratio of the integrated M/Z = 36 signal and the M/Z = 38 signal is
4.67, which is close to the ratio of the natural abundances of 35Cl to 37Cl (3.17).[373]

Validating Predicted Major Products

To confirm that the peak assignments based on CRN products are reasonable, we identified
formation pathways to several CRN products using the previously constructed CRNs and
then used DFT to construct elementary reaction mechanisms.

There are several plausible pathways that lead to the formation of C2H4 (Figure 7.3a).
All identified pathways initialize with Mg2+ being partially reduced in the presence of G2
(M1 −−→ M2). It has previously been reported that the partial reduction of Mg2+ ions to
highly reactive radical Mg1+ can promote electrolyte decomposition.[366, 368] We predict
that this reduction can occur at 0.64 V vs. Mg/Mg2+; however, this and all other reported
reduction potentials with Mg ions present depend on the solvation environment of the metal
ion (see Appendix H.3). Seguin et al.[368] previously showed that the partially reduced com-



CHAPTER 7. COMBINING CRN ANALYSIS AND EXPERIMENTAL
SPECTROSCOPY TO EXPLAIN GAS EVOLUTION IN MG-ION BATTERIES 77

plex M2 can cleave either of the internal C-O bonds with ∆G‡ = 0.42 eV due to a bifurcation
of the potential energy surface. If a methoxide ion (CH3O

– , M3) is eliminated, we find that
the remaining Mg-coordinated fragment (M4) can subsequently reduce (E◦ = 3.51 V) and
eliminate C2H4 with a low barrier ∆G‡ = 0.15 eV. Alternatively, a radical CH3OCH2CH2

•

(M6) can be eliminated. CH3OCH2CH2
• can then coordinate with an additional Mg2+ and

reduce (M6 −−→ M8, E
◦ = 3.89 V), producing C2H4 with another low barrier (∆G‡ = 0.27

eV). Though this latter mechanism involving CH3OCH2CH2
• is more difficult, we nonethe-

less believe that it could occur, given that M3 + M4 and M5 + M6 are essentially equally
likely to form from the initial cleavage of C-O bonds in G2.

If methoxide is present, for instance because of the mechanisms reported in Figure 7.3a,
then the formation of methanol is facile and straightforward (Figure 7.3b). M3 can attack
either methylene group in Mg-coordinated G2 (M1), abstracting a proton to form methanol
(M3 + M1 −−→ M11 + M12, ∆G‡ = 0.46 eV; M3 + M1 −−→ M11 + M13, ∆G‡ = 0.22 eV). The
deprotonated Mg-coordinated G2 species (M12, M13) are reactive and can further decompose.
M12 can form M14, methoxyethene, (M12 −−→ M5 + M14, ∆G‡ = 0.25 eV). While we predict
M14 to be a potential gaseous product (Figure 7.2), we do not find evidence for significant
methoxyethene evolution, perhaps because the deprotonation leading to M12 is slower than
that leading to M13. The decomposition of M13 instead produces magnesium methoxide
(M13 −−→ M10 + M15, ∆G‡ = 0.26 eV), which could generate further methanol by the
mechanism just described. This suggests that methanol formation in G2 electrolytes may be
autocatalytic; once methoxide is initially formed, it can be continually reformed via chemical
reactions with G2.

Hydroxide ions can react with Mg-coordinated G2 similarly to methoxide, abstracting
a proton to form water (M1 + M16 −−→ M13 + M17, ∆G‡ = 0.23 eV). We note that this
hydroxide could be free in the electrolyte solution (due to trace water) or could be present
in the form of Mg(OH)2, which should be expected on Mg electrodes. Hydroxide could also
potentially arise from the reduction and decomposition of CH3OH. The finding that G2,
upon chelating Mg, can be deprotonated by hydroxide is in agreement with the prior work
of Yu et al.[363] We note that the reduction potential of water is >1.5 V vs. Mg/Mg2+,[374]
hence we expect that during charging of an MIB, water should quickly reform hydroxide,
creating yet another potential autocatalytic loop.

Explaining Absent Gases

While several of the gases predicted to form via CRN analysis appear to be likely major
products of G2 decomposition — namely, C2H4, CH3OH, and H2O — many of the predicted
gaseous CRN products are not observed by OEMS. Just as we have used elementary reaction
mechanism analysis to validate our spectroscopic peak assignment, indicating pathways that
could reasonably lead to the identified gaseous CRN products, we can also suggest mecha-
nistic explanations for why other gases are not evolved. Here, we consider three gases that
were not observed experimentally in significant quantities: methane (CH4), ethane (C2H6),
and dimethyl ether (CH3OCH3).
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Reaction mechanisms leading to CH4 are shown in Figure 7.4a. Seguin et al. previously
predicted that a methyl radical (CH3

•, M18) could be eliminated from M2 with a moderate
barrier (∆G‡ = 0.67 eV).[368] This reaction is accessible at room temperature but is several
orders of magnitude slower than the other C-O cleavage reactions discussed previously (e.g.
M2 −−→ M3 + M4). Even once M18 forms, the abstraction of H to form CH4 is difficult.
We have identified four different H abstraction reactions involving either Mg-coordinated
G2 (M1) or a reduced and partially decomposed Mg-coordinated G2 (M19). The most facile
abstraction (M18 + M19 −−→ M20 + M22) has a barrier of 0.83 eV; all others have barriers of
∼1 eV.

The formation of ethane (Figure 7.4b) is also kinetically limited. Like CH4, C2H6 requires
methyl radicals via the reaction M2 −−→ M18 + M19. M18 could directly attack either M19

or M1, transferring another methyl group to form C2H6. However, these reactions suffer
from extremely high barriers ∼ 1.8 eV, and we therefore do not believe that they will occur
under normal battery cycling conditions. If the methyl group reduces (E◦ = 0.91 V vs.
Mg/Mg2+) to form a methanide anion (M27, CH3

– ), a similar methyl transfer reaction can
occur (M27 −−→ M25 + M28); while this reaction is considerably more facile than those
involving M18, it is still sluggish at room temperature, with ∆G‡ = 0.87 eV. DFT is known
to exhibit deficiencies in the prediction of energy barriers for radical-radical reactions, which
is why we did not consider the reaction CH3

• + CH3
• −−→ C2H6 (or M18 + M18 −−→ M25).

Intuitively we believe that this reaction has a low barrier or is perhaps even barrierless.
However, it would require two methyl radicals to form separately in close proximity, which
seems unlikely considering that the decomposition of G2 to form CH3

• is not preferred.
We find that dimethyl ether can form via methoxide (Figure 7.4c). The methoxide ion

can attack a Mg-coordinated G2 in a single step (M1 + M3 −−→ M19 + M30, ∆G‡ = 0.82
eV). Because the formation of methanol by proton abstraction (e.g. M1 + M3 −−→ M11 +
M13) is considerably more facile, dimethyl ether should not be expected to form, or should
form only as a minority product.

7.3 The role of TFSI–

Bistriflimide anions are known from both theoretical and experimental studies to be re-
ductively unstable under MIB charging conditions.[55, 364, 366, 375] It might therefore be
expected that some fragments of TFSI– will be involved in gas evolution. Indeed, of the 14
potential gaseous products shown in Figure 7.2, four of them contain trifluoromethyl groups
(–CF3) derived from TFSI– . Trifluoromethyl groups in TFSI– can easily be eliminated
under reducing conditions,[366] making it reasonable to think that CF3 might react to form
various small molecules. However, none of the major gases identified in OEMS contain –CF3

or any other structural motif from bistriflimide. Moreover, none of the reaction mechanisms
to form C2H4, CH3OH, or H2O require TFSI– or any related fragment. Although the con-
centration of TFSI– in our OEMS experiment (1M for a 0.5M Mg(TFSI)2 electrolyte) is
considerably lower than that of G2, it should be high enough for any gaseous decomposi-
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tion products to be detected by OEMS.[376–378] It therefore appears that TFSI– is not
significantly involved in forming any evolved gases, in spite of its observed reactivity.

If bistriflimide is not forming gases or assisting in the decomposition of G2, it raises the
question of what happens to the TFSI– decomposition fragments. Recent AIMD results from
Agarwal et al.[168] suggest that TFSI– might catastrophically decompose and even atomize
at Mg interfaces, particularly if coordinated with Mg2+. The results of Agarwal, which are
based on simulations in the presence of an idealized, completely clean Mg electrode surface
(with highly undercoordinated and therefore reactive Mg), may not explain TFSI– reactivity
in all cases, for instance if a robust SEI layer or even thin oxide layer is present to shield
the electrolyte from a Mg metal electrode. However, in our experiment, we continuously
plate Mg metal, potentially exposing fresh interfaces that can react with the electrolyte.
We suggest that TFSI– decomposes at this newly formed metal interface, forming primarily
solid deposits, rather than small molecules and gases.

Surface analysis provides further evidence that TFSI– forms solid deposits on the metallic
Mg surface. We cycled a 0.3M Mg(TFSI)2/G2 electrolyte between -0.6V and 3.0 V vs.
Mg/Mg2+ 10 times on a Pt WE (Figure 7.5a) to determine if accumulation of a reaction
product occurs with Mg deposition. During cycling, we used XPS to analyze the elemental
composition of the surface film on the electrode (Figure 7.5b). Before cycling, the surface
film was primarily composed of carbon (84.5%), with some oxygen (12.7%) and Mg (2.7%)
and essentially no fluorine or sulfur. These results suggest that whereas G2 (containing C,
O, and H, the latter of which cannot be detected by XPS) or G2 decomposition products
from conditioning might be inherently unstable at a Pt surface, TFSI– (containing C, O, F,
N, and S) is not inherently reactive. After the first cycle, some F (1.6%) and S (1.9%) are
observed, indicating that TFSI– reacts electrochemically and that the products of TFSI–

decomposition deposit on the electrode surface. The extent of TFSI– decomposition increases
upon cycling, and by the 10th cycle, the surface film is 12.2% F and 6.5% S indicating
accumulation of TFSI– reaction products. Notably, the atomic fraction of Mg in the surface
film also increases with cycling, reflecting a degree of passivation-induced Mg stranding
(Figure H.11 in Appendix H.6) as well as a loss of Mg inventory and battery capacity during
cycling.

In addition to precipitated solid species, there is some evidence that TFSI– decompo-
sition could result in products which are soluble in G2. A recent study on the effect of
impurities in MIBs with glyme solvents by Yang et al.[69] applied electrospray ionization
mass spectroscopy (ESI-MS) to study electrolyte speciation. The authors observed several
F- and N-containing species in the electrolyte; because these were seen only in the condi-
tioned electrolytes, these species could only come from TFSI– decomposition.

7.4 Summary

In this work, we used OEMS, CRNs, and DFT to identify gaseous byproducts of electrolyte
decomposition in MIBs. Using a CRN, we identified 14 possible gaseous species which
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could form from Mg(TFSI)2/G2 electrolytes. Of these, three (C2H4, CH3OH, and H2O)
were consistent with major peaks in the observed OEMS spectra. We validated our peak
assignments by identifying elementary reaction mechanisms to these three species, finding in
all cases that the species could be easily formed via Mg-coordinated G2 (and, in the case of
H2O, hydroxide ions). On the basis of reactive competition, we rationalized why other gases
(CH4, C2H6, and CH3OCH3) which were predicted to form may not actually emerge during
MIB cycling. Although TFSI– decomposes at Mg metal electrodes and during Mg plating,
we find that TFSI– does not itself form any gaseous species, nor is it necessary to assist in
the decomposition of G2. Rather, we suggest that TFSI– primarily forms solid deposits on
the electrode and potentially forms some products that are soluble in G2.

The methodology described here enables facile, in-depth analysis of in situ spectroscopy
in electrochemical systems via powerful computational tools. While we have here focused on
a model system in order to compare our results with previous experimental and theoretical
findings, we believe that an approach mixing first-principles simulations, CRN exploration,
and spectroscopy is especially well suited to allow for the characterization of completely novel
electrolytes in which nothing is known regarding reactivity, decomposition products, and SEI
formation. DEMS is a highly attractive point of comparison due to its high resolution, but
CRN-assisted analysis of other spectroscopic measurements, such as infrared and nuclear
magnetic resonance spectroscopies, should also be considered.
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Figure 7.3: Elementary reaction mechanisms for the formation of a) C2H4, b) CH3OH, and
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Seguin et al.[368]
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Figure 7.4: Elementary reaction mechanisms for the formation of a) CH4, b) C2H6, and c)
CH3OCH3. Reaction energies and energy barriers marked with an asterisk (*) were taken
from Seguin et al.[368]
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a) b)

Figure 7.5: a) Progressive cyclic voltammetry cycling behavior (10 cycles) on a fresh Pt
electrode in electrochemically conditioned 0.3M Mg(TFSI)2/G2 at a scan rate of 10 mV/s.
b) XPS-derived composition of the Pt electrode surface as a function of cycle number. A
cycle number of 0 indicates that the measurement was taken before any potential had been
applied.
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Chapter 8

Conclusions

In general, battery electrolytes are (electro)chemically unstable. At the extreme potentials
necessary to achieve high energy density, electrolyte salts, solvents, additives, and impurities
react and decompose, leading to gas evolution[232, 313] and (in the best case) the formation
of passivating interphases.[39, 77] These processes — electrolyte degradation and interphase
formation — are the life and death of modern batteries, which led me to the goal that I laid
out in Chapter 1:

to be able to predict a priori how a given electrolyte component or electrolyte
formulation will participate in a complex reaction cascade, considering the impact
of small chemical modifications and impurities.

I defined the questions guiding analyses of electrolyte decomposition and interphase forma-
tion more broadly in Chapter 2: what are the composition, structure, origins, and impact of
an interphase? Now, I can look back and assess the extent to which I was able to meet this
goal and answer these questions.

In the previous five chapters (Chapters 3–7), I described a series of efforts aiming to
meet this goal and answer these questions, starting from the tried-and-true methods of
quantum chemistry and developing new approaches combining network theory, statistical
mechanics, and microkinetic modeling. In this Chapter, I will briefly summarize my findings,
summarizing the key bits of wisdom that my efforts have earned and further indicating where
my colleagues and I have succeeded in meeting our goals and where we still fall short. I will
share some directions for future work that I believe will be important to drive progress in
the analysis of complex (electro)chemical processes.

8.1 Even More Complicated Than We Imagined

It has long been recognized that electrolyte decomposition and interphase formation are
highly complex processes.[60] However, in spite of this, many battery scientists have histor-
ically insisted on making a wide range of assumptions in order to simplify their analysis.
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This is perhaps especially true for studies seeking to explain the mechanism of a process (for
instance, the decomposition of an electrolyte component, the formation of a particular prod-
uct, or the origin of a particular failure mode). Through my work, I have found that many
of these simplifications are inappropriate and can lead to results that are likely incorrect and
are perhaps even unreasonable. Here I point out a few of these simplifications and explain
how, in my own research, progress could only be made by making contrary assumptions.

Each Reacting Component Can Be Considered In Isolation

It is widely viewed as a best practice for scientists to separate variables, to (where possible)
consider only one effect at a time. Perhaps for this reason, studies of electrolyte reactivity
often focus only on one molecule at a time and consider only linear pathways from the pure,
unreacted molecule to known or predicted products.[15, 23, 247, 251, 331, 379] In reality, it
is often impossible to disentangle different reaction pathways in batteries; indeed, this is one
of the defining features of a reaction cascade. As we described in Chapter 3, this one-at-a-
time approach was used for many years to explain the reactivity of LiPF6. Although there is
experimental evidence that LiPF6 forms organic phosphate and fluorophosphate species,[250]
implying reactions with organic electrolyte components such as EC, the most widely cited
reaction mechanism for LiPF6 decomposition, including the formation of LiF and POF3,
was a hydrolytic process that involved no electrolyte component other than LiPF6 and the
impurity H2O.[238, 239, 244–246] While I cannot say for certain why this reaction was
favored, it may well be because this reaction was simple and straightforward to understand.

As we have shown, this hydrolytic mechanism is highly implausible when considering
DFT-calculated reaction energies and energy barriers, typical water concentrations in labo-
ratory LIBs, and long-standing experimental evidence. We believe, based on first-principles
reaction mechanisms, that LiPF6 primarily reacts with inorganic carbonates and potentially
other Lewis bases, which are mainly formed from the reduction of CO2 and EC. This reac-
tion mechanism likely could not be discovered without acknowledging possible interactions
between different electrolyte species and between electrolyte species and pre-existing inter-
phase components. In future studies of electrolyte decomposition, I hope that researchers
take pains to consider such interactions when proposing reaction mechanisms. In addition to
potentially providing more satisfying and chemically reasonable explanations, this approach
can potentially reveal new routes for battery design that had not previously been consid-
ered. For instance, through our work on the decomposition of LiPF6, we realized that to
stop PF5 from reacting would be to limit its contact with Li2CO3; this suggests that mass
transport through the growing SEI should be considered when designing and engineering
interphase-forming electrolytes.

Electrolyte Decomposition is Electrochemical

Even the most basic and seemingly innocuous assumption can lead us as researchers astray.
It is perhaps obvious and intuitive to think that electrolyte decomposition and interphase
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formation in batteries are electrochemically driven. And, ignoring native passivation films
on reactive electrode materials like Li and Mg metals, this is probably true to some extent.
However, it would be an error to think that all electrolyte reactivity is electrochemical in
nature.

In our work, we identified two important cases where electrochemistry has little or noth-
ing to do with important electrolyte decomposition reactions. In Chapter 3, we found that
LiPF6 could react to form LiF, POF3, LiPO2F2, CO2, and more through purely chemical re-
actions with Li2CO3. While it is true that, during SEI formation, Li2CO3 itself can be formed
initially by electrochemical reduction, even Li2CO3 does not necesssarily form electrochemi-
cally, as it is an impurity formed when synthesizing oxide positive electrodes. We also found
in Chapter 7 that G2 could catalytically decompose via a chemical mechanism involving
methoxide. Again, this methoxide could and likely does initially form electrochemically, but
the main catalytic mechanism is entirely chemical in nature. I strongly suspect that many
other important, non-electrochemical reaction pathways are taking place in current commer-
cial and next-generation batteries, and that we as a field are missing them because we are
only looking for processes driven by charge transfer.

8.2 A New Approach to Studying Electrochemical

Reactivity

CRNs are an extremely powerful and promising tool in the tool-belts of electrochemists,
with the potential to either directly answer or assist in answering all of the key questions
surrounding electrolyte reactivity. With the work presented in this dissertation, the promise
of CRNs is closer to being realized. Whereas the earlier work of Blau et al.[211] and Xie
et al.[212] were able only to identify pathways to known products (limiting their predictive
and exploratory capacity), the methods developed by my colleagues and me in Chapter 4
and demonstrated in Chapter 5 enables for the first time the simultaneous prediction of
electrolyte degradation products and formation mechanisms. Combining CRN analysis with
microkinetic modeling in Chapter 6, we were able to not only reproduce an experimentally
observed bilayer interphase structure but explain the origins of that structure and how it
was affected by the presence of impurity and additive species.

CRNs should not be considered only as tools for computationalists. Rather, I am ex-
cited by the possibility of CRNs being used alongside experimental characterization. As
we demonstrated in Chapter 7, there is natural synergy between experimental spectroscopy
and CRN analysis. CRNs can be used to predict what species might be detected in spectra
and explain their mechanistic origins. At the same time, experimental spectra can provide
necessary validation for CRN predictions and potentially reveal gaps in CRN construction
or analysis. Thus far, we have only explored using CRNs alongside DEMS characterization,
but in the near future, I hope that CRNs will be used with NMR and FT-IR spectroscopy.

At this point, I believe that we have the necessary tools to make a priori predictions
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of (electro)chemical reaction cascades and interphase formation, but this goal has not been
met in full. First and perhaps most importantly, the current methods available fall short
of being truly predictive. In the two applications that I discussed in this dissertation – SEI
formation in LIBs and MIBs – there was either extensive prior knowledge available in the
literature which informed our analysis or experimental evidence available for comparison and
validation. Even in these cases, we were not able through CRN analysis alone to exactly
reproduce experimental findings, predicting spurious network products that do not actually
emerge in real battery systems. Likely, the main weakness of our current approach for CRN
analysis is that it relies exclusively on reaction thermodynamics and ignores kinetic barriers.
This presents two new avenues for CRN method development:

1. Limiting the scope of CRN construction such that high-throughput DFT can be used
to calculate the energy barriers of all reactions in the network

2. Leveraging ML to predict cheaply calculate approximate energy barriers, allowing for
kinetic information to be included in even very large networks containing many millions
of reactions

In addition to potentially aiding in the predictive capacity of CRNs, advances in either of
these areas would lower the high computational barrier to CRN studies.

A less severe limitation of my work up to now is that my colleagues and I have not yet
proven the ability of our CRN methodology to compare the reactive behavior of different elec-
trolyte components. This ability will be important for applications such as high-throughput
screening of electrolyte additives, where many (often chemically similar) species are com-
pared to determine which candidates perform best for a given application. Future work
should focus on comparative CRN studies. In addition to being practically useful, I suspect
that such efforts may reveal additional areas for methodological improvement.

8.3 CRNs Beyond Metal-Ion Batteries

Complex, difficult-to-characterize reaction cascades are not unique to batteries. Many tech-
nologically relevant processes, in electrochemistry and elsewhere, involve such messy reac-
tivity. But automated CRN analysis has only been widely applied in a small number of
chemical domains, as I alluded to in Chapter 2. This disconnect provides fertile ground for
future research.

I believe that the CRN tools that my colleagues and I have developed can be broadly
applied outside of battery electrolyte degradation. Indeed, we designed our CRN construc-
tion and analysis tools to be highly general and flexible, accommodating diverse species and
(electro)chemical reactions. I will not enumerate all of the areas where our methods should
be applied, but it is worth providing a short list of examples, noting important similarities
to electrolyte degradation and interphase formation, where appropriate.
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Electrochemical Synthesis

Most chemical and material synthesis today is thermochemical, requiring elevated temper-
ature to drive reactions forward towards desired products.[380, 381] In particular, many
commodity compounds, including steel, cement, and ammonia, are extremely energy inten-
sive[382] and rely on fossil fuels for power.

Electrochemical synthesis offers an alternative to conventional thermochemical methods.
Using an applied potential unlocks new reaction pathways that may not be accessible ther-
mochemically, enabling energy-efficient synthesis under relatively mild conditions.[383] And
since electrochemical synthesis only requires an electrical current, it is in general straight-
forward to drive the synthesis using renewable electrical energy from e.g. solar and wind
sources rather than fossil fuels.

Electrode (Cu)

Li salt
(LiTFSI)

+e-

i) plating ii) nitride synthesis iii) protonation

+
Li3N

N2

Li metal

H+ donor
(ethanol)

NH3

+

Solvent
(THF)

Figure 8.1: Stages of LMEAS: i) electrochemical lithium plating; ii) chemical reaction of
lithium and N2 to form Li3N; iii) protonation of Li3N to form NH3. In this example, the
electrode is copper (Cu) the solvent is tetrahydrofuran (THF), the salt is lithium bistriflimide
(LiTFSI), and the proton donor is ethanol.

As I have emphasized earlier in this Dissertation, electrochemistry is often characterized
by reaction cascade processes, the mechanisms of which are poorly understood. In general,
this makes electrochemical synthesis an ideal application of CRN-based approaches such as
those described in previous chapters. One particularly attractive target of study is ammonia
(NH3) synthesis. (NH3) is currently produced almost exclusively using the Haber-Bosch
process, which requires high temperatures (∼ 500 C) and pressures (∼ 100 bar) to drive the
reaction N2 + 3 H2 −−→ 2 NH3.[384] In this reaction, nitrogen comes from air, while hydrogen
comes from petrochemical cracking. Because NH3 synthesis is so energy intensive and NH3 is
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one of the most widely used chemicals on Earth, with 185 million tons produced per year as
of 2020,[385] the Haber-Bosch process accounts for roughly 1% of global energy consumption
and 1.4% of global greenhouse gas emissions.[386]

Lithium-mediated electrochemical ammonia synthesis (LMEAS) is an alternative to Haber-
Bosch that works by i) electrochemically plating Li; ii) chemically reacting Li with N2 to
form Li3N; iii) reacting Li3N with a proton donor (e.g. ethanol) to form NH3 and reform
dissolved Li+ (Figure 8.1). As in LIBs, electrolytes in LMEAS decompose to form inter-
phases.[387] In this case, a functional SEI has not only low electronic conductivity and high
Li+ conductivity but is also selectively permeable to N2 and protons or proton donors, allow-
ing the gas to access plated Li. While it is now recognized that a functional SEI is essential
to efficient LMEAS,[388] the composition and structure of these SEI layers have not been
well characterized by experiment or theory, to say nothing of the electrolyte decomposition
mechanisms. The similarities between LMEAS and LIB SEI formation make it natural to
apply CRNs in this domain. Following the progression that I have demonstrated in this
Dissertation, studies should begin with predicting the products of electrolyte degradation
and their formation mechanisms, followed by microkinetic studies that enable analysis of
how SEI composition depends on variables such as applied potential, location relative to the
working electrode, and time.

Wastewater Valorization

Wastewater includes pollutants derived from homes, industrial buildings, and other sources
such as runoff from rain. While many of these pollutants are inherently harmful, including
heavy metals[389] and microbial pathogens,[390] there are opportunities to extract dissolved
pollutants and use or re-use them industrially. In particular, wastewater is often rich in
nitrogen and phosphorus,[391] which are valuable for their utility as ingredients in agricul-
tural fertilizers. As I have already mentioned, nitrogenous fertilizers based on ammonia
have a considerable environmental impact, while phosphorus resources are at risk of de-
pletion if circular recovery and reuse efforts are not implemented.[392] Recovering nitrogen
and phosphorus would further limit eutrophication, in which nutrient overabundance causes
environmentally detrimental and toxic algae blooms.[393]

A variety of chemical methods have been proposed to extract phosphorus and nitrogen
from wastewater,[394, 395] and in particular to convert the dissolved nitrogen and phosphorus
nutrients (e.g. NO3

– or PO4
–3) to more valuable compounds such as NH3.[396] By its nature,

wastewater is a highly impure mixture, so valorization efforts again need to be highly tolerant
to a wide range of impurity species. As I have demonstrated (see especially Chapter 6), CRNs
can elucidate impurity effects in reaction cascades, especially when dynamical simulations
are performed. I believe CRNs could aid in the design of highly selective (electro)catalysts
for water remediation and valorization of aqueous waste.
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Circular plastic recycling

More than half of all plastics produced are discarded,[397] leading to plastic waste being
found essentially everywhere on Earth, from the depths of the ocean to human tissue and
the very air we breathe.[398–400] Conventional recycling based on mechanical grinding fails
to meaningfully address this waste crisis, producing plastics with inferior properties[401] that
rapidly reenter the waste stream.[397] Chemical recycling could completely avoid waste by
depolymerizing plastics to short-chain oligomers and monomers.[402] Recent years have seen
huge advances in circular chemical recycling methods for plastics, including the development
of new, recyclable chemistries like poly(diketoenamines)[403, 404] and methods to recycle
existing plastics such as poly(ethylene terephthalate).[405]

However, significant work is still required to realize a truly circular plastic economy. For
instance, polyolefins such as polyethylene and polypropylene, which make up more than half
of all plastic waste,[397] are notoriously difficult to chemically recycle because they are com-
posed entirely of unreactive C-H and C-C bonds. Recent work has shown that organometal-
lic homogeneous catalysis could enable efficient and selective polyolefin depolymerization via
mechanisms including hydrogenolysis, ethenolysis, and hydrolysis,[406–410] but the field of
polyolefin depolymerization remains in its infancy.

The organic chemistry underlying polymer (de)polymerization is well understood com-
pared to battery electrochemistry. Nonetheless, the design of depolymerization reactions is
not at all straightforward. Care must be taken to select catalysts that react selectively with
the polymers of interest and do not react promiscuously with other polymers, plasticizers,
and additives. Catalyst stability is another considerable challenge. For chemical recycling
to be economically competitive, costs must be kept low, requiring catalysts that stay active
for long times. CRNs could assist in the design of catalytic depolymerization reactions, pro-
viding an understanding of catalyst degradation pathways and possible side reactions with
e.g. plasticizers. Through dynamical simulations, it would also be possible to predict the
distribution of products, aiding in the selection of catalysts and reaction conditions that
favor the production of monomers (e.g. ethylene and propylene) over diverse oligomers.

8.4 Final Reflections

I have been told repeatedly from several sources that I consider to be knowledgable that
“no one will read [my] dissertation”. This may be true. But if someone does decide to read
through this tome that I’ve constructed, I want it to be worth the time spent. I want you,
dear Reader, to get as much wisdom as I can reasonably share. Here, in the last pages that I
write, I will list some thoughts, more or less disconnected from the main ideas of this thesis,
that have nonetheless been critical to the research that I have performed.

• Ignore disciplinary labels: My academic training is entirely in materials science, and
upon entering my doctoral studies, I had little formal knowledge of chemistry, chemical
engineering, or computer science. My doctoral research, however, required strong
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attention to all of these fields, not to mention some comfort with applied mathemetics
and a healthy understanding of electrochemistry. From time to time, I have thought
about why I was able to make progress in the field of electrochemical reactivity and
batteries, why my colleagues and I were able to answer questions that in some cases
had eluded the field for many years. Part of it is certainly timing — modern high-
performance computing facilities made my work considerably easier than it might have
been previously — but the main conclusion that I came to was that, perhaps, no one
else wanted to. Or, more plainly, no one else wanted to combine the ideas and fields
that were necessary to do the work that my colleagues and I ended up doing. I do
not think that it is a coincidence that my close collaborators include a mathematician
and several physicists. My wandering into new territories, picking up stray bits of
information here and there, and working with people far outside of my field of study
were all deeply valuable to my scientific process and progress.

• Read the old literature: At least in the conversations that I have been witness to,
in-person and online, it has become fashionable to say that it is not important to read
the literature, and in particular, that the articles that are most important are the ones
written most recently, in the preceding five to ten years. In my own experience, many
of the most important ideas for my work came from interactions with old articles.
Without reading some of Marcus’ original papers on quasiclassical electron transfer
theory,[338] I would have had no idea how to treat electrochemical reactions in my
own simulations. I became comfortable with potential energy surface exploration –
critical for computational geometry optimization, transition-state searches, etc. – by
reading early works by Bernhard Schlegel and his contemporaries.[411–416] And so
on. It can be daunting to search through the literature, and especially to look for
papers from 20, 30, 50, or even more years ago. It can feel like a waste of time to
wade through ideas from the past when certainly (one might think) something better
has been devised since the early papers were written. And yet, I must insist that
these excursions into the past can be far more illuminating than skimming the latest
abstracts in hot journals.

• Give up: During my doctoral studies, I had to learn to step away from projects that
were succeeding and failing. When a project goes well, I have noticed a tendency in
many scientists towards perfection. Keep making the outcome — code, a paper, a
presentation — better and better. Leave no loose ends, no flaws, no lingering ques-
tions. But perfection is unachievable, and the pursuit of perfection not only hurts the
individual researcher — leading them down a road of potential misery and madness
— but can also hurt the research community. If a preprint or paper is delayed by a
year or longer because it is not yet “perfect”, that means that the field cannot build
on that work for that long or longer! On the other hand, I have struggled to give
up on projects that were floundering. In my own experience, I do not believe that
any of these projects were doomed. None of them went against the laws of physics or
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demanded more than modern-day technology could allow. However, these projects re-
quired a different approach, a new perspective, more hands, or more time. Sometimes,
I realized, I just didn’t have the resources to give to make the project successful, and
the only way that I could finish my other projects was to let the failing ones go. I
cannot give any hard and fast rules for when a project must be stopped, successful or
failing, but any aspiring researcher must take pains to discover when to give up, and
to be willing to make the choice when necessary.
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Appendix A

Data Availability

A.1 Data associated with Chapter 31

We have distributed data for Chapter 3 as a JavaScript Object Notation (JSON)-formatted
file pfx named data.json on Figshare (DOI:10.6084/m9.figshare.21583581.v1).[417]
pfx named data.json contains the structures (as serialized Pymatgen[316] Molecule ob-
jects) and thermochemical properties of the reaction endpoints and TS reported in this
work. The key for each key-value pair in pfx named data.json is the name of the species
as reported in the main text or this Supporting Information. For instance, the data for
TS11 would be found under the key “TS11”. For reactions where species, namely LiF, HF,
and CO2, are removed (for details, see Appendix B.1), two entries for the relevant endpoint
are provided. The species with LiF, HF, and/or CO2 present are named “Mn”, where n is
the appropriate index; the species with the species removed are named “Mn-x”, where x is
the species that is removed. Where multiple species are removed, the name takes the form
“Mn-x-y”, where x and y are the species removed.

To load this data in Python, use monty (https://github.com/materialsvirtuallab/monty):

from monty.serialization import loadfn

data = loadfn("pfx_named_data.json")

1This section is closely adapted from Ref [216]: Spotte-Smith*, E.W.C.; Petrocelli*, T.B; Patel, H.D.;
Blau, S.M.; Persson, K.A. Elementary decomposition mechanisms of lithium hexafluorophosphate in battery
electrolytes and interphases. ACS Energy Letters 2023, 8 (1), 347–355.

https://github.com/materialsvirtuallab/monty
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A.2 Data associated with Chapter 52

Data for 17,190 molecules generated using an ωB97X-V/def2-TZVPPD/SMD level of theory
are provided in a Figshare repository.[418] The data, including optimized 3D coordinates,
partial charges and spins (from Mulliken population analysis,[419] the Restrained Electro-
static Potential (RESP) method,[420] and Critic2), molecular connectivity information, vi-
brational information (frequencies, vibrational mode vectors, IR intensities), and thermo-
dynamic quantities (energy, enthalpy, entropy, Gibbs free energy), are contained in a single
JSON-formatted file, libe.json. Molecules for which calculations failed or which otherwise
failed the tests described in the Validation section of Chapter 5 are not included in this
collection.

All data used to construct mechanisms (molecular structures, thermodynamics, vibra-
tional frequencies, and frequency modes) are also provided in JSON format in the supple-
mentary file “reaction pathways.json”.

A.3 Data associated with Chapter 73

The computational data used in this study is publicly available in a Figshare repository
(DOI: 10.6084/m9.figshare.22189810.v1). Two Javascript Object Notation (JSON) files are
included in this repository. madeira.json includes the properties (including structural,
electronic, bonding, vibrational, and thermodynamic properties) of the 11,502 species in
the MADEIRA dataset. pathway data.json includes a more limited set of structural and
thermodynamic properties calculated for all minima and transition-states reported in this
work, labeled as they are in Figures 7.3 and 7.4 in Chapter 7.

2This chapter is adapted from the following references: [253]: Spotte-Smith*, E.W.C.; Blau*, S.M.;
Xie, X.; Patel, H.D.; Wen, M.; Wood, B; Dwaraknath, S.; Persson, K.A. Quantum chemical calculations
of lithium-ion battery electrolyte and interphase species. Scientific Data 2021, 8 (203); [254]: Barter*, D.;
Spotte-Smith*, E.W.C.; Redkar, N.S.; Khanwale, A.; Dwaraknath, S; Persson, K.A.; Blau, S.M. Predictive
stochastic analysis of massive filter-based electrochemical reaction networks. Digital Discovery 2023, 2,
123–137.

3This chapter is adapted from reference [358]: Spotte-Smith, E.W.C., Blau, S.M., Barter, D., Leon, N.J.,
Hahn, N.T., Redkar, N.S., Zavadil, K.R., Liao, C., Persson, K.A. Journal of the American Chemical Society
145 (22), 12181–12192.
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Appendix B

Additional Methods

B.1 Methods associated with Chapter 31

Transition-states (TS) were identified using the AutoTS algorithm[421] which relies on the
Jaguar electronic structure code.[422] In cases where AutoTS could not identify a TS, the
single-ended growing string method (SE-GSM)[423] was used. Specifically, the pyGSM im-
plementation of SE-GSM [424] was used with the Q-Chem electronic structure code ver-
sion 5.4.2 as the back-end.[265] TS identified using pyGSM were re-optimized in Jaguar
to ensure consistency. To reduce computational costs, these calculations were conducted
using the range-separated hybrid generalized gradient approximation (GGA) density func-
tional ωB97X-D,[425] def2-SVPD basis set,[300, 301] and Conductor-like Screening Model
(COSMO)[426, 427] implementation of the polarizable continuum model (PCM)[304] with
water as the solvent. In Jaguar, all basis functions representing f and higher orbitals were
removed to further reduce cost, making the basis more precisely def2-SVPD(-f). All TS
were confirmed to have one imaginary frequency and to connect to the expected endpoints.
The electronic energies of all TS and reaction endpoints (reactants and products) were cor-
rected with single-point energy evaluations in Jaguar using range-separated hybrid meta-
GGA functional ωB97M-V with the def2-TZVPD basis set in COSMO. Note that ωB97X-D
and ωB97M-V density functionals perform excellently on benchmarks of reaction energies
and energy barriers.[135]

In general, reaction free energies ∆G and energy barriers ∆G‡ are reported using the
calculated Gibbs free energies of the optimized reaction entrance and exit complexes (as
opposed to the isolated reactants and products at infinite separation). Some exceptions
are made, for instance in the case where optimization of an endpoint fails due to multiple
fragments flying away towards infinite separation. In all reported reaction mechanisms,
species not prefixed by “M” - for example, LiPF2O2 + PF5 in Figure 3.4 - indicate that an

1This section is closely adapted from Ref [216]: Spotte-Smith*, E.W.C.; Petrocelli*, T.B; Patel, H.D.;
Blau, S.M.; Persson, K.A. Elementary decomposition mechanisms of lithium hexafluorophosphate in battery
electrolytes and interphases. ACS Energy Letters 2023, 8 (1), 347–355.
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infinite separation approximation was used.
In the energy diagrams shown in Chapter 3, there are several reactions where species

are removed. For example, in Figure 3.1 of the main text, HF is removed in the reaction
M2 −−→ M3, and in Figure 3.2 of the main text, LiF is removed in the reactions M8 −−→ M9

and M12 −−→ M13. In all such cases, we assume that the removal of those dissociated
species from the reacting complex is isergonic (∆G = 0.0 eV), and we do not show the
complex without the removed species in the energy diagrams. However, as we note above
(see Appendix A), we always performed optimizations on the associated reaction endpoints
with and without the removed species (HF, LiF, and/or CO2) as part of our process to verify
TS.

For correlation plots between reaction energy and partial charge, partial charges were
obtained using the Natural Bonding Orbital (NBO)[428] program version 7.0.[429] For the
species considered in Chapter 3 (Li2CO3, LiHCO3, and H2CO3), single-point energy evalu-
ations were performed on structures from the LIBE dataset[253] (see Chapter 5 using the
ωB97X-V range-separated hybrid GGA functional,[298] def2-TZVPPD basis set,[301] and
SMD implicit solvent model[302] (with EC/EMC as the solvent). Unless otherwise noted,
only the partial charges of the most negatively charged oxygen atoms are reported.

Rate coefficients are calculated using the Eyring equation:

k =
kBT

h
exp(
−∆G‡

kBT
) (B.1)

where kB is the Boltzmann constant, h is the Planck constant, ∆G‡ is the reaction energy
barrier, and T is the absolute temperature.

B.2 Methods associated with Chapter 52

Identification of Bonding In Molecules

Much of the HiPRGen method of CRN generation relies on bonding - to identify coordimers,
to filter species, and to filter reactions (more details below). It is therefore worthwhile to
describe how bonds are identified in HiPRGen.

In this work, HiPRGen took as input entries from the LIBE dataset. Two possible
modifications can be made to the LIBE-defined bonding. First, in rare cases, molecules
in LIBE contain hydrogen atoms with two covalent bonds. Where this occurs, we discard
the longer of the two bonds. Second, we re-assess coordinate bonds. In addition to any
coordinate bonds present in the molecular graph representation in LIBE, we include any
coordinate bonds between Li+ and an atom X if

2This chapter is adapted from Ref [254]: Barter*, D.; Spotte-Smith*, E.W.C.; Redkar, N.S.; Khan-
wale, A.; Dwaraknath, S; Persson, K.A.; Blau, S.M. Predictive stochastic analysis of massive filter-based
electrochemical reaction networks. Digital Discovery 2023, 2, 123–137.
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1. X has a partial charge less than 0, as calculated by either the Mulliken or Restrained
Electrostatic Potential (RESP) methods

2. The distance between Li+ and X is less than or equal to 2.4 Å (note that the distance
cutoff in LIBE is slightly larger, at 2.5 Å).

Modifying Species Thermodynamics

All calculations on the species present in LIBE were conducted in an implicit solvation
environment. While implicit solvation is generally accurate enough for the calculation of
properties such as the solvation energy[320] and redox potentials of organic molecules,[322]
we have found that even highly accurate implicit solvation methods severely underestimate
the stabilization of small ions, especially metal ions, by solvent. This means that species
in LIBE containing Li+ ions with many coordination bonds are in many cases vastly more
stable according to DFT than those with fewer coordination bonds, even if the corresponding
species without lithium present are significantly less stable. As an example, we show LEDC
(Figure B.1). In previous molecular dynamics studies,[133, 155, 156] it has generally been
found that LEDC prefers a roughly linear conformation both when ordered in the solid state
and when present in an amorphous SEI or liquid electrolyte. However, when using SMD with
DFT, a “puckered” conformation is preferred by 0.68 eV because each Li+ has 3 coordinate
bonds (compared to only two in the linear LEDC conformation). As further evidence that
this result is based solely on the insufficient stabilization of the Li+, upon removing the Li+

from the puckered conformation, the structure optimizes to a roughly linear conformation.
When the solvation correction is applied, the linear conformer is identified as the more stable
by 0.68 eV. The insufficient stabilization of Li+ leads to unreasonable structures and should
be expected to result in inaccurate thermodynamics for reactions where the overall charge of
the system was constant but the number of coordinate bonds changed (non-redox reactions).

To correct for the inaccurate Li+ stabilization of SMD, we sought to approximate the
stabilizing effect of a solvation shell comprised of ethylene carbonate (EC). Specifically, we
assume that all species in our CRN are sufficiently stable such that all Li+ ions have full
solvation shells consisting of four coordinate bonds (either from solvent or other coordinating
species). To correct for insufficient metal ion stabilization, we optimized Li+ECn clusters
at the ωB97X-D/def2-SVPD/PCM//ωB97X-V/def2-TZVPPD/SMD level of theory, with
n ∈ 0, 1, 2, 3, 4 to estimate the stabilizing effect of each solvent molecule on Li+. The lower
level of theory (ωB97X-D/def2-SVPD/PCM, ε = 18.5) was used for optimization due to the
considerable computational cost of optimizing large clusters. The relative stabilization was
calculated as

∆E = ELi+ECn − ELi+ − nEEC (B.2)

Performing this calculation with n = 0, 1, 2, 3, 4, we obtain a roughly linear trend (Figure
B.2) with slope -0.746 eV/(molecule EC) (R2 = 0.994). When free energy is accounted
for, this solvent correction to the electronic energy (-0.746 eV per missing coordinate bond)
actually results in the coordination of Li+ with EC being slightly endergonic. We therefore
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Figure B.1: Conformations of LEDC. The linear conformer (libe-115795, a) is less stable than
the puckered conformer (libe-652486, b) by 0.68 eV, although the linear conformer is more
commonly observed in all-atom molecular dynamics simulations. When the Li+ are removed
from the puckered conformer and the structure is re-optimized (charge -2), a roughly linear
conformer is again obtained (c), indicating that the puckered conformer is only preferred
because of the insufficient stabilization of Li+ in implicit solvent.

alter this value to -0.68 eV, at which point the coordination of Li+ with EC is essentially
isergonic (-0.01 eV).

For reactions where the number of coordination bonds does not change (Figure B.3a),
the same correction is applied to the reactants and the products, so there is no net effect
on the reaction thermodynamics. However, if there is a change in the number of coordinate
bonds between reactants and products (Figure B.3b), then the solvation correction alters
the reaction free energy (∆∆G = 0.68(∆nc)), where ∆nc is the change in the number of
coordinate bonds in the reaction (∆nc = nc,products − nc,reactants). In some cases, this change
can make reactions that are endergonic without a solvation correction exergonic, and vice
versa.

When Not to Apply a Solvation Correction

Redox reactions: Initially, we applied a solvation correction to all reactions, including
reduction and oxidation reactions. However, based on previous studies that showed that
SMD can be used for the accurate prediction of redox potentials,[322] we evaluated this
choice using a small benchmark, comparing the uncorrected redox potentials calculated using
the data in LIBE to experiment.

The experimental data relevant to molecules in lithium-ion battery electrolytes is rela-
tively scarce. While some redox potentials for common electrolyte species have been reported
in the literature, even comparing to this data must be done with caution because there can
be considerable uncertainty and disagreement between measurements. For instance, the re-
duction potential of EC has been measured to be as low as +0.35V[430] and as high as
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Figure B.2: Relative stabilization of Li+ by increasing numbers of EC.

+1.36V[431] vs. Li/Li+ (though the most common value seen in the literature is around
+0.75V). Moreover, side reactions like the trans-esterification of linear carbonates[432] make
the interpretation of experimental data challenging. We calculate reduction potentials as

E(Li/Li+) = −(Greduced −Gnon−reduced)− 1.4 V (B.3)

and oxidation potentials as

E(Li/Li+) = (Goxidized −Gnon−oxidized)− 1.4 V (B.4)

where all free energies are given in units of eV. The scaling factor of ∼ −1.4 V , derived from
the difference between the energy of an electron in vacuum (−4.44 eV ) and the absolute
potential of a Li electrode (−3.05 eV ),[20] converts the calculated reduction potential to
be relative to a Li/Li+ reference electrode, which is standard in the lithium-ion battery
community.

As can be seen, our calculations tend to somewhat underestimate reduction potentials
(except for EMC, which we note has a somewhat more approximate experimental reduction
potential). However, we are generally quantitatively close to the experimental value (within
roughly 0.2V), and we correctly capture trends - for instance, that the electrolyte additives
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Figure B.3: Solvation corrections applied to reactions with bonds changing. a) When the
number of coordinate bonds in the reactants and the products are the same, then the correc-
tion to the reaction free energy is 0 eV. b) However, when there is a change in the number of
coordinate bonds (here, there are two coordinate bonds in the reactants and only one in the
products), then the reaction free energy changes based on the change in coordinate bonds.

Molecule ID (non-reduced) ID (reduced) Ered (V) (calc) Ered (V) (exp)
LiEC libe-115918 libe-115782 0.65 0.75[348]
LiVC libe-115855 libe-120798 0.87 1.0[348], 1.1[433]
LiFEC libe-135858 libe-140687 0.97 0.9, 1.15[348]
LiDEC libe-173831 libe-173906 0.60 0.71 - 0.90[434]
LiEMC libe-173686 libe-173778 0.62 ≈0.45[348]

Table B.1: : Comparison of computed and experimental reduction potentials for lithium-ion
battery electrolyte solvents coordinated with Li+.

FEC and VC should reduce before EC, and that cyclic carbonates are in general easier
to reduce than linear carbonates. With the exception of EC, for which we significantly
overestimate the oxidation potential, our calculated Eox are in excellent agreement with
experiment. Because of this generally good agreement, we chose not to include a solvation
correction for redox reactions.

Full Mechanisms: Perhaps surprisingly, we only apply a solvation correction to reac-
tions where energy barriers are unknown. The reason is based on the initial assumption of
the solvation correction - that at all points, Li+ has a full solvation shell. This is effectively
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Molecule ID (non-oxidized) ID (oxidized) Eox (V) (calc) Eox (V) (exp)
EC libe-115834 libe-115879 6.98 6.2[435]
DMC libe-202458 libe-202592 6.84 6.7[435]
DEC libe-175140 libe-175285 6.69 6.7[435]
EMC libe-185427 libe-186936 6.74 6.7[435, 436]

Table B.2: : Comparison of computed and experimental oxidation potentials for lithium-ion
battery electrolyte solvents.

an equilibrium or quasi-equilibrium argument. At any particular moment in time, fluctua-
tions in the electrolyte may cause Li+ to have either less than or more than the preferred
number of coordinate bonds. These fluctuations should be relatively rare, however, and on
average we expect the coordination number of Li+ to be four.

This argument breaks down at the TS. TS are inherently points of instability that are
typically occupied for vanishingly small times. Moreover, at the TS, bonds are commonly in
a state of rearrangement - forming and breaking. While it is possible that all Li+ might be
fully coordinated at a TS, there is no reason why this should be so in general. Rather than
try to apply an equilibrium argument to a non-equilibrium point of the potential energy
surface, we choose not to apply a solvation correction at TS. To be consistent with this
choice, when reporting full mechanisms, all free energies are uncorrected. We note that
devising reasonable corrections for the energy or free energy of full reaction mechanisms in
solution, including TS, is a topic for future research.

Species Filtering

In the HiPRGen package (see Appendix ), we implement a number of filters that remove
undesirable species. These filters take as input an object containing information about a
molecule, including its species, coordinates, charge, spin multiplicity, partial charges, con-
nectivity, and thermodynamics. Each filter, based on this information, can discard the
molecule or pass it onto the next filter. For terminal filters, if the molecule passes, then it is
included in the final filtered set Sfiltered. For this work, we applied the following filters:

1. Metal non-cation filter: Remove species with a lithium atom with an NBO partial
charge less than 0.1. We assume that if a Li+ ion is reduced, it should rapidly desolvate
and either plate or intercalate. Therefore, we do not want to include any species
containing Li0 or Li– in the CRN.

2. Molecule not connected: Remove species that do not have a connected full molecule
graph as defined by both covalent and coordinate bonding. This indicates that the
structure contains separate molecules and should not be treated as a single species in
the CRN. Each network species being an individual molecule is essential for bounding
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complexity. If a species is allowed to be composed of multiple molecules, the number
of species grows substantially without any benefit, e.g. [A, B, C] becomes [A, B,
C, A+B, A+C, B+C, A+A, B+B, C+C, etc]. Meanwhile, the number of reactions
similarly grows without encoding any new information, e.g. “A and B react to form
C” ends up being represented additionally as “A+B reacts to form C” and “A and
B+C reacts to form C+C” and “A+B and C reacts to form C+C” and “A+A and B
react to form A+C”, etc.

3. Metal-centric complex: Remove species which only have a connected full molecule
graph due to the presence of a metal ion, e.g. A — Li+ — B. Since metal coordinate
bonds are electrostatic interactions that are typically much weaker than covalent bonds,
such a species is effectively disconnected A and B molecules which can in principle
participate in all of the same reactions that A or B or Li+A or Li+B could participate
in individually. Therefore, for the same reasons stated above, such species must be
removed. Chemically, this is equivalent to assuming that non-solvent molecules exist
in sufficiently low concentration that each Li+ is always coordinated to at most one non-
solvent molecule. In the future, we will explore situations where this approximation
breaks down, but it is presently necessary.

In addition to these filters, which define types of molecules to be excluded from the final
network, we further reduce the molecules in the network by removing redundant species. In
LIBE, all molecules are unique based on the combination of their charge, spin multiplicity,
and molecular connectivity. This means that there could be several molecules that differ only
by spin multiplicity, or that differ only by the coordination environment of Li+ ions (what
we call “coordimers”). When this occurs (when there are multiple molecules with the same
covalent connectivity and charge but potentially with different coordination environments
or spin multiplicities), we include only that species with the lowest solvation-corrected free
energy in the final filtered set of species Sfiltered.

We emphasize that these filters are particular to the chemistry being studied in this
work, but that HiPRGen has been engineered to enable straightforward addition, removal,
or modification of filters in order to be easily applied across diverse chemical applications.

Reaction Filtering

Reaction filters take as input a reaction, defined by a collection of reactants and a collection
of products, and either discard the reaction or pass it onto the next filter until a terminal filter
is reached. While chemical examples and TS from our specific system motivate and justify
some of the filters developed, we believe the filters are generally applicable as a starting point
to model a diverse range of complex reactivity. Further, HiPRGen has been intentionally
engineered to enable the straightfoward addition of new filters as well as the modification or
removal of any of the filters employed in this work in order to be easily customized to suit
any system of interest. The following types of reactions were filtered out in this work:
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1. Redox reactions, as defined by a change in total charge between reactants and prod-
ucts:

a) Too many reactants or products: Remove redox reactions with more than one
reactant or more than one product. This partially enforces the assumption that
redox reactions occur separately from covalent bond breakage/formation. While
there are known dissociative redox reactions, in which a redox process occurs
simultaneous with a covalent bond breakage,[437] they are uncommon, and thus
we exclude them in general.

b) Reactant and product not covalent isomorphic: Remove redox reactions
with one reactant and one product where the covalent bonds of the reactant and
product are not equivalent. In combination with the previous filter, this completes
enforcement of the assumption that redox reactions occur separately from covalent
bond breakage/formation. Note that Li+ coordinate bonds are allowed to change
during a redox reaction as long as there is at least one coordinate bond in both
the reactant and the product.

c) Change in charge too large: Remove redox reactions involving the simultane-
ous addition or removal of two electrons. As above, there are known simultaneous
two-electron redox processes, but they are very rare, and thus we exclude them
in general.

2. Both redox and non-redox reactions:

a) ∆G above threshold: Remove all reactions with ∆G > 0 eV. If we include
endergonic reactions over even a very small range - e.g. corresponding to the
expected magnitude of DFT uncertainty or what would be thermally accessible
- then we introduce loops into our CRN, as the corresponding exergonic reverse
reactions will also be present. Such loops are detrimental to pathfinding, as tra-
jectories become filled with unimportant back-and-forth processes. This in turn
obscures network product identification which depends on meaningful counts of
species formation and consumption. Such values are only rigorously well-defined
when trajectories are all guaranteed to run to completion, which is only guaran-
teed when the network contains no loops. Therefore, at present, we enforce the
approximation that the network is composed of only exergonic reactions.

3. Non-redox reactions:

a) Star count difference above threshold:

A molecule can be characterized by its “stars”, where a star is defined by the
identity of a central atom and the identity of the neighboring atom(s) it is bonding
with. Each atom in a molecule will be the center of a star, and thus a molecule
will have the same number of stars as it has atoms. For example, the molecule
CH3OH (methanol) will have six stars:
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Figure B.4: Star examples. a) The stars of methanol. b) The stars of two product molecules
following the breakage of the CO bond in methanol.

• Center: C, bonded atoms: H, H, H, O

• Center: O, bonded atoms: H, C

• Center: H, bonded atoms: O

• (Center: H, bonded atoms: C) x3

shown graphically in Figure B.4a. If we break the C-O bond in methanol, the
product stars would be:

• Center: C, bonded atoms: H, H, H

• Center: O, bonded atoms: H
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Figure B.5: The star count difference of the reaction breaking the CO bond in methanol.

• Center: H, bonded atoms: O

• (Center: H, bonded atoms: C) x3

shown graphically in Figure B.4b. As could be expected, both the C-centric and
the O-centric stars are different than they were previously. Therefore, as shown
in Figure B.5, the total star count difference of this reaction is four; there are two
stars in the reactant that are not found in the products, and there are two stars
in the products not found in the reactant.

We pre-compute the stars of each molecule during species filtering and are able to
rapidly compute the number of stars that are different between reactant(s) and
product(s) in a given reaction during reaction filtering. Our goal is to remove
reactions involving the simultaneous breakage/formation of more than two bonds
in total or which are break-1-form-1 but do not have a reaction center involved in
both the breakage and formation, as such reactions are unlikely to occur in a single
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concerted step. This is based on the concept that reactions involving fewer bonds
changing should be more likely to occur in a single step and more energetically
favorable, in general, than those involving many bonds changing.[323] We note
that there are well known examples of mechanisms which are outside of our stated
scope, including E2 reactions (most often break-2-form-1) and hydrolysis reactions
(up to break-2-form-2). We continue to consider possibilities for how to include
such unique mechanisms in our approach in the future.

We remove all reactions where the stars contained in the reactants and products
differ by more than a user-defined threshold. Throughout this work, we use a
threshold of six. In order to explain our cutoff of six, we will use a simplified
model system of elements [A, B, C, D] which can each form two bonds. Some
example reactions and star count differences:

• AB → A+B, star count difference of 4 which is accepted. This is a break-1
reaction like the example above.

• AB + C → A + BC, star count difference of 6 which is accepted. This is a
break-1-form-1 reaction where B is the reaction center as it is participating
in both the bond being broken and the bond being formed.

• ABC +D → AB +CD, star count difference of 6 which is accepted. This is
also a break-1-form-1 reaction, and C is the reaction center.

• ABC + D → A + BCD, star count difference of 8 which is not accepted.
This is a break-1-form-1 reaction without a reaction center. A and B are
participating in the bond breakage, but C and D are participating in the
bond formation.

• ABC + D → CABD, star count difference of 8 which is not accepted. This
is a break-1-form-2 reaction, where the BC bond is breaking, the CA bond is
forming, and the BD bond is forming.

For molecules composed entirely of uniquely distinguishable atoms, a star count
difference cutoff of six is 100% effective at enforcing the removal of only reactions
without a reaction center or those involving the breakage/formation of more than
two covalent bonds. However, once a molecule contains multiple indistinguishable
atoms, this cutoff becomes only partially effective. In the examples below, I bold
atoms whose stars cannot be matched u to an equivalent star on the other side
of the reaction. Therefore, the star count difference is the total number of bolded
atoms:

• ABCAB + A → ABABCA, star count difference of 6 which is accepted.
This is a break-1-form-2 reaction, where the CA bond is breaking, the BA
bond is forming, and the CA bond is forming.

• ABAAC+AB → ABA+ACAB, star count difference of 6 which is accepted.
This is a break-1-form-1 reaction without a reaction center, where the AA
bond is breaking and the CA bond is forming.
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Therefore, while the star filter is useful in that it is extremely performant and
removes all reactions which are unambiguously violating our stated goal, a later
filter that is more computationally intensive - the fragment filter - will be necessary
to remove most of the remaining ambiguous but undesirable reactions.

b) Covalently decomposable: Remove reactions of the form A + B → A + C as
the reaction is covalently decomposable and the presence of A has no impact on
the ∆G. We note that in this type of scenario A could be acting catalytically,
which could non-trivially impact the reaction kinetics, but that does not need
to be considered until we are attempting to kinetically refine a given reaction or
pathway.

c) Concerted metal coordination: Remove reactions in which a bare metal ion is
coordinated or uncoordinated simultaneous with covalent bond breakage and/or
formation since these processes occur on different timescales and are very unlikely
to happen simultaneously.

d) Fragment filter: Remove reactions without a viable fragment matching. As
stated previously, our goal at present is to remove reactions in which more than
two covalent bonds are breaking/forming simultaneously or which do not have
a reaction center involved in both the breakage and formation. We achieve this
by precomputing and saving the fragments corresponding to the breaking of each
individual bond in a molecule and then systematically comparing those fragments
between reactant(s) and product(s) during reaction filtering.

Figure B.6 shows a graphical example of this process. The ABC molecule has two
sets of fragments: A+BC, from breaking the A-B bond (labeled i), and AB+C,
from breaking the B-C bond (labeled ii). In the context of a reaction R1 + R2
→ P1 + P2, we obtain reactant fragment entries by taking the precomputed
fragments from R1 and adding them to the full molecule R2 and vice versa. Thus
each reactant fragment set defines the fragments that would be obtained from
breaking one bond. We do the same for the products. In this case, there are
only two reactant fragment sets because the two reactants are identical, but there
are four product fragment entries corresponding to the four distinct bonds that
can be broken. We then compare each reactant fragment set to each product
fragment set. If there is a match, that means that one bond can be broken in the
reactants and one bond can be broken in the products and the identical fragments
are obtained. In other words, the reaction is a break-1-form-1 reaction. A similar
but simplified procedure is used to identify break-1 and form-1 reactions as well.

As currently implemented, our procedure enforces that only break-1, form-1, or
break-1-form-1 non-redox reactions are allowed. In the near future it will also
be possible to include break-2 reactions or form-2 reactions, such as Diels-Alder
reactions.

The fragment filter is both the most important and by far the most computa-
tionally intensive filter. Even with all of the filters beforehand, it could still be
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Figure B.6: Generating fragments from the breakage of one bond for a molecule and then
comparing reactant and product fragments for a reaction.

performed hundreds of millions of times or more, so it must be extremely fast.
Comparing fragment sets involves many operations checking whether two graphs
are isomorphic. Standard graph isomorphism operations are fairly slow and must
be accelerated for our purposes.

We achieve this using a graph hashing function. Graph hashing functions take
graphs and return strings (with a fixed length) such that isomorphic graphs are
assigned identical strings. Like all hash functions, graph hash functions have col-
lisions, but for a well defined hashing functions, such collisions will be extremely
rare. In HiPRGen, we use the Weisfeiler-Lehman graph hash [438], which is im-
plemented in networkx [439]. During species filtering, we perform fragmentation
and graph hashing pre-computation and store the hashes so that they can be
referred back to during reaction filtering, as described above.



APPENDIX B. ADDITIONAL METHODS 109

We restate the procedure for fragment filtering here in terms of hashes in order
to be precise: for each molecule, for each bond, we remove the bond and hash
the resulting connected components. If the bond was part of a ring, there may
be only one component. We call the list of hashes associated with the removal
of one bond a fragment hash list. We also store the hash of the whole molecule
which we call the total hash. Then, in the fragment filter, a reaction is break-1-
form-1 if there is a way of choosing one bond in the reactants and one bond in the
products such that the fragment hash list + total hash is the same on the left and
the right (up to permutation). Searching for such a hash matching is quadratic
in the expected number of bonds. While over 99% of the reactions being filtered
are A+B → C +D, for reactions with only one reactant or only one product, a
similar procedure is used to also identify and accept break-1 and form-1 reactions.

Returning to the final two model examples discussed in the context of the star
count filter, the ABCAB+A→ ABABCA reaction will be successfully removed
by the fragment filter because there is no way to either just break one bond on
the right or break one bond on the left and one bond on the right and obtain
matching sets of fragments. In contrast, the ABAAC + AB → ABAACAB
reaction will not be filtered out as breaking the AA bond on the left and the CA
bond on the right does yield a matching set of fragments, consistent with the fact
that the reaction is break-1-form-1 despite not having a reaction center. Thus,
while this filter does effectively remove reactions involving more than two bonds
simultaneously breaking and/or forming, it does not enforce that a reaction center
must be present. Molecular symmetry has thus far prevented us from tractably
filtering out all reactions without a reaction center which make it past the star
count filter, but none have yet been observed during pathfinding analysis.

e) A → B non-hydrogen transfer: Remove break-1-form-1 A → B reactions in-
volving the movement of a non-hydrogen fragment within a molecule. While single
step intramolecular hydrogen transfer is not uncommon, the concerted movement
of e.g. a CO2 fragment from one end of a molecule to another seemed extremely
unlikely in general, for instance in the reaction shown below in Figure B.7 which
frequently showed up in paths to LEDC.

Given that all evidence from TS searching indicated that this reaction and similar
reactions do not occur in a single step, we constructed this filter to remove such
mechanisms in general.

f) A→ B+C ring closing: Remove break-1-form-1 A→ B+C reactions in which
the number of reactants and products necessitates that the bond being formed is a
ring-closing. Ring closing reactions in general are known to be highly entropically
unfavorable. For a ring closing to occur simultaneous with another bong breaking
should thus be extremely unlikely, such as in the reaction shown below in Figure
B.8 in which LEDC is able to decompose into lithium carbonate while reforming
the EC ring.
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As with the previous filter, evidence from TS searching indicated that this reaction
and similar reactions cannot occur in a single step, motivating the construction
of this filter to remove such mechanisms in general.
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Figure B.7: Unphysical single step formation of LEDC that motivated the non-hydrogen
transfer filter.
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Figure B.8: Unphysical single step decomposition of LEDC that motivated the ring closing
filter.

We note that for the size of the species collection presented in this work, some filters are
necessary to obtain a tractable number of reactions in the final collection. For thousands
of species, it is further necessary to filter reactions in parallel and for each filter to be
computationally efficient in order to allow filtering to complete in a reasonable amount of
time (hours to days).

Monte Carlo Methods

We developed a high-performance implementation of Gillespie’s direct method [188], with
dependency graph and logarithmically scaling sampler optimizations [291], which we call
Reaction Network Monte Carlo (RNMC). RNMC is very closely based on the Stochastic
Parallel Particle Kinetic Simulator (SPPARKS) package[343, 440] but with modifications to
allow simulating networks with hundreds of millions of reactions and thousands of species.
RNMC shares the reaction network and dependency graph between all running simulators
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and uses a lockless data structure for the dependency graph that allows it to be computed
dynamically by all of the simulators in parallel.

Using RNMC, we performed 100,000 simulations under each of the four chosen conditions
(+0.0V without CO2, +0.0V with CO2, +0.5V without CO2, and +0.5V with CO2). For
simulations without CO2, the initial state consisted of 30 Li+ and 30 EC; for those with
CO2, the initial state also included 30 CO2. Because all reactions were exergonic and no
energy barriers were considered, all rate coefficients were constant and equal (discussed in
Stochastic Network Analysis). Each simulation was conducted to “completion” – that is,
until there were no further reactions available for further simulation. Due to the relatively
small number of initial species, most simulations took between roughly 200 and 500 steps.
We reiterate that simulating to completion – especially with so few simulation steps – is
only possible because the system contains only exergonic reactions and therefore contains
no loops. The elimination of loops is critical to adequately sample the reactive space in a
tractable number of simulations, as we discussed in 4.2.

Identification of Thermodynamic Reaction Pathways

A reaction network consists of a set of species and a set of reactions linking them. Given
a chemical system, we are interested in exploring the reaction pathways which produce
particular species of interest. Stochastic trajectories are a useful tool for approaching the
problem because they can be simulated efficiently, even when the network has hundreds
of millions of reactions. [440] Unfortunately, since we collapse all spatial aspects of the
system, identical molecules become indistinguishable (in reality, identical molecules can be
distinguished by their locations in space). This creates the following problem: Suppose
we are interested in the production of species G from A and have the following simulation
trajectory:

A→ Z + F

F → X

A→ B + F

A→ C +H

A→ D +H

C → E

D → E

E + F → G

It is impossible to decide between the two pathways

A→ B + F A→ C +H C → E E + F → G

A→ B + F A→ D +H D → E E + F → G
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If our model had a spacial aspect, we would be able to trace the specific E used back to
either a C or a D. Fundamentally, this ambiguity is caused by sequence

A→ C +H C → E E → D D +H → A

which is called a deficiency loop.[295] To avoid this problem, we extract a pathway which
produces the target in the following way: Take the first reaction x which produces the target
molecule. Then recursively, take the first reactions which produced the reactants of x. If a
reactant is a starting molecule, then stop. Applying the procedure to the above sequence
gives the pathway

A→ C +H C → E A→ Z + F E + F → G

Intuitively, this procedure is producing pathways which don’t take into account competition,
since there is no guarantee that the first molecule which is produced is not immediately
consumed by some competing reaction. Since, in this work, we identify pathways using
Monte Carlo simulation with thermodynamically bounded rate coefficients, the problem is
not as bad as it seems. Since all reactions have the same rate coefficient, the only thing which
can cause one reaction to out-compete another is relative abundance of reactant species.
Reaction pathways do not get shut down by some competing reaction with a much higher
rate coefficient, so if we have two reactions A + B → C and A + D → E, if the number of
Bs and Ds have equalized, then both reactions are equally likely to fire.

Since we collapse trajectories to pathways in this way and then rank them using the cost
function Φtotal =

∑
x Φx =

∑
x 1 + exp (∆Gx/kBT ), where the sum is over all reactions and

∆Gx is the free energy of reaction x, [211] frequently occurring pathways do not necessarily
have low costs, and visa versa. This means we are not guaranteed to find the lowest cost
pathway via exhaustively sampling for large networks. In practice, we do not believe that
this is an issue, as our approach nonetheless produces many low-cost, chemically reasonable
paths.

To verify that our stochastic approach, while not theoretically guaranteed to identify
the shortest pathway, nonetheless can, we applied it to a previously constructed network
of roughly 4.5 million reactions.[211] We note that this network was not constructed using
the High-Performance Reaction Generation (HiPRGen) method, but rather as described by
Blau et al. For this network, our stochastic method finds exactly the same top pathways to
LEDC as our previously published method which used graph-based pathfinding algorithms
that are guaranteed to find the shortest paths.

In general, we are not interested in a single reaction pathway but rather the myriad
pathways to the species of interest. Therefore, for each species of interest, we repeat the
pathway identification procedure above for each trajectory, collecting all unique pathways.
We then rank these pathways by the cost function Φtotal. We note that, because all reactions
included in our network are exergonic, the constant term tends to dominate, though this cost
function retains a preference for highly exergonic reactions over those that are only slightly
exergonic.
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Identification of Network Products

After all simulations have completed, the resulting trajectories are analyzed to determine
product species. Products are defined by three criteria: the ratio of formation and consump-
tion, relative accumulation, and availability of low-cost pathways.

To determine the ratio of formation and consumption, each trajectory was interrogated
to find all reactions involving each species. If a given species is a reactant of an identified
reaction, then that means it was consumed; if it is a product of the reaction, then that
means it was formed. If the ratio of the total number of instances of formation across all
trajectories to the total number of instances of consumption across all trajectories is greater
than some threshold (here chosen as 1.5, meaning that three of the species are produced for
every two consumed), then it could be a network product.

For relative accumulation, we take the average of all trajectories. The expected value
of a species is the average of the final state – how many of the molecule will persist once
the average simulation has completed. If this expected value is greater than some threshold
(here 0.1, meaning that one of this species is produced and is present in the final state for
every ten simulations), then that species could be a product.

Finally, for those species with formation/consumption ratios and expected values that
pass the chosen thresholds, we perform pathfinding analysis. If the pathway with the lowest
cost has a cost less than some threshold (here 10.0), then we consider the species to be a
product of the network.

The species reported in Figure 5.2 are network products in at least one – but not nec-
essarily all – of the four conditions considered (see Supplementary Information for details).
We note that we add one additional constraint to the products reported here: spin multi-
plicity. While open-shell species can be products of the network, they are highly unlikely to
be stable or meta-stable (long-lived radicals are generally rare). In the hopes of extracting
useful chemical insights from network products, we therefore only consider network products
that are singlets.

Kinetic Refinement of Reaction Mechanisms

The thermodynamic reaction pathways obtained via stochastic analysis were interrogated to
determine the actual elementary steps. For the network products considered here (LFEO
and bi-dioxolylidene), several low-cost thermodynamic reaction pathways were selected. For
each elementary step along these pathways – excluding coordination reactions and redox
reactions – we attempted to locate the TS using the AutoTS workflow[421] with the ωB97X-
D/def2-SVPD(-f)/PCM level of theory[301, 304, 425] and water as the solvent, as described
in B.1. In some cases, for reactions involving two bonds changing, AutoTS identified two TS
(for instance, one to form a bond and one to break a bond); these were optimized separately.

In cases where AutoTS was unable to find a TS for a given reaction, we searched using
the single-ended growing string method (SE-GSM), as implemented in the pyGSM code.[441]
SE-GSM calculations were conducted with a Q-Chem backend (version 5.3.2) at the ωB97X-



APPENDIX B. ADDITIONAL METHODS 114

D/def2-SVPD/PCM level of theory.[265] To be as consistent as possible, TS found using
SE-GSM in Q-Chem were re-optimized in Jaguar at the ωB97X-D/def2-SVPD(-f)/PCM
level of theory.

For each TS, we confirmed that the optimized structure possessed one imaginary fre-
quency and confirmed that it connected the expected endpoints. For cases where the end-
points consist of two molecules that are not covalently bound (typically bound only by
coordination to Li+), we allow small imaginary frequencies (less than 75i cm−1). These
small imaginary modes can prove extremely difficult to remove using conventional geometry
optimization methods, especially when they involve the motion of Li+ ions, and typically
do not significantly affect the free energy. We note that in some cases, the barriers that
we report are based on the difference between the TS and the reactants or products at in-
finite separation, rather than the entrance or exit complex. The electronic energies of all
optimized structures (TS and endpoints) were corrected using a single-point calculation at a
higher level of theory (ωB97X-V/def2-TZVPPD/SMD) in Q-Chem. The SMD parameters
used were the same used for the construction of the LIBE dataset.[253] We note that we
used Q-Chem for these calculations, rather than Jaguar, because the SMD implicit solvent
model is not implemented in Jaguar at the time of this writing.

All AutoTS and pyGSM calculations were automated using workflows that we have im-
plemented in the MPcat code (see C). These workflows are designed for high-throughput TS
searches and reaction pathway analysis. Note that we use a fork of the original pyGSM code
for SE-GSM.

B.3 Methods associated with Chapter 63

Density Functional Theory

The properties (including molecular geometries, electronic energies, enthpies, entropies, and
free energies) of most molecules were taken from the LIBE dataset.[253] For molecules
not included in LIBE, these properties were calculated with the methods used to generate
LIBE. Specifically, the ωB97X-V density functional,[298] def2-TZVPPD basis set,[300, 301]
and SMD implicit solvent model[302] as implemented in the Q-Chem electronic structure
code[265] were used for all calculations.

Transition-states were initially identified using the AutoTS algorithm[421] powered by
the Jaguar molecular electronic structure code,[422] as well as the single-ended growing
string method[423] (using the pyGSM package[424] with a Q-Chem back-end). As in previ-
ous Chapters, these calculations were conducted using the ωB97X-D density functional,[425]
def2-SVPD basis set,[300, 301] and Conductor-like Screening Model (COSMO)[426, 427] im-
plementation of the polarizable continuum model (PCM)[304] with water as the solvent. All

3This chapter is adapted from reference [330]: Spotte-Smith*, E.W.C., Kam*, R.L., Barter, D., Xie,
X., Hou, T., Dwaraknath, S., Blau, S.M., Persson, K.A. Toward a Mechanistic Model of Solid-Electrolyte
Interphase Formation and Evolution in Lithium-Ion Batteries. ACS Energy Letters 7 (4), 1446–1453.



APPENDIX B. ADDITIONAL METHODS 115

transition-states were confirmed to have one imaginary frequency (or two imaginary frequen-
cies, if the second imaginary frequencies has a magnitude less than 75 cm−1) and to connect to
the expected endpoints. Generally, transition-states were re-optimized at the ωB97X-V/def2-
TZVPPD/SMD level of theory. In a small set of cases, transition-states identified at the
ωB97X-D/def2-SVPD/PCM level of theory could not be optimized at the ωB97X-V/def2-
TZVPPD/SMD level of theory. In such cases, reaction energy barriers were calculated
using the optimized geometries, enthalpies, and entropies calculated with ωB97X-D/def2-
SVPD/PCM, with the electronic energy calculated at ωB97X-V/def2-TZVPPD/SMD. We
have found through small benchmarks studies that the difference in energy barriers calculated
using ωB97X-V/def2-TZVPPD/SMD and ωB97X-V/def2-TZVPPD/SMD//ωB97X-D/def2-
SVPD/PCM are typically small, so this difference in level of theory should not significantly
affect the results of our kinetic simulations. We note that both the ωB97X-V and ωB97X-
D density functionals perform excellently on benchmarks of reaction energies and energy
barriers.[135]

Electron Transfer Rates

Marcus theory[442] is used to calculate the kinetics of reduction and oxidation barriers.
Specifically, it is assumed that all redox reactions occur heterogeneously, with electrons
transferred from the electrode[338]. The energy barrier for a reduction or oxidation reaction
is

∆G‡ =
λ

4
[1 +

∆G

λ
]2 (B.5)

where ∆G is the reaction free energy and λ is the reorganization energy, which can be de-
composed into an inner-shell reorganization energy λin and a bulk outer-shell reorganization
energy λout (λ = λin + λout). The four-point method of Nelsen[443] is used to approximate
the inner-shell electron reorganization energy, while Marcus’ expression is used for the outer
shell term:

λout =
(∆e)2

8πε0
(
1

r
− 1

2D
)(

1

n2
− 1

ε
) (B.6)

where e is the fundamental charge, ε0 is the permittivity of the vacuum, r is the radius of the
reacting molecule and its first solvation shell, D is the molecule-electrode distance (in our
case, the effective SEI thickness), n is the index of refraction of the solvent (here n = 1.415),
and ε is the relative permittivity of the solvent (here ε = 18.5).[253] The geometries of the
molecules included in our model have not been calculated with full explicit solvent shells.
More critically, it is not at all obvious how the solvent shell of a molecule might change in
proximity to either a bare electrode or an existing SEI. Therefore, we assume a fixed radius
r = 5.0 Å for all molecules.

It is assumed that the electron tunneling rate from the electrode to the electrolyte decays
exponentially with distance; that is, for a rate equation

k = κ
kBT

h
exp[
−∆G‡

kBT
] (B.7)
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the transmission coefficient decays exponentially with SEI thickness (κ = exp(−βD)),[444]

with a decay coefficient β = 1.2 Å
−1

.

Li-ion (Re)coordination Dynamics

Li coordination reactions of the type A+M → AM and re-coordination reactions of the type
AM +B → A+BM were included in order to simulate the changing solvation environment
near the electrolyte-electrode interface during early SEI formation. Coordination reactions
are generally assumed to be barrierless in the forwards direction. Effective free energy
barriers for these re-coordination reactions are based on the residence time of Li ions in
electrolyte solvation shells. Recent MD simulations found that in LIB electrolytes, the
residence time of Li+ with EC at standard temperature is ≈ 5ns.[145] Here we assume
that this residence time is generally applicable, and that the minimum residence time of
Li with any specie is 5ns at 298.15K; this is used to define a minimum Li re-coordination
free energy barrier ∆G‡

recoord = 0.266eV. For reactions with ∆G ≤ ∆G‡
recoord, ∆G‡

recoord is
used as the effective free energy barrier to calculate the rate constant. For reactions with
∆G > ∆G‡

recoord, the reaction free energy ∆G is used.

Selection of Reaction Mechanisms

To identify reaction pathways to SEI products and gases of interest (LEDC, LEMC, DLEMC,
Li2CO3, Li2C2O4, H2, C2H4, and CO), we perform thermodynamically bounded Monte
Carlo simulations on the CRN described in 5 and B.2 under an applied potential of +0.0V
vs. Li/Li+. To broadly sample potentially important reaction pathways, we conduct these
simulations under various initial conditions: beginning with Li+ and EC; Li+ EC, and CO2;
Li+ EC, H, and OH-; and Li+ EC, CO2, H, and OH-. For simulations not including water,
we calculated 100,000 Monte Carlo trajectories. Because the systems containing water in the
initial state involve more possible species and reactions, the computational cost of performing
simulations to completion is much greater. As a result, we calculated only 20,000 trajectories
in these cases; because we still observe smoothing in the average trajectory, we nonetheless
believe that we have adequately sampled these systems.

All unique reactions from the top 10 pathways under all conditions considered were
analyzed using AutoTS and pyGSM, yielding 345 unique transition-states corresponding to
elementary reaction steps. We intend to publish these elementary reaction steps as part of
a larger collection of reaction data in the near future.

From the set of mechanisms identified, a set of reactions were selected to populate the
microkinetic model. In order to reduce model complexity, reactions were chosen to minimize
the number of intermediates and byproducts that must be considered while maximizing the
number of kinetically viable pathways included. The former consideration is important be-
cause the number of possible reactions increases roughly combinatorially with the number of
species; the latter is critical to ensure that there is adequate competition between pathways.
Since the reaction pathways identified from reaction network analysis were for the formation
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of SEI products, additional reactions were added to account for SEI product decomposition.
Reactions that are known to be barrierless with no transition-state were also added. We in-
tend to improve our methods to allow for the fully automated construction of comprehensive
microkinetic models in future work.

After a set of reactions involving covalent bond changes were selected, all possible lithium
coordination and re-coordination reactions (as defined above) were between all species were
added, as well as all possible one-electron reduction and oxidation reactions between species.

Kinetic Monte Carlo

The Reaction Network Monte Carlo (RNMC) code (see C) is used to simulate the evolution
of the system state over time via the Gillespie algorithm. As a baseline, initial conditions
included 9,000 EC, 600 Li+, 50 CO2, 10 H, and 10 OH-. These conditions represent a small
volume (1,000 nm3) with an approximate 1M Li+ concentration and 15M EC concentra-
tion. The CO2 concentration corresponds approximately to the maximum solubility in EC
at T = 298.15K (≈ 5ppt),[445] while the H and OH- concentrations are elevated (1,000ppm)
compared to rigorously dried laboratory electrolytes (<10ppm). Additional simulations were
conducted with an elevated initial quantity (500) of CO2; For simulations of SEI decomposi-
tion, an initial state of 500 molecules of Li+EC, LEDC, LEMC, Li2CO3, and Li2C2O4 was
used. Most simulations were conducted at 298.15 K; simulations of SEI decomposition were
conducted at 423.15 K.

B.4 Methods associated with Chapter 74

Computational Methods

Species and Molecular Property Dataset

A dataset of species relevant to Mg(TFSI)2/G2 electrolyte decomposition and interphase
formation, the MAgnesium Dataset of Electrolyte and Interphase ReAgents (MADEIRA),
was constructed using high-throughput DFT. The approach taken for the construction of this
dataset was similar to that used to develop the LIBE dataset.[253] Electrolyte species (in-
cluding G2, TFSI– , and related complexes with Mg ions) and known or suspected products
were broken down into a set of fragment molecules. Due to limited experimental character-
ization, the products included were only inorganic species (e.g. MgSO3) and small molecule
gases (e.g. H2). For each fragment, we obtained an optimized geometry, Gibbs free energy,
and other properties (including atomic partial charges and atomic partial spin) using DFT
with the ωB97X-V density functional,[298] def2-TZVPPD basis set,[301] and solvent model
with density (SMD)[302] with solvent parameters for G2.[306] We denote this level of theory

4This chapter is adapted from reference [358]: Spotte-Smith, E.W.C., Blau, S.M., Barter, D., Leon, N.J.,
Hahn, N.T., Redkar, N.S., Zavadil, K.R., Liao, C., Persson, K.A. Journal of the American Chemical Society
145 (22), 12181–12192.
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ωB97X-V/def2-TZVPPD/SMD(G2). Additional species were included based on selective re-
combination of the fragments. All calculations were conducted using the Q-Chem electronic
structure code version 5,[265] and calculations were conducted in high throughput using the
atomate[446] and custodian[316, 447] libraries.

The complete dataset obtained using this procedure is available on Figshare (see A.3).
We note that, because few products — and essentially no organic or polymeric products —
of Mg(TFSI)2/G2 electrolyte decomposition have been positively identified, we were not able
to use knowledge of such products to improve the coverage of the dataset. As a result, the
set of species obtained by this fragmentation-recombination procedure is almost certainly
incomplete, with key species relevant to electrolyte decomposition and SEI formation likely
missing. Work to expand this dataset is ongoing.

CRN Generation

Solvation Correction: While implicit solvation methods such as SMD are suitable for
solution-phase calculations involving neutral and charged organic species, they severely un-
derestimate the stabilizing effect of solvent on metal ions.[254]

To correct the (free) energies of species with undercoordinated Mg ions in our reaction
network, we calculated the average effect of each coordinate bond on the Mg2+ and Mg1+ ions.
We optimized Mg2+(G2)n and Mg1+(G2)n clusters using DFT in Q-Chem, with n ∈ {0, 1, 2}.
To lower the cost of these calculations, we optimized the clusters at the ωB97X-D/def2-
SVPD/PCM[301, 425, 427] (ε = 7.23) level of theory, with single-point energy corrections
performed at the ωB97X-V/def2-TZVPPD/SMD(G2) level of theory as described above.
We found (Figure H.7 in Appendix H) that each Mg-O coordinate bond stabilized Mg2+

by 1.37 eV, while Mg1+ was stabilized by 0.49 eV for each coordinate bond. In network
construction, these values were modified slightly to 1.49 and 0.56 eV, respectively, in order
to make expected coordination reactions slightly exergonic.

If any Mg ions are undercoordinated, then the free energy is lowered by the correction
factors for each “missing” coordinate bond. We use partial charges obtained from Natural
Bonding Orbital (NBO) version 5.0[448] analysis to determine the charge state of each Mg
ion in order to apply the appropriate correction. When determining the number of “missing
coordinate bonds”, we assume that Mg2+ generally prefers a 6-fold coordination and Mg1+

prefers a 5-fold coordination.
As in our previous study,[254] when calculating reaction free energies for oxidation or

reduction reactions, we used an uncorrected free energy. This is especially important for
reduction reactions involving Mg due to the different preferred coordination environments
of Mg2+ and Mg1+. In addition, we do not apply a solvation correction when calculating
energy barriers. The assumptions implicit in performing a correction for metal-ion solvation
— namely, that the ion is always in an equilibrium solvation structure — break down when
considering TS, which are inherently non-equilibrium structures.

Species Filtering: We used HiPRGen to automatically construct CRNs from an initial
set of species and their properties. HiPRGen is designed for cases where potential energy
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surface (PES) exploration techniques (stochastic surface walking,[275] AIMD, etc.) are too
expensive to thoroughly capture the reactivity of a system and where reaction patterns are
not sufficiently well understood to allow the use of prescriptive reaction templates.

Instead of using PES exploration or templates, HiPRGen constructs CRNs using exten-
sible filters. For this work, the following types of species were excluded:

• Molecules containing neutral or negative metal ions, where the charges are calcu-
lating by applying NBO to a single-point energy calculation at the ωB97X-V/def2-
TZVPPD/SMD(G2) level of theory.

• Molecules composed of two or more disconnected fragments

• Metal-centric complexes, where two or more non-metal fragments are connected only
by coordinate bonds to Mg ions

• Molecules with charge less than -2 or greater than 2

In addition to these filters, we ensure that there are no redundant species. That is, if there
exist multiple molecules with the same charge, spin multiplicity, and structure (neglecting
coordinate bonds with metal ions), we include only the molecule with the lowest solvation-
corrected free energy. Using these filters, an initial set of 11,502 species was reduced to 6,469
species.

Reaction Filtering

After the species have been filtered, HiPRGen enumerates all possible stoichiometrically
valid unimolecular or bimolecular reactions between these species. Because we are interested
in electrochemical processes, where the electrolyte system is open to electrons, these stoi-
chiometrically valid reactions conserve mass but do not necessarily conserve charge. Then,
the stoichiometrically valid reactions are filtered in much the same way as the species are
filtered. For this work, we used the same set of reaction filters that we have previously
reported (see Appendix B.2 above). As some examples, we remove:

• Endergonic reactions with ∆G > 0 eV.

• Reduction or oxidation reactions involving more than one electron (|∆q| > 1)

• Reactions involving spectators that do not directly participate

• Reactions involving more than two covalent bonds changing simultaneously

In total, we obtained 92,812,997 unique reactions using this filtering procedure.
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Identification of CRN Products

We employed the Gillespie algorithm,[189, 190] a stochastic method, to sample the reactive
space defined by the HiPRGen-generated CRN. In order to explore as many diverse reaction
pathways as possible, we conducted simulations with various initial states:

• 30 Mg2+, 30 G2, and 30 TFSI–

• 30 Mg2+, 30 G2, 30 TFSI– , and 30 CO2

• 30 Mg2+, 30 G2, 30 TFSI– , and 30 OH–

• 30 Mg2+, 30 G2, 30 TFSI– , 30 OH– , and 30 H•

• 30 Mg2+, 30 G2, 30 TFSI– , 30 CO2, 30 OH– , and 30 H•

The choice to include 30 of each initial species is arbitrary and was determined empirically.
Simulations involving too few molecules in the initial state will not allow many reactions to
be sampled, while simulations involving many molecules will complete more slowly.

For each initial state, 50,000 trajectories of at most 250 steps were conducted. For each
of the five sets of simulations, we obtained the stepwise average trajectories. The smoothing
of the average trajectories (Figures E.6–E.10 in Appendix E.3) indicates convergence to the
exact expected behavior and confirms that we have sampled sufficiently. All simulations
were conducted at the equilibrium potential of Mg (0V vs. Mg/Mg2+).

Using the average trajectories, we automatically identified the CRN products. These
CRN products are not necessarily the products of the corresponding real chemical system,
but we have previously found (see Chapter 5) significant overlap between CRN products
and experimentally observed products in battery electrolyte systems. CRN products are
defined using three heuristics described in Appendix B.2. Specifically, a CRN product has
a formation:consumption ratio of at least 1.5 (the species must be formed three times as
a product of a reaction for every two times it is consumed as a reactant), has an average
amount of at least 0.1 in the final state (at least one of the species remains at the end of
every ten trajectories), and can be formed via a pathway with cost lower than 10, where the
cost of a reaction is Φ = exp(∆G/kBT ) + 1 and the cost of a pathway is the sum of the costs
of the elementary steps involved. We further remove CRN products that are open-shell,
as we generally believe that radical species should be short-lived. The CRN products vary
depending on the initial conditions. A description of all predicted CRN products can be
found in Figures H.8–H.10 in Appendix H.

Discovery of Elementary Reaction Mechanisms

We identified elementary reaction mechanisms using the AutoTS workflow,[421] which is
powered by the Jaguar electronic structure code.[422] All initial transition-state searches
were conducted using the ωB97X-D density functional with the def2-SVPD(-f) basis set and
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the PCM implicit solvent model with water as a solvent. A single-point energy correction
was then applied using the ωB97M-V functional[449] with a larger def2-TZVPD basis set
and the PCM implicit solvent model. All transition-states were validated by confirming that
they connect the expected reaction endpoints. All energy barriers reported in this work are
based on an infinite-separation approximation; that is, the free energies of reaction reactants
and products are calculated from the free energies of individual isolated species, rather than
reaction entrance or exit complexes.

Calculation of Reduction Potentials

When constructing and analyzing CRNs, we intentionally remove clusters with multiple
molecules bound to Mg ions, as we described above. In part, this is necessary in order to
limit the size of the CRN. However, this means that essentially all Mg ions in our dataset
are undercoordinated. As we note, for chemical reactions, we can account for this underco-
ordination via a simple linear correction to the free energy, but the same correction cannot
easily be applied to reduction reactions, especially if Mg ions are being reduced.

Here we report reduction potentials based on calculations in implicit solvent at the
ωB97X-D/def2-SVPD(-f)/PCM//ωB97M-V/def2-TZVPD/PCM level of theory. From the
Gibbs free energies of the reduced and non-reduced species, the reduction potential is calcu-
lated as

EV ) = −(Greduced −Gnon−reduced)− 2.08 (B.8)

where the Gibbs free energies are reported in eV and the shift by 2.08 V is necessary in order
to report potentials referenced to a Mg/Mg2+ electrode. In Appendix H, we also calculate
reduction potentials where Mg ions are fully solvated by an explicit solvent shell.

Estimation of Solubility in Diglyme

We calculate the liquid-vapor solubility limits of CRN products in G2 SG2 via

SG2 =
V P

P0

exp[
−∆Gsolv

RT
] (B.9)

where V P is the vapor pressure of the solute (in atmospheres or atm), P0 is the pressure of a
standard-state (1M) ideal gas at room temperature (24.45 atm), R is the ideal gas constant
(8.314 J mol−1 K−1), T is the absolute temperature (298.15 K for room temperature), and
∆Gsolv is the free energy of solvation. This equation assumes that the solutes of interest
behave ideally in both the gas and the solution phase. We also neglect the effect of the
dissolved salt in G2 and treat the solvent as a pure organic liquid. We predict the vapor
pressure of CRN products using the SIMPOL[450] group contribution method (as imple-
mented in UManSysProp),[451] and we calculate the free energy of solvation using SMD
(specifically, via DFT calculations at the ωB97X-V/def2-TZVPPD/SMD(G2) level of the-
ory). Because SIMPOL is specifically designed for multifunctional organic compounds, we
instead provide experimental vapor pressures at room temperature for H2 and H2O.
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We note that ab initio prediction of gas solubility limits is deeply challenging and an area
of ongoing research. The method employed here was chosen for its ease and simplicity, rather
than for its accuracy. While we believe it is sufficiently accurate to distinguish between
species which should or should not evolve as gases from an electrolyte, we do not expect
quantitatively accurate predictions of solubility limits.

Experimental Methods

Figure B.9: Schematic drawing of the OEMS system used in this study.

Electrolyte Preparation

All reagents and solvents were prepared using a Schlenk line or glovebox (with < 1 ppm of
O2 and < 1 ppm H2O) under an argon atmosphere. Mg(TFSI)2 (99.5%, Solvionic) was dried
under vacuum at 170 for 24 - 48 hours prior to use. G2 (anhydrous, 99%, Sigma-Aldrich)
was distilled over calcium hydride and stored on 3 Å and 4 Å molecular sieves. The distilled
G2 had a water content of < 5 ppm H2O as measured by a Karl-Fischer Coulometer Titrator.
Mg(TFSI)2/G2 solutions were prepared in a glovebox with a volumetric flask charged with
the appropriate amount of pre-dried Mg(TFSI)2 powder dissolved in distilled G2 solvent.

Online Electrochemical Mass Spectrometry

Device Configuration

Online electrochemical mass spectrometry (OEMS), one category of the differential electro-
chemical mass spectrometry (DEMS), was used for the instaneous and quantitative analysis
of the gaseous species generated during electrochemical experiments. A schematic of our
OEMS experimental setup is provided in the Supporting Information (Figure B.9).

In our work, a modified capillary OEMS was used, which consisted of a supporting inert
gas as a flow carrier (He) and capillary inlet for mass spectroscopy. It has a moderate
response time of 16s, and the flow rate was controlled at ∼ 20 µL/min by a flow meter.
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Other features in our OEMS include: 1) the ability to evacuate and flush the system with
He after the DEMS cell was assembled inside the glovebox; 2) calibration to quantify the
gaseous generation amount in real-time; and 3) flow system to enable detection of a small
amount of gas production.

An FMA-2600/FVL-2600 SERIES Mass and Volumetric from OMEGA was used to con-
trol the flow rate of a He tank. The Hiden HPR-40 DEMS system was equipped with a
quadrupole mass spectrometer and a QIC UF microflow capillary inlet (type 303452) with
a flow rate of 12 µL/min. A PX409-015GUSBH (Pressure Sensor, 15 psi, Digital, Gauge,
1/16”) transducer was used to measure the real-time pressure in order to quantify gaseous
species. A total of five manual Swagelok ball valves (SS-41GS1) were incorporated into
the system to allow evacuation of the gas line and control of the flow rate/testing. An
ECC-DEMS cell from El-cell was used.

Electrochemical Measurements

A two-electrode setup was used for the experiments, with polished Mg metal as the Counter
Electrode (CE) and reference electrode (RE) and a gold disc (Φ = 8 mm, Au, Aldrich,
99.99%, 0.1 mm thick) as the Working Electrode (WE). We note that Au can alloy with Mg,
but under typical electrochemical experimental conditions, the extent of alloying is minimal,
with only nanoscale alloy regions.[452] We therefore expect that Au will not significantly
affect the electrochemistry and reactivity of plated Mg.

OEMS Calibration

A calibration and conversion is required in order to report OEMS measured intensities in
terms of either partial pressure or molar flow. The relative signal intensity of a species with
mass-to-charge ratio M/Z (xM/Z) is calculated as

xM/Z = SM/Z

IM/Z −BM/Z

Itotal
(B.10)

where SM/Z is a machine-specific sensitivity factor, BM/Z is the background intensity, IM/Z is
the measured intensity at the mass-to-charge ratio of interest, and Itotal is the total measured
intensity.

Using the cell pressure Ptotal, the relative signal intensity xM/Z can be converted to a
partial pressure

PM/Z = PtotalxM/Z (B.11)

From there, the quantity of gas detected (in mols) can be obtained using the ideal gas law:

nM/Z =
PM/ZV

RT
(B.12)

where R is the ideal gas constant, T is the absolute gas in Kelvin, and V is the head space
volume in the DEMS cell.
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X-Ray Photoelectron Spectroscopy and Scanning Electron
Microscopy

Mg cycling and deposition for ex-situ analyses were performed on planar Pt (111) textured
substrates in a custom-built Teflon cell containing a Mg rod CE, Mg wire RE, and a WE area
of 0.2 cm2. These substrates were prepared by evaporation of the noble metal onto Ti-coated
Si wafers and were cleaned prior to use with acetone, 3:1 H2SO4:H2O2 (piranha solution),
and deionized water, successively. Deposited Mg films were successively rinsed in G2 and
1,2-dimethoxyethane. Samples were transferred for X-ray photoelectron spectroscopy (XPS)
using an inert transfer capsule. XPS was performed on a Kratos Axis Ultra spectrometer
using a monochromatic Al K-α source. Analyses were performed on films after 10s Ar+

sputtering, and quantification was performed using CasaXPS software. SEM was performed
on a FEI Magellan microscope.
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Appendix C

Software Availability1

C.1 LIBE Usage Notes

The libe.json file provided on Figshare[418] can be analyzed by any code capable of parsing
JSON documents. The “molecule” and “molecule graph” keys (see Table 5.2) are JSON rep-
resentations of Python objects, and so Python-based analysis tools may be most convenient;
however, the data stored in these objects is redundant, so this choice is not necessary.

We have created a software repository, deliberate, to aid in the use and analysis of the
LIBE dataset. It includes the following files:

• plotting.py: Contains a utility function for making categorical bar plots and his-
tograms

• filters.py: Contains functions for filtering the dataset

• recombination.py: Contains some basic code for molecular recombinantion

• data generation.ipynb: A Jupyter Notebook providing a basic example of a fragmen-
tation and recombination scheme to generate molecules from an initial set of principal
molecules

• dataset composition.ipynb: A Jupyter Notebook analyzing the composition of the
LIBE dataset in some basic dimensions (bond types, molecule charge, molecule spin
multiplicity, etc.)

• filters.ipynb: A Jupyter Notebook employing the filters in filters.py, which
might be useful to tailor the dataset to a particular application

1This chapter is adapted from the following references: [253]: Spotte-Smith*, E.W.C.; Blau*, S.M.;
Xie, X.; Patel, H.D.; Wen, M.; Wood, B; Dwaraknath, S.; Persson, K.A. Quantum chemical calculations
of lithium-ion battery electrolyte and interphase species. Scientific Data 2021, 8 (203); [254]: Barter*, D.;
Spotte-Smith*, E.W.C.; Redkar, N.S.; Khanwale, A.; Dwaraknath, S; Persson, K.A.; Blau, S.M. Predictive
stochastic analysis of massive filter-based electrochemical reaction networks. Digital Discovery 2023, 2,
123–137.
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C.2 Generating LIBE

Our computational infrastructure for high-throughput and automated DFT calculations us-
ing the Q-Chem electronic structure code is implemented in existing open-source Python
packages developed by the Materials Project, namely pymatgen,[316] custodian, and
atomate.[446] The modules in these codes used specifically for Q-Chem, along with their
purposes, are described in Figure C.1a.

The basic functionality to generate, process, analyze, and manipulate molecules is in-
cluded in pymatgen. We have added functionality to read and write Q-Chem input files and
to parse Q-Chem output files. In addition, we have developed a number of “sets”, pre-defined
collections of input parameters appropriate for common types of calculations. While these
sets can be used with any level of theory available in Q-Chem, it is especially facile to use
the advanced level of theory used for the LIBE dataset (ωB97X-V/def2-TZVPPD/SMD).

The custodian Q-Chem module defines the interface between Q-Chem and our automa-
tion framework in atomate. It can execute arbitrary Q-Chem jobs and can automatically
check for, detect, and correct errors in Q-Chem calculations. custodian also handles the
logic for FFOpt calculations.

The Q-Chem module in atomate combines the Q-Chem input and output modules in
pymatgen and the Q-Chem interface and error handlers in custodian to perform Q-Chem
jobs and analyze their data in a high-throughput fashion. An example calculation, or Fire-
work, for a single-point optimization is shown schematically in Figure C.1b. First, based
on some input parameters, a Q-Chem input file for a geometry optimization calculation is
written. Then, the optimization job is run, with custodian waiting for completion and,
upon completion, checking for errors. If the job completes without errors, then the output
is parsed and stored in a database. Individual Q-Chem calculations, represented in atomate

by Fireworks like SinglePointFW, can be combined to form more complex workflows.
Other than Q-Chem itself, all the necessary code used to generate and analyze the LIBE

dataset can be found on Github:

• pymatgen: http://github.com/materialsproject/pymatgen

• custodian: http://github.com/materialsproject/custodian

• atomate: http://github.com/hackingmaterials/atomate

• deliberate: http://github.com/espottesmith/deliberate

C.3 CRN generation and reaction pathways

All codes discussed in Chapters 4 and 5 (HiPRGen, RNMC, MPcat, and pyGSM) are released
open source on Github. A Python implementation of the HiPRGen method can be found at
https://github.com/BlauGroup/HiPRGen. RNMC, a performant kinetic Monte Carlo code
in C++ and based on SPPARKS, can be found at https://github.com/BlauGroup/RNMC.

http://github.com/materialsproject/pymatgen
http://github.com/materialsproject/custodian
http://github.com/hackingmaterials/atomate
http://github.com/espottesmith/deliberate
https://github.com/BlauGroup/HiPRGen
https://github.com/BlauGroup/RNMC
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pymatgen.io.qchem.inputs:
  - Input file generation & parsing
pymatgen.io.qchem.outputs:
  - Output file parsing
pymatgen.io.qchem.sets:
  - Default parameters

custodian.qchem.jobs:
  - Interface to Q-Chem
  - Frequency-Flattening
    Optimization (FFOpt)
custodian.qchem.handlers:
  - Automatic error handling

atomate.qchem.firetasks:
  - Generating input files
  - Executing with error handling
  - Inserting data into DB
atomate.qchem.fireworks:
  - Calculations, including FFOpt

SinglePointFW:

WriteInputFromIOSet

SinglePointSet

RunQChemCustodian QChemToDb

QCJob

QChemErrorHandler

QCOutput

QCInput

QCInput

a)

b)

Figure C.1: An overview of our automated high-throughput molecular DFT framework, as
implemented in pymatgen (blue), custodian (green), and atomate (yellow) (a); an example
calculation (Firework) for geometry optimization (b), indicating the different steps and the
ways in which pymatgen, custodian, and atomate interact. First, the input file is written
using default parameters defined in pymatgen. Then, the geometry optimization calculation
is performed using the Q-Chem interface in custodian and an automated error handler.
Finally, once the calculation is finished, the input and output files are parsed using pymatgen,
and the results from the calculation are added to a database.

AutoTS and SE-GSM calculations were performed using the automated workflows defined
in MPcat, which can be found at https://github.com/espottesmith/MPcat. SE-GSM
calculations used a fork of the original pyGSM code, which can be found at https://gith

ub.com/espottesmith/pyGSM/tree/c8cd99fcac451b1584f3f75e676f9d325e7ad6d4.

https://github.com/espottesmith/MPcat
https://github.com/espottesmith/pyGSM/tree/c8cd99fcac451b1584f3f75e676f9d325e7ad6d4
https://github.com/espottesmith/pyGSM/tree/c8cd99fcac451b1584f3f75e676f9d325e7ad6d4
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Appendix D

Principal Molecules Used to Generate
LIBE

Molecule Number Structure Fragmentation Steps
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0This chapter is adapted from Ref [253]: Spotte-Smith*, E.W.C.; Blau*, S.M.; Xie, X.; Patel, H.D.;
Wen, M.; Wood, B; Dwaraknath, S.; Persson, K.A. Quantum chemical calculations of lithium-ion battery
electrolyte and interphase species. Scientific Data 2021, 8 (203)
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Table D.1: Principal molecules used for fragmentation,
including depth of fragmentation. A fragmentation depth
of “MAX” indicates that all possible combinations of
bonds were broken during fragmentation.
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Appendix E

Average Monte Carlo Trajectories

E.1 Trajectories associated with Chapter 51

If we plot a single trajectory of a reaction network simulation, it is a step function. On the
other hand, the expected values of the species counts satisfy a rate equation, so the average
trajectory should be smooth as demonstrated in Figures E.1, E.2, E.3, E.4. For the purpose
of identifying proposed products, we need to sample until the average trajectory smooths
out and no longer looks like a step function, which is indicative of sampling convergence.

E.2 Average trajectory associated with Chapter 62

The plots shown in Chapter 6 only the average final state of kMC simulations, with no notion
of time evolution. While this is the most important observable for this study, which focuses
primarily on compositional variation in the SEI, kMC simulations most directly simulate
time dynamics. In Figure E.5, we show the average trajectory for one set of simulations,
namely those conducted with an applied potential of +0.0V vs. Li/Li+ in the regime far
from the negative electrode.

E.3 Trajectories associated with Chapter 73

1This chapter is adapted from Ref [254]: Barter*, D.; Spotte-Smith*, E.W.C.; Redkar, N.S.; Khan-
wale, A.; Dwaraknath, S; Persson, K.A.; Blau, S.M. Predictive stochastic analysis of massive filter-based
electrochemical reaction networks. Digital Discovery 2023, 2, 123–137.

2This chapter is adapted from reference [330]: Spotte-Smith*, E.W.C., Kam*, R.L., Barter, D., Xie,
X., Hou, T., Dwaraknath, S., Blau, S.M., Persson, K.A. Toward a Mechanistic Model of Solid-Electrolyte
Interphase Formation and Evolution in Lithium-Ion Batteries. ACS Energy Letters 7 (4), 1446–1453.

3This chapter is adapted from Ref [358]: Spotte-Smith, E.W.C., Blau, S.M., Barter, D., Leon, N.J.,
Hahn, N.T., Redkar, N.S., Zavadil, K.R., Liao, C., Persson, K.A. Journal of the American Chemical Society
145 (22), 12181–12192.
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Figure E.1: Average trajectory from 100,000 stochastic trajectories of our network with
electron free energy −1.4 and initial condition 30 Li+ ions and 30 EC. Only network products
are shown.
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Figure E.2: Average trajectory from 100,000 stochastic trajectories of our network with
electron free energy −1.4 and initial condition 30 Li+ ions, 30 EC and 30 CO2. Only network
products are shown.
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Figure E.3: Average trajectory from 100,000 stochastic trajectories of our network with
electron free energy −1.9 and initial condition 30 Li+ ions and 30 EC. Only network products
are shown.
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Figure E.4: Average trajectory from 100,000 stochastic trajectories of our network with
electron free energy −1.9 and initial condition 30 Li+ ions, 30 EC and 30 CO2. Only network
products are shown.
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CO

C2H4
+0.0V vs. Li/Li+
Far from anode

CO2

LEDC

HEDC-1

Figure E.5: Average trajectory for simulations conducted at an applied potential of +0.0 V
vs. Li/Li+ with a tunneling barrier D = 10.0 Å, simulating a regime far from the negative
electrode. It can be seen that starting species such as CO2 are consumed over time, leading
to the formation of SEI products, such LEDC, as well as gases, such as C2H4 and CO.

Figures E.6 – E.10 show the average trajectories for the five sets of parameters considered
in Chapter 7. As with the previous examples, it can be seen that the average trajectories
are all smooth, indicating that we have sampled sufficiently.
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Figure E.6: Average of 50,000 Monte Carlo trajectories beginning with Mg2+, G2, and TFSI–

subjected to a potential of 0V vs. Mg/Mg2+. Predicted gaseous products are highlighted.
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Figure E.7: Average of 50,000 Monte Carlo trajectories beginning with Mg2+, G2, TFSI– ,
and CO2 subjected to a potential of 0V vs. Mg/Mg2+. Predicted gaseous products are
highlighted.
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Figure E.8: Average of 50,000 Monte Carlo trajectories beginning with Mg2+, G2, TFSI– ,
and OH– subjected to a potential of 0V vs. Mg/Mg2+. Predicted gaseous products are
highlighted.
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Figure E.9: Average of 50,000 Monte Carlo trajectories beginning with Mg2+, G2, TFSI– ,
OH– , and H• subjected to a potential of 0V vs. Mg/Mg2+. Predicted gaseous products are
highlighted.
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Figure E.10: Average of 50,000 Monte Carlo trajectories beginning with Mg2+, G2, TFSI– ,
CO2, OH– , and H• subjected to a potential of 0V vs. Mg/Mg2+. Predicted gaseous products
are highlighted.
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Appendix F

Understanding Differences in SEI
Formation1

Within the class of EC-based electrolytes, the existing evidence seems to indicate that similar
products form in the SEI regardless of the electrode chemistry (ignoring SiOxFy and other
silicon-containing species that form on silicon negative electrodes)[453]. Inorganic species
include Li2CO3, Li2C2O4, LiF (deriving from PF6

– or other fluorinated salts, rather than
the EC solvent), and Li2O. Major organic products include LEDC and possibly LEMC,[29,
116] while the major oligomeric species are predominantly PEO and PEC. Observed gas
species generally include CO, C2H4, CO2 (possibly formed at the cathode[29] due to solvent
oxidation), and H2 (from hydrolysis[344] or solvent oxidation at the cathode[454]). These
same species have been widely observed in batteries with graphite, Li metal, and Si negative
electrodes, as noted in Supporting Information Table F.1. Moreover, a wide range of theoret-
ical studies have demonstrated remarkably consistent reaction pathways. For instance, three
major pathways to LEDC have been proposed, shown in Figure 6.1. Paths forming C2H4 and
CO have been observed in MD and AIMD studies.[155, 166, 236] The C2H4-forming paths
have also been more recently identified in computational studies using automated analysis of
chemical reaction networks.[211] Evidence for the CO-forming pathway has been essentially
universal in studies using AIMD, having been observed at graphite,[166] Si,[337] Li metal,
Ca, and Al negative electrodes.[237] Given the consistency of these observations, a general
mechanistic model capable of elucidating SEI formation processes in a wide range of LIB
chemistries seems not only desirable, but plausible.

However, in spite of the consistent experimental and theoretical observations of SEI
products, it is well known that there is no universal SEI, and specifically, that identical
electrolytes can form interphases with vastly different behavior depending on the electrode
chemistry. The inclusion of explicit negative electrode surface effects is outside of the scope
of this work and will be the subject of future studies. However, it is worth noting some

1This chapter is adapted from reference [330]: Spotte-Smith*, E.W.C., Kam*, R.L., Barter, D., Xie,
X., Hou, T., Dwaraknath, S., Blau, S.M., Persson, K.A. Toward a Mechanistic Model of Solid-Electrolyte
Interphase Formation and Evolution in Lithium-Ion Batteries. ACS Energy Letters 7 (4), 1446–1453.
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plausible explanations for the differences between negative electrodes - here we consider
graphite (Gr), lithium metal (Li), and silicon (Si) - and how they align with the results
presented here.

Lithium plating occurs at 0V vs. Li/Li+, while the intercalation of lithium into Gr[346]
and Si[347] occurs at a range of applied potentials, as these intercalating electrodes reach
several intermediate phases. The cutoff potentials used for these electrodes are also different,
though those for Gr and Si are similar.[478] We have found that SEI composition can vary
with relatively small changes in applied potential (for example, see the difference between
+0.7V and +0.5V vs. Li/Li+ in Figure 1 a, c of the main text, between +0.5V and +0.3V
in Figure 1 b, d of the main text, between +0.5V and +0.3V in Figure 3 of the main text).
It is plausible that the different voltage profiles necessary to charge batteries with various
negative electrode chemistries would cause variations in composition but also potentially
thickness (if lower applied potentials are used, the reactivity of the negative electrode will
increase, and more SEI products could be expected to form).

More significantly, it has been widely noted that the SEI is prone to mechanical cracking
in batteries with Li[471, 479–481] and Si negative electrodes[472, 482–484] due to electrode
volume expansion during charging. SEI cracking exposes fresh surface, allowing for reduc-
tion with a greatly reduced or even eliminated tunneling barrier. This in turn leads to
uncontrolled SEI growth and electrolyte degradation.[52, 485] The propensity of Li nega-
tive electrodes to form dendrites[486–489] should also contribute to this uncontrolled SEI
formation mechanism, as dendrites serve as fresh surfaces for SEI formation.

Finally, a “breathing” mechanism has been recognized[94] in Si negative electrode batter-
ies. The Si SEI appears to grow upon lithiation and shrink upon delithiation.[490] However,
the exact mechanism of SEI breathing is not well understood. Hasa et al.[462] suggest that
LEDC may dissolve into the SEI. This does not seem likely given that LEDC has previously
been found to be essentially insoluble in EC-based electrolytes,[491] although SEI dissolution
might increase at higher temperatures.[492] It seems clear that the breathing mechanism is
not reactive in nature, as Hasa et al. also showed that SEI products such as LEDC do not
re-oxidize and convert to other products at elevated applied potential. This could imply that
the underlying reaction pathways do not change in Si compared to Gr or Li, but that they
happen upon every cycle as the SEI continually reforms.
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Table F.1: SEI species commonly identified in the experimental literature from EC-based
electrolytes at graphite, lithium metal, and silicon negative electrodes.
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Appendix G

Species and Reactions for kMC in
Chapter 61

G.1 Molecules Included in kMC Simulations

All molecules included in our kMC simulations are listed in Table G.1. We note that, when
reporting the quantity of different types of molecules, we aggregate the final quantities of sev-
eral similar molecules. Specifically, molecules are defined to be similar if they have identical
covalent bonding but different number or coordination of Li+, or if they have identical cova-
lent bonding other than the substitution of lithium for hydrogen. As an example, “inorganic
carbonates” include Li2CO3 but also LiCO3

– , LiCO3, LiHCO3, HCO3
– , and CO3

−2.

Index Molecular structure LIBE ID (if applicable)

1 libe-115834

2 libe-120806

3 libe-115880

1This chapter is adapted from reference [330]: Spotte-Smith*, E.W.C., Kam*, R.L., Barter, D., Xie,
X., Hou, T., Dwaraknath, S., Blau, S.M., Persson, K.A. Toward a Mechanistic Model of Solid-Electrolyte
Interphase Formation and Evolution in Lithium-Ion Batteries. ACS Energy Letters 7 (4), 1446–1453.



APPENDIX G. SPECIES AND REACTIONS FOR KMC IN CHAPTER 6 151

Index Molecular structure LIBE ID (if applicable)

4 libe-115782

5 libe-631254

6 libe-115781

7 libe-116879

8 libe-119754

9 libe-116884

10 libe-117493

11 libe-115878

12 libe-115887

13 libe-115795

14 libe-224228

15 libe-120759
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Index Molecular structure LIBE ID (if applicable)

16 libe-115794

17 libe-120875

18 libe-121494

19 libe-115786

20 libe-120828

21 libe-117666

22 libe-115787

23 libe-120831

24 libe-119054

25 libe-118619

26 libe-118546

27 libe-117463

28 libe-116877

29 libe-115775
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Index Molecular structure LIBE ID (if applicable)

30 libe-115876

31 libe-116014

32 libe-115765

33 libe-118669

34 libe-118558

35 libe-118556

36 libe-116013

37 libe-116011

38 libe-115768

39 libe-115896

40 libe-115760

41 libe-115766

42 libe-115770

43 libe-118683

44 libe-116846

45 libe-115771

46 libe-115776

47 libe-116001

48 libe-116003
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Index Molecular structure LIBE ID (if applicable)

49 libe-634449

50 libe-634403

51 N/A

52 N/A

53 N/A

54 N/A

55 N/A

56 N/A

57 N/A

58 N/A
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Index Molecular structure LIBE ID (if applicable)

59 N/A

60 N/A

61 N/A

62 N/A
Table G.1: Molecules included in kMC simulations. For
molecules included in the LIBE dataset, molecule IDs are
provided.

G.2 Reactions Included in kMC Simulations

Reactants Products ∆G (eV) λi (eV)
2 1 0.866 1.206
1 2 -0.866 1.206
4 3 2.170 1.131
3 4 -2.170 1.131
5 4 1.769 0.821
4 5 -1.769 0.821
7 6 2.897 0.608
6 7 -2.897 0.608

12 11 4.878 0.410
11 12 -4.878 0.410
14 13 1.425 0.501
13 14 -1.425 0.501
17 16 1.441 0.024
16 17 -1.441 0.024
20 19 1.424 0.025
19 20 -1.424 0.025
23 22 1.486 0.010
22 23 -1.486 0.010
27 26 -3.879 0.125
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Reactants Products ∆G (eV) λi (eV)
26 27 3.879 0.125
29 28 5.694 0.322
28 29 -5.694 0.322
33 32 1.842 1.396
32 33 -1.842 1.396
35 34 3.161 1.575
34 35 -3.161 1.575
37 36 -4.411 0.006
36 37 4.411 0.006
39 38 0.614 0.018
38 39 -0.614 0.018
45 44 6.554 0.982
44 45 -6.554 0.982
52 51 1.436 0.798
51 52 -1.436 0.798
54 53 2.039 0.012
53 54 -2.039 0.012
55 21 0.391 0.023
21 55 -0.391 0.023
60 59 2.079 0.004
59 60 -2.079 0.004
61 10 3.080 0.202
10 61 -3.080 0.202

Table G.2: Reduction and oxidation reactions included
in kMC simulations. The Gibbs free energy ∆G reported
here does not account for the electron free energy, which
will vary with potential; energy barriers and rate con-
stants, which also depend on potential, are not reported.
However, the inner reorganization energy, λin is indepen-
dent of potential, and so is general to all simulations.
Where relevant, all values are calculated at T = 298.15K.
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Reactants Products ∆G (eV) ∆G‡ (eV) k
3 1 47 0.573 0.573 1.276e+03

1 47 3 -0.573 0.000 6.212e+12
4 2 47 1.876 1.876 1.193e-19

2 47 4 -1.876 0.000 6.212e+12
8 6 47 0.983 0.983 1.531e-04

6 47 8 -0.983 0.000 6.212e+12
11 10 47 1.395 1.395 1.659e-11

10 47 11 -1.395 0.000 6.212e+12
15 47 13 -1.888 0.000 6.212e+12

13 15 47 1.888 1.888 7.441e-20
18 47 16 -1.840 0.000 6.212e+12

16 18 47 1.840 1.840 4.861e-19
21 47 19 -1.884 0.000 6.212e+12

19 21 47 1.884 1.884 9.019e-20
24 47 22 -2.209 0.000 6.212e+12

22 24 47 2.209 2.209 2.885e-25
28 27 47 0.432 0.432 3.117e+05

27 47 28 -0.432 0.000 6.212e+12
29 26 47 2.247 2.247 6.373e-26

26 47 29 -2.247 0.000 6.212e+12
34 32 47 0.046 0.046 1.022e+12

32 47 34 -0.046 0.000 6.212e+12
35 33 47 1.366 1.366 5.129e-11

33 47 35 -1.366 0.000 6.212e+12
41 36 47 2.313 2.313 5.024e-27

36 47 41 -2.313 0.000 6.212e+12
43 47 42 -1.860 0.000 6.212e+12

42 43 47 1.860 1.860 2.243e-19
44 11 47 0.626 0.626 1.644e+02

11 47 44 -0.626 0.000 6.212e+12
45 12 47 2.301 2.301 7.811e-27

12 47 45 -2.301 0.000 6.212e+12
46 25 47 1.343 1.343 1.212e-10

25 47 46 -1.343 0.000 6.212e+12
47 50 49 -2.209 0.000 6.212e+12

49 47 50 2.209 2.209 2.873e-25
51 13 47 0.959 0.959 3.789e-04

13 47 51 -0.959 0.000 6.212e+12
52 14 47 0.970 0.970 2.497e-04
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Reactants Products ∆G (eV) ∆G‡ (eV) k
14 47 52 -0.970 0.000 6.212e+12

53 19 47 0.604 0.604 3.904e+02
19 47 53 -0.604 0.000 6.212e+12

54 20 47 1.219 1.219 1.548e-08
20 47 54 -1.219 0.000 6.212e+12
47 55 20 -2.916 0.000 6.212e+12

20 47 55 2.916 2.916 3.141e-37
57 17 47 0.566 0.566 1.711e+03

17 47 57 -0.566 0.000 6.212e+12
59 38 47 0.578 0.578 1.062e+03

38 47 59 -0.578 0.000 6.212e+12
60 39 47 2.043 2.043 1.849e-22

39 47 60 -2.043 0.000 6.212e+12
47 61 12 -3.193 0.000 6.212e+12

12 47 61 3.193 3.193 6.635e-42
47 62 50 -2.801 0.000 6.212e+12

50 47 62 2.801 2.801 2.824e-35
1 4 2 3 1.303 1.303 5.811e-10
2 3 1 4 -1.303 0.266 1.981e+08
1 8 3 6 0.409 0.409 7.456e+05
3 6 1 8 -0.409 0.266 1.981e+08

1 11 3 10 0.821 0.821 8.078e-02
3 10 1 11 -0.821 0.266 1.981e+08
1 13 3 15 1.315 1.315 3.623e-10
3 15 1 13 -1.315 0.266 1.981e+08
1 16 3 18 1.267 1.267 2.367e-09
3 18 1 16 -1.267 0.266 1.981e+08
1 19 3 21 1.310 1.310 4.392e-10
3 21 1 19 -1.310 0.266 1.981e+08
1 22 3 24 1.635 1.635 1.405e-15
3 24 1 22 -1.635 0.266 1.981e+08
1 28 3 27 -0.141 0.266 1.981e+08
3 27 1 28 0.141 0.266 1.981e+08
1 29 3 26 1.674 1.674 3.103e-16
3 26 1 29 -1.674 0.266 1.981e+08
1 34 3 32 -0.527 0.266 1.981e+08
3 32 1 34 0.527 0.527 7.754e+03
1 35 3 33 0.792 0.792 2.497e-01
3 33 1 35 -0.792 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
1 41 3 36 1.740 1.740 2.447e-17
3 36 1 41 -1.740 0.266 1.981e+08
1 42 3 43 1.287 1.287 1.092e-09
3 43 1 42 -1.287 0.266 1.981e+08
1 44 3 11 0.053 0.266 1.981e+08
3 11 1 44 -0.053 0.266 1.981e+08
1 45 3 12 1.728 1.728 3.803e-17
3 12 1 45 -1.728 0.266 1.981e+08
1 46 3 25 0.770 0.770 5.903e-01
3 25 1 46 -0.770 0.266 1.981e+08
1 49 3 50 1.636 1.636 1.399e-15
3 50 1 49 -1.636 0.266 1.981e+08
1 51 3 13 0.386 0.386 1.845e+06
3 13 1 51 -0.386 0.266 1.981e+08
1 52 3 14 0.397 0.397 1.216e+06
3 14 1 52 -0.397 0.266 1.981e+08
1 53 3 19 0.030 0.266 1.981e+08
3 19 1 53 -0.030 0.266 1.981e+08
1 54 3 20 0.646 0.646 7.539e+01
3 20 1 54 -0.646 0.266 1.981e+08
1 20 3 55 2.343 2.343 1.530e-27
3 55 1 20 -2.343 0.266 1.981e+08
1 57 3 17 -0.008 0.266 1.981e+08
3 17 1 57 0.008 0.266 1.981e+08
1 59 3 38 0.005 0.266 1.981e+08
3 38 1 59 -0.005 0.266 1.981e+08
1 60 3 39 1.469 1.469 9.006e-13
3 39 1 60 -1.469 0.266 1.981e+08
1 12 3 61 2.620 2.620 3.231e-32
3 61 1 12 -2.620 0.266 1.981e+08
1 50 3 62 2.228 2.228 1.375e-25
3 62 1 50 -2.228 0.266 1.981e+08
2 8 4 6 -0.894 0.266 1.981e+08
4 6 2 8 0.894 0.894 4.842e-03

2 11 4 10 -0.482 0.266 1.981e+08
4 10 2 11 0.482 0.482 4.469e+04
2 13 4 15 0.012 0.266 1.981e+08
4 15 2 13 -0.012 0.266 1.981e+08
2 16 4 18 -0.036 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
4 18 2 16 0.036 0.266 1.981e+08
2 19 4 21 0.007 0.266 1.981e+08
4 21 2 19 -0.007 0.266 1.981e+08
2 22 4 24 0.332 0.332 1.502e+07
4 24 2 22 -0.332 0.266 1.981e+08
2 28 4 27 -1.444 0.266 1.981e+08
4 27 2 28 1.444 1.444 2.378e-12
2 29 4 26 0.371 0.371 3.318e+06
4 26 2 29 -0.371 0.266 1.981e+08
2 34 4 32 -1.830 0.266 1.981e+08
4 32 2 34 1.830 1.830 7.253e-19
2 35 4 33 -0.511 0.266 1.981e+08
4 33 2 35 0.511 0.511 1.446e+04
2 41 4 36 0.436 0.436 2.616e+05
4 36 2 41 -0.436 0.266 1.981e+08
2 42 4 43 -0.016 0.266 1.981e+08
4 43 2 42 0.016 0.266 1.981e+08
2 44 4 11 -1.251 0.266 1.981e+08
4 11 2 44 1.251 1.251 4.510e-09
2 45 4 12 0.425 0.425 4.066e+05
4 12 2 45 -0.425 0.266 1.981e+08
2 46 4 25 -0.533 0.266 1.981e+08
4 25 2 46 0.533 0.533 6.116e+03
2 49 4 50 0.332 0.332 1.496e+07
4 50 2 49 -0.332 0.266 1.981e+08
2 51 4 13 -0.917 0.266 1.981e+08
4 13 2 51 0.917 0.917 1.957e-03
2 52 4 14 -0.906 0.266 1.981e+08
4 14 2 52 0.906 0.906 2.969e-03
2 53 4 19 -1.273 0.266 1.981e+08
4 19 2 53 1.273 1.273 1.899e-09
2 54 4 20 -0.657 0.266 1.981e+08
4 20 2 54 0.657 0.657 4.789e+01
2 20 4 55 1.040 1.040 1.635e-05
4 55 2 20 -1.040 0.266 1.981e+08
2 57 4 17 -1.311 0.266 1.981e+08
4 17 2 57 1.311 1.311 4.333e-10
2 59 4 38 -1.299 0.266 1.981e+08
4 38 2 59 1.299 1.299 6.981e-10
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Reactants Products ∆G (eV) ∆G‡ (eV) k
2 60 4 39 0.166 0.266 1.981e+08
4 39 2 60 -0.166 0.266 1.981e+08
2 12 4 61 1.317 1.317 3.454e-10
4 61 2 12 -1.317 0.266 1.981e+08
2 50 4 62 0.924 0.924 1.470e-03
4 62 2 50 -0.924 0.266 1.981e+08
6 11 8 10 0.412 0.412 6.731e+05
8 10 6 11 -0.412 0.266 1.981e+08
6 13 8 15 0.906 0.906 3.019e-03
8 15 6 13 -0.906 0.266 1.981e+08
6 16 8 18 0.858 0.858 1.972e-02
8 18 6 16 -0.858 0.266 1.981e+08
6 19 8 21 0.901 0.901 3.660e-03
8 21 6 19 -0.901 0.266 1.981e+08
6 22 8 24 1.226 1.226 1.171e-08
8 24 6 22 -1.226 0.266 1.981e+08
6 28 8 27 -0.551 0.266 1.981e+08
8 27 6 28 0.551 0.551 3.051e+03
6 29 8 26 1.265 1.265 2.586e-09
8 26 6 29 -1.265 0.266 1.981e+08
6 34 8 32 -0.936 0.266 1.981e+08
8 32 6 34 0.936 0.936 9.306e-04
6 35 8 33 0.383 0.383 2.081e+06
8 33 6 35 -0.383 0.266 1.981e+08
6 41 8 36 1.330 1.330 2.039e-10
8 36 6 41 -1.330 0.266 1.981e+08
6 42 8 43 0.878 0.878 9.102e-03
8 43 6 42 -0.878 0.266 1.981e+08
6 44 8 11 -0.357 0.266 1.981e+08
8 11 6 44 0.357 0.357 5.787e+06
6 45 8 12 1.319 1.319 3.169e-10
8 12 6 45 -1.319 0.266 1.981e+08
6 46 8 25 0.361 0.361 4.918e+06
8 25 6 46 -0.361 0.266 1.981e+08
6 49 8 50 1.226 1.226 1.166e-08
8 50 6 49 -1.226 0.266 1.981e+08
6 51 8 13 -0.023 0.266 1.981e+08
8 13 6 51 0.023 0.266 1.981e+08
6 52 8 14 -0.013 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
8 14 6 52 0.013 0.266 1.981e+08
6 53 8 19 -0.379 0.266 1.981e+08
8 19 6 53 0.379 0.379 2.436e+06
6 54 8 20 0.236 0.266 1.981e+08
8 20 6 54 -0.236 0.266 1.981e+08
6 20 8 55 1.934 1.934 1.274e-20
8 55 6 20 -1.934 0.266 1.981e+08
6 57 8 17 -0.417 0.266 1.981e+08
8 17 6 57 0.417 0.417 5.560e+05
6 59 8 38 -0.405 0.266 1.981e+08
8 38 6 59 0.405 0.405 8.957e+05
6 60 8 39 1.060 1.060 7.504e-06
8 39 6 60 -1.060 0.266 1.981e+08
6 12 8 61 2.210 2.210 2.692e-25
8 61 6 12 -2.210 0.266 1.981e+08
6 50 8 62 1.818 1.818 1.146e-18
8 62 6 50 -1.818 0.266 1.981e+08

10 13 11 15 0.494 0.494 2.786e+04
11 15 10 13 -0.494 0.266 1.981e+08
10 16 11 18 0.446 0.446 1.820e+05
11 18 10 16 -0.446 0.266 1.981e+08
10 19 11 21 0.489 0.489 3.378e+04
11 21 10 19 -0.489 0.266 1.981e+08
10 22 11 24 0.814 0.814 1.080e-01
11 24 10 22 -0.814 0.266 1.981e+08
10 28 11 27 -0.963 0.266 1.981e+08
11 27 10 28 0.963 0.963 3.306e-04
10 29 11 26 0.853 0.853 2.387e-02
11 26 10 29 -0.853 0.266 1.981e+08
10 34 11 32 -1.348 0.266 1.981e+08
11 32 10 34 1.348 1.348 1.008e-10
10 35 11 33 -0.029 0.266 1.981e+08
11 33 10 35 0.029 0.266 1.981e+08
10 41 11 36 0.918 0.918 1.882e-03
11 36 10 41 -0.918 0.266 1.981e+08
10 42 11 43 0.466 0.466 8.401e+04
11 43 10 42 -0.466 0.266 1.981e+08
10 44 11 11 -0.769 0.266 1.981e+08
11 11 10 44 0.769 0.769 6.270e-01
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Reactants Products ∆G (eV) ∆G‡ (eV) k
10 45 11 12 0.907 0.907 2.925e-03
11 12 10 45 -0.907 0.266 1.981e+08
10 46 11 25 -0.051 0.266 1.981e+08
11 25 10 46 0.051 0.266 1.981e+08
10 49 11 50 0.814 0.814 1.076e-01
11 50 10 49 -0.814 0.266 1.981e+08
10 51 11 13 -0.435 0.266 1.981e+08
11 13 10 51 0.435 0.435 2.720e+05
10 52 11 14 -0.425 0.266 1.981e+08
11 14 10 52 0.425 0.425 4.127e+05
10 53 11 19 -0.791 0.266 1.981e+08
11 19 10 53 0.791 0.791 2.640e-01
10 54 11 20 -0.176 0.266 1.981e+08
11 20 10 54 0.176 0.266 1.981e+08
10 20 11 55 1.522 1.522 1.176e-13
11 55 10 20 -1.522 0.266 1.981e+08
10 57 11 17 -0.829 0.266 1.981e+08
11 17 10 57 0.829 0.829 6.024e-02
10 59 11 38 -0.817 0.266 1.981e+08
11 38 10 59 0.817 0.817 9.705e-02
10 60 11 39 0.648 0.648 6.926e+01
11 39 10 60 -0.648 0.266 1.981e+08
10 12 11 61 1.798 1.798 2.485e-18
11 61 10 12 -1.798 0.266 1.981e+08
10 50 11 62 1.406 1.406 1.057e-11
11 62 10 50 -1.406 0.266 1.981e+08
15 16 13 18 -0.048 0.266 1.981e+08
13 18 15 16 0.048 0.266 1.981e+08
15 19 13 21 -0.005 0.266 1.981e+08
13 21 15 19 0.005 0.266 1.981e+08
15 22 13 24 0.320 0.320 2.409e+07
13 24 15 22 -0.320 0.266 1.981e+08
15 28 13 27 -1.457 0.266 1.981e+08
13 27 15 28 1.457 1.457 1.483e-12
15 29 13 26 0.359 0.359 5.321e+06
13 26 15 29 -0.359 0.266 1.981e+08
15 34 13 32 -1.842 0.266 1.981e+08
13 32 15 34 1.842 1.842 4.522e-19
15 35 13 33 -0.523 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
13 33 15 35 0.523 0.523 9.013e+03
15 41 13 36 0.424 0.424 4.195e+05
13 36 15 41 -0.424 0.266 1.981e+08
15 42 13 43 -0.028 0.266 1.981e+08
13 43 15 42 0.028 0.266 1.981e+08
15 44 11 13 -1.263 0.266 1.981e+08
11 13 15 44 1.263 1.263 2.812e-09
15 45 12 13 0.413 0.413 6.521e+05
12 13 15 45 -0.413 0.266 1.981e+08
15 46 13 25 -0.545 0.266 1.981e+08
13 25 15 46 0.545 0.545 3.813e+03
15 49 13 50 0.320 0.320 2.399e+07
13 50 15 49 -0.320 0.266 1.981e+08
15 51 13 13 -0.929 0.266 1.981e+08
13 13 15 51 0.929 0.929 1.220e-03
15 52 13 14 -0.918 0.266 1.981e+08
13 14 15 52 0.918 0.918 1.851e-03
15 53 13 19 -1.285 0.266 1.981e+08
13 19 15 53 1.285 1.285 1.184e-09
15 54 13 20 -0.670 0.266 1.981e+08
13 20 15 54 0.670 0.670 2.986e+01
15 20 13 55 1.028 1.028 2.623e-05
13 55 15 20 -1.028 0.266 1.981e+08
15 57 13 17 -1.323 0.266 1.981e+08
13 17 15 57 1.323 1.323 2.702e-10
15 59 13 38 -1.311 0.266 1.981e+08
13 38 15 59 1.311 1.311 4.353e-10
15 60 13 39 0.154 0.266 1.981e+08
13 39 15 60 -0.154 0.266 1.981e+08
12 15 13 61 1.304 1.304 5.540e-10
13 61 12 15 -1.304 0.266 1.981e+08
15 50 13 62 0.912 0.912 2.358e-03
13 62 15 50 -0.912 0.266 1.981e+08
18 19 16 21 0.043 0.266 1.981e+08
16 21 18 19 -0.043 0.266 1.981e+08
18 22 16 24 0.368 0.368 3.688e+06
16 24 18 22 -0.368 0.266 1.981e+08
18 28 16 27 -1.408 0.266 1.981e+08
16 27 18 28 1.408 1.408 9.686e-12
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Reactants Products ∆G (eV) ∆G‡ (eV) k
18 29 16 26 0.407 0.407 8.145e+05
16 26 18 29 -0.407 0.266 1.981e+08
18 34 16 32 -1.794 0.266 1.981e+08
16 32 18 34 1.794 1.794 2.954e-18
18 35 16 33 -0.475 0.266 1.981e+08
16 33 18 35 0.475 0.475 5.888e+04
18 41 16 36 0.472 0.472 6.422e+04
16 36 18 41 -0.472 0.266 1.981e+08
18 42 16 43 0.020 0.266 1.981e+08
16 43 18 42 -0.020 0.266 1.981e+08
18 44 11 16 -1.214 0.266 1.981e+08
11 16 18 44 1.214 1.214 1.837e-08
18 45 12 16 0.461 0.461 9.983e+04
12 16 18 45 -0.461 0.266 1.981e+08
18 46 16 25 -0.497 0.266 1.981e+08
16 25 18 46 0.497 0.497 2.491e+04
18 49 16 50 0.368 0.368 3.672e+06
16 50 18 49 -0.368 0.266 1.981e+08
18 51 13 16 -0.881 0.266 1.981e+08
13 16 18 51 0.881 0.881 7.970e-03
18 52 14 16 -0.870 0.266 1.981e+08
14 16 18 52 0.870 0.870 1.209e-02
18 53 16 19 -1.237 0.266 1.981e+08
16 19 18 53 1.237 1.237 7.734e-09
18 54 16 20 -0.621 0.266 1.981e+08
16 20 18 54 0.621 0.621 1.951e+02
18 20 16 55 1.076 1.076 4.015e-06
16 55 18 20 -1.076 0.266 1.981e+08
18 57 16 17 -1.275 0.266 1.981e+08
16 17 18 57 1.275 1.275 1.765e-09
18 59 16 38 -1.262 0.266 1.981e+08
16 38 18 59 1.262 1.262 2.843e-09
18 60 16 39 0.202 0.266 1.981e+08
16 39 18 60 -0.202 0.266 1.981e+08
12 18 16 61 1.353 1.353 8.481e-11
16 61 12 18 -1.353 0.266 1.981e+08
18 50 16 62 0.961 0.961 3.609e-04
16 62 18 50 -0.961 0.266 1.981e+08
21 22 19 24 0.325 0.325 1.987e+07
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Reactants Products ∆G (eV) ∆G‡ (eV) k
19 24 21 22 -0.325 0.266 1.981e+08
21 28 19 27 -1.452 0.266 1.981e+08
19 27 21 28 1.452 1.452 1.797e-12
21 29 19 26 0.364 0.364 4.389e+06
19 26 21 29 -0.364 0.266 1.981e+08
21 34 19 32 -1.837 0.266 1.981e+08
19 32 21 34 1.837 1.837 5.482e-19
21 35 19 33 -0.518 0.266 1.981e+08
19 33 21 35 0.518 0.518 1.093e+04
21 41 19 36 0.429 0.429 3.461e+05
19 36 21 41 -0.429 0.266 1.981e+08
21 42 19 43 -0.023 0.266 1.981e+08
19 43 21 42 0.023 0.266 1.981e+08
21 44 11 19 -1.258 0.266 1.981e+08
11 19 21 44 1.258 1.258 3.409e-09
21 45 12 19 0.418 0.418 5.380e+05
12 19 21 45 -0.418 0.266 1.981e+08
21 46 19 25 -0.540 0.266 1.981e+08
19 25 21 46 0.540 0.540 4.623e+03
21 49 19 50 0.325 0.325 1.979e+07
19 50 21 49 -0.325 0.266 1.981e+08
21 51 13 19 -0.924 0.266 1.981e+08
13 19 21 51 0.924 0.924 1.479e-03
21 52 14 19 -0.914 0.266 1.981e+08
14 19 21 52 0.914 0.914 2.244e-03
21 53 19 19 -1.280 0.266 1.981e+08
19 19 21 53 1.280 1.280 1.435e-09
21 54 19 20 -0.665 0.266 1.981e+08
19 20 21 54 0.665 0.665 3.619e+01
20 21 19 55 1.033 1.033 2.164e-05
19 55 20 21 -1.033 0.266 1.981e+08
21 57 17 19 -1.318 0.266 1.981e+08
17 19 21 57 1.318 1.318 3.275e-10
21 59 19 38 -1.306 0.266 1.981e+08
19 38 21 59 1.306 1.306 5.276e-10
21 60 19 39 0.159 0.266 1.981e+08
19 39 21 60 -0.159 0.266 1.981e+08
12 21 19 61 1.309 1.309 4.570e-10
19 61 12 21 -1.309 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
21 50 19 62 0.917 0.917 1.945e-03
19 62 21 50 -0.917 0.266 1.981e+08
24 28 22 27 -1.777 0.266 1.981e+08
22 27 24 28 1.777 1.777 5.749e-18
24 29 22 26 0.039 0.266 1.981e+08
22 26 24 29 -0.039 0.266 1.981e+08
24 34 22 32 -2.162 0.266 1.981e+08
22 32 24 34 2.162 2.162 1.754e-24
24 35 22 33 -0.843 0.266 1.981e+08
22 33 24 35 0.843 0.843 3.495e-02
24 41 22 36 0.104 0.266 1.981e+08
22 36 24 41 -0.104 0.266 1.981e+08
24 42 22 43 -0.348 0.266 1.981e+08
22 43 24 42 0.348 0.348 7.990e+06
24 44 11 22 -1.583 0.266 1.981e+08
11 22 24 44 1.583 1.583 1.090e-14
24 45 12 22 0.093 0.266 1.981e+08
12 22 24 45 -0.093 0.266 1.981e+08
24 46 22 25 -0.865 0.266 1.981e+08
22 25 24 46 0.865 0.865 1.479e-02
24 49 22 50 0.000 0.266 1.981e+08
22 50 24 49 -0.000 0.266 1.981e+08
24 51 13 22 -1.249 0.266 1.981e+08
13 22 24 51 1.249 1.249 4.731e-09
24 52 14 22 -1.239 0.266 1.981e+08
14 22 24 52 1.239 1.239 7.177e-09
24 53 19 22 -1.605 0.266 1.981e+08
19 22 24 53 1.605 1.605 4.591e-15
24 54 20 22 -0.990 0.266 1.981e+08
20 22 24 54 0.990 0.990 1.158e-04
20 24 22 55 0.708 0.708 6.764e+00
22 55 20 24 -0.708 0.266 1.981e+08
24 57 17 22 -1.643 0.266 1.981e+08
17 22 24 57 1.643 1.643 1.048e-15
24 59 22 38 -1.631 0.266 1.981e+08
22 38 24 59 1.631 1.631 1.688e-15
24 60 22 39 -0.166 0.266 1.981e+08
22 39 24 60 0.166 0.266 1.981e+08
12 24 22 61 0.984 0.984 1.429e-04
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Reactants Products ∆G (eV) ∆G‡ (eV) k
22 61 12 24 -0.984 0.266 1.981e+08
24 50 22 62 0.592 0.592 6.080e+02
22 62 24 50 -0.592 0.266 1.981e+08
27 29 26 28 1.816 1.816 1.270e-18
26 28 27 29 -1.816 0.266 1.981e+08
27 34 28 32 -0.385 0.266 1.981e+08
28 32 27 34 0.385 0.385 1.895e+06
27 35 28 33 0.934 0.934 1.022e-03
28 33 27 35 -0.934 0.266 1.981e+08
27 41 28 36 1.881 1.881 1.001e-19
28 36 27 41 -1.881 0.266 1.981e+08
27 42 28 43 1.428 1.428 4.470e-12
28 43 27 42 -1.428 0.266 1.981e+08
27 44 11 28 0.194 0.266 1.981e+08
11 28 27 44 -0.194 0.266 1.981e+08
27 45 12 28 1.870 1.870 1.556e-19
12 28 27 45 -1.870 0.266 1.981e+08
27 46 25 28 0.912 0.912 2.416e-03
25 28 27 46 -0.912 0.266 1.981e+08
27 49 28 50 1.777 1.777 5.725e-18
28 50 27 49 -1.777 0.266 1.981e+08
27 51 13 28 0.527 0.527 7.551e+03
13 28 27 51 -0.527 0.266 1.981e+08
27 52 14 28 0.538 0.538 4.976e+03
14 28 27 52 -0.538 0.266 1.981e+08
27 53 19 28 0.172 0.266 1.981e+08
19 28 27 53 -0.172 0.266 1.981e+08
27 54 20 28 0.787 0.787 3.085e-01
20 28 27 54 -0.787 0.266 1.981e+08
20 27 28 55 2.484 2.484 6.260e-30
28 55 20 27 -2.484 0.266 1.981e+08
27 57 17 28 0.134 0.266 1.981e+08
17 28 27 57 -0.134 0.266 1.981e+08
27 59 28 38 0.146 0.266 1.981e+08
28 38 27 59 -0.146 0.266 1.981e+08
27 60 28 39 1.611 1.611 3.685e-15
28 39 27 60 -1.611 0.266 1.981e+08
12 27 28 61 2.761 2.761 1.322e-34
28 61 12 27 -2.761 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
27 50 28 62 2.369 2.369 5.627e-28
28 62 27 50 -2.369 0.266 1.981e+08
26 34 29 32 -2.201 0.266 1.981e+08
29 32 26 34 2.201 2.201 3.873e-25
26 35 29 33 -0.882 0.266 1.981e+08
29 33 26 35 0.882 0.882 7.720e-03
26 41 29 36 0.065 0.266 1.981e+08
29 36 26 41 -0.065 0.266 1.981e+08
26 42 29 43 -0.387 0.266 1.981e+08
29 43 26 42 0.387 0.387 1.765e+06
26 44 11 29 -1.622 0.266 1.981e+08
11 29 26 44 1.622 1.622 2.409e-15
26 45 12 29 0.054 0.266 1.981e+08
12 29 26 45 -0.054 0.266 1.981e+08
26 46 25 29 -0.904 0.266 1.981e+08
25 29 26 46 0.904 0.904 3.266e-03
26 49 29 50 -0.039 0.266 1.981e+08
29 50 26 49 0.039 0.266 1.981e+08
26 51 13 29 -1.288 0.266 1.981e+08
13 29 26 51 1.288 1.288 1.045e-09
26 52 14 29 -1.277 0.266 1.981e+08
14 29 26 52 1.277 1.277 1.585e-09
26 53 19 29 -1.644 0.266 1.981e+08
19 29 26 53 1.644 1.644 1.014e-15
26 54 20 29 -1.029 0.266 1.981e+08
20 29 26 54 1.029 1.029 2.557e-05
20 26 29 55 0.669 0.669 3.062e+01
29 55 20 26 -0.669 0.266 1.981e+08
26 57 17 29 -1.682 0.266 1.981e+08
17 29 26 57 1.682 1.682 2.314e-16
26 59 29 38 -1.670 0.266 1.981e+08
29 38 26 59 1.670 1.670 3.728e-16
26 60 29 39 -0.205 0.266 1.981e+08
29 39 26 60 0.205 0.266 1.981e+08
12 26 29 61 0.946 0.946 6.468e-04
29 61 12 26 -0.946 0.266 1.981e+08
26 50 29 62 0.553 0.553 2.753e+03
29 62 26 50 -0.553 0.266 1.981e+08
32 35 33 34 1.319 1.319 3.117e-10
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Reactants Products ∆G (eV) ∆G‡ (eV) k
33 34 32 35 -1.319 0.266 1.981e+08
32 41 34 36 2.266 2.266 3.054e-26
34 36 32 41 -2.266 0.266 1.981e+08
32 42 34 43 1.814 1.814 1.363e-18
34 43 32 42 -1.814 0.266 1.981e+08
32 44 11 34 0.579 0.579 9.991e+02
11 34 32 44 -0.579 0.266 1.981e+08
32 45 12 34 2.255 2.255 4.747e-26
12 34 32 45 -2.255 0.266 1.981e+08
32 46 25 34 1.297 1.297 7.368e-10
25 34 32 46 -1.297 0.266 1.981e+08
32 49 34 50 2.162 2.162 1.746e-24
34 50 32 49 -2.162 0.266 1.981e+08
32 51 13 34 0.913 0.913 2.303e-03
13 34 32 51 -0.913 0.266 1.981e+08
32 52 14 34 0.924 0.924 1.518e-03
14 34 32 52 -0.924 0.266 1.981e+08
32 53 19 34 0.557 0.557 2.373e+03
19 34 32 53 -0.557 0.266 1.981e+08
32 54 20 34 1.173 1.173 9.409e-08
20 34 32 54 -1.173 0.266 1.981e+08
20 32 34 55 2.870 2.870 1.909e-36
34 55 20 32 -2.870 0.266 1.981e+08
32 57 17 34 0.519 0.519 1.040e+04
17 34 32 57 -0.519 0.266 1.981e+08
32 59 34 38 0.531 0.531 6.455e+03
34 38 32 59 -0.531 0.266 1.981e+08
32 60 34 39 1.996 1.996 1.124e-21
34 39 32 60 -1.996 0.266 1.981e+08
12 32 34 61 3.147 3.147 4.033e-41
34 61 12 32 -3.147 0.266 1.981e+08
32 50 34 62 2.754 2.754 1.716e-34
34 62 32 50 -2.754 0.266 1.981e+08
33 41 35 36 0.947 0.947 6.086e-04
35 36 33 41 -0.947 0.266 1.981e+08
33 42 35 43 0.495 0.495 2.717e+04
35 43 33 42 -0.495 0.266 1.981e+08
33 44 11 35 -0.740 0.266 1.981e+08
11 35 33 44 0.740 0.740 1.938e+00
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Reactants Products ∆G (eV) ∆G‡ (eV) k
33 45 12 35 0.936 0.936 9.461e-04
12 35 33 45 -0.936 0.266 1.981e+08
33 46 25 35 -0.022 0.266 1.981e+08
25 35 33 46 0.022 0.266 1.981e+08
33 49 35 50 0.843 0.843 3.480e-02
35 50 33 49 -0.843 0.266 1.981e+08
33 51 13 35 -0.406 0.266 1.981e+08
13 35 33 51 0.406 0.406 8.409e+05
33 52 14 35 -0.396 0.266 1.981e+08
14 35 33 52 0.396 0.396 1.276e+06
33 53 19 35 -0.762 0.266 1.981e+08
19 35 33 53 0.762 0.762 8.161e-01
33 54 20 35 -0.147 0.266 1.981e+08
20 35 33 54 0.147 0.266 1.981e+08
20 33 35 55 1.551 1.551 3.805e-14
35 55 20 33 -1.551 0.266 1.981e+08
33 57 17 35 -0.800 0.266 1.981e+08
17 35 33 57 0.800 0.800 1.862e-01
33 59 35 38 -0.788 0.266 1.981e+08
35 38 33 59 0.788 0.788 3.000e-01
33 60 35 39 0.677 0.677 2.240e+01
35 39 33 60 -0.677 0.266 1.981e+08
12 33 35 61 1.827 1.827 8.038e-19
35 61 12 33 -1.827 0.266 1.981e+08
33 50 35 62 1.435 1.435 3.420e-12
35 62 33 50 -1.435 0.266 1.981e+08
36 42 41 43 -0.453 0.266 1.981e+08
41 43 36 42 0.453 0.453 1.391e+05
36 44 11 41 -1.687 0.266 1.981e+08
11 41 36 44 1.687 1.687 1.899e-16
36 45 12 41 -0.011 0.266 1.981e+08
12 41 36 45 0.011 0.266 1.981e+08
36 46 25 41 -0.969 0.266 1.981e+08
25 41 36 46 0.969 0.969 2.575e-04
36 49 41 50 -0.104 0.266 1.981e+08
41 50 36 49 0.104 0.266 1.981e+08
36 51 13 41 -1.353 0.266 1.981e+08
13 41 36 51 1.353 1.353 8.238e-11
36 52 14 41 -1.343 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
14 41 36 52 1.343 1.343 1.250e-10
36 53 19 41 -1.709 0.266 1.981e+08
19 41 36 53 1.709 1.709 7.995e-17
36 54 20 41 -1.094 0.266 1.981e+08
20 41 36 54 1.094 1.094 2.016e-06
20 36 41 55 0.604 0.604 3.884e+02
41 55 20 36 -0.604 0.266 1.981e+08
36 57 17 41 -1.747 0.266 1.981e+08
17 41 36 57 1.747 1.747 1.824e-17
36 59 38 41 -1.735 0.266 1.981e+08
38 41 36 59 1.735 1.735 2.939e-17
36 60 39 41 -0.270 0.266 1.981e+08
39 41 36 60 0.270 0.270 1.688e+08
12 36 41 61 0.880 0.880 8.205e-03
41 61 12 36 -0.880 0.266 1.981e+08
36 50 41 62 0.488 0.488 3.491e+04
41 62 36 50 -0.488 0.266 1.981e+08
43 44 11 42 -1.234 0.266 1.981e+08
11 42 43 44 1.234 1.234 8.478e-09
43 45 12 42 0.441 0.441 2.163e+05
12 42 43 45 -0.441 0.266 1.981e+08
43 46 25 42 -0.517 0.266 1.981e+08
25 42 43 46 0.517 0.517 1.150e+04
43 49 42 50 0.349 0.349 7.956e+06
42 50 43 49 -0.349 0.266 1.981e+08
43 51 13 42 -0.901 0.266 1.981e+08
13 42 43 51 0.901 0.901 3.678e-03
43 52 14 42 -0.890 0.266 1.981e+08
14 42 43 52 0.890 0.890 5.581e-03
43 53 19 42 -1.257 0.266 1.981e+08
19 42 43 53 1.257 1.257 3.570e-09
43 54 20 42 -0.641 0.266 1.981e+08
20 42 43 54 0.641 0.641 9.002e+01
20 43 42 55 1.056 1.056 8.699e-06
42 55 20 43 -1.056 0.266 1.981e+08
43 57 17 42 -1.295 0.266 1.981e+08
17 42 43 57 1.295 1.295 8.145e-10
43 59 38 42 -1.282 0.266 1.981e+08
38 42 43 59 1.282 1.282 1.312e-09
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Reactants Products ∆G (eV) ∆G‡ (eV) k
43 60 39 42 0.182 0.266 1.981e+08
39 42 43 60 -0.182 0.266 1.981e+08
12 43 42 61 1.333 1.333 1.838e-10
42 61 12 43 -1.333 0.266 1.981e+08
43 50 42 62 0.941 0.941 7.820e-04
42 62 43 50 -0.941 0.266 1.981e+08
11 45 12 44 1.676 1.676 2.952e-16
12 44 11 45 -1.676 0.266 1.981e+08
11 46 25 44 0.718 0.718 4.581e+00
25 44 11 46 -0.718 0.266 1.981e+08
11 49 44 50 1.583 1.583 1.086e-14
44 50 11 49 -1.583 0.266 1.981e+08
11 51 13 44 0.333 0.333 1.432e+07
13 44 11 51 -0.333 0.266 1.981e+08
11 52 14 44 0.344 0.344 9.438e+06
14 44 11 52 -0.344 0.266 1.981e+08
11 53 19 44 -0.022 0.266 1.981e+08
19 44 11 53 0.022 0.266 1.981e+08
11 54 20 44 0.593 0.593 5.851e+02
20 44 11 54 -0.593 0.266 1.981e+08
11 20 44 55 2.291 2.291 1.187e-26
44 55 11 20 -2.291 0.266 1.981e+08
11 57 17 44 -0.060 0.266 1.981e+08
17 44 11 57 0.060 0.266 1.981e+08
11 59 38 44 -0.048 0.266 1.981e+08
38 44 11 59 0.048 0.266 1.981e+08
11 60 39 44 1.417 1.417 6.990e-12
39 44 11 60 -1.417 0.266 1.981e+08
11 12 44 61 2.567 2.567 2.508e-31
44 61 11 12 -2.567 0.266 1.981e+08
11 50 44 62 2.175 2.175 1.067e-24
44 62 11 50 -2.175 0.266 1.981e+08
12 46 25 45 -0.958 0.266 1.981e+08
25 45 12 46 0.958 0.958 4.003e-04
12 49 45 50 -0.093 0.266 1.981e+08
45 50 12 49 0.093 0.266 1.981e+08
12 51 13 45 -1.342 0.266 1.981e+08
13 45 12 51 1.342 1.342 1.281e-10
12 52 14 45 -1.331 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
14 45 12 52 1.331 1.331 1.943e-10
12 53 19 45 -1.698 0.266 1.981e+08
19 45 12 53 1.698 1.698 1.243e-16
12 54 20 45 -1.082 0.266 1.981e+08
20 45 12 54 1.082 1.082 3.134e-06
12 20 45 55 0.615 0.615 2.498e+02
45 55 12 20 -0.615 0.266 1.981e+08
12 57 17 45 -1.736 0.266 1.981e+08
17 45 12 57 1.736 1.736 2.836e-17
12 59 38 45 -1.724 0.266 1.981e+08
38 45 12 59 1.724 1.724 4.569e-17
12 60 39 45 -0.259 0.266 1.981e+08
39 45 12 60 0.259 0.266 1.981e+08
12 12 45 61 0.892 0.892 5.278e-03
45 61 12 12 -0.892 0.266 1.981e+08
12 50 45 62 0.499 0.499 2.246e+04
45 62 12 50 -0.499 0.266 1.981e+08
25 49 46 50 0.865 0.865 1.472e-02
46 50 25 49 -0.865 0.266 1.981e+08
25 51 13 46 -0.384 0.266 1.981e+08
13 46 25 51 0.384 0.384 1.987e+06
25 52 14 46 -0.374 0.266 1.981e+08
14 46 25 52 0.374 0.374 3.016e+06
25 53 19 46 -0.740 0.266 1.981e+08
19 46 25 53 0.740 0.740 1.929e+00
25 54 20 46 -0.125 0.266 1.981e+08
20 46 25 54 0.125 0.266 1.981e+08
20 25 46 55 1.573 1.573 1.610e-14
46 55 20 25 -1.573 0.266 1.981e+08
25 57 17 46 -0.778 0.266 1.981e+08
17 46 25 57 0.778 0.778 4.401e-01
25 59 38 46 -0.766 0.266 1.981e+08
38 46 25 59 0.766 0.766 7.091e-01
25 60 39 46 0.699 0.699 9.478e+00
39 46 25 60 -0.699 0.266 1.981e+08
12 25 46 61 1.849 1.849 3.401e-19
46 61 12 25 -1.849 0.266 1.981e+08
25 50 46 62 1.457 1.457 1.447e-12
46 62 25 50 -1.457 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
50 51 13 49 -1.249 0.266 1.981e+08
13 49 50 51 1.249 1.249 4.710e-09
50 52 14 49 -1.239 0.266 1.981e+08
14 49 50 52 1.239 1.239 7.147e-09
50 53 19 49 -1.605 0.266 1.981e+08
19 49 50 53 1.605 1.605 4.571e-15
50 54 20 49 -0.990 0.266 1.981e+08
20 49 50 54 0.990 0.990 1.153e-04
20 50 49 55 0.708 0.708 6.793e+00
49 55 20 50 -0.708 0.266 1.981e+08
50 57 17 49 -1.643 0.266 1.981e+08
17 49 50 57 1.643 1.643 1.043e-15
50 59 38 49 -1.631 0.266 1.981e+08
38 49 50 59 1.631 1.631 1.681e-15
50 60 39 49 -0.166 0.266 1.981e+08
39 49 50 60 0.166 0.266 1.981e+08
12 50 49 61 0.984 0.984 1.435e-04
49 61 12 50 -0.984 0.266 1.981e+08
50 50 49 62 0.592 0.592 6.106e+02
49 62 50 50 -0.592 0.266 1.981e+08
13 52 14 51 0.011 0.266 1.981e+08
14 51 13 52 -0.011 0.266 1.981e+08
13 53 19 51 -0.356 0.266 1.981e+08
19 51 13 53 0.356 0.356 6.029e+06
13 54 20 51 0.260 0.266 1.981e+08
20 51 13 54 -0.260 0.266 1.981e+08
13 20 51 55 1.957 1.957 5.150e-21
51 55 13 20 -1.957 0.266 1.981e+08
13 57 17 51 -0.394 0.266 1.981e+08
17 51 13 57 0.394 0.394 1.376e+06
13 59 38 51 -0.381 0.266 1.981e+08
38 51 13 59 0.381 0.381 2.217e+06
13 60 39 51 1.083 1.083 3.032e-06
39 51 13 60 -1.083 0.266 1.981e+08
12 13 51 61 2.234 2.234 1.088e-25
51 61 12 13 -2.234 0.266 1.981e+08
13 50 51 62 1.841 1.841 4.630e-19
51 62 13 50 -1.841 0.266 1.981e+08
14 53 19 52 -0.366 0.266 1.981e+08
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Reactants Products ∆G (eV) ∆G‡ (eV) k
19 52 14 53 0.366 0.366 3.974e+06
14 54 20 52 0.249 0.266 1.981e+08
20 52 14 54 -0.249 0.266 1.981e+08
14 20 52 55 1.946 1.946 7.814e-21
52 55 14 20 -1.946 0.266 1.981e+08
14 57 17 52 -0.404 0.266 1.981e+08
17 52 14 57 0.404 0.404 9.067e+05
14 59 38 52 -0.392 0.266 1.981e+08
38 52 14 59 0.392 0.392 1.461e+06
14 60 39 52 1.073 1.073 4.601e-06
39 52 14 60 -1.073 0.266 1.981e+08
12 14 52 61 2.223 2.223 1.651e-25
52 61 12 14 -2.223 0.266 1.981e+08
14 50 52 62 1.831 1.831 7.024e-19
52 62 14 50 -1.831 0.266 1.981e+08
19 54 20 53 0.615 0.615 2.463e+02
20 53 19 54 -0.615 0.266 1.981e+08
19 20 53 55 2.313 2.313 4.998e-27
53 55 19 20 -2.313 0.266 1.981e+08
19 57 17 53 -0.038 0.266 1.981e+08
17 53 19 57 0.038 0.266 1.981e+08
19 59 38 53 -0.026 0.266 1.981e+08
38 53 19 59 0.026 0.266 1.981e+08
19 60 39 53 1.439 1.439 2.943e-12
39 53 19 60 -1.439 0.266 1.981e+08
12 19 53 61 2.589 2.589 1.056e-31
53 61 12 19 -2.589 0.266 1.981e+08
19 50 53 62 2.197 2.197 4.493e-25
53 62 19 50 -2.197 0.266 1.981e+08
20 20 54 55 1.697 1.697 1.261e-16
54 55 20 20 -1.697 0.266 1.981e+08
20 57 17 54 -0.653 0.266 1.981e+08
17 54 20 57 0.653 0.653 5.621e+01
20 59 38 54 -0.641 0.266 1.981e+08
38 54 20 59 0.641 0.641 9.056e+01
20 60 39 54 0.824 0.824 7.421e-02
39 54 20 60 -0.824 0.266 1.981e+08
12 20 54 61 1.974 1.974 2.663e-21
54 61 12 20 -1.974 0.266 1.981e+08



APPENDIX G. SPECIES AND REACTIONS FOR KMC IN CHAPTER 6 177

Reactants Products ∆G (eV) ∆G‡ (eV) k
20 50 54 62 1.582 1.582 1.133e-14
54 62 20 50 -1.582 0.266 1.981e+08
55 57 17 20 -2.351 0.266 1.981e+08
17 20 55 57 2.351 2.351 1.141e-27
55 59 20 38 -2.339 0.266 1.981e+08
20 38 55 59 2.339 2.339 1.838e-27
55 60 20 39 -0.874 0.266 1.981e+08
20 39 55 60 0.874 0.874 1.055e-02
12 55 20 61 0.277 0.277 1.312e+08
20 61 12 55 -0.277 0.266 1.981e+08
50 55 20 62 -0.116 0.266 1.981e+08
20 62 50 55 0.116 0.266 1.981e+08
17 59 38 57 0.012 0.266 1.981e+08
38 57 17 59 -0.012 0.266 1.981e+08
17 60 39 57 1.477 1.477 6.715e-13
39 57 17 60 -1.477 0.266 1.981e+08
12 17 57 61 2.627 2.627 2.409e-32
57 61 12 17 -2.627 0.266 1.981e+08
17 50 57 62 2.235 2.235 1.025e-25
57 62 17 50 -2.235 0.266 1.981e+08
38 60 39 59 1.465 1.465 1.082e-12
39 59 38 60 -1.465 0.266 1.981e+08
12 38 59 61 2.615 2.615 3.882e-32
59 61 12 38 -2.615 0.266 1.981e+08
38 50 59 62 2.223 2.223 1.652e-25
59 62 38 50 -2.223 0.266 1.981e+08
12 39 60 61 1.150 1.150 2.229e-07
60 61 12 39 -1.150 0.266 1.981e+08
39 50 60 62 0.758 0.758 9.485e-01
60 62 39 50 -0.758 0.266 1.981e+08
50 61 12 62 -0.392 0.266 1.981e+08
12 62 50 61 0.392 0.392 1.460e+06
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Reactants Products ∆G (eV) ∆G‡ (eV) k
Table G.3: Coordination and re-coordination reactions
included in kMC simulations. For coordination reactions,
if the reaction is exergonic (∆G < 0), then the reaction
is taken to be barrierless; otherwise, the free energy de-
fines the effective barrier. For re-coordination reactions,
there is a minimum energy barrier, which we take in most
simulations to be ∆G‡

recoord = 0.266 eV. The units of the
rate constant k depend on if the reaction is unimolecular
or bimolecular. Where relevant, all values are calculated
at T = 298.15K.

Reactants Products ∆G (eV) ∆G‡ (eV) k
41 32 42 -0.809 0.000 6.212e+12

42 41 32 0.809 0.809 1.307e-01
33 35 12 31 -2.115 0.000 6.212e+12
12 31 33 35 2.115 2.115 1.089e-23
35 35 45 31 -3.051 0.000 6.212e+12
45 31 35 35 3.051 3.051 1.659e-39
33 33 61 31 -0.288 0.000 6.212e+12
61 31 33 33 0.288 0.288 8.420e+07
33 35 50 -3.082 0.000 6.212e+12

50 33 35 3.082 3.082 4.917e-40
35 35 49 -3.925 0.000 6.212e+12

49 35 35 3.925 3.925 2.754e-54
33 33 62 -1.647 0.000 6.212e+12

62 33 33 1.647 1.647 8.931e-16
58 16 36 -2.654 0.000 6.212e+12

16 36 58 2.654 2.654 8.492e-33
19 36 38 24 -0.285 0.000 6.212e+12
38 24 19 36 0.285 0.285 9.532e+07
36 32 43 -1.262 0.000 6.212e+12

43 36 32 1.262 1.262 2.926e-09
39 36 48 1.017 0.000 6.212e+12

36 48 39 -1.017 0.000 6.212e+12
60 41 48 0.747 0.000 6.212e+12

41 48 60 -0.747 0.000 6.212e+12
46 32 23 -2.342 0.000 6.212e+12

23 46 32 2.342 2.342 1.586e-27
25 32 24 0.009 0.000 6.212e+12



APPENDIX G. SPECIES AND REACTIONS FOR KMC IN CHAPTER 6 179

Reactants Products ∆G (eV) ∆G‡ (eV) k
22 32 13 -0.696 0.000 6.212e+12

13 22 32 0.696 0.696 1.056e+01
24 32 15 -1.016 0.000 6.212e+12

15 24 32 1.016 1.016 4.096e-05
6 6 13 30 -2.676 0.000 6.212e+12

13 30 6 6 2.676 2.676 3.561e-33
48 48 40 -4.157 0.000 6.212e+12

40 48 48 4.157 4.157 3.297e-58
42 24 12 19 -0.743 0.000 6.212e+12
12 19 42 24 0.743 0.743 1.712e+00
20 48 24 40 -2.616 0.000 6.212e+12
24 40 20 48 2.616 2.616 3.795e-32
6 42 57 2.344 0.000 6.212e+12

57 6 42 -2.344 0.000 6.212e+12
Table G.4: Barrierless reactions included in kMC simula-
tions. These reactions either have no transition-state (as
reported from the literature and confirmed at the ωB97X-
V/def2-TZVPPD/SMD level of theory) or a transition-
state was found and the calculated free energy barrier
was negative in one or both directions. In general, the
effective free energy barrier is calculated from the reac-
tion free energy ∆G. However, for select reactions (such
as the dissociation of water, which occurs essentially bar-
rierlessly on a bare surface but not in solution),[212] the
barrier was set to 0 by fiat. All values are calculated at
T = 298.15K.

Reactants Products ∆G (eV) ∆G‡ (eV) k
4 6 -1.208 0.400a 1.076e+06
6 4 1.208 1.893 6.351e-20
6 11 30 0.370 1.076 4.010e-06

11 30 6 -0.370 0.706 7.258e+00
7 12 30 -1.611 0.130 3.936e+10

12 30 7 1.611 1.741 2.299e-17
52 6 45 -1.737 0.590 6.706e+02

6 45 52 1.737 2.327 2.869e-27
20 6 36 0.552 1.671 3.545e-16

6 36 20 -0.552 1.119 7.672e-07
54 22 48 0.552 0.803 1.675e-01
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Reactants Products ∆G (eV) ∆G‡ (eV) k
22 48 54 -0.552 0.251 3.595e+08

55 26 33 -0.370 1.315 3.615e-10
26 33 55 0.370 1.685 2.042e-16

56 13 36 -0.493 0.245 4.446e+08
13 36 56 0.493 0.739 2.038e+00

14 6 12 -0.406 1.780 4.990e-18
6 12 14 0.406 2.186 6.826e-25

14 7 11 1.575 1.780 4.990e-18
7 11 14 -1.575 0.205 2.115e+09

9 25 31 -0.202 0.089 1.955e+11
25 31 9 0.202 0.291 7.403e+07

13 3 12 1.546 1.866 1.754e-19
3 12 13 -1.546 0.321 2.363e+07

15 1 12 0.230 1.339 1.442e-10
1 12 15 -0.230 1.109 1.133e-06

19 3 36 2.506 2.506 2.700e-30
3 36 19 -2.506 0.000 6.127e+12

20 29 33 0.299 1.526 9.940e-14
29 33 20 -0.299 1.227 1.139e-08

20 26 35 1.181 1.526 9.940e-14
26 35 20 -1.181 0.345 9.169e+06

23 33 46 0.500 1.736 2.802e-17
33 46 23 -0.500 1.236 8.021e-09

23 25 35 0.478 1.736 2.802e-17
25 35 23 -0.478 1.258 3.394e-09

14 24 35 1.123 1.512 1.694e-13
24 35 14 -1.123 0.390 1.602e+06

14 22 33 0.280 1.512 1.694e-13
22 33 14 -0.280 1.233 9.013e-09

56 22 43 -1.059 0.157 1.383e+10
22 43 56 1.059 1.216 1.756e-08

56 24 42 -0.710 0.157 1.383e+10
24 42 56 0.710 0.867 1.366e-02
22 43 12 19 -0.395 0.088 2.022e+11
12 19 22 43 0.395 0.483 4.333e+04
13 36 12 19 -0.960 1.344 1.168e-10
12 19 13 36 0.960 2.304 6.937e-27
43 48 10 40 -0.370 0.793 2.404e-01
10 40 43 48 0.370 1.163 1.345e-07
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Reactants Products ∆G (eV) ∆G‡ (eV) k
5 9 -1.674 0.087 2.093e+11
9 5 1.674 1.761 1.064e-17

4 36 20 -1.760 0.470 7.077e+04
20 4 36 1.760 2.230 1.269e-25

1 43 18 0.380 1.388 2.168e-11
18 1 43 -0.380 1.007 5.828e-05

3 43 16 -0.887 0.588 7.193e+02
16 3 43 0.887 1.475 7.367e-13
17 6 43 -1.049 1.088 2.564e-06

6 43 17 1.049 2.137 4.748e-24
16 36 19 43 -1.619 0.962 3.403e-04
19 43 16 36 1.619 2.581 1.464e-31

58 19 43 -1.447 0.422 4.610e+05
19 43 58 1.447 1.869 1.598e-19

Table G.5: Other reactions included in kMC simulations.
All values are calculated at T = 298.15K. a this value is
modified from the calculated value of 0.685 eV.
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Appendix H

Supplemental Information for
Chapter 71

H.1 Demonstration of Reversible Mg Plating and

Stripping

Figure H.1 shows data from a cyclic voltammetry (CV) experiment conducted on the same
MIB cell used for OEMS measurements. A scan of 100 mV s−1 was applied to the cell with
Au WE, Mg RE, and a 0.5 M solution of Mg(TFSI)2 dissolved in G2. Four cyclces are shown.
All cycles demonstrate reversible Mg plating and stripping. This confirms that, during the
OEMS experiment in which the cell voltage was held at -1.0 V, Mg was constantly plated.

1This chapter is adapted from Ref [358]: Spotte-Smith, E.W.C., Blau, S.M., Barter, D., Leon, N.J.,
Hahn, N.T., Redkar, N.S., Zavadil, K.R., Liao, C., Persson, K.A. Journal of the American Chemical Society
145 (22), 12181–12192.
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Figure H.1: Cyclic voltammogram showing two plating-stripping cycles for a DEMS cell
containing a 0.5M Mg(TFSI)2/G2 electrolyte, an Au working electrode, and Mg foil reference
electrode. The scan rate was 100 mV s−1.
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H.2 Snapshot OEMS Spectra
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Figure H.2: Snapshot OEMS spectrum taken at the beginning of a potentiostatic experiment.
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Figure H.3: Snapshot OEMS spectrum taken one hour into a potentiostatic experiment.
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Figure H.4: Snapshot OEMS spectrum taken two hours into a potentiostatic experiment.
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Figure H.5: Snapshot OEMS spectrum taken three hours into a potentiostatic experiment.
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Figure H.6: Snapshot OEMS spectrum taken four hours into a potentiostatic experiment.

H.3 Solvation Correction

We optimized clusters with variable numbers of G2 as well as dimethoxyethane (DME)
coordinating Mg2+ and Mg1+ ions in Q-Chem at the ωB97X-D/def2-SVPD/PCM//ωB97X-
V/def2-TZVPPD/SMD level of theory[298, 301, 302, 425, 427]. From these clusters, we can
calculate the relative stabilization of the ion as

∆Estabilization = ESn − ES0 − nES (H.1)

where ESn is the electronic energy of the ion surrounded by n solvent molecules S, ES0 is the
electronic energy of the ion without any explicit solvent molecules, and ES is the electronic
energy of the uncoordinated solvent molecule.
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a) b)

c) d)

y =  -1.44x - 0.29
(R2 = 0.992)

y =  -1.37x - 0.19
(R2 = 0.993)

y =  -0.38x - 0.50
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y =  -0.49x - 0.21
(R2 = 0.943)

Figure H.7: Relative stabilization of Mg ions (Mg2+, a-b; Mg1+, c-d) by dimethoxyethane
(DME) (a, c) and G2 (b, d) in terms of electronic energy (in eV). Equations for lines of best
fit (solid black lines) are provided.

By performing linear regression on the relative stabilization of the Mg ions as a function of
the coordination number of the ion (Figure H.7), we can find an effective solvation correction
to apply during CRN construction. We note that the comparatively poor linear trend seen
with Mg1+ ions reflects the preference of these ions for 5-fold coordination. The addition
of a sixth coordinate bond is somewhat energetically unfavorable with DME as a solvent
(the stabilization decreases when a third DME molecule, increasing the coordination number
from 4 to 6, is added), and the addition of a second G2 molecule (increasing the coordination
number from 3 to 6) leads to a much lower stabilization than the first G2.

H.4 Reduction Potentials

We considered redox potentials of Mg-coordinated species with and without full explicit sol-
vent shells (Table H.1). It can be seen that the inclusion of explicit solvent can dramatically
affect the reduction potential, in some cases changing the calculated value by ∼ 2V. For the
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reduction of Mg-coordinated G2 (M1 −−→ M2), the predictions of reduction potentials in im-
plicit solvent and explicit solvent are in qualitative disagreement. In implicit solvent, Mg2+

is expected to reduce significantly before the Mg plating potential (0.64 V vs. Mg/Mg2+),
while when a full explicit solvent shell is included, the reduction potential is significantly
below the plating potential (-1.32 V vs. Mg/Mg2+).

Reaction Eimplicit (V) Eexplicit (V)
M1 −−→ M2 0.64 -1.32
M4 −−→ M7 3.51 3.26*

M6
+Mg2+ −−→ M8 3.89 1.62

Table H.1: Reduction potentials of Mg-coordinated species with and without explicit sol-
vation. All potentials are reported referenced to the reduction potential of Mg. * = The
reduced molecule dissociated during geometry optimization.

Without conducting additional dynamic simulations in the presence of explicit electrified
interfaces, it is challenging to know in detail either the solvation behavior or the reduction
behavior of Mg ions. In Chapter 7, we report reduction potentials without explicit solvent,
as we expect that Mg ions will at least partially desolvate when in close proximity to an
electrode or interphase surface. This is also supported by the preference of Mg1+ ions for
lower coordination numbers than Mg2+ (see Section H.3 above). Nonetheless, we expect
nontrivial error in our reported reduction potentials.

H.5 Network Products

Of the 6,469 species included in our CRN, 85 are identified as network products. Of these
85, 14 have sufficiently low predicted solubility in G2 that they can be considered as possible
gaseous products. The remaining 71 species are shown in Figures H.8-H.10.
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Figure H.8: Oligomer and other chain hydrocarbon network products.

Thirty-three of the predicted products (Figure H.8) have chain hydrocarbon backbones,
in most cases with ether moieties. Many are oligomeric, including several branched oligomers.
Considering these predicted network products alongside the propensity for G2 to decompose
and form radical and anionic intermediates, we suggest that G2 should polymerize during
MIB charging and SEI formation.
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Figure H.9: Salt network products.

An additional 32 network products contain non-magnesium ions or are magnesium salts
(Figure H.9). Without further experimental characterization, we cannot say much about
most of these products and whether they are likely to emerge during MIB SEI formation.
We suspect that many of these species are not likely stable and may continue to degrade
(the decomposition products may be missing from the network). However, we do note that
several salt products - namely MgCO3[54, 364] and MgSO3[55] - have been observed by
experimental spectroscopy.
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H.6 Scanning Electron Microscopy

50µm

50µm

a)

b)

Figure H.11: SEM images of remnant Mg and electrolyte (TFSI– and G2) decomposition
products after 1 (a) and 10 (b) deposition and stripping cycles.
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