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ABSTRACT  

 

Unveiling Uncertainty: Tools, Concepts, and Philosophy for Defining what is Measured in 

Educational and Psychological Measurement (and Avoiding a Bewitching) 

 

Daniel Benjamin Katz 

 

The quality of a measuring instrument is always to some extent limited by the 

conceptual clarity and coherence of the target property’s (that which we would like to 

measure) definition. However, foundational texts about validity theories, psychometrics, and 

latent variable modeling offer little (non-operationalist) guidance for transparently defining 

or analyzing these properties (sometimes called, constructs, attributes, factors, latent 

variables, or similar).  I begin by suggesting, contrary to many methodological approaches, 

that non-operationally defining properties is the first necessary step in any measurement 

effort and an ethical imperative in the human sciences. Productive definitional efforts are 

those that enable what Hasok Chang calls epistemic iteration. This means that definitional 

efforts serve certain initial scientific aims but should be ever improved and critiqued. I try to 

present useful recommendations for productive definitional work from the fields of 

psychometrics, philosophies of language and science, as well as metrology and exploratory 

statistics. That we know enough about a property to define it and treat it as measurable is 

presented as an empirical and ethical question.  

Throughout, I use running examples from definitional debates surrounding the 

assessment of reading comprehension ability in the National Assessment of Educational 
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Progress (NAEP) and scholarship related to “non-academic” student attributes such as human 

resilience. In the final section of this dissertation, I present an empirical example from a 

reading test, repurposing differential item functioning (DIF) and measurement invariance 

testing from psychometrics as useful inductive tools for demarcating properties we would 

like to measure. Ideally, these methods for property definition can help facilitate conceptual 

and linguistic clarity for measurement in education, psychology, and the human sciences 

more broadly. 
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Chapter 1 

Introduction to the problem of definition in psychometrics  
 

In his paper, “Attack of the psychometricians,” Denny Borsboom argues that in an ideal 

world: 

“The first thing a psychologist who has proposed a measure for a theoretical attribute 

would do is to spell out the nature and form of the relationship between the attribute 

and its putative measures.” (Borsboom, 2006, p.429) 

Borsboom complains, of course, this is not what happens. Typically, he says, in the setting 

where a researcher wishes to measure something, the process involves first selecting among 

the quiver of typical statistical models and then fitting those models to data. What lacks from 

this mode of research is an account of the link between the way the results of a test or survey 

came to be and the theory of the attribute of interest. Borsboom claims this disconnect 

between what is being measured and the results of measurement process makes it is unclear 

which hypotheses are being posited and tested exactly or even theoretically and conceptually 

unassailable because nothing is specific enough to critique or improve. Borsboom charges 

psychometricians with perpetrating this improper thinking because of an overcommitment to 

the logical empiricist roots of classical test theory (CTT) – a devotion to meaningful research 

in terms of only the empirical or so-called observational. He also argues that there is an 

atheoretical devotion to patterns in the data without consideration of the data generating 

process – which might require an invocation of theoretical entities.  
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Haig & Borsboom (2008) point out bluntly, “for a procedure to count as a 

measurement procedure, it must yield measurements of something; that is, it requires that 

there be a certain connection between the observations and some theoretical attribute” (p. 2). 

The term theoretical attribute may need some clarification in usage for it to make sense in 

the context of measurement. For instance, many probably would not consider a person’s 

height to be theoretical, though measuring a person’s true height might be considered sort of 

hypothetical. Nonetheless, the point is well taken – measurement requires delimiting what is 

being measured, what is not being measured, and what might be influencing measurement 

results. So how would one go about defining the property one would like to measure? What 

is this process like for scientific endeavors? Where can one look for guidance in this area? 

Hibberd (2019) laments, in fact, that scientific definition, especially for the purpose of 

measurement, is not actually covered in psychological methods textbooks. Hibberd seems to 

use the term scientific to delineate definition that might be used for scientific inquiry which 

aim to refer to existing properties (property is a term discussed in chapter 3 of this 

dissertation) from commonly taught operational definition. Like Borsboom, Hibberd decries 

the over commitment to logical empiricism and homes in on operationalism. Operational 

definition, from operationalism, is the process of defining something by the method used to 

measure or assess it. An example of operationalism would be constructing two different 

assessments of reading comprehension ability that each comprises 5 test item, or test 

questions – really any form of observation {𝑥𝑖 … 𝑥𝑛}): 𝑋𝐴 = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5} and 𝑋𝐵 =

{𝑥5, 𝑥6, 𝑥7, 𝑥8, 𝑥9, 𝑥10}. The operationalist would say that there are now two different reading 

comprehension abilities – scores from reading comprehension abilities 𝑋𝐴 =

 {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5} and reading comprehension ability 𝑋𝐵 = {𝑥5, 𝑥6, 𝑥7, 𝑥8, 𝑥9, 𝑥10}. Each 
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time a new test is constructed, one would be creating a new reading comprehension ability. 

This is different than just saying that test 𝑋𝐴 and test 𝑋𝐵 are sensitive to different influences 

such that results are not comparable without any form of statistical adjustment. Note, the item 

𝑥5 appears in both tests. In psychometrics, a common item might be used to place the tests 

scores on a common scale (e.g. Kolen & Brennan, 2014). Alternatively, we might use a 

computer adaptive test (CAT), to administer fewer items to students so that few students see 

the exact same items. These scores are only interpretable and comparable if we do not take 

an operationalist position because different observations are used to make inferences about 

the same thing (e.g., reading comprehension ability).  

The physicist Percy Bridgman, the first explicator of operationalism, said “we mean 

by any concept nothing more than a set of operations; the concept is synonymous with the 

corresponding set of operations” (Bridgman, 1927, p.5). Bridgman further required that “the 

set of operations equivalent to any concept be a unique set, for otherwise there are 

possibilities of ambiguity in practical applications” (Bridgman, 1927, p.6). In other words, 

concepts each required a specific operation. Many scholars have pointed out, including 

Bridgman himself and Hibberd, that operationalism is problematic as a foundation for 

scientific inquiry because it confuses the property under measurement for the way one 

attempts to measure it. Weird problems arise with operationalism such as lengths measured 

via two different methods leading to two different length concepts. So operationalism does 

not provide a way out for scientific definition. However, the operationalist position, which 

provides us with a lack of uncertainty about what comprises the property that is measured, 

when turned into a realist position about what is measured, is turned into uncertainty in the 

form of now having imperfect definitions of what is measured in, say, a CAT test, since one 
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now has the notion of a “purified” property that must be demarcated from other properties 

(e.g. reading comprehension ability demarcated from background knowledge about a textual 

area). However, it is not often known how to manifest this property in any idealized form. To 

make it clearer, imagine, the true height of Haig and Borsboom (2008). The true height of a 

person is unknowable and idealized since there are always perturbations in measurement 

processes that may come from slightly different conditions of measurement each time 

(especially if different instruments are used) and the very definition of what and where one 

should measure (for instance, we might say the best measurement of the height of person x 

should be taken while they are wearing no shoes and standing straight up. Thus, the height 

will then be changed by how straight the person stands).  

A cross cutting theme between Hibberd and Borsboom is that definitions for scientific 

or knowledge gaining purposes are not just arbitrary but imply that there is something to be 

identified by a term or word used – the term “reading ability” supposedly demarcates 

something in the world, it is not just a free-floating entity that can take on any arbitrary 

meaning. What a term refers to is also not an arbitrary combination of entities1 (Meehl, 1992 

provides an example of arbitrary groupings – for our own example, we can imagine grad 

students who study educational measurement but also ride bikes; or for a measurement 

purpose, from Mari, Wilson, & Maul, 2021 – the measurable properties of height and weight 

could be combined in some way). Borsboom and Hibberd call for a scientifically realist 

account of what one aims to measure– definitions designate something in the world. This 

 
1 Later, including in chapters 2 & 3, I’ll attempt to introduce these concepts as universals. Universals 
are defined as something like, mind/subject independent, real or existing, and nonarbitrary. For 
instance, the property of length is a property of an object like a dog, and there are many instantiations 
(realizations) that height can take. Length values for all the things that have lengths have in common 
the property of length.  
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designation, though, in the case of research, may have both ontological and epistemological 

implications. The language has ontological implications because it is a commentary on what 

there is, and epistemological implications because the language directs investigation.  

Despite problems discussed above, operationalist language is not uncommon in 

psychology makes its way into textbooks. For instance, in the oft-used textbook 

Confirmatory Factor Analysis for Applied Research, which has no fewer than 21,500 

citations according to Google Scholar, the author provides an example of so-called construct 

validation by saying that “juvenile delinquency may be construed as a multidimensional 

construct defined by various forms of misconduct (e.g., property crimes, interpersonal 

violence, participation in drugs, academic misconduct)” (Brown, 2015, p. 2). Since this book 

is about confirmatory factor analysis (CFA), a reflective measurement model in which 

factors or “constructs” are meant to cause the item responses might be assumed, but the 

interpretation of juvenile delinquency becomes difficult. The definition is formative in the 

sense that juvenile delinquency is arbitrarily defined by the authors. Is juvenile delinquency 

caused in the sense that the four factors together cause scores on a higher order or factor (see, 

for instance, Edwards & Bagozzi, 2000) Is something being constructed in the sense that 

juvenile delinquency is merely a label for a convenient, however defined, set of behaviors 

deemed problematic but is not necessarily a single property of persons? A consequence of 

this operationalism is that there is no way to improve the measurement or theorizing around 

whatever juvenile delinquency is (is it a mental state? An attribute of a person? Only a set of 

actions?). The score from an assessment of juvenile delinquency is, borrowing language from 

Edwards and Bagozzi (2000), juvenile delinquency itself. An even more egregious example 

from Knight et al., (2009), also a textbook, says, “configural invariance is established if a 
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CFA model that allows the same set of items to form a factor in each group shows good 

model fit” (p. 109). Clearly, this is problematic since, in a confirmatory factor model as 

expressed in the text, item responses are supposed to be caused by their factors and do not 

define, or form, as the authors say, a factor. Again, the problem is that factors in a reflective 

CFA model are supposed to have existences independent of how they are measured. 

Borsboom et al. (2003) argue that making meaning of CFA models or other reflective 

measurement models requires a scientific realist orientation. It is argued next that not taking 

some sort of stance about definition can present real world scientific and ethical challenges.  

CFA models in psychometrics, are special cases of a general class of models called 

latent variable models. It is not uncommon for researchers in psychological measurement to 

say that what they would like to measure is a latent variable. The basic notion, as discussed 

later in this dissertation, is that there is something unobserved about a particular property that 

is often called a “variable”, and the unobservability is attributed to a suite of reasons – for 

instance, that the variable is merely hypothetical, the variable is theoretical, constructed, a 

latent factor, or that unobservability is simply a feature of the property itself. In other words, 

something like “reading comprehension ability” is in principle unobservable (ignoring for 

now, the term variable, a mathematical entity, used in place of the term property). Borsboom 

(2008) provides an account of why the distinction between unobservable and observable (or 

latent and observed) is a false dichotomy. Maxwell (2009) provides an account of, why in 

general, in many cases, the observable-unobservable distinction in general is also likely a 

false, if unknowable, distinction to make as a characteristic property of entities. Both authors 

appeal to the notion of, among other points, the improved instrumentation and research base 

as science progresses that may advance something unobserved to be treated as observed. 



 

7 
 

However, for the most part, neither author designates the consensus about the property of 

interest as being a source of what might orient our classification about the present 

observability of a phenomenon. Both authors do note that the observability and 

unobservability phenomenon is a human distinction and it would be hard to say that 

unobservability is a characteristic of the properties we’d like to measure. This argument will 

be discussed further in chapter 2, but I would like to posit that part of what gives us the 

account of something being observable (or not) is a matter of human consensus about the 

property under measurement and trust in theoretical background assumptions. Classifying 

something then as unobserved (or unobservable) or observed (or observable) is, at least in 

part, about consensus around its defining features. In this way, it can be studied (else, how 

would we demarcate what is to be studied) by multiple research groups, begin to figure in 

theories or experiments with explanatory roles and interpreted in the same way across 

contexts. This makes defining something as a latent variable, or as latent, a move to either 

construct an unassailable black box (how can you ever debate what something is if it is 

perennially unobserved?) or an admission of high uncertainty.   

Some have argued that part of the reproducibility problem can be attributed to 

measurement problems (e.g. Flake, 2021; Loken & Gelman, 2017). While much of the 

reproducibility world has been devoted to increasing transparency and openness of analytic 

decisions (e.g. posting code, data), it is less clear how to be transparent about the definition 

of what is measured. Or, in other words, it is less clear about how to define what we would 

like to measure and how those definitions might be integrated into analytic decisions. At least 

part of the open science and reproducibility realm is about building consensus. When claims 

about certain psychological entities are made based on measurements of those entities, 
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consensus is necessary for speaking to each other or interpreting results. This requires both 

semantic (devotion to the meanings of terms or parameters in models) and more technical 

and syntactic (structure of models, statistical or otherwise) consensus. There is considerably 

little work in how to start building this consensus in education or psychology. I maintain that 

a devotion to latent variables or attributing to things that we’d like to measure as latent being 

part of its definition not one of those methods. This is not to say that latent variable statistical 

models should not be used. But, separating the statistical commitments in a model to the 

substantive commitments is a necessary first step. This lack of consideration can lead to 

confusion and unproductive conversation. I aim to provide some tooling for making 

conversations about what is measured more transparent and productive. Operationalism may, 

to some degree, be maximally transparent from the perspective of what a property label 

means, but it is not fallible because it cannot misrepresent. If you subscribe to any sort of 

scientific realism (that there are mind independent entities, the goals of science are to 

describe and explain these entities, and our knowledge of these entities is ever being 

improved), then we cannot use operationalism since it does not matter whether there is some 

matching between the way the world is and the measurement procedure. Alternatively, at the 

far end of latent variable theory, we can be tempted into describing an attribute as 

permanently ethereal. I aim to build on these views using some examples from education and 

psychology. 

1.1 Characterizing Descriptions of Measurement  

Given the discussion above, a definition of measurement is necessary. Drawing on 

writings from researchers in measurement (e.g. Giordani & Mari, 2012; Mari, 2013; Mari et 

al., 2012a, 2019), I shall try to lay out some basic tenets of what measurement is and what it 

is not. First, I take measurement to be a human process created by humans for a purpose. As 
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such, this means the definition can always change for a given purpose. Definitions of 

measurement largely track with what has been considered measurement, and trusted 

measurement, now and in the past. Measurement is indeed an “evaluation process” (Mari et 

al., 2012, p. 2108). The descriptions of measurement in this section are not meant to be 

definitive so much as to lay the foundations of what definition of what is measured for the 

purpose of measurement might look like given what measurement requires. For our sake, 

what we consider measurement leads to measurement results that are trusted and can be 

interpreted across time and place. Second, measurement in psychology, also, did not 

originate on its own, but was rather brought about by physicists or biologists trying to 

measure things like human sense perception or intelligence (e.g. Michell, 1999; Mulaik, 

1985; Tal, 2019). As such, the question about measurement’s possibility in psychology and 

education is answerable to the extent that there is some similarity correspondence to 

measurement in the physical and natural sciences since this is where the very idea came 

from. Therefore, definitions of measurement should be largely drawn from measurement’s 

success in physical sciences. Given these two features, a one sentence, pithy definition just is 

not possible.  

The first part of this characterization will involve the outcomes of measurement. 

What has been considered measurement leads to trustworthy results from a measurement 

process. That is, measurement leads to results that can lead to actions – for instance, fitting a 

train through a tunnel. However, for the measurement to be trustworthy and actionable, 

results must be interpretable across time and people. That is what Mari et al., (2017) call 

intersubjectivity. For the measurement result to be intersubjective, results must be known to 

be about or in reference to the same property across contexts. The target property under 
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measurement will be called the measurand. Mari et. al (2012) call this objectivity. That is, we 

can get the train through the tunnel because the measurements associated with the height and 

width of the tunnel and the train can be interpreted in the same way by different engineers 

working on different projects. It is known that these height and width measurements, likely 

coming with some uncertainty quantification, can be primarily attributed to the length or 

width in given dimensions, making, e.g., width of the tunnel at its narrowest point .the 

measurand. This requires measurement units and requires output data that is evaluated by 

people. This may eliminate certain uses of latent variable models (e.g. factor analysis, IRT) 

as measurement since there is no easily interpretable unit or outcome (e.g. factor/scale 

indeterminacy problems) that can be interpreted across time and place. Without a measurand, 

it is somewhat hard to even make a judgement about how much trust should be attributed to 

measurement results (or uncertainty attributed  to the measurement results). This places the 

property under measurement and ideas about the way it exists, as well as the notion of 

consensus, front and center.  

1.1.1 A Model of Data Generation 

 

The second part of the characterization here will be about how the results come to be – how 

they come to be trusted. This portrays measurement as a process. Measurement is cast by 

Mari (2012) as solving a measurement problem in order to evaluate and provide information 

about a property of something. An object or entity has certain properties (characteristics). 

These characteristics are things like the height of an object or weight of an object where 

height and weight are properties. Thus, height and weight must be uniquely identified and 

defined in order for the measuring instrument to interact with the properties. The general 

process of measurement will involve putting a measurement instrument in interaction with an 



 

11 
 

object and the measuring instrument (e.g. ruler, thermometer, test) indication changes 

because of the way the property of interest interacts with the instrument. An example would 

be gas expanding in a tube when a thermometer is put in contact with an object that is 

warmer than room temperature, say. This requires a theory of how the property of interest, 

the thermometer, and other properties interact (e.g. Tal, 2016, 2019). This leads to an 

instrument indication that might be placed on a scale (e.g., expansion of gas in a tube is an 

indication that is placed on the Celsius temperature scale). A fuller description of the process 

is given by (Mari et al., 2021). Again, this places the property to be measured as the most 

important thing in the measurement process. However, this also implies that measurement is 

not just about estimation of values. Though, that may be a part of measurement (for instance, 

estimating ability from raw test question responses), measurement is also characterized by 

the entire process and a definition of measurement could not simply be about the assignment 

of numbers (discussed further below; Stevens, 1946). Measurement is then model reliant – 

because the properties under measurement will be idealized and unobserved since there will 

always be some error. Therefore, a model is required which idealized the measurement 

system is required – the process of measurement, the object under measurement, and the 

property itself all need to be modeled. This model gives information about what values can 

be reasonably attributed to an object.  The field of metrology is largely devoted to defining 

and specifying what goes into measurement – but has been primarily concerned with 

measurement in the physical sciences. It has little concern for the definition of properties that 

are less well defined. Saying that, given this measurement process, the field of metrology 

given its long history (discussed more in chapter 2) compared to psychological measurement, 

provides a useful framework for defining and characterizing measurement. Discussions of 
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whether measurement entails only quantities or can also include classification as part of 

measurement may be beyond the scope of this dissertation. However, for now, I will say that 

measurement involves at least working with continuous quantities and ordinal attributes but 

may exclude classificatory activities. The field of metrology has a definition of measurement 

that leaves room for interpretation but reads:  

 

process of experimentally obtaining one or more quantity values that can reasonably 

be attributed to a quantity (Joint Committee for Guides in Metrology (JCGM), 2012, 

2.1);  

 

Note, this differs from traditional definitions of measurement in psychology attributed 

to Stevens (1946; “the assignment of numbers according to rules”). When combined, these 

two areas - the process and how it leads to an outcome - characterizes measurement as a 

human evaluation of a property of interest leading to empirically derived (at least in part) 

values that can be attributed to the property in that case. The reasonableness of attribution of 

values places knowledge of the property at the forefront and hence, a clear definition is 

important. Given that we are using terms like “interact” or “select”, measurement is thus, in 

some capacity, a causal process. Changes in the property of interest cause a different 

transduction and interpretation of the instrument indication.  

What does this look like in a test or survey? A student takes a test where the test is a 

measuring instrument (though it need not be). The test is designed so as when a student 

responds to questions, the source of the response comes primarily from the property of 

interest. That means items or test questions or observations are, in some capacity, interacting 

with a student’s cognition. Surely, there are other properties that affect student responses and 
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these might be called influence quantities as in the International Vocabulary of Metrology 

(VIM). Foregrounding the discussion in chapter 4, psychometric language and tradition has 

developed its own weaker vocabulary (weaker as in less committed to causal language) such 

as referring to influence quantities as “construct irrelevant variance” (Messick, 1995). These 

are things that might change the reading of an instrument – for instance, the text complexity 

of a word problem in a math test might change a student’s response but does not change their 

math ability. However, in some cases, we may be able to model this system. Chapter’s 4 of 

this dissertation will be particularly interested in these influence quantities and how they may 

actually help us think about the properties of interest. It is contended that the lack of semantic 

clarity relating to how to speak of definitions of properties we intend to measure, sources of 

uncertainty, and the language used to describe the properties often leads to unproductive 

conversation. This is not to say the language of psychometrics has not been useful so much 

as to say there is no reason to stop at the language of psychometrics. 

1.1.2 Why worry about what measurement is? 

 

Why worry about characterizations of measurement? One (1) perspective is simply 

historical. This is the continuation of efforts from the likes of Fechner who was so committed 

to applying the method of physics to the version of quantitative psychology that he created 

became known as psychophysics – therefore, this effort to define measurement is part of the 

continued history (Fechner, 1987; Michell, 1999). Another related perspective (2) is the 

quantitative imperative belief imported from the likes of Kelvin and transferred to early 

researchers in psychology like Cattell, Boring, Spearman (Michell, 2003), and perhaps to 

people like Quetelet and Galton (e.g. Mulaik, 1985; and summarized by Michell, 2003). This 

is the idea that if something cannot be quantified or measured, then we do not (or cannot) 
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truly know it. Thus, position (2) means that for psychology to be taken seriously as a science 

but also to have command over its content, it must be quantifying. A third (3) position might 

be to discuss knowledge sharing improvements and enquiry. Thus, it is carving out what is 

relevant in a discussion and what is not when discussing measurability or measurement in 

general of psychological phenomena. Consider the discussion about uses of latent variable 

models that do not lead to an indication about the value of a property under measurement. 

This should lead us to ask about what is being answered with the use of these latent variable 

models – what are they accomplishing for us? A fourth (4) position could be something along 

the lines of what the field of metrology is trying to accomplish – to set guidelines for 

improving and admitting certain evaluations of the world that take a certain form and assess 

their trustworthiness or alignment. This is about measuring for purpose. Since measurement 

is often associated with trustworthiness of information, we might ask, if we are to measure, 

what would lead to certain results being trustworthy?  I am worrying throughout this 

dissertation about what characterizes measurement as a cross between points (3) and (4). 

Many forms of research in education and psychology are treated or claimed to be 

measurements with associated instruments we might call measures, or less elegantly or 

accurately, “scales.” Should claims from these instruments (surveys, academic tests)mn  be 

afforded the same trustworthiness we might afford measures of the physical realm? If they 

are, at least in part, given the characterization above, we should have some concept of what is 

indeed measured and modeled.  

1.2 Reading, Resilience and Definitional Uncertainty 

 

Consider the so-called Nation’s Report Card - the National Assessment of 

Educational Progress (NAEP) which is a congressionally mandated testing program in the 
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United States. It assesses 4th, 8th, and 12th grade students in the areas of math, reading, and 

science (among others), providing information at the national, state, district, and subgroup 

level but not the individual student level. Meant to be a policy lever (more on this below and 

in chapter 3), NAEP is said to provide a “common measure of student achievement across the 

country” (U.S. Department of Education, 2010, p. 3) . The National Assessment Governing 

Board (NAGB) creates frameworks for assessment areas describing what students should 

“know and be able to do” (U.S. Department of Education, 2010, p.4) and describes the sorts 

of content that should appear in NAEP tests as well as how scores should be reported. The 

NAEP document quoted above does not say this, but content and the frameworks about what 

students should be able to know and do are inherently related, of course. The 2025/26 

proposed framework update is the first real update to the NAEP reading framework since 

2009 .and is hotly debated.  

What is the source of contention? Some scholars and state officials have wanted to 

revamp NAEP via a so-called new definition of reading comprehension, though, most 

debates surround what content should be on the NAEP assessment. For instance, should 

NAEP reading items require certain forms of background knowledge or should that 

background knowledge be supplied in the test itself? This is a test content question that rests 

on how one might define, “reading comprehension” and what one may consider a relevant 

observation.  However, one worry is that since NAEP is used for tracking trends over time, 

changing content or the definition of what is “measured”2 will mean that reading scores will 

not be comparable. Note, the operationalist discussion above. If one were to take the 

operationalist position, any change in content would yield incomparable scores regardless of 

 
2 I use quotes here because I’m not sure if the NAEP is worried about measurement or testing and 
assessment. 
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statistical adjustments, because the method of measuring has changed and hence a different 

reading comprehension is measured. However, if one were to take a realist stance, if the 

debate is about changing content to better measure reading comprehension, it may (though, 

no guarantee) be possible to compare scores over time, but different measurement and 

statistical tools would be needed. However, if the very thing in the world that is being 

measured is changing, then scores are definitionally incomparable (e.g. Nitko, 2016; Tal, 

2019; one cannot say that 3 inches is the same `amount` as 3 pounds – this is incoherent). 

With NAEP, it is not quite clear what this intention is. For instance, it states that the 

new framework “is updated to reflect three research-based developments that help ensure that 

the NAEP Reading Assessment remains a useful measure of reading 

comprehension”(National Assessment Governing Board, 2021, p. 13).  This would seem to 

be the position that measurement of the same property is being improved but what is being 

measured is not changing. In other words, is this about changing content of the test to better 

reflect a current definition of reading comprehension or is it changing the definition of 

reading comprehension, or improving it, even, to better reflect what current researchers 

believe about what the property of reading comprehension is. The NAEP governing board 

separately set out as a goal, to “expand the construct of reading” (National Assessment 

Governing Board, 2021, p. 3). It is not clear exactly what this latter quote means either, but it 

seems that it could be potentially inconsistent with the first quote in this paragraph. 

Depending on the position of what a construct is (a property to be measured or something 

more operationalist), it seems for any results from NAEP to be interpretable, expansion of the 

definition of reading comprehension is not necessarily the same as just improving its 

measurement instrumentally – improving the sorts of items and observations used - but 
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improving its measurement by updating what reading comprehension ability as a property of 

people refers to (a possibility is that we also have better knowledge of reading 

comprehension) which also demands different items and observational settings. It is clear 

some thinking about why these are stated aims is important since, theoretically, policy and 

curricula may be altered based on the words used to describe this improvement.  

Sorting out the different options, I think, will help clarify the goals of something like 

NAEP reading but also better frame debates around it. A coherent, or at least transparent 

presentation of terms would be useful – however, there are few tools for being transparent 

definitionally. It seems, based on articles in press outlets, education blogs, and to some 

extent, academic journal articles, there have emerged two sides of the NAEP debate. One 

side argues that integrating background knowledge into texts students have to read is an 

important part of reading comprehension but for NAEP, the background knowledge is not 

explicitly part of the main attribute of interest - reading comprehension - which is supposed 

to be a cognitive process. Hence, key terms or knowledge required to answer a question that 

might be obscure to some respondents, should be handled through providing students’ 

explicit definitions of these terms, for instance. The other side of the debate seems to argue 

that, reading requires making sense of background knowledge and words one has never seen, 

so providing knowledge scaffolds is problematic for score interpretation (e.g. Finn, 2021; 

NAGB, 2021; Schwartz, 2021). There is also worry that changing too much will make scores 

across time incomparable.  

Using NAEP reading as a running example, I hope to show that tools for paying 

attention to the language about what is measured and what measurement is, is not only useful 

for these debates in reading, but is also an ethical imperative. Framing two sides of the debate 
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about what should be included in NAEP reading will provide a base for showing the 

relevance for taking definition in measurement seriously. Thinking about literacy in general 

Scribner (1984) argues that definitional debates have “more than academic significance. Each 

formulation to an answer to the question, “What is literacy?” leads to a different evaluation 

of the scope of the problem (i.e.  the extent of illiteracy) and to different objectives for 

programs aimed at the formation of a literate citizenry” (Scribner, 1984, p. 6). Scribner 

(1984) criticizes certain definitional efforts as trying to find the best definition of literacy as a 

property of individuals. However, she argues, this is a problem because “literacy is a social 

achievement . . . Literacy is an outcome of cultural transmission…it follows that individual 

literacy is relative to social literacy” (p. 8). This implies that defining literacy, of which we 

might consider reading comprehension embedded within, requires considering what 

presently counts as literacy. That is, in the context of literacy, we must  confront different 

concepts of “value, philosophy, and ideology” (Scribner, p. 8) when it comes to defining the 

social act that is literacy. Later in this dissertation, we will note that admitting certain 

psychological attributes as real (or into our ontologies as something that can be studied) 

requires admitting that social construction does not render something unreal. Clearly, from 

Scribner, we cannot admit these things without questions such as, “why do we study this? 

What about “this” makes it interesting? Where did the notion of the thing we would like to 

study come from and who does it benefit?” Literacy is one example. Paying attention to the 

structure of debates is important. However, on the psychometric side, there is little writing or 

direction about how to do this. One way to get a bird’s eye view, though, might be to 

compare methods used in different areas.  
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In other areas of education policy, but also relevant to psychological research and 

practice, there has been an emphasis on measuring and reporting student attributes not 

traditionally associated with academic skills (academic skills such as a reading and writing 

and doing math). A popular interest in social emotional learning (SEL) has taken root as a 

policy initiative for reporting (for instance, the PACE CORE schools initiative in California, 

which, among other things, has focused on measuring and increasing certain “constructs” 

such as growth-mindset, self-efficacy, and social awareness; see, for example, Gehlbach & 

Hough, 2018; Marsh et al., 2018). Notably, the definitional boundaries, or what we know 

about the distinguishability of different properties are slim, if blurry. Marsh et al. (2018) say 

that one reason for a lack of implementation of SEL in schools is because “the definition of 

SEL and what constitutes high-quality SEL support and instruction are often elusive and 

unclear” (p. 4). Perhaps in contradiction, the authors also cite studies supporting the claim 

that certain aspects of student SEL have effects on student outcomes leading one to wonder if 

we don’t know what a term like “self-efficacy” refers to, how we would know that the 

phenomenon of interest is indeed what caused positive effect. Relevant to both teachers and 

studies in psychology, the term “resilience” is often used to describe a property of people 

(though, in some definitional efforts, these are not just limited to the human but the situation 

the human is in).  

Scholarship on human psychological resilience research has important, altruistic goals 

focused on figuring out why some people overcome various challenges and others do not. In 

early resilience research, those who overcome challenges are labeled the resilient ones (more 

in Chapter 3). Being able to track down why and how somebody was resilient and somebody 

else was not has intuitive benefits for those working in fields such as counseling or clinical 
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psychology or even teaching. The rough idea is that resilience, conceptualized as a nebulous 

composite concept that encapsulates a number of phenomena, is a psychological construct 

that causes some to overcome challenges and others to falter. Naturally, there has been some 

desire to measure “it” (Connor & Davidson, 2003; Wagnild & Young, 1993; Windle et al., 

2011). Yet, there are unsettled definitional disputes, that demarcate, nearly completely 

different aspects of reality. For instance, in a noble effort, Southwick, Masten, Panter-Brick, 

and Yehuda (2014a) jointly wrote a paper consisting of a series of responses to each other 

about resilience, focusing on, among other things, several definitions of resilience. However, 

this dispute seems intractable for the wrong reasons. While reading comprehension in NAEP 

debates are to some extent about values or admitting some activity or process into the 

definition of reading comprehension, works like Southwick et. al. (2014) seem to be 

primarily semantic and lexical. For instance, in the panel discussion, Southwick, argues that 

the American Psychological Associations definition of resilience at the time (2014): 

‘‘the process of adapting well in the face of adversity, trauma, tragedy, threats or even 

significant sources of stress (para. 4).’’ (Southwick et. al. 2014, p.2) 

is not adequate because it “does not reflect the complex nature of resilience” and that 

“determinants of resilience include a host of biological, psychological, social, and cultural 

factors” (both quotes in Southwick et al., 2014b, p. 2). Note what’s being asked of this 

definition. First, it is not clear how causes of resilience belong in a definition of resilience. 

This confuses the cause and effect. This may make sense if some set of unique causes are 

responsible for the phenomenon of resilience. In this case, the metaphor of resilience comes 

to the fore. In the same paper as Southwick’s definition, came the definition from Bonanno:  



 

21 
 

“we define resilience very simply as a stable trajectory of healthy functioning after a 

highly adverse event” (Southwick et. al. 2014, p. 2).  

Alternatively, in the same paper, Masten says: 

“resilience refers to the capacity of a dynamic system to adapt successfully to 

disturbances that threaten the viability, the function, or the development of that 

system” (Southwick et. al., 2014, p. 4).  

Interestingly, the above definitions could apply to individuals or groups or even ecological 

systems (not necessary people). Left undefined are many terms that resilience definitions 

tend to hinge (“trajectory”, “stable”, “adverse event”, “process”, “capacity”). In yet another 

definition from the same paper, Panter-Brick says: 

“Resilience is a process to harness resources to sustain well-being. I like the word 

“process” because it implies that resilience is not just an attribute or even a capacity” 

(Southwick et. al., 2014, p. 5)3 

The main point of going through this process of listing definitions is not to harp on problems 

with the definitions themselves (for now – but more in the next chapter), but to point out that 

several scholars in the same area are defining a term very differently (with some overlap) or 

with different terminology. This means, that in the first case, the phenomena demarcated by 

the APA with term resilience is different from the phenomena described by Bonano, Masten, 

and Panter-Brick while being put in contrast with each other all the same. In other words, 

these scholars in resilience could all be studying something completely different from each 

 
3 The idea that a process is not a property is not necessarily the only interpretation. Some 
explanations of mechanisms to appeal to properties, if one means by process, something like a 
mechanism (Craver & Tabery, 2019). 
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other, but none would be incorrect. How might this be resolved? I would like to pitch, in fact, 

that there is no resolution, because there is no real problem, only a Wittgenstein-esque 

linguistic puzzle. The linguistic puzzle of our own creation here is the use-referent or use-

mention problem. The scholars are confusing the word for what the word demarcates. For 

example, in the phrase: 

water has the letters “e” and “r” and is liquid 

we are not separating the term water from what the term water refers to in the world (e.g., 

that which runs through streams).  Panter-Brick in the aforementioned paper laments the lack 

of methods for measurement of resilience. However, the use-mention failings mean that we 

are confusing how to use the term resilience with what the term refers to. Arguing about 

what the term should refer to is an example of stipulative definition of which Hibberd (2019) 

notes is not productive for scientific definition. In other words, because of these problems, if 

we were to try to measure resilience, we might be in an eternal tug-of-war debating about 

how to use the term resilience while thinking we are investigating some phenomena to 

measure “it.”  

 To contrast with the definitional woes of NAEP, which seems to be about trying to 

answer some empirical questions about what makes someone read well and what relevant 

observations might be for measuring reading comprehension, resilience work seems to be 

tongue tied by linguistic conflations. This is not to say NAEP’s definition of reading 

comprehension is not to some extent stipulative (you can think of stipulative definitions as 

assigning meaning to a word ignoring other meanings or uses), but the work in resilience 

seems to be more about assigning meaning to the term. I hope that using two different 

research areas debating the definition of a primary property of interest can make more 
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apparent how a seemingly similar efforts for the sake of measurement can be very different. 

In that sense, the questions, “what is reading ability?”, “what is resilience?” or “what is an 

atom?” are all very different questions.  

Primarily, these two research areas can be used as examples for: 

1. Why definition of a property of interest and conceptual analysis of that property is 

necessary for measurement, and the first required step in a measurement effort. Here, 

the term property will be used to denote that which we would like to measure – for 

instance, the height of a person or the person’s reading ability. 

2. Productive and unproductive definitional work for the sake of measurement in the 

human sciences. What sorts of tasks are being accomplished with definitional work? 

The problems being solved in NAEP reading framework debates, resilience debates, 

and how they can be used to inform research hinge on definitions. How might we 

answer questions such as “what is reading comprehension?” Or “what is resilience?” 

3. Both realms of research above have used latent variable modeling to measure. What 

can latent variable modeling provide and where is it detrimental?  

4. Finally, what might be some criteria for good definitions? How do we define 

phenomena in such a way that these definitions are investigable and alterable? 

5. Ultimately, I hope to use these examples to show that measurement and trust in 

measurement, is not merely about methods, checklists, or rule following (though, all 

may be relevant at some point), but a human process that involves sometimes 

frustrating back-and-forth conversations about that which is being measured and how 

we trust experiences of that which is being measured. 
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While this dissertation is not explicitly about solving problems in these two realms, I do aim 

to provide some tools and thinking that may help across many settings. I hope that having 

two concrete, real world running examples that are also areas of interest to this author may be 

helpful in clarifying the ways words may bewitch us, how this relates to psychometrics, and 

how we may use empirical means in some settings but not others.  

1.3 Philosophy in science 

 

Philosophy of language and philosophy and history of science will creep into this 

dissertation. Focusing on philosophy can feel like a frivolous mental occupation. After all 

there is data to analyze, studies to organize, and empirical papers to write as we all bow to 

the primacy of empirical work in education and psychology (a discussion of this primacy is 

given in Machado et al., 2000). Yet, all our work in the empirical social sciences require us 

to make sense of data. This sense making is rooted in a belief that we can take observations, 

imperfect as they may be, and make inferences beyond the setting of those data.4 Claiming 

that we can learn about the latent causal forces of the world around us is, by its very nature, a 

philosophical framework that has not always existed nor is it presently universally accepted. 

If a researcher is using statistics, selecting among a suite of possible criteria for determining 

the fit and hence adequacy of a statistical model for some end, these fit statistics or criteria 

are based on some framework (and philosophy) of what sorts of features we would like our 

models to meet (for instance, adjustments for the complexity of a model is an orientation 

toward believing good theories or models are parsimonious; e.g. Schultz, 2018).  The views 

of our present practice of statistics might be traced back to the likes of 16th or 17th century 

philosopher Francis Bacon (if we still want to stay in the last several centuries; but we can go 

 
4 Alternatively, if we reject that we can or should do that, this too, is a philosophical orientation. 
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back to Plato or his student Aristotle if we must; Mulaik, 1985 provides a nice historical 

account attempting to link certain forms of exploratory data analysis and Baconian 

traditions).  

Doing philosophy is not just a realm for academic philosophers nor does it require 

immediately knowing how to interpret the tough jargon of philosophy. Philosophy is, in 

general, something we are already doing. However, just as a burgeoning statistician may not 

know what assumptions are required, a researcher making claims about measurement or 

theories of mind, this author included, may not always know the extent or strength of 

assumptions they’re (I’m) making. Philosophy is often an attempt to make clear, even if not 

perfectly, why certain ideas or questions may sit at the tip of our tongues, especially in social 

science, but never quite feel clearly expressed or sensical. It is often an attempt to reveal 

contradiction or shape research questions into a coherent, answerable form, while laying bear 

what assumptions might be necessary or are implied by those research questions. In another 

sense, sometimes, we want to realize when we are asking the wrong questions or giving a 

“correct answer” to the wrong question.5 The Statistician Bruno de Finetti, artfully described 

the interplay of science and humans: 

“Once the cold marble idol has fallen in pieces, the idol of perfect, eternal and 

universal science that we can only keep trying to know better, we see in its place, 

beside us, a living creature, the science which our thought freely creates” (de Finetti, 

1989, p. 179).  

 
5 The status of the answer, “42,” is well known.  
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I see this as an invitation to continually shape the practice of science in our respective fields, 

especially those fields as unsettled as the human sciences. In the section above, the idea that 

measurement is about human action, falls firmly in this category – our foundations make us 

blind to alternatives. 

To channel de Finetti is to say that science is our own creation, and we are not passive 

participants. Some might argue that this is absurdly academic, that science must happen, and 

we need rigid rules for doing so to move quickly. This is what cutoff criteria for model fit or 

Bayes Factor cutoffs or the classic p-value of .05 provide us. R.A. Fischer, the very person 

who bestowed upon us p-values cutoffs of .05 would disagree with this charge, countering 

that this cutoff culture is in fact what is academic. He said that commitment to a strict cutoff 

is “absurdly academic, for in fact no scientific worker has a fixed level of significance at 

which from year to year, and in all circumstances, he [sic] rejects hypotheses; he rather gives 

his mind to each particular case in the light of his evidence and his ideas" (Fisher, 1956, p. 

42). A simple thought experiment in which different high stakes scenarios are involved, such 

as life or death, one might rely on more stringent cutoff values vs other scenarios – clearly, at 

this point, ritualistic practice of science can get in the way of doing science. I do 

acknowledge that it is hard to imagine a scenario that clearly directs us toward an appropriate 

cutoff value. Instead, we should view the cutoffs as less strong indications of anything than 

we usually do - for instance acknowledging something on one side of a p-value may not be 

qualitatively different from something just barely on the other side of the p-value. 

The concepts presented below then, are meant to describe some useful ideas from 

philosophy in an inviting way (some things are perhaps dense, but I hope they are not 

impenetrable) and then I aim to integrate some of these ideas into empirical research practice. 
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In this realm, there are few things so nebulous as discovering or measuring psychological 

entities like “reading ability”, “math ability”, “depression”, and “resilience.” Some of this 

discomfort has been marginalized out, as discussed above, by implementing algorithmic rules 

for defining and measuring. Much of this dissertation will be devoted to the idea of 

conceptual analysis that asks what aspects of reality our words demarcate when we intend to 

measure something (“reading comprehension” refers to what in the world?). However, I 

cannot see this as a distinct enterprise from data collection – especially in education and 

psychology where modes of observation are generated in the form of test or survey questions. 

Where else can the relevance of these questions and the resultant observations come from but 

researcher thoughts, observations, and intuitions? The goal of conceptual and philosophical 

analysis is a form of transparency. Leaving something relatively undefined or closed to any 

form of modification in a scientific enterprise but making data and code freely available, is 

only a partial commitment to transparency. In a field like education or psychology, which do 

affect many people, it is too costly not to attend to the concepts that drive our research – it is, 

in fact, unethical. 

1.4 Discussion and structure of the dissertation 

This dissertation will use two running examples: one from the changing definition of 

reading ability for the NAEP reading report card, and one from an area of research in 

psychology called resilience. The purpose of this is to provide accounts of different ways that 

language may, in the words of Wittgenstein, bewitch us, and discuss how psychometric 

methods may or may not help, in some cases turning to the field of metrology for assistance, 

and finally, provide a brief example of a workflow that might integrate definitional or 

conceptual work with empirical work.  For the most part, in this dissertation, uncertainty will 

be used colloquially as not knowing, but some initial formalizations will be provided drawing 
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on work from the measurement sciences, specifically, metrology. This dissertation will focus 

on using basic ideas from the philosophy of language, metrology, and ontology to better 

unravel questions that commonly appear in research group meetings about measurement such 

as “what is resilience?” or “how should we measure a student’s reading ability?” These 

matters are tough because we are defining via introspection, which William James famously 

said is like “turning up the gas quickly enough to see the darkness”  (James, 1890, p. 150). 

While this dissertation will deal with educational settings primarily, its application is not 

meant only for education. It is meant, effectively, to be a toolkit for educational researchers 

and psychologists who struggle with questions of definition beyond operational definition 

and to hopefully corner some of the challenges with interpreting statistical results. 

Sometimes, though, the answer will not be satisfied with a hard and fast rule beyond “there 

will be no hard and fast rule for making decisions about interpreting results from research in 

human sciences.” Definition will be pitched as a partly linguistic, social, and empirical 

enterprise. Further, definition for the sake of measurement will be the framework of interest. 

Therefore, this dissertation has multiple, interrelated goals.  

In Chapter 2, I will attempt to make the case for needing to do definitional work that is 

conceptual and not just empirical, that is at times informal and other times formal – or, really, 

transparent. In chapter 2, it will be argued that, in social science, partaking in definitional 

investigation is a scientific and ethical imperative. In other words, the nature of what is 

defined in the human sciences for the sake of measurement is not just a value-less matter. 

That which is defined for the sake of measuring may have real world consequences for large 

swaths of people – therefore the ethical and scientific are merged. Further, I’d like to argue 

that classic texts and guiding documents that have set forth the path for measurement in 
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human sciences provide few if any tools for defining, so we likely need to make our own 

tools and guidelines. We need to know how definition of a property and the property itself 

fits into measurement as a process, so the structure of a measurement process from a 

psychometric and metrological perspective will be introduced. A brief discussion of how 

measurement happens and the role of homing in on the measurand, or what we hope to 

measure, will be used to introduce the field of metrology and its supporting documents. 

The aims of chapter 3 will be to develop some useful frameworks and tools, largely 

drawing on the philosophy of language, for defining what is intended to be measured. This 

will include an understandable introduction to a particular realm of philosophy of language 

and connect this to measurement. The running examples of reading comprehension ability 

and resilience will be used throughout – applying this thinking to both realms. This will 

include a discussion of the use of the term “latent variable” which is common in 

psychometrics. But this requires some conceptual house cleaning about philosophy of science 

for words to refer to something and be relevant to science. Further, this will discuss how we 

might improve our beliefs about what is measured and what is not the aim of measurement, 

using language from a combination of coherentist and realist philosophies of measurement. 

However, I would also like to introduce a tension here between (1) certain forms of 

pragmatic realism which may admit certain things like psychological attributes as real despite 

being considered social constructions but also measurable and (2) the societal and power 

structures that lead to us considering them socially constructed but real.  In other words, this 

can be a take on fairness in educational and psychological measurement that is specified 

typically via differential item function analyses. I do not propose a once-and-for-all solution 
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to ethical issues to measurement in social science. Instead, I propose the idea of transparency 

as a possible first step in trying to be ethical about measurement. 

Chapters 4 and 5 will discuss how we might start building consensus empirically and not 

just conceptually around definitions of properties. I shall use notions of differential item 

functioning or measurement noninvariance to explore and hypothesize about the causal 

features of the measurement process that are not intended to be measured. Hence, this would 

be an empirical means to help with definitional efforts. Language from metrology, especially 

around uncertainty and measurement error will be especially useful and informative for 

expanding linguistic frameworks in psychometrics. Explaining measurement noninvariance, 

(Zumbo, 2007; Zumbo et al., 2015) will instead be a goal for reasoning about what should 

and should not be considered in the definition of the property we’d like to measure as 

opposed to just an item or test altering tool. However, this demands a methodology. An 

example of the sorts of analyses and the reasoning behind it will be provided using a 

combination of latent variable mixture modeling and item response theory, while combining 

them with conceptual reasoning. Using theoretical and empirical work from a reading 

example, I hope to articulate, extending into chapter 5, an example of what iteration might 

look like to help develop definitions of properties to be measured.   

Wrapping up, I aim to discuss and combine how empirical and conceptual work in 

psychometrics are not, or should not be, separate if measurement is truly an aim of 

psychometrics. That substantive psychological theory may be a part of psychometrics is not 

always well accepted in the psychometric community. Wijsen and Borsboom’s (2021) 

interviews of past Psychometric Society presidents revealed a divide in perspectives about 

whether psychometrics is about statistics, psychology (here, lumping educational work, like 
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testing, under the broad swath of psychology), or both. Wijsen and Borsboom (2021) noted 

that former Psychometric Society President Susan Embretson (notable for, among other 

psychometric work, focusing on psychometrics for the purpose of modeling learning and 

cognitive processes; e.g. Embretson, 1992; Embretson & Gorin, 2001)  argued that 

“psychometricians can sometimes be too involved with technical details, whereas they should 

pay more attention to what they can contribute to psychological research” (Wijsen and 

Borsboom, 2021, p. 334). Wijsen and Borsboom directly quoted Embretson as saying that 

there are technically concerned psychometrician that “might be dealing with rather narrow 

statistical issues that are not really going to make a difference in the discipline” (Wijsen and 

Borsboom, 2021, p.334 – this is a direct quote of Embretson unlike the paraphrase in the 

sentence prior). Sijtsma and De Boeck also expressed views committing psychometrics as 

being for thinking about substantive issues for building theories.  But this position is not for 

everyone. Paul Holland is quoted by Wijsen and Borsboom as arguing that psychometrics is 

really a branch of statistics, not so much psychology at this point in history. Wijsen and 

Borsboom (2021) note that one could argue that psychometrics “has lost its `psycho`-

affiliation throughout the years and became a type of modeling that is relevant for a variety 

of research domains” (p. 335). Indeed, using statistics for research is tough as it becomes 

more apparent that off-the-shelf statistical models used in a variety of situations require 

forms of testing to make sure, for instance, that estimators are unbiased and efficient in 

unique settings, and undoubtedly, require some knowledge of probability and mathematics to 

know when those statistical models may lead us into trouble. This is firmly a statistical task. 

However, generating observations of people that we think are relevant for making inferences 

about people, thinking about the form or structure of the attributes we are hoping to make 
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inferences about, are not firmly statistical but come from a range of research methods 

(anthropology and ethnography, informed participants in different settings such as teachers 

who have, often, unarticulated expertise, psychological and educational theories, etc.). This is 

not the realm of the statistician. Clearly, collaboration is needed, but, if one is to make a 

claim about having measured, to return to the intro, we need to have strong positions about 

having measured something. I do not see how measurement can then purely be in the realm 

of the statistician. There is little to no mapping between theories of point estimation and 

psychological theories aside from those smuggled in by early statisticians, who, for many 

parts, used a theory of errors to introduce eugenicist thinking (e.g. Mulaik, 1987). Thus, it is 

the position of this dissertation that if psychometrics is not about psychology and is only 

about statistics, psychometrics cannot be about measurement. It is fine if psychometricians 

want to take a statistical turn – but then measurement is a separate effort. Nonetheless, I hope 

the final portion of this dissertation will connect, to some effect, the way that empirical 

statistical work may guide definitional efforts.  
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Chapter 2 

The Ethical Imperative  
 

To compare measurement results across contexts, we need to articulate and agree on 

what is being measured with a given measuring instrument. For instance, we might need 

specific tools to measure length in one setting but a different set of tools to measure length in 

another. Chang (2004) describes how new tooling was needed for measuring very hot or cold 

temperatures. Measuring distance in different settings with different tools might be required 

in transportation, for instance, where there are varying and nonconstant dimensions a road 

may traverse. In this dissertation, it is taken as uncontroversial that one particular purpose of 

measurement is gaining knowledge about something in a particular way and that 

measurement results are meaningful when they can be interpreted across context (e.g., 

understood intersubjectively as in Mari et al., 2012a). In other words, measurement is useful 

to science when measurement results can be replicated across contexts and it is known that 

the source of replication is that the same thing is being measured each time. A logical result 

of this is that when there are differences in measurement results across contexts, we can 

advance by questioning the quality of measurement in each setting or questioning, for 

instance, what might be the causal mechanism that is changing results across contexts (Tal, 

2019). Perhaps the thing we are hoping to measure is a composite of many attributes, some of 

which we may not be interested in. Alternatively, perhaps something aside from what we 

want to measure is changing our measurement results.   

Focusing on understanding what one is measuring and paying attention to the 

definition of the property under study is important for the sake of generalization. It is 

important to know what is being measured using different (or similar) measurement 
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operations across many contexts for the sake of comparability. I shall consider the properties 

under measurement to be universals – for now, we can define universals as non-arbitrary 

characteristics of attributes that many different objects may share. Multiple objects may share 

the property of height (for more thorough discussions of universals and properties, see 

Armstrong, 1980; Orilia & Paolini Paoletti, 2022a). As was noted above, it is maintained 

throughout this dissertation that a property of an object is what is measured, following Mari 

et al., (2021). For instance, in the height of a person – height is a property. Height in general, 

is a universal property meaning the same property height can be realized, albeit with the 

same or different values, across objects or persons. Two different people can have the same 

height value. In this sense, because height is a universal (and general property; Mari et al., 

2021, chapter 5 and chapter 6), one can measure height in different settings. The property 

height in this case, will be generalized. This is perhaps easier to conceptualize in non-social 

or human settings. 

According to some like Armstrong (1980), universals exist mind independently. 

However, this proves problematic for accepting universals in psychological measurement 

since psychology is the study of the mind, and many of the ideas for which we study are 

derived or requiring of some introspection of how we individually experience these ideas. 

One possible solution to this comes from the likes of Searle (1995) and Maul (2013). If 

measurement in education and psychology is possible at all and about properties, can those 

properties be considered universals? Searle sees the mind as part of the natural world and 

hence implies that it is something that can be studied. Yet, the mind is not necessarily 

spatially or temporally located – though, the relation between the mind and brain make it so. 

However, an appeal to intersubjectivity of conceptualizations of ideas, properties, or things 



 

39 
 

(that money has value) made by Searle (1995) and Hacking (1999),  place existence of a 

psychological attribute (for instance, reading comprehension) not in a single person’s mind, 

but as socially constructed, intersubjectively understood, and having an influence on people’s 

lives. In this sense, there is a sort of pragmatic realist position that psychological attributes 

can be real because it would be odd to not treat something like physical objects constructed 

by humans as real (e.g. – the University is only a University as opposed to a particular 

collection of buildings because of the human activities classified as the things done at a 

university). This admits the possibility that psychological attributes could in principle be real 

or considered universals. However, what gets treated as a universal then becomes a delicate 

matter of power wielding. The psychometricians control the narrative of what is measured for 

instance and what is measurable in the human sciences (Borsboom & Wijsen, 2017; Wijsen 

et al., 2022). So, while this form of realism admits one possibility, it introduces other ethical 

problems. 

Containing any effort to define phenomena in the human sciences to an opaque (or 

black) box that is logically and empirically inflexible may be a form of epistemic injustice, 

and, just generally, poor scientific practice. In other words, it is maintained here and 

throughout this dissertation, that what is often considered peripheral to measurement in the 

human sciences, namely, sociocultural and linguistic concerns, are actually core to 

identifying and explaining the phenomena we observe such as reading activities or persons’ 

propensities to think through, adapt to, and act on challenges (e.g. psychological resilience). 

Two subsets of epistemic injustice, “hermeneutical injustice” and “testimonial injustice” 

(Fricker, 2007) are especially important. Hermeneutical6 injustice precedes testimonial 

 
6 Here, we might say hermeneutics are about human interpretation of the world and understanding of 
the world. For instance, how we interpret the world changes our understanding. One could argue that 
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injustice and is the case when someone is “at an unfair disadvantage when it comes to 

making sense of their social experiences” (Fricker, 2007, p.1). The idea here may be that 

there is no set of concepts or words to represent a person’s experience. Testimonial injustice 

occurs when “a hearer gives deflated credibility to a hearer’s word” (Fricker, 2007, p.1). 

Fricker places these injustices in the hands of the state, or, at least, in the hands of those in 

power. This terminology is useful for establishing a framework for fairness in educational 

and psychological measurement. 

An example of where some might be concerned with hermeneutic and testimonial 

injustice concerns are the legitimate definitional debates surrounding the National 

Assessment of Educational Progress (NAEP) reading assessment. As mentioned in chapter 1, 

the NAEP Framework names “expanding the construct of reading” (National Assessment 

Governing Board (NAGB), 2021, p.3)  as a primary goal for the new NAEP reading 

framework. It acknowledges that “research evidence has highlighted that … reading 

comprehension is a meaning-making activity that involves socially and culturally specific 

characteristics and practices” (NAGB, 2021, p. 4). This is an expanded definition of reading 

comprehension that many scholars on NAEP’s visioning panel claim is a more fair but also a 

more accurate view of reading. It is written in the 2026 NAEP Reading Framework that a 

new framework is desired to “update the framework in a manner that would enhance the 

assessment’s validity and fairness while minimizing bias7” (NAGB, p. 4). It seems intrinsic 

 
much of social or the human sciences is hermeneutical since it is about making sense of the world 
around us (George, 2021)  
7 It is not exactly clear how the visioning panel relates fairness to bias. If one were to guess – 

both terms are used in a psychometric sense. Namely, that fairness is a matter of minimizing 

differential item functioning such that item response probabilities are equal no matter a 

person’s group membership while bias, or test bias, occurs at the test level when test scores 

are over or underestimated for certain groups (see, for instance, Zumbo, (2007)Zumbo, 

2007)Zumbo, 2007).  
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that NAEP’s visioning panel, by trying to incorporate readers’ different senses of the world 

may be concerned with hermeneutical injustice issues. If we take a reading scenario as a 

particular instance with fuzzy boundaries then the way students read is by integrating their 

sense of the external-to-the-reading-passage world and utilizing concepts from their own 

world to bring into the reading world. Alternatively, if one were to imagine a NAEP testing 

situation as a closed off box, the reality of that testing situation will be devoid of “conceptual 

resources” (Dunne, 2020, p. 4) for some students. Fricker (2007) uses a more poignant 

example – that of sexual harassment which only seemed to be a concept realized in the 1960s 

and 1970s. Up to that point, there would be few ways or reasons to even consider certain 

actions as sexual harassment (at least not clearly) and hence problematic.  Fricker says 

women in this case were hermeneutically marginalized – when a group (or groups) of people 

are offered little or unequal (in a negative sense) interpretive power of the world around 

them. Fricker (2007) thus expands the definition of hermeneutical injustice: 

“the injustice of having some significant area of one's social experience obscured 

from collective understanding owing to a structural identity prejudice in the collective 

hermeneutical resource” (p. 156).  

Epistemic injustices then are clearly relevant to the matter of defining that which we want to 

measure and selecting what to measure in education and psychology, especially if we admit 

socially constructed entities (and what’s not, at the end of the day?). Definition is a concern 

about delimiting ontological commitments - ontological commitments are field or even 

person specific commitments or beliefs about ways things exist. This clearly turns into a 

scientific or epistemic concern and not external to the research-based enterprise. 
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Admitting and allowing more groups of people to make sense of reality are indeed 

concerns of science when those experiences are the subject of study. As mentioned above, 

Hacking (1999) and Searle (1995) note that just because something is socially constructed 

(e.g. – the concept woman refugee from Hacking) does not mean these things should not be 

considered real since the labels act on and are absorbed by bearers of those labels, changing 

how the bearer of the label acts. Hacking (1999) claims that something being called socially 

constructed is often an unmasking. Unmasking is pointing out that the way the world is does 

not have to be so but, at the same time, this is indeed how the world is. In this sense, defining 

something like reading comprehension ability through psychometric avenues gives certain 

groups – likely academic institutions or testing organizations – more authority.  

In Fricker (2007) as well as (Teo, 2018, Ch. 4), the notions of epistemic injustice 

(Teo might phrase some version of this, epistemic violence) are matters of power. Fricker 

argues that power is a coordination among people, even if tacit. For instance, universities 

grade students in a particular way and have power because many employers rely on grades 

and grading even if indirectly, to select employees, thus increasing the power of the 

instructor in a class (Fricker, 2007, p. 12, drawing from Wartenberg, 1992). Meanwhile, the 

words we use to define are governed by a certain conceptual system. It is hoped that 

throughout this dissertation, I can make clear that language is important for demarcating what 

we aim to study but that defining and the entities that are thought to exist (e.g. reading 

comprehension ability, resilience), especially in the human sciences, need to be left open for 

probing.  
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2.1 Ontological Commitments and Ethics 

 
In the introduction chapter, it was argued that, in essence, settling on a satisfying 

definition of a property for measurement is a matter of agreement (or, in this case, 

hermeneutics). However, this introduces the tension between the socially constructed as real 

and the necessity of identifying and agreeing on the nature of what is measured. While in all 

sciences, power structures dictate what is studied, in the human sciences, the agreed upon 

properties that we study are properties and attributes of people (as well as the relations 

among these things). Being of people means that we may bring into existence only certain 

things but those things, as noted above, can be absorbed by bearers of the property labels. 

This necessitates the need for transparent definition that is revisable and believed to be 

fallible, since these socially constructed entities, like psychological properties, and the way 

they may manifest, requires the input of the people they affect to avoid hermeneutical 

injustices. Alternatively, what isn’t studied, can have real effects on people as well. 

Therefore, ontological commitments, even from a modeling perspective need to be laid bare.  

Thus, introducing uncertainty about a definition, which in this case means specifying 

the ways we do not know what something is, or just leaving that definition to be ever 

revisable is a matter of fairness and scientific effort. Considering that measurement in 

psychology and education have roots in eugenics, it seems that caution is warranted about 

admitting everything as measurable (with a lineage8 of eugenicists, for instance, heading the 

Psychometric Society; see Wijsen & Borsboom, 2021). Some have noted that this eugenic 

history has directed psychometric thinking. Psychometrics “was considered a tool for setting 

up the “ideal” society, in which intelligence measurement would play an incremental role in 

 
8 Pun intended 
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setting up a meritocratic hierarchy, eliminating crime, and deciding who was encouraged to 

procreate and who was discouraged from doing so” (Wijsen et al., 2022). It is not a logical 

leap to see the closeness of this reasoning in college admissions, though, college admissions 

may have different goals – considering the effects of these goals would seem to measure how 

far we have come from those eugenic ideals. Psychometrics as a technical discipline, as will 

be discussed below, has had little to say, until relatively recently, about what is measured or 

what parameters in models refer to. But, indeed, tools like factor analysis and item response 

theory are used as if they refer to psychological entities.  

Operationalism, in some settings, defines what might be called “traits” (and the 

eugenicists called traits – see, Noorgard, 2008). This equating of traits to factors in factor 

analytic models, however, means that there is no objection to the empirical or logical 

contents of what is measured – the thing that the measurement process defines in an 

operationalist setting. In an anything goes mentality, those who wield measurement tools 

(testing companies, psychological assessment owners) get to decide what matters for 

measurement. There is no room for transparency. When decisions are being made about 

people, the strength of evidence should be accessible such that an informed public, especially 

those that are influenced by these tools and decisions can ask, “what is the evidence and how 

strong is it? Is this something that should be measured?” For operationalism or formative 

measurement, little evidence is needed at all to justify measurement claims because 

measurement claims make no effort to stake out constituents of reality, there is nothing to 

defend about the adequacy of measurement. For instance, whether a “measuring” instrument 

appropriately measures something cannot be debated on coherence grounds because there is 

no something to stake out – it is coherent because it is defined by measurement operations. In 
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the following sections and chapters, the focus is on the definition of what is to be measured 

as well as empirical methodology for doing so. More explicitly, the focus is providing a more 

explicit framework for examining and using everyday language for the purpose of defining as 

a starting place for measuring a given psychological attribute – the measurand.  

Examples of this ethical imperative to devote time to definition are measurement 

claims in NAEP – the National Assessment of Educational Progress - about subgroups. 

NAEP’s use in the United States for subjects such as reading are communicated via national 

reports. Presumably, and as discussed briefly in chapter 3, NAEP’s history is related to a post 

WWII political desire for the United States to remain competitive on the international stage – 

so if students can be monitored, presumably, interventions could be used to improve student 

academic performances (a definition of what is measured is often lacking). NAEP reading, 

for instance, provides a set of things students should be able to do while reading. The NAEP 

reading framework (for now ignoring if this is indeed a good characterization), begins by 

describing what good readers do and cites, for instance, a RAND study definition of reading 

comprehension, a PIRLS definition of reading literacy, and a PISA description of what 15-

year-olds can do via the term reading literacy as well. However, prior to the 2019 

framework, NAEP describes reading skills. It is noted, that no single measurand is identified 

and leaves little room for objection, since some of these definitions over-admit or under-

admit (depending on the perspective) what should be considered part of “reading ability” 

(NAEP Reading Framework, 2019). The 2025 (now 2026) reading framework is attempting 

to expand what constitutes reading or necessary reading skills.  

If we are to analyze NAEP reading debates, there are some matters that are hard to 

interpret about the definition of reading from both sides of the debate outlined in the 
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introduction. On the side of the reading debates that is cognitivist and sees reading ability 

measurement as focusing on the cognitive processes required of reading, they ask that certain 

words or concepts be potentially predefined for students to scaffold item responses. The 

implication is that this pre-knowledge is not part of the phenomenon of reading that this side 

of the NAEP debate thinks should be studied. In other words, sociocognitive perspectives on 

reading tacitly argue that the students’ worlds and background knowledge may lead to 

changes in the outcome of the reading response but is not the core property of interest for 

measurement in reporting NAEP scores. Meanwhile, the other side of the debate admits 

background knowledge as part of the phenomenon of reading. Clearly, this is a value-based 

debate that might benefit from considering the nature of a psychological phenomenon as an 

entity. From an ethical perspective, the basic notion is that there is an apparent achievement 

gap between, as typically classified, white students’ NAEP test scores and Black and Latino 

students’ test scores, leading to claims about subgroup “abilities” and reasons for this 

discrepancy (e.g. Ladson-Billings, 2006). In principle, this could have implications when 

attributing these gaps to say, background knowledge differences or attributable to something 

related to cognitive processing at the level of the word or even lexeme or something more 

macro (e.g. Kintsch & van Dijk, 1978; not to misrepresent Kintsch and van Dijk who referred 

to micro structures of semantics as, at times, a higher level that individual words and 

morphemes to make sense of a text, though, the reading process would include the 

integration of decoding – making sense of individual words). In one conception, the target 

property is not inclusive of background knowledge, though background knowledge is an 

important causal feature in the measurement of reading comprehension that need be adjusted 

for. This casual structure is recognized in Figure 2.1a. 
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FIGURE 2.1A AND FIGURE 2.1B.  IN FIGURE 2.1A, ON THE LEFT -  THE PROPERTY OF 

INTERESTED IS SOME FORM OF READING COMPREHENSION ABILITY THAT INVOLVES 

COGNITIVE PROCESSES INTEGRATING INFORMATION FROM THE TEXT THAT STUDENTS 

HAVE ACCESS TO. BACKGROUND KNOWLEDGE ALSO HAS AN EXTERNAL EFFECT ON THE 

READING OUTCOME BUT IS NOT THE TARGET OF INTEREST. 2.1B PROVIDES ANOTHER 

PLAUSIBLE PERSPECTIVE WHERE BACKGROUND KNOWLEDGE IS EXTERNAL BUT EFFECTS 

READING COMPREHENSION ABILITY DIRECTLY, AS OPPOSED TO JUST THE ITEM RESPONSE. 

BOTH SEEM CONSISTENT WITH THE COGNITIVIST SIDE OF THE NAEP READING DEBATES 

BUT WOULD LEAD TO VERY DIFFERENT INFERENCES, ITEMS, OR MODELS AND MAY BE 

MORE OR LESS COMPATIBLE WITH THE OTHER SIDE OF THE READING DEBATE WHO WANT 

TO INTEGRATE BACKGROUND KNOWLEDGE IN NAEP READING DEFINITIONS. 

 

The vague nature of the definition of reading plus the general problem that many different 

theories can account for the same data patterns, even in the best settings, can lead to outsized, 

unfair, and racist claims about these subgroups without definitional qualification (to what 

extent is this conception going to influence how subgroups are treated?). Teo (2018, p.9) 

provides the example that psychology used to have a technical term “moron” and this term 

worked its way into U.S. policy to exclude certain individuals from jobs.  
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 In education discourse, language and concept analysis is not new. For instance, Israel 

Scheffler in his book, (1963) The language of education, attempted to provide a case study in 

concept analysis focusing on teaching. Like Hibberd, Scheffler saw definitional work for the 

purpose of science as necessary. Invoking something between Wittgenstein and perhaps 

predicting Latour, Scheffler saw that “scientific definitions, in particular, are continuous with 

contemporaneous statements in their environing networks, and cannot well be evaluated in 

abstraction from these networks” (Scheffler, 1963, p. 12). He argues that definitions in 

science have a certain special meaning to their own scientific communities but can take on 

dangerous lives of their own when used to communicate to external audiences and that 

paying attention to the type of definition is important for understanding and clarifying ideas. 

He argues that sorting out what the aims of defining a term are and its lineage, will help also 

clarify the conceptual analysis attached to that word. To sum up, when questions such as 

“what is resilience?” are asked by researchers, this is a definitional task. But the answer to 

that question will depend not just on the way the world is (or we think it is), but what a given 

term means in a given community. As science changes, so do terms and their meaning. 

Conceptual analysis for the sake of science is not meant to arrive at a decision that is final – 

it is not believed possible anyway – but instead to help us get on the same page. Sometimes, 

we will think we are on the same page when we’re not because of using the same 

terminology in different wats. Conceptual analysis and philosophy of language can help sort 

this out.  Therefore, part of this dissertation will be devoted to ontic commitments and the 

other will be devoted to epistemic concerns such as statistical methods for interrogating our 

ontic commitments.  
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2.2 Definitions of Properties in Classic Psychometric Texts 
 

 While Hibberd’s (2019) writing provides some useful insights into what sorts of 

conditions are satisfied by good definitions – which I shall describe later - what might be 

desired still are some tools to use for definitional work for the explicit purpose of 

measurement. The lack of emphasis on definition has real world consequences. In the realm 

of educational assessment and certain realms of psychology, it is often difficult to pin down 

what a researcher or psychometrician or testing agency intends to measure in a way that is 

useful, say, for a teacher or curriculum developer. Even if one were to take a pragmatic 

perspective that fruitful science can be defined in terms of how new ideas or tools can 

enhance our interaction with the world – vague definition would not suffice. A vague 

definition would not direct actions clearly enough to give that definition any value. For 

instance, in the 2017 technical document for the SAT, there is no explicit discussion of what 

the SAT is measuring beyond “the SAT suite of products provide better information about 

students’ strengths and weaknesses relating to the knowledge, skills, and understandings that 

are essential to college and career readiness and future success” (SAT Suite of Assessments 

Technical Manual, p. 9). The document uses phrases such as “apply their reading, writing, 

language and math skill to answer questions in science, history, and social studies” (p. 8) in 

describing what is required of students in the newly modified areas of “Analysis in Science 

and History/Social Studies” but does not make it clear if these skills are what are being 

measured, what the structure of these skills might look like (e.g. their cognitive content or 

their very natures, for instance, whether they should be modeled quantitatively at all or 

investigated via other means) or whether these are being measured distinctly or treated as 

some large composite. Taking a pragmatic perspective, it is not clear what one would do with 
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these concepts, either, since there is no mapping from test content to particular actions for 

students. If one were to argue that the SAT is not claiming to measure anything but is merely 

generating data for useful prediction, this would be odd since the term measure (or 

measurement) is used at least 130 times in the document without an explicit definition of 

what is being measured beyond claiming to “assess the skills, knowledge, and understandings 

that matter for college and career readiness” (p. 108).  

Unfortunately, as noted by Hibberd and Borsboom, even foundational psychometric 

texts seem unconcerned with the aspect of measurement devoted to property identification.  

Ignoring for the time being, their use of the term, “theoretical construct,” the nearly biblical 

Lord & Novick (1968), say that an “observable variable is a measure of a theoretical 

construct if its expected value is presumed to increase monotonically with the construct” 

(Lord & Novick, p. 20). The inherent distinction here is that there are “variables” that are 

observable and some that are not, but there is no justification for this distinction. Instead, 

Lord & Novick (1968) are speaking of empty sets, two classes of variables, or entities, that 

are by their nature, observable or not. They have no particular property of interest in mind 

but speak of these “theoretical constructs” as if they are a special, unified, set. They note that 

the problem is “the concepts of theoretical interest [in social science] tend to lack empirical 

meaning…the more “theoretical” constructs are often not far removed from simple common 

sense” (Lord & Novick, 1968, p. 15 citing Torgeson, 1958). It is worth noting that their 

concept of observable and unobservable entities are non-technical even if invoking a 

statistical or mathematical conceptualization because they rely on common sense 

understanding of these terms. 
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Lord & Novick do not rely on a definition of what is being measured and instead turn 

toward mathematical formalization. They define a true score of a “theoretical construct” as 

an expectation. Given theoretical infinite replications, the true score is defined as the 

expected value, or mean score, of a person on a test (E[x] = true score – or ∫ 𝑥𝑓(𝑥)dx where 

x is the score and f(x) is some probability density (or mass) function and the integral can be 

replaced by a summation in practice). This move requires no commitment to a definition of a 

property because a true score is not what they call a platonic true score or even “construct 

score.” A true score is the expectation of whatever score an instrument will assign to a person 

as opposed to what the person’s actual value on a construct of interest is. They clarify: “a 

person's true score will depend on the various kinds of conditions under which the 

measurements are taken” (Lord and Novick, 1968). This would make sense if they were 

arguing for something akin to: in different scenarios, a person changes, and the value of 

some mental state at that moment is different than it was in a different moment. For instance, 

if you turn up the heat in a room, a person might feel warmer than they did in the room an 

hour prior. Or, they could argue: The value a measuring instrument provides is different in 

different settings as things from different settings interfere with an ideal realization of a 

value for the property of interest. However, Lord & Novick do not seem to mean this. 

Instead, they seem to mean that a person’s true score is definable by condition – a new true 

score for each test or setting. This is a form of operationalism – the true score is defined by 

the way in which something is measured. Lord & Novick, then, are not the ones to turn to for 

definitions of properties to be measured and their justification for assuming one has 

measured something does not seem to hold water. Yet, the tenets of classical test theory 
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(reliability, true scores, test or assessment level standard errors of measurement) remain as 

dominant methodology in psychology and education.  

 However, simple dismissal of foundational writings does not garner a useful approach 

for defining educational or psychological entities. One point of agreement among scholars 

seems to be that a challenge facing educational and psychological measurement and the 

human sciences generally is that they are full of what Maraun (1998) calls “common-or-

garden concepts” which are “concepts with a common employment in everyday life” that are 

taught and learned by the “person on the street” (Maraun, 1998, p. 453). Maraun contrasts 

this with technical concepts which are defined by “specialized or expert” communities and 

these technical concepts have a “narrow, technical field of application” (Maraun, 1998, p. 

453), much as Scheffler argued. This identification of the plague of common or garden 

concepts which have vague and multiple meanings rooted in metaphorical foundations of 

common language (Lakoff & Johnson, 1980) is not unique to Maraun. Lord & Novick 

present their theory of errors along with classical test theory and IRT models as a solution to 

the vague semantic components of psychological and educational theoretical work– they 

desired to develop a formal syntax where syntax would effectively be a statistical model. 

More recently, a push to formalize psychological theories (for which I am grouping notions 

of educational abilities such as “math ability”, “reading comprehension ability”, or similar) 

has manifested in a suite of papers that thoughtfully promote the use of more careful 

language rooted in formalization via mathematical, statistical, and computational modeling 

(for instance, see  Borsboom et al., 2021; Fried, 2021; van Rooij & Blokpoel, 2020). To some 

extent, though, there is needed work in the realm of understanding how to talk about what 

they are modeling – the language will dictate how we model or predict from concepts. 
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2.3 Where else shan’t we look for how to define? 

 

2.3.1 The AERA, APA, NCME Standards and its validity theory: 
 

Though a full discussion of validity is beyond the scope of this dissertation, test validity is 

such a prominent term in educational assessment that it would be hard not to address it. The 

opening of the first chapter of the 2014 Standards for Educational and Psychological Testing 

(hence forth, the Standards), which is supposed to be abided by testing organizations, 

research institutions, or anybody who is crafting an academic or psychological test of some 

sort, states: 

“Validity refers to the degree to which evidence and theory support the interpretation 

of test scores for proposed uses of tests. Validity, is therefore, the most fundamental 

consideration in developing tests.” (American Educational Research Association, 

American Psychological Association, National Council on Measurement in Education 

(AERA, APA, NCME), 2014, p. 11) 

The oddness of this definition is caused by pitching it as if it is a true consensus – using the 

term “refers” to convey an authoritative air about what the term validity means, as opposed to 

noting that it is indeed the authors’ proposed definition (for instance, the authors could have 

written – “we will use the term validity to refer to…”). While some may argue that this is a 

consensus definition, others have argued that, if it is a consensus, it may be a weak one. One 

problem is that the term validity as used by test makers and designers or other measurement 

professionals is quite different from the term “valid” as used by policy makers, the general 

public, or even philosophers and mathematicians. For instance, a valid argument is very 

different from a valid test but some, like Kane, do connect validation and testing to 

argumentation. Baker (2013) notes that tests and assessments have many different uses 
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ranging from professional certifications to identifying if students meet certain educational 

standards – effectively checklists - while other tests may operate more like measurements 

that give students scores that should, in principle, be interpreted. According to the Standards, 

validity would refer to any of the above, even if a test is just to show that a student can carry 

out certain skills (did a test taker perform this task?) which may require no property or 

construct to be measured. In that case, definition of the property to be measured is not of 

importance to the so-called consensus validity theory. The Standards do not attend to this – 

the Standards claim that validating a test must begin with specifying a “construct the test is 

designed to measure” and a construct is a “concept or characteristic” (Standards, 11). Note, 

characteristics of a person and concepts are different things. Concepts being elements of 

thought and language, perhaps even ideas, are not something that we can measure whereas 

characteristics are (Maraun & Gabriel, 2013). For instance, the concept of a dog might 

encapsulate all sorts of things about dogs and the ways they might be related to each other 

(types of dogs, things dogs typically do, domesticated dogs on the couch, etc.) but a 

characteristic of a dog is something more precise and measurable – for now, we will use the 

term property. For instance, a dog’s height and length would be characteristics of dogs – 

properties of dogs. Alternatively, dog breeds might have certain characteristics like “not 

enjoying getting their paws wet.” In this way, the Standards are also incoherent. One 

example of a measurable construct that they provide is “mathematics achievement” – 

something that is not necessarily requiring of a measurement claim since mathematics 

achievement could just be whether a student performs what they are supposed to perform in a 

math class – this is not a mental or psychological attribute but a behavior of some sort. 

Instead of clarifying, the Standards move towards describing how test scores could be used. 
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In other words, there is no guidance from the Standards about how to define what one wants 

to measure and whether measurement is happening at all – though, scores are spoken of as if 

they are a measurement. Therefore, the Standards provide no guidance about construct 

definition. This is not to say that the Standards are of no use, but, at least in this case, they 

are not of much help.9 

The position taken in this dissertation aligns with Newton and Shaw (2015)who argue 

that there is in fact no real consensus over the “best way to use the word validity” (Newton 

and Shaw, 2015, p. 183; as evidenced in their article by the immense number of different 

definitions of the word validity given by textbooks and educational and psychological 

measurement scholars). They maintain, though, that if we are to use the word validity, we 

should come to some consensus definition that is indeed technically sound, or, if not drop it 

all together. In fact, they are led to reject partially the argument that a consensus may be 

possible, invoking Wittgenstein’s conception of a family resemblance, though, perhaps 

leaving out a very important aspect of Wittgenstein’s writings on language games.10 The idea 

of family resemblance is that, when using words and trying to parse meanings, “we see a 

complicated network of similarities overlapping and criss-crossing: similarities in the large 

and in the small” (Wittgenstein, 2010, sec. 66). These are called family resemblances. We 

also play language games that allow us to speak to each other and understand without 

 
9 This lack of attention to terminology ends up hamstringing the Standards’s position on fairness, which, 

essentially, equates fairness to validity. By focusing on score interpretations and building evidence, the 

Standards make validity, to a broad extent, a matter of empirical investigation. Meanwhile, fairness is value 

laden. Yet, the selection of constructs and what they are, may indeed be very well improved by considering 

ethics (Borsboom & Wijsen, 2017). 
10 Wittgenstein, in discussing meaning said of some terms for which we play language games, said that “there 

is: The tendency to look for something in common to all the entities to which we subsume under a general 

term…Games  form a family the members of which have family likeness. Some of them have the same nose, 

others the same eyebrows, and others again the same way of walking; and these likenesses overlap”  

(Wittgenstein, 2009, p. 106)(Wittgenstein, 2009, p. 106)(Wittgenstein, 2009, p. 106) 
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needing precision in every conversation, since, according to certain rules (the language 

game), grammar is used correctly or incorrectly based on context. The rules of one language 

game can be misapplied in a given context when different rules are needed. For instance, 

using the term biker to refer to cyclists of the Tour de France variety while speaking to the 

Hell’s Angels could lead to some confusion. So, in essence, a family resemblance allows us 

to communicate because word meanings for people playing the same language game are 

close enough given family resemblances. However, in the case of the term validity, it is clear 

the rules of certain language games may be misapplied when there are completely different 

meanings of the term validity. There are some family resemblances – validity has something 

to do with tests, often in education or certification contexts – but beyond that, one may take 

the position of Borsboom and colleagues (a causal theory of test validity focused on 

measurement) or that of Kane and the Standards focused on justifying test score use in a 

given context (Kane, 2013) and neither would be wrong. I take the position that a dissolution 

of this conflict is necessary – the term validity will be avoided in this dissertation because it 

may cause more confusion.  

Additionally, this confusion might be a function of the fact that most discussions that 

debate validity or invoke the notion of validity do not need the word validity at all! For 

instance, the statement, “I have validly measured” can be replaced by “I have measured” and 

“the instrument scores have a valid use” can be replaced by “instrument scores have a use” 

The case where we say “valid use,” we want the word “valid” to do some extra work such as, 

<the test serves ethical and important ends>. Again, this does not need the word validity.11 If 

one does not need the word validity to do any work in a sentence, this redundancy likely 

 
11 Andy Maul proposed this as a deflationary theory of validity.  
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violates some conversational maxims – for instance, raising the expectation of a listener to 

attribute extra meaning to the word validity that it does not import. 

Newton and Shaw (2015) say that if we are to drop the term validity, we should have 

a technical or precise enough vocabulary to replace the term. Ironically, part of the problem 

with the term validity is that it refers to nothing since we do not have a precise enough 

vocabulary, as discussed above. What we want to head towards is a language and structure 

for why we should trust claims about a test (or test score). This language may already exist in 

the field of metrology, a formal study of measurement that also sets measurement standards 

in the physical sciences and engineering. Therefore, it is hoped that working toward ideals 

from metrology will help with clarity in psychological measurement claims - only deviating 

when social or political issues need be discussed. However, while metrology gives a place for 

property definitions, it does not help with how to define either - just what might be necessary.  

One possible solution to the problem is an essential reorganizing of the Standards. 

For instance, a focus could instead be on generating key terms that cut across statistics and 

measurement. A brief attempt at this effort is introduced in chapter 3 of this dissertation. 

Instead of starting with notion of validity, one could start with the notion of how scores can 

be generated, and how they relate to measurement, necessitating a discussion of what is 

measured. Finally, instead of validity being a key term in the Standards, it could be 

considered one term of many, since there are so many ways that one may want to use a test 

and selecting among important cross cutting measurement terms may be more useful. 

2.3.2 The psychometric scaling literature 
 
As the passage from Borsboom (2006) that opened this dissertation indicated, what is 

measured needs be at the forefront of any communication of measurement results. However, 



 

58 
 

it is not common practice in psychometrics. Much attention in psychometrics has been 

devoted to scaling. An example of scaling in the physical sciences would include generating 

a numerical scale for the expansion of mercury in a glass tube to measure temperature or how 

scores (or ability estimates) should be attributed to test takers. However, it is the position that 

of this dissertation that this is not sufficient for measurement. Following Rozeboom (1966), 

the notion of scaling is certainly important for measurement, but “‘measurement’ in the tough 

sense of the word must be distinguished from scaling” (Rozeboom, 1966, p. 170).  One end 

of scaling can be thought of from the perspective of S.S. Stevens. Though Stevens provides a 

definition of measurement (provided below) that says measurement is only the assignment of 

numbers (or scale values) according to some set of rules (e.g. – a question on a survey with 

four response options may have each response option coded as 1-4, thus having it be said that 

this is measurement), there is no reference to what is measured. An alternative view of 

scaling may look toward the works of Lord & Novick or more recent technical literature on 

Classical Test Theory (CTT) which focuses on sums scored items and focuses on reliability 

or Item Response Theory (IRT) which focuses on scaling so that a latent ability of persons is 

posited and estimated from the statistical model. IRT models, being unidentified without 

some arbitrary constraints, are only scaled, for instance, when the distribution of person 

abilities or the distribution of difficulties are constrained to have a mean of 0 (there are other 

possible constraints to identify models see for instance, de Ayala, 2009; Feuerstahler & 

Wilson, 2019).  

Scaling in psychometrics has been discussed without any reference to the attribute 

and only in technical terms. As such, while in principle one could make scaling about the 

attribute one hopes to measure where a unit is selected based on substantive concerns 
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(Briggs, 2019), the technical concerns of IRT have little to do with defining what one hopes 

to measure. As an example, we could combine a series of test questions ranging from 

calculus questions, Spanish language questions, and reading passage questions in English, 

and constrain a person distribution to have a mean of zero to identify a 1 parameter logistic 

item response model (1PL IRT) so each student has an estimated ability. In this case, it 

would be hard to interpret what is being measured – an ability to do what? Certainly, one 

could argue that there is something being measured, but that something would only become 

clear after identifying what it is and this only occurs outside of scaling. 

This is not to say that if one uses an IRT model (or any reflective latent variable 

model for that matter), there are no ontological commitments. Ontological commitments are 

commitments to what is being measured – or in the gaudy words of Quine’s (1948) title for 

his own essay on the matter, it’s a consideration “On what there is.”  In the case of an item 

response model of the form,  

𝑃(𝑥 = 1 |𝜃𝑠, 𝛿𝑖) =
exp[𝛼𝑖(𝜃𝑠 − 𝛿𝑖)]

1 + exp[𝛼𝑖 (𝜃𝑠 −  𝛿𝑖)]
  

which is the probability of answering an item, x correctly (coded as 1) conditional on the 

ability, θ, of student s, and difficulty, 𝛿, of item i. The interpretation of the 𝛼 parameter is up 

for grabs ontologically. In some sense it is a slope or discrimination parameter denoting the 

relationship, or correlation, between an item i and the attribute of interest or even as some 

denoting of a unit (e.g. de Ayala, 2009; Humphry, 2011). The most basic plausible idea is 

that this is a model of the data where the 𝛼 parameter is effectively a way to model all 

influences on how the data came to be that are not the property (modeled as 𝜃) of interest. 

When slopes vary by item, this is known as a 2PL IRT model (Lord & Novick, 1968; 
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different cumulative distribution functions or link functions can be used – typically they are 

normal or logistic cumulative distribution functions). When slopes are set equal to 1 across 

all items, this is sometimes known as the 1PL model, or in other settings, the Rasch model 

(Rasch, 1960/1980). Typically, the ability parameter, 𝜃 is treated as a random latent variable. 

The ontological commitment in this context is what 𝜃 corresponds to in the formula when the 

model is used for estimating an individual student’s ability value. When this particular 

statistical model is applied for a given use, it represents, to some extent, how data would 

come to be if the model was right in the way it was supposed to be correct.  

 In the classic text about linking and equating which is effectively a matter of 

estimating person abilities (or test scores) across test administrations being on the same scale, 

Kolen and Brennan (2014), use converting between the Celsius and Farenheit temperature 

scales as an example of equating values. However, they say, this is not the same as typical 

issues in equating in educational testing. For instance, Kolen and Brennan (2014) say in the 

temperature context, “the relationship between the two scales is predefined” (p. 487) and if 

there are problems with temperature measurement conforming “exactly to the stated 

relationship, then there must be errors in measurements because the “construct” [quotations 

their own] that we call temperature is exactly the same for both scales” (p. 487). 

Alternatively, they maintain, this cannot be so in social science because tests “almost always 

measure at least some different constructs even if they have similar names” (p. 488). These 

statements are somewhat problematic owing to misconceptions about what leads to 

measurement results and the structure of measurement results more broadly (Mari et al., 

2019; Maul et al., 2018a). However, it is worth acknowledging that the authors are saying 

that linking and equating have no use when there are different properties being measured. 
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Linking and equating have nothing to say about what is measured and presuppose that the 

same thing is being measured.  

 The Kolen and Brennan statement makes clear that psychometrics does not have a 

useful language for discussing uncertainty about what is measured. Given the status of the 

Kolen and Brennan (2014) text as foundational in the field of educational testing and 

speaking to larger issues about factor indeterminacy and scale indeterminacy in factor 

analysis and item response theory, it seems like a good example to use. When they say that 

educational tests measure multiple “constructs” (presumably, properties) and instruments 

measuring temperature do not, this is not quite correct. Instead, this is likely an expression of 

having more, what metrology might call, definitional and instrumental uncertainty in the 

realm of educational testing than in the realm of temperature measurement. As they say, 

educational tests measure other constructs and temperature instruments do not. However, 

broken down, this is an absurd statement. When Kolen and Brennan speak of “measurement 

error” they are referring to random errors but then they say measuring “other constructs” is 

not a form of measurement error. This is a bit confusing since measurement error, in a true 

value sense, would seem to be any measurement indication that deviates from the true value 

of what we intend to measure, but does not have any relevance to uncertainty due to the 

definition of the measurand. I assume this has to do with some mix of realism and CTT based 

theories, and not a concept of what measurement may be, nor is it an accurate account of 

what many historians, measurement scholars, and physical scientists think of measurement. 

The field of metrology has broken down types of error into different sorts of uncertainty 

(Giordani & Mari, 2012; Joint Committee for Guides in Metrology (JCGM) et al., 2008; 

Rigdon et al., 2019).  
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2.3.3 Metrological thinking 
 

Broadly speaking, metrology, not unlike statistics, will speak of uncertainty about a 

measurement result in terms of random and systematic error. Random error is due to 

perturbations or random variation in measurement settings. Systematic error are errors that 

can be corrected for since they’re known as always present in a measurement setting – 

perhaps due to external features influencing the measurement setting. That is, measurement 

instruments (like a thermometer) “act as a selector, interacting with the object under 

measurement with respect to a given quantity, the measurand” (Giordani & Mari, 2012, p. 5)  

where the measurand is what we would like to measure. Metrology defines so-called 

influence quantities – those things that are not the intended target of measurement, but the 

measuring instrument interacts with and change its reading. When Kolen and Brennan (or 

others) say a test or assessment does not measure the construct of interest but measures other 

things (or many things), I can only take this as an expression of uncertainty about what it is 

that is being measured and that there is a lack of confidence about the primary source of 

variation in scores in an uncontrolled way.  

The aims in the field of metrology are to learn how to quantify this uncertainty or 

implement corrections for things that influence measurement results. This would be the case 

in a setting such as measuring temperature where barometric pressure interacts with the 

thermometer to change the temperature reading. This does not mean that the temperature is 

different. One can hopefully see that discussing thermometers as not measuring different 

things and educational and psychological tests as indeed measuring different things needs 

clarification. Namely, when we say something like a test in education and psychology 

measures different things, we seem to really mean that there is unaccounted for systematic 
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measurement error due to unknown influence quantities, and this leads to a lot of uncertainty 

in test or survey scoring. However, in the case of temperature measurement, the sources of 

uncertainty, due to accepted thermodynamic laws, are relatively few (and, we think, mostly 

known). In the latter case, there is a model-based account of what is happening in the 

measurement process.  

2.4 So, what are we working toward? 

 
 Why do we need to work on definition of attributes so carefully for the purpose of 

measurement? A brief aside on measurement itself might be useful with special attention 

paid to the philosophical deviations of measurement in the human sciences and psychological 

sciences. The history of measurement in psychology is not the explicit focus in this paper, 

and for that, one may want to turn to Michell (1997).  However, contextual footing is 

necessary. Maul, Mari, Irribarra, and Wilson (2018) note that working society, engineering, 

and physical sciences puts a lot of faith in measurement results. It would be a strange world 

were we to not trust measurement results that have led to the construction of physical 

structures. Measurement has thus been clearly of importance to education and psychology as 

measurement may be perceived as granting legitimacy to a science. In the 1930s the British 

Association for the Advancement of Science organized a committee– the Ferguson 

Committee – to contest the feasibility of measurement in psychology (at the time, 

psychophysics – see,  McGgrane, 2015; Michell, 1999). According to Stevens, “the 

committee was instructed to consider and report upon the possibility of `quantitative 

estimates of sensory events` – meaning simply: Is it possible to measure human sensation?” 

(Stevens, 1946, p. 677). Stevens claimed that what was really of discussion was a definition 

of measurement. He attempted to answer this question, crediting Norman Campbell – “we 
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may say that measurement in the broadest sense, is defined as the assignment of numerals to 

objects or events according to rules.” (Stevens, 1946, p. 677). Stevens then exposited the 

acceptable statistical techniques based on measurement scale types typically now learned in 

social science courses (nominal, ordinal, interval, ratio). Ironically, Zumbo and Kroc (2019) 

showed that these acceptable statistical techniques according to Stevens are not even 

consistent, using the example of computing covariances of nominally scaled variables when 

those variables are used as predictors in linear regressions. This should not be acceptable 

according to Steven’s admissible statistical operations, but is in fact quite necessary and 

appropriate. 

While psychology followed the tradition of operationalism and the scales of 

measurement of Stevens, McGrane (2015) notes that physical sciences and engineering 

turned toward the field of metrology to define and ensure the quality of measurement 

results.12 In the long run, this has led to the development of the SI units (this discussion is 

excluding for now an additional direction, axiomatic and representational measurement 

theories). Stevens emphasized in his commitment to operationalism, that measurement was 

merely about the assignments and rules – thus less worry about what was being measured or 

a connection between measurement units and physical instantiation of those units.13 The 

problem with Stevens’ definition is that it was so broad as to be nearly useless in its over-

permissiveness – any situation where numbers are assigned according to rules would be 

measurement (e.g. – Borsboom uses the example of the Dewey Decimal System, but one 

 
12 This is not a claim that the physical sciences are real sciences and human sciences are not or could not be 

(e.g. demarcating).  
13 In fairness to Stevens, he might debate this claim, as he said: “scales are possible in the first place only 

because there is a certain isomorphism between what we can do with the aspects of objects and the properties of 

numeral series.” Though, McGrane (2015) notes, Stevens was most committed to consistent application of rules 

as opposed to thinking about properties that are quantitative and measurable.  
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might also see that player numbers in sports would fit Stevens’s definition). The rules are not 

constraining nor descriptive enough to say what measurement is or what should plausibly 

accepted as a measurement result. Thus, others, including Michell (1997) and Maul et al. 

(2018) continue a quest in defining.   

Maul et al. (2018; also see,  Mari et al., 2021) ask, essentially, what leads to 

measurement results that are trusted? Phrased another way, they posit that measurement 

results are trusted, so what is it about the structure of a measurement process that leads to 

trust? What makes measurement measurement, as opposed to testing, assessment, or other 

forms of evaluation? In posing this question, they identify that trusted measurement results 

meet criteria of objectivity and intersubjectivity. One might see this as analogous to causal 

inference work, in which the veracity or trust in the causal claims or estimated treatment 

effects are rooted in the research design and not merely the statistical methods once data are 

collected (Morgan & Winship, 2015, chapters 1 & 2) . Maul et al. identify two basic features 

of trusted measurement results: objectivity and intersubjectivity. Objectivity is the extent to 

which values conveyed from a measuring instrument correspond to the intended attribute to 

be measured (e.g., length, “reading ability,” temperature, and human resilience) and not other 

properties. Intersubjectivity is the extent to which measurement results can be interpreted in 

the same way “by different persons in different places and times” (Maul et al, 2018 p. 116).  

One can see that intersubjectivity is dependent on objectivity of the measuring instrument. It 

is perhaps no surprise that work from causal inference may serve as a nice analogy – Maul et 

al. and others (Markus and Borsboom, 2013), see measurement as a causal process in which a 

measuring instrument interacts directly or indirectly with the property under measurement. 

This property under study changes the indication of the measured attributes value. This can 
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be within object (a child’s height measured two years apart) or between objects (person 1’s 

height vs person 2’s height at time 1) or both within and between – either will cause a change 

in indication value if the values within or between person are not the same, a counterfactual 

of sorts. The implication of this is that things that a measurement instrument is sensitive to 

have a causal role in the system.  

However, Maul et al. (2018) name an important caveat. Objectivity requires a well-

defined, specific definition of what is to be measured. I should be able to interpret 

measurement results later in the day or two days from an a measurement, even if the value of 

the measurement result of the particular object has changed in that time period, and there 

should be limited differences in the results of the width measurement depending on which 

instrument I use to measure that length. One can see that, also, by specifying the property 

under measurement, a measurer delimits what is not intended to be measured. Mari et al. 

(2021) and Maul et al. (2021) turn to the field of metrology for guidance instead of the field 

of psychometrics. Part of the reason for this is one of pragmatics. Metrology is an older and 

more principled way of studying measurement and measurement quality that has seen 

success across many fields of study. It is hard to say the same about psychometrics. 

Additionally, metrology focuses on measurement specifically, when this is not the focus of 

much of psychometrics, which, at different times, has been concerned about validity of 

inferences or statistics alone (though, the language of metaphor is certainly pervasive).  

Metrology, in general, has more history in standardizing measurement practice. The 

Diplomatic Conference of the Metre in 1875 which established the SI (e.g, see, Quinn, 2011, 

2017)  also founded the International Bureau of Weights and Measures (BIPM). As Quinn 

(2011) documents, by 1791, there were already efforts to abstract the notion of length in 
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terms of a single unit – the meter – as defined by swings of a pendulum at a given latitude for 

a given time. Instead, it was decided that the meter was to be defined via physical quantity – 

a platinum bar “containing small amounts of rhodium and iridium, 25 mm wide, 4 mm thick 

whose distance between the flat ends was defined as one metre” (Quinn, 2011, p. 9). National 

laboratories across the world are now signatories of the Diplomatic Conference of the Meter 

(Participating Laboratories - BIPM, n.d.), allowing for worldwide coordination of 

measurements as well as agreement and maintenance of standard units for measuring, for 

instance, time, length, distance, temperature, pressure, brightness of lights and electrical 

current. Since the founding, of the BIPM, units have been continually abstracted moving 

from physical idealizations (for example, the meter bar) to physical constants. As noted by 

Mcgrane (2015) citing Tal (2016), the second or unit of measurement for time is defined 

theoretically: “the invariant frequency of radiation emission by a caesium atom during a 

particular physical transition” (Mcgrane, 2015, p. 5). Today, among other documentation and 

purposes, the BIPM produces the International Vocabulary of Metrology (VIM) and the 

Guide to the Expression of Uncertainty in Measurement (GUM) which direct measurement 

efforts for science and engineering by taking advantage of this long history.   

By contrast, The Standards for Educational  and Psychological Testing, have a 

shorter history and much less indication of actual success or coordination. The Standards 

provide mostly direction in terms of validity theory, often conflating validity theory with 

measurement. While metrology has focused on developing the SI, sources of uncertainty, and 

definitions of units in terms of “physical theory” (Mcgrane, 2015, p.5), the Standards have 

focused on methods for reporting and using test scores based on general psychometric 

models with no focus on property definitions. The Standards primarily focus on statistical 
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techniques for analyzing test score data – and not what those data relate to. One can express 

sympathy for the Standards though – educational and psychological measurement has not 

concerned itself, as noted by Borsboom above, with the same efforts for defining what is to 

be measured and how those measurements are realized, so there should be little consensus 

about how to define. Definitional work has provided little guidance for the Standards or 

anybody working in this realm – and the Standards are not an international collaboration 

among research institutes but instead consensus attempts among individual scholars and 

testing companies. So how would we (or should we?) make the Standards more like the VIM 

or the GUM? It is likely that a first step would be to focus on what is being measured and 

definition of those being measured. It is also possible that not everything should be admitted 

as measurable in a particular way as in the GUM, in which case the Standards should not be 

like the VIM or GUM. Questions about “what is measured” or “is it measurable?” are not an 

emphasis of the Standards. In other words, education and psychology are stuck somewhere 

between the Standards and metrology. This extremely brief sketch above may provide some 

sort of aspirational guidance. Of course, some might argue that definitional work is just not 

necessary. 

2.5 Justification for Definitional Work in Measurement 
 

While it might seem trivial that worrying about a coherent definition of what you 

intend to measure is important, others might worry that definitional work either has no 

obvious resolution, so is not worth considering, or that empirical means (such as statistical 

analyses) are the only ways we make progress in definitional work. In the realm of statistics, 

psychometrics, or measurement in human sciences broadly, some might argue that the 

application of enough statistics will lead to the correct definition. However, the notion of a 
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correct definition is, to some extent, a social act – an act of naming situated in rules. The 

correct linguistic usage of a concept, where in our case, a concept might be a general idea of 

what is hoped to be measured, requires one “to employ it in accord with the linguistic rules 

that fix its sense, and to recognize   an  incorrect  employment…is to recognize a departure 

from this normative employment” (Maraun & Peters, 2010, p. 128). In other words, the 

correct use of a concept, or in our case, the name of a concept, does not only come from 

merely empirical activities, but from norms, values, and histories. The process of naming an 

entity is not just an empirical one. In related papers, Slaney & Maraun (2007) and Maraun & 

Peters (2010) discuss how scientific practice is both conceptual and empirical. When 

discussing correct definitions or employment of concepts such as resilience or literacy one 

might have to venture into two related but separate enterprises:  

“Issues pertaining to the correct employments of denotative concepts are conceptual 

issues, whereas the study of the referents of these concepts, their causes,  correlates,  

and  properties  are empirical issues” (Maraun & Peters, 2010, p. 128). 

From the perspective of using only empirical means alone to identify or discover new 

entities, there is both philosophical and empirical work describing why this is impossible. To 

begin with the empirical, there are a number of articles demonstrating that even when 

statistical models fit data perfectly (given certain statistical criteria of fit), this is no guarantee 

that this model mimics the data generating process. For instance, it is extremely common to 

follow in Spearman’s (1904) lead and use what are now a general suite of latent variable 

models such as factor models or item response theory model (IRT). This commitment to 

latent factor models in which some attributes cause responses to items is often justified by 

the presence of measurement error amongst item responses – the latent variables models are 
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used to model shared variance among items while also modeling the unique variances 

conceptualized as so-called error – is noted by Rhemtulla et al. (2020). However, Rhemtulla 

et al. go on to show that this assumption, is, to some extent, overused.    

In realms of educational and psychological measurement, the attribute targeted for 

measurement lead to decisions about people or groups of people. From a research 

perspective, in the words of Slaney and Maraun (2007), “science is ideally suited to resolving 

empirical uncertainties, it does not thrive in the company of conceptual confusions.” (p. 107). 

However, I do not quite take this stance in this dissertation. Indeed, to do meaningful 

research, concern with the ontology of what is being measured requires that one does 

conceptual and coherence analysis (a view perhaps most coherent with analytic philosophy). 

If something does not make sense, either in accordance with what is already known or in 

accordance with the rules of grammar, or there is some circularity in reasoning, conceptual 

analysis will do better service for research than doing statistics. However, it is also going to 

be the standpoint of this dissertation that empirical work and attempts to construct measuring 

instruments also help with considering the nature of what is being measured. Examples of 

iterating between empirical work and conceptual work are described in Wilson (2005) as a 

process called construct mapping in which idealized levels of the attribute of interest are 

specified and observations that may serve as evidence of those levels are hypothesized. 

Attempts to elicit those observations are made and typically statistical tests are used to see if, 

for instance, the hypothesized ordering of the observations holds. In this way, exploratory, 

qualitative, or model testing may help resolve certain conceptual debates.  

As later Wittgenstein might have noted, words direct our thinking, our 

conceptualizations, and the meanings of words are intimately tied to the use of those words 
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(this may also be a Vygotskian notion, e.g. Vygotsky, 2019). In other words, pushes to 

formalize will be shaped by starting points which, effectively, are the common language 

terms we use. Concepts and what we may call facts in our vernacular or values (or evidence 

of a fact) may not be so clearly delineated. The distinction between observational and 

theoretical terms, a source of classic debate in philosophy of science will be shown to be not 

such a clear distinction – meaning definitions cannot rest on this distinction or distinctions 

such as “latent variable” vs “observed variable.” Some of the recent calls to formalize 

psychological theories are about increasing transparency. Likewise, it is imperative that, in 

the words of Michael Billig, (2011): 

We should be looking carefully at the ways that people use language to do what they 

do. We should not assume that the ‘real’ objects of psychological inquiry lie behind 

these familiar words – as if we should be searching for, and naming, ‘the real things’ 

of which people are unaware and which cause them to do what they do. (Billig, 2011, 

p.6). 

Perhaps another way to say this is that one should be wary of technical language standing in 

for saying anything. Billig (2011) and use-based advocates of word meaning stand in partial 

contrast to the claim by Paul Meehl (1992) that defining a psychological concept is 

somewhat of an empirical matter that “depends on how the world is” and that the word used 

is unimportant (Meehl, 1992, p. 120). If Meehl (1992) were to include language use as part of 

the way the world is, perhaps this position would be more defensible. However, both Billig 

and Meehl may agree that what is important is the concept that is demarcated by the word. 

Meehl is perhaps missing a sense that Billig emphasizes from Wittgenstein in which the 

language used is important as it gives rise somewhat to what is believed to exist – that the 
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extra meaning it comes with may provide a window into what is meant by the user of the 

words, which includes oneself as the user. As Billig states, sometimes formalization (left 

undefined), is the wrong task, and technical terms “can give the appearance of being 

technically precise, whilst, in point of fact, being highly imprecise” (Billig, 2011, p. 13). In 

other words, using active verbs might have been more precise than appending a name to the 

process as if the name was given absent human beings (e.g. – calling something, resilience 

without a history of how that term came to be). The conundrum thus presented is that while 

communication requires shared meaning, an appeal to technical language or a specific 

vocabulary that should nail down a shared meaning does not guarantee that terms share 

meaning without referencing something specific (a classic example in educational assessment 

would be the appending of ability to any attribute that is supposed to vary – “reading 

ability”).  

2.6 Historical Considerations and Discussion 

 
Debates about what is to be measured may seem isolated to ivory towers, and maybe 

so. Nonetheless, these debates influence policy decisions about tests, and hence, types of 

decisions to be made about students. A brief historical account of the rise of educational 

testing in the United States helps show that educational testing and psychological assessment 

are not just a matter of research but also a matter of political power. Grouping certain forms 

of educational research as a special case of psychological research because both often deal 

with concepts of the mind, Teo (2018) questions what the very subject matter of psychology 

is to create something that is uniquely called psychology. Handing authority to researchers 

via terms like measurement, expert, or, science, leads to the setting that “what psychologists 

define, research, and conclude contributes, once disseminated to the public, to the co-
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construction of the very identities of subjects, which cannot be conceptualized adequately 

without a concept of power” (Teo, 2018, p. 30). Given the subject-focused nature of 

psychology and the way it influences how people lead their lives, definitional work for the 

purpose of science is an epistemological and ethical issue – making it about “scientific 

correctness” (Teo, 2010, p. 298).  

As documented by Reese (2013) the early history of educational assessment in the 

United States was explicitly a political move by Horace Mann and colleagues to oust 

headmasters (or grammar masters) in Boston area schools, with first (surprise/unannounced) 

written tests given in 1845. Reese (2013) described the setting of these surprise exams: 

“Battles between Mann and the grammar masters became personal, professional, and 

political, lethal combinations that shaped every aspect of the 1845 exams” (Reese, 

2013, p. 59) 

According to Reese (2013), Mann - authorized by local Boston school committee 

officials and taking advantage of, at times, mixed public sentiments about the quality of 

Boston schools (comparing Boston schools’ evaluation methods 14 with supposedly objective 

methods used abroad for assessing teacher, headmaster, or school quality) - wielded surprise 

written tests as a means to show the inadequacy of the schools and headmasters. Prior to 

these written tests, schools held ceremonies in which recitals, or so-called emulation 

ceremonies, were presented to the local community. Star pupils were selected to recite 

answers as they were grilled by headmasters. Memorized student answers were sources of 

pride and led to communities bestowing adulation upon (male) school headmasters.  Reese’s 

 
14 Reese (2013) described so-called emulation in which star pupils were selected to recite (likely rehearsed) 

answers as they were grilled with questions by school headmasters .  
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historical telling describes how the move from single classroom settings in U.S. education 

prior to 1845 to age-grading and standardization for the sake of comparison followed in less 

than a few decades. Reese describes San Francisco school board members less than a century 

later: 

“They advocated the usual innovations endorsed by northern reformers: better age-

graded classrooms, uniform textbooks, women teachers for the  lowest  grades,  and  

the  establishment  of  a  high  school  (founded  as  the  Union  Grammar  School  in  

1856)” (Reese, 2013, p. 162).  

This brief historical summary shows how early tests in the United States served a 

very specific purpose to oust a group of people and include a lower paid group of instructors 

by changing, in effect, what was assessed - moving from memorizing answers and presenting 

orally to students answering written questions for which they were not prepared. One should 

be aware of this history – tests are not a-historical. Of course, the great irony according to 

Reese’s history is that written standardized testing is often now accused of promoting 

students memorizing answers and learning how to take tests or so-called teaching to the tests 

– exactly what tests were meant to combat. Choosing what and how to measure, test, or 

assess, especially in the realms of public schools can be seen as a political act not without 

consequences. This is, perhaps, the worry around debates involving NAEP reading tests or 

similar district, state, or national level work (or student groupings often made along 

institutionally invoked racial or ethnic categories). In other words, what is decided to be 

measured is an invocation of what is relevant – and not necessarily a change in the concept of 

the thing that is measured – though, certainly, that is also possible.  
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For the researcher either crafting instruments based on common conception in the 

literature around a given area of study or the analyst working with data from these 

instruments taking heed of lessons from Arendt’s 1963 book - Eichmann in Jerusalem: A 

Report on the Banality of Evil would be wise. The book is Arendt’s adaptation from her 

reporting for the New Yorker on Adolf Eichmann’s tribunal in a Jerusalem District Court in 

1961 following his capture in Argentina. Eichmann was, in essence, a Nazi bureaucrat 

managing the deportation of Jews to other countries, ghettos, and death camps – he’s often 

considered a member of the Nazi party key to carrying out the Holocaust - answering a call 

to carry out what the Nazis called, “The Final Solution to the Jewish Question” (see, for 

instance,  Browning, 2004). Arendt’s report and accompanying analysis effectively 

documented how Eichmann was but merely following orders, looking after his career. While 

Arendt claims that Eichmann was certainly not completely unaware of what he was doing, 

she argues that what allowed him to carry out his order to work toward extermination of Jews 

was ignoring implications of his actions in the name of following directions, doing the 

paperwork. In the postscript to her book, Arendt says of Eichmann: 

“He was not stupid. It was sheer thoughtlessness - something by no means identical 

with stupidity – that predisposed him to become one of the greatest criminals of that 

period… That such remoteness from reality and such thoughtlessness can wreak more 

havoc than all the evil instincts taken together which, perhaps, are inherent in man – 

that was, in fact, the lesson one could learn in Jerusalem.” (Arendt, 1964, p. 134) 

Arendt claims that Eichmann, aside from his own career had no motives. In this way, without 

comparing the practice of psychometrics, measure construction, or reliance on pre-defined, 

operational definitions to the evils of Nazism, the lesson Arendt hopes to present is that 
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thoughtlessness (in our case) about bureaucratic practice - psychometrics, educational or 

psychological measurement, can have drastic consequences. Now, to be fair, though 

unsurprising, tapes from 1957 were recently unveiled that recorded Eichmann being very 

aware and even proud of his work, somewhat invalidating Arendt’s basis of the view, or at 

least, partially (Kershner, 2022).  However, the lesson may still hold or still stand, especially 

for statisticians. Being merely an analyst, methodologist, or defining only based on the 

literature is not absolving – the lesson from Arendt being that we owe thoughtfulness to those 

who are measured. Or in the words of Borsboom & Wijsen (2017) we cannot treat social 

consequences as easily discoverable, “as if educational tests and testing agencies can 

generally be expected to end up on the good side of history” (p.440). It is thus an ethical 

imperative to consider what we are measuring, sometimes requiring not a merely empirical, 

results oriented view – but trying to consider questions such as – is this the right thing to do?  

 How can we begin to pay attention to these sorts of things to keep a skeptical mind? 

Here I propose as starting place, a combination of conceptual analysis of the definitions of 

the properties of people we try to measure, understanding their coherence and potential 

empirical tools to understand how to iterate and improve these definitions. Considerations of 

what we might be doing when we define – how a definition, which is inherently stipulative to 

a degree – is considered as well. In the following chapter, I aim to introduce some initial 

tools for refining or outright starting anew, definitions of properties in the social sciences.  
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Chapter 3 

Transparently defining properties for measurement in the human 

sciences  
  

In this chapter I aim to introduce ideas from philosophy of language for fostering 

researcher coordination in education and psychology to continually improve measurement 

efforts and definitions of that which we aim to measure. To illustrate, I use the two cases of 
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research areas already introduced in chapter 1. The quality and the consensus of definitions 

of properties in the areas of resilience scholarship and literacy scholarship will be shown to 

be in very different places depending on research area These differences can be enlightening 

for understanding more mature or productive definitional efforts. For instance, what 

differentiates definitional efforts for the sake of measurement in academic contexts like 

reading and literacy from definitional efforts in say, resilience? We may also want to define 

terms to refer to properties in general, absent any measurement efforts. 

Attending to the above goals requires some conception of what we are doing with 

language when we define. Consider the activity of reading. There is often a desire to produce 

inferences about cognitive processes that are causally responsible for the act of reading (or 

understanding and comprehending; a classic account might be from Kintsch & van Dijk, 

1978).  Alternatively, for measurement in psychology (dealing with things not necessarily 

typically associated with academic or schooling contexts), there might be a desire to learn 

about mental or internal processes or states that seem to derive from personal experiences, 

feelings, and language.  

 In the previous chapters, the field of metrology and the VIM were introduced. A core 

concept in metrology is the measurand – that which we’d like to measure such as my height 

or a student’s reading ability (reading comprehension ability of a given student is the 

measurand). However, we need a precise way of defining the measurand to characterize, for 

instance, how accurate measurement efforts are or, simply, to communicate about what is 

measured. The VIM, along with the Guide to the Expression of Uncertainty in Measurement 

(Joint Committee for Guides in Metrology (JCGM), 2008), also introduce the concepts of 

measurement uncertainty (though, with slightly different definitions between documents). 
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The GUM says that “uncertainty of the result of a measurement reflects the lack of exact 

knowledge of the value of the measurand” and that “the result of a measurement after 

correction for recognized systematic effects is still only an estimate of the value of the 

measurand because of the uncertainty arising from random effects and from imperfect 

correction of the result for systematic effects” (Joint Committee for Guides in Metrology 

(JCGM) 100:2008, 2008, section 3.3.1, p. 5). For the sake of clarity, we can colloquially 

think of uncertainty as “that which we do not know.”  

I might take a series of measurements of my height and each measurement could lead 

to a slightly different measurement result. One can see why specifying uncertainty is 

important in measurement. Uncertainty provides room for doubt but is also important for 

considering the plausibility of different outcomes (I might say somewhat colloquially and in 

a Bayesian credible interval sense, that there is a 95% chance of my height being between 

5’7” and 5’9”). If I have a lot of doubt, I might be more cautious in certain situations. For 

instance, if you administer a reading test to a student with a lot of uncertainty associated with 

a resulting score, how would you decide about the student’s reading comprehension ability? 

If you know that the measurement results are uncertain because of systematic effects related 

to something you do not intend to measure, we might try to adjust for that effect. However, 

this requires a fine or relatively precise conception of what we are trying to measure since 

definitions demarcate.  

 The GUM provides a list of numerous sources of uncertainty. One of these sources is 

“incomplete definition of the measurand” or “imperfect realization of the definition of the 

measurand” (Joint Committee for Guides in Metrology (JCGM), 2008, 3.3.2, p.6) among 

others. The GUM defines the objective of measurement around information gain about the 
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measurand and “a measurement therefore begins with an appropriate specification of the 

measurand, the method of measurement, and the measurement procedure” (section 3 of the 

GUM, p. 4). The GUM argues that variation in measurement results even under the same 

conditions are the results of external influences that we do not want to measure – these are 

influence properties or quantities. Uncertainty is meant to be estimated via statistical means, 

for instance attributing shape and scale parameters to probability density functions (PDF) 

characterizing the uncertainty.  Measurement uncertainty can also come from information 

related to background knowledge from previous measurement results.  The problem, in the 

end, is that the GUM is most concerned with “the expression of uncertainty of a well-defined 

physical quantity – the measurand” (Joint Committee for Guides in Metrology (JCGM), 

2008); it is hard to imagine psychological properties being well defined, at the moment. 

 Unfortunately, the VIM and the GUM, while providing some useful language for 

talking about measurement, measurement uncertainty, and what we would like to measure, 

do not provide guidance about how to define (potentially non-physical) properties. In the 

other sense, definitional uncertainty even in the GUM is salubrious because it implies doubts 

about definition are present even in well-defined settings. It also means that as we learn 

more, we can increase definitional uncertainty because we start knowing more about what we 

don’t know (Grégis, 2015). I would like to posit that sometimes definitional uncertainty in 

educational and psychological measurement is not always a matter of limits of what we can 

know, but a matter of trying to reach consensus about the coherence of ideas around a single 

property to measure.  

In this chapter, I will work through definitional debates using two case studies. I aim 

to frame these debates from the perspective of philosophy of language and provide language 
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and logic for thinking that might provide a useful way to move definitional discussions 

forward. I will then try to attempt to place these views in a philosophy of science – posing 

the question, “since we can imagine many things in the psychological realm, what should we 

admit into our ontology?” Paying attention to definition and language will provide a defense 

against over admission to this ontology. I aim to wrap up with a discussion on the perspective 

of latent variables and latent variable modeling and their referents in the real world. This will 

introduce language for the next chapter of this dissertation and how we will use the 

philosophy of science and metrological terminology to motivate statistical analyses that 

inform definitional efforts in reading comprehension  

3.1 What Makes Something Measurable? 

 
 The goal of this chapter is to articulate definitions for measurable properties. The 

question about what makes something measurable is a large one and there are many deep 

resources for thorough discussions (e.g. Borsboom, 2005; Humphry, 2011; Mari et al., 2021; 

McGrane, 2015; Michell, 1997, 1999, 2005). However, to understand what makes definitions 

of properties to be measured fruitful for measurement, we need to understand what we might 

work towards. The question of measurability is in part ontological and in part epistemic. The 

epistemic part of measurement requires that we have some way of interacting with, knowing 

about, and modeling the thing we would like to measure. We measure properties of objects, 

so that means the property need be realizable when measuring. The definition of what we are 

measuring and its level of specificity is a function of how much we know about that property 

as well as the needed specificity or accuracy for a given purpose. Measurement is defined by 

the VIM as a “process of experimentally obtaining one or more quantity values that can 

reasonably be attributed to a quantity” (JCGM, 2012; 2.1), placing human judgement as 
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firmly part of measurement. This requires transparency about not just the data generation 

process but the ideation around, and knowledge of, the thing to be measured. For instance, if 

we say, “resilience is a latent variable” – this is not transparent because it tells us nothing 

about the property we would like to measure, how the idea of the property came to be, or 

how we might realize the property in a measurement process. By realize the property, I mean 

we have to have some way to interact with the property, or surmise that some observation is a 

particular instance of that property (e.g. reading comprehension ability is realized when a 

student reads a book and can provide a summary of the book’s argument even when those 

arguments are not made directly in text). However, it is also maintained that there is an 

ontological component of measurement. A measurement requires that we know and trust 

what is and is not the property of interest and its nature (Maul et al., 2018a; Tal, 2019). If we 

go through a measurement process that yields some strange result, we may reject that 

instance as a measurement because of knowledge about the way the world is. 

Thus, we need to be able to identify the property’s structure, which brings about some 

ontological concerns. Steven’s (1946) argument that measurement “is defined as the 

assignment of numerals to objects or events according to rules” is rejected because it is 

overly permissive about rules being the justification for measurement since rules do not need 

to have any coherence or accordance with reality. However, we want other forms of 

justification, such as some representational correspondence (Mari, 2013). That is, when we 

say that student a has a higher reading ability than student b, there should be some 

correspondence between the notion of reading abilities reported in a measurement and the 

structure of reading ability in which a person can have a higher-valued reading ability. The 

challenge is justifying this structure. It is the position here, that indeed, a measurable 
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property has a structure or realization that has some homomorphism – a mapping in which a 

measurement result resembles a characteristic of the object under measurement to the extent 

needed for the purpose of measurement. This implies also that properties have to be non-

arbitrary universals. Universals can be realized, though some universals are dependent such 

that we might say reading ability is dependent on an object being a person or even another 

dependent universal such as text decoding ability (Arp et al., 2015).  

To visualize how properties that we aim to define relate to measurement, figure 3.1, 

below, shows how we might conceptualize the measurement process when it involves a 

person taking a test or survey. Here, we have a multitude of person properties that are 

dependent on the person to which they belong. These properties are thought to cause a person 

to act or behave the way they do. The properties included are both the target property and 

other properties (e.g. a person’s reading ability, attention span, and mathematics abilities). 

Items might be test questions or survey items. They have features such as use of particular 

words, formatting, ways in which responses are required (open ended or multiple choice), 

and mode of presentation (interview questions from an interviewer, paper and pencil tests, or 

computer-based). The person properties and item features interact and something leads to a 

person’s response. This response will be probabilistic (ignoring, for the time being, why there 

is probability at all). Regardless, we see the centrality of the property of interest needing to 

be causally connected to the observed data. A manipulability theory of causation will be most 

relevant throughout this chapter. We shall conceive of relevant properties for measurement in 

terms of human agency and potential manipulation even if it requires a thought experiment 

where I may potentially intervene on the property (for example, had I improved my writing 

ability and clarity in thinking, this dissertation would be a lot shorter). 
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FIGURE 3.2 THE OBSERVED DATA GENERATING PROCESS WHEN A PERSON TAKES A TEST. THE CURVED 

LINE FROM THE PROPERTY INVOLVED IN THE GENERATING PROCESS TO THE OBSERVED DATA SYMBOLIZES 

THAT THIS IS NON-DETERMINISTIC. 

 

This is all to say, measurability of a property requires our own specification and 

knowledge of a property, ideas about its form and function, and a definition of the property 

that tells us what that property is. Some, like Tal (2019) or van Fraassen, will refer to this 

notion as the model dependence of measurement. Some guiding questions for considering the 

measurability of a property might be: 

1. Do I know enough about the property to define and demarcate it from other 

properties? If not, why?  

2. Do I know enough to define the property in a way that when we try to measure it, 

I know how the instrument and person will interact and what other properties are 

involved in the interaction of the person and instrument? 

3. Do I know enough about the property that definitions might lead to a measuring 

instrument where results from the interaction of the person and the measuring 

instrument will be known to be about the property of interest (Mari et al., 2012; 
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objectivity) and the results can be interpreted in the same way across time and 

place (intersubjectivity; Mari et al. 2012; perhaps holding certain contexts 

constant)? 

4. Finally, can I specify a cognitive model of the property or model of the 

measurand that specifies its algebraic structure? Do I think that it is quantitative in 

some regards or is it a categorically structured property (such that changes in 

property values are either quantitative in nature or qualitative)? 

 

 As noted, this means that measurement, its interpretation, and the things we measure are 

dependent on the models, assumptions, and language we use to describe those properties. In 

the words of van Fraassen (2012), whether something counts as measurement “is a question 

whose answer is in general determined by theory, not solely by operational or empirical 

characteristics” (p. 782).  We can see that we have a model of a measurement process above 

in a generic testing situation about how properties interact and lead to a result and each of 

these properties may have a theory about them. We can say that this theory of measurement 

has a particular syntax – the (proposed) rules or structure - and a particular semantics, 

connecting them to a meaning.  

 Thus, we should think of definition as a tool in research just like any other tool. 

Ogden & Richards (1925) argue that definition should “direct travelers from all quarters to 

any desired point” (p. 116). This connects with a position on modeling where we see models 

as guiding tools. Giere (2009) argues that “agents (1) intend; (2) to use model, M; (3) to 

represent a part of the world, W; (4) for some purpose” (p. 274). We can look at definitions 

in the same way. In fact, models can be definitions or definitions can be viewed as models. 
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Just as statistical models are often used as one way of understanding a given research 

scenario, definitions are also tools for directing, coordinating, and allowing for correction. 

Debates about definitions in research or science are not meant to be about the word itself, but 

the property itself. Definitions, that is, do not create the referent of the word.  

One way to understand the sorts of definitional challenges we face is through case 

studies or characterizations of definitional debates in specific domains. Here, I’ve included 

what I think is a relatively unproductive definitional debate where the nature of assigning a 

particular word meaning is the focus of the debate (research in human resilience) and one 

where the definitional debate is more about the edges of the idealized attribute (reading 

comprehension). These initial case studies are brief attempts at some linguistic and 

conceptual framing. 

3.2 What can definitional analysis accomplish? 

 

 Why should scientists doing research or measurement be concerned with language? 

One answer is that we use words to think about or refer to entities in the world. For instance, 

we differentiate between math and reading using the words math and reading but also 

because we ask questions “what is reading comprehension?” The way we answer these 

questions will surely rely on a history of how these words are used and what they refer to. 

Simply, we use natural language to describe what we’d like to measure. For instance, terms 

like length, width, reading comprehension ability, or resilience, are terms that have varying 

levels of meaning specificity that we use to direct actions or investigation. In general, we are 

often worried about the correspondence of claims or terms to reality. These terms in natural 

language or some other form (e.g. statistical parameters in a model) are supposed to 

correspond to something. We often use language to understand correspondence between our 
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ideas and the things those ideas, or concepts, might refer. Part of the challenge of defining an 

attribute to measure is that some model of the attribute need be constructed but the model is 

not the attribute, and there will always be omitted details. Brown articulates that “analysis of 

language provides insights into the nature of the cognitive processes used in reasoning and 

into the structured nature of our understanding of the physical world” (Brown, 2003, p. 5). 

We return then again to the notion of definitional work as a form of model building, below. 

Grégis (2015) provides a nice example of measuring the length and width of a mostly 

rectangular table. In this case, the table is modeled as having a rectangular shape which is an 

idealization of similarity between the table and a rectangle. This allows us to speak about the 

table width and length (if the table had rounded corners, we will likely still treat it as a 

rectangle in most settings) based on a mutually understood idealization.  

Definitional analysis for the sake of measurement aims for transparency. For instance, 

we may aim to move from defining “reading ability” as whatever it is that causes a student to 

read to trying to describe that causal force. The black box might contain what Kintsch and 

van Dijk call the micro level (even as low level as text decoding) or the macro level (piecing 

arguments together from within and outside the text) of reading comprehension. Definitional 

analysis for the sake of measurement aims for enough clarity to be fallible – for instance, by 

including ideas in a structured way such that observations might raise doubts about the world 

being this way (e.g. at least partially Popperian). Without transparency, it is not clear how a 

definition can be identified as incomplete (aside from strange use cases of words) a key 

principle of scientific research. Said another way, there is a belief in modeling that there are 

models of and models for (Giere, 2009; Gouvea & Passmore, 2017)  and models (and 

measurement models) serve different based on various needs for accuracy but definitional 
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analysis can help direct our actions in modeling. This is true of language as well, where 

words are spoken with a given intention. Models of refer to models that aim to represent. But 

this is not the only modeling concept. The extent to which this idealization occurs will be 

dictated by use, so this model of is also a model for. The model for conception will to some 

extent dictate the way we define something. It is argued here, then, that the purpose of 

measurement and definition of the measurand will be intertwined – and this tying together 

will help with iteration and improvement. And, indeed, we can use empirical means to decide 

on influences of the measurand that may help us better define it. For instance, Arya et al. 

(2011) found that bacteria is a word that many younger students knew the meaning of, even 

though, by some computational methods for estimating the difficulty of words, bacteria 

should be a much harder word for students to know. This is evidence of background 

knowledge and use driving student word knowledge. We then have a decision to make about 

the cultural reliance of reading comprehension tests for considering the nature of reading 

comprehension. 

Two term that I will generally avoid are definiendum and definien. The definiendum 

is usually a term, symbol, or some other sign that is to be defined (Ogden & Richards, 1925). 

Alternatively, the definien is what we might call the definition, some set of words, images, or 

even attention directing action (e.g. pointing) that gives the definiendum reference and 

meaning. So, for instance, if I want to define reading, the term reading would be the 

definiendum and the definien could be something like “an activity that involves making 

meaning from a text” (though this is not a very specific definition, it gives the word 

meaning).  
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In the following subsections, I aim to more thoroughly introduce the case studies used in the 

remainder of this dissertation. I hope these subsections inspire thinking about how language 

in particular is important for each area of study. 

 

3.2.1 Case Study: Definition of Psychological Resilience 
 

In a review paper, Windle (2011) asks via the title of the paper, “What is resilience?” 

and notes that lack of consensus around a definition of resilience has both “methodological 

implications” as well as “strong implications for improving health and well-being” (Windle, 

2011; p. 152) and sets out to solve definitional disagreement that is common in the field (also 

noted by den H   artigh & Hill, 2022; Fleming & Ledogar, 2008; Luthar et al., 2000; Masten, 

2001; Southwick et al., 2014b  ). Windle (2011) aims solve this definition of resilience 

problem through “concept analysis, literature review using systematic principles, and 

stakeholder consultation” (p. 153) and begins by providing linguistic and dictionary 

definitions of resilience. Windle eventually provides an analysis of how stakeholders use the 

word resilience including different definitions of the word (for instance, in the intro of this 

dissertation, we saw that authors use the word resilience to refer to very different 

phenomenon that occur at the individual and population level). The question is, what sorts of 

problem would Windle solve using these methods? I argue, there is no problem to solve, in 

fact, and we can use linguistic analyses to show this. 

The sorts of analyses proposed and carried out by Windle are useful, but are solving a 

linguistic problem instead of, presumably, the one they hope to solve – identifying the core 

features to which the words resilience might refer. This seems circular, though – how would 

we know what resilience refers to without having a definition of it? It is likely, in the words 
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of Wittgenstein, that resilience researchers have been “bewitched by their words.” 

Philosophy of language is not just about how language and words are used but also about the 

connection between historical account of words, even their etymology. Much of philosophy 

of language is devoted to what words refer to. 

Windle (2011) and others (Ahern et al., 2006; Connor & Zhang, 2006; den Hartigh & 

Hill, 2022b) have devoted time to clarify a definition of resilience for the sake of 

measurement. Windle (2011) lands on a definition of resilience: 

Resilience is the process of effectively negotiating, adapting to, or managing 

significant sources of stress or trauma. Assets and resources within the individual, 

their life and environment facilitate this capacity for adaptation and ‘bouncing back’ 

in the face of adversity. Across the life course, the experience of resilience will vary. 

This is not clearly a definition that would allow for the measurement of resilience – for 

instance, there are person level descriptors, multiple metaphors, and no clear identification of 

a unified concept let alone a property of persons. Windle has claimed that they have 

“clarified the nature of resilience.” I would argue, Windle has clarified the nature of how the 

word resilience is used in one Wittgensteinian language game. In effect, Windle has 

committed a use-referent conflation, confusing the question of “what is it?” with “how do 

people use the word resilience?”  

 Hibberd argues that, what she calls, scientific definition “is not a call to define words. 

It is not a lexical enterprise. At its most elemental, it is a call to answer the ontological 

question “what is it?” or “what kind of thing is it?” (Hibberd, 2019, p. 31). These are useful 

guidelines for understanding the goal of definition for the sake of research, and especially 



 

95 
 

measurement. However, language is not irrelevant, either. Faccio, Centomo, and Mininni 

(2011) describe this nicely, invoking Wittgenstein and quoting Foucault: 

“the nature of mental phenomena is continuously reconstructed by the shapes we 

create in connecting representations to language: therefore, psychological objects 

have no stable quality or property, but rather “acquire truth from the methods and 

language devices that we apply in order to understand them” (citing, Foucault 1963, 

p.57)” (Faccio et al., 2011, p. 308).” 

The argument is that mental phenomena are, to some extent, constructed by our linguistic 

practice. Thus, a fruitful endeavor for conceptual analysis for the sake of scientific definition 

is paying attention to how ideas, metaphors, and words may shape our everyday existences. 

This  does not mean all words are equally useful in referencing something that is easy to 

research. For instance, Wittgenstein, as discussed in the previous chapter, was wary of 

language games. That is, he was worried that word meanings were not only fixed by what the 

words refer to but also how they were used in language games (Jost & Gustafson, 1998; 

Maraun, 2016; Wittgenstein, 2009). In the case of resilience, the language game is appealing 

to the metaphor of resilience (“bouncing back”, “process”, “navigation”) where the notion of 

the metaphor is taken from accounts of material resilience – the extent to which materials 

may bend but won’t break (this is a poor definition but nonetheless a paraphrase; Schiefer, 

1933).   

So what might be a fruitful way to consider resilience? Acknowledging the metaphor 

and the role of language will be a first step. In the case of resilience, for instance, its 

historical roots as a phenomenon of study in psychology are often traced back to Emmy 

Werner’s Kauai Longitudinal Study. Emmy Werner tracked approximately 700 children from 



 

96 
 

Kauai growing up in poverty and near poverty conditions for over 30 years. Approximately 

2/3 of the children in Werner’s study, according to the study, were exposed to particular risk 

factors prior to the age of two years old and developed behavioral problems, had delinquency 

problems, or early pregnancies. About a third of the sample were said to develop into 

“competent, confident, and caring adults” (Werner, 1995). This latter group of competent 

adults, Werner referred to as resilient. Werner connected the outcome of the resilient group to 

reports from that group’s mothers that described their children as good natured, active, and 

easy to deal with. As an interesting point, resilience was not needing of a formal definition – 

it was doing loose work to refer to an outcome status. In elementary school these students 

were described by their teachers as having good problem-solving skills. Werner delves into 

protective factors that may have been prevalent among certain resilient youth. No explicit 

case is made for the assumption that resilience is a single, let alone composite, psychological 

property. The term resilience was a way to describe a group of people based on an outcome, 

not a particular within-person characteristic.  

Resilience, linguistically, does not seem to have originated directly from the physical 

sciences – but one can see how the metaphor became problematic, attributing a potentially 

non-psychological attribute to individual within person claims. For instance, the authors of 

the CD-RISC, an instrument for “measuring” an individual’s resilience define resilience as 

“embodying the personal qualities that enable one to thrive in the face of adversity” (Connor 

& Davidson, 2003). Another challenge facing the resilience realm, then, is the confusion 

between what is studied as a between person difference or within person difference. For 

instance, if resilience is simply about differences across people bouncing back from adversity 

(for instance, overcoming a challenge), this difference is simply a reflection of between-
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person differences. However, many have framed the so-called measurement of resilience, as 

in Connor & Davidson (2003) above, as a within-person conceptualization. Between subject 

differences can be the result of qualitative differences yielding a final quantitative difference 

(e.g., drawing on Borsboom et al., 2003 - had Danny had Andy’s level of resilience, he 

would have resiled more. This casts a somewhat circular restatement about the state of an 

outcome instead of some causal connection between a person’s property and their own 

outcome; this does not guarantee the same within person process).  

The metaphor here, from bouncing back as a property of a person has been fully 

reified. Resilience might then be a dead metaphor which Chang (2016) described as 

metaphors “that are so ingrained in our way of talking that they are routinely mistaken as 

literal expression” (p. 111; also see Scheffler, 1963). The call here is then to focus on the 

phenomenon, instead of the word. In all, it is clear that language was part of the reasoning 

process about resilience but investigations focus on meaning of the terms instead of features 

of the world. Paying attention to this language will be important.  

3.2.2 Case study: Student Reading Comprehension in NAEP 
 

 Contrast the resilience debates with debates around NAEP reading comprehension 

definitions and measurement of reading comprehension. In this case the debate has fewer 

unique specifications about the definition of reading comprehension, but, perhaps, just as 

much controversy. As mentioned in the introduction (1.2) of this dissertation, debates about 

what should be included in NAEP assessments to measure reading comprehension seem to 

combine issues related to the definition of reading comprehension and ways to measure it. It 

is at times hard to track the debate around NAEP because much of it has occurred outside of 

formal academic journal articles. On one side of the debate, educators and researchers hope 
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to integrate research on sociocultural and cognitive factors in NAEP reading assessments. 

This includes, most controversially, universal design elements (UDE) proposed by the NAEP 

Reading Framework (Framework). The idea is to provide scaffolds for students when certain 

words or certain ideas may pose challenges if student lack cultural experience or background 

knowledge. NAEP reading assessments will also include multi-modal or multimedia-based 

items and scaffolds that all together may have not been included in prior literacy or reading 

comprehension.  

While NAEP is devoted to the notion of reading comprehension, the very idea of 

literacy keeps expanding, and it seems some of these new UDE based items reflect that.  As 

mentioned previously, for NAEP updates, the governing board wanted to reflect updated 

research on: 

“(1) how social and cultural experiences shape learning and development; (2) how 

reading varies across disciplines; and (3) the increasing use of digital and multimodal 

texts” (National Assessment Governing Board (NAGB), 2021, p. 7).   

Most controversially, the new framework for NAEP reading introduces what they 

call, “Information UDEs” which are texts that, in addition to the passage or test question, 

provide “brief topic previews” that provide necessary background information for 

understanding a text and “pop-up notes for definitions of obscure words or phrases that are 

not part of the comprehension target being tested” (NAGB, p. 9). Therein lies a heated source 

of debate that traces back to somewhat vague specifications about what is or is not included 

in the definition of reading comprehension that integrates readers, texts, activities (that 

readers engage in as they read), and reader knowledge (about the world, history, vocabulary, 
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the particular text).  The Framework says it has updated its broad framework in three ways to 

remain useful: 

“The first is how students’ social and cultural experiences shape learning and 

development, including the learning and development of reading comprehension. The 

second is how reading varies across disciplines. The third regards the use of digital 

and multimodal texts.” (NAGB, 2021, p.13).  

Thus, NAEP defines reading comprehension: 

“Reading comprehension is making meaning with text [bolding their own], a complex 

process shaped by many factors, including readers’ abilities to:  

• Engage with texts in print and multimodal forms;  

• Employ personal resources that include foundational reading skills, language, 

knowledge, and motivation; and  

• Extract, construct, integrate, critique, and apply meaning in activities across a range 

of social and cultural contexts” (NAGB, 2021, p. 10).  

 

 Note, these are mixes of the definition of reading comprehension and, like the mistake made 

by Southwick in Southwick et al. (2014) about resilience, confuses causes of changes in 

reading comprehension with effects. For instance, the Framework states: “NAEP 

incorporates measurement of a wide range of factors that may influence reading 

comprehension” (NAGB, 2021, p.15) which raises the question about the debate of reading 

comprehension itself. Are we debating causes of reading comprehension or reading 

comprehension definitions? That is, reading comprehension is defined with “making 

meaning with text”, meanwhile, most of the definition is about the process that shapes 
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reading comprehension, implying that much of this definition is not about reading 

comprehension, but about causes of it. A definition of reading comprehension cannot include 

itself as a cause (Hume, 1740). 

Additionally, like the confusion in the resilience realm, some of the change in reading 

comprehension makes it unclear whether we are considering between person or within person 

changes. For instance, NAGB (2021) cites Cronbach’s worries that “individual psychological 

development” means “psychologists and educators would have to engage in systematic 

analysis of the interactions among the attributes of students and the characteristics of the 

settings in which their learning is fostered and assessed” (NAGB, 2021, p. 14). NAEP 

reading framework seems to be about between person claims, or, at least within group and 

not within person claims. In other words, there is an underlying, tacit orientation for using 

within person conceptualizations of reading comprehension, which, according to Borsboom 

et. al (2003), would hold between persons. Setting up tasks then requires thinking about how 

within person changes might be manifested. 

Finally, NAGB (2021) incorporates multimodal texts in NAEP because of changing 

ideas about what counts as texts. So another challenge faced by NAEP’s definitional work is 

the fact that the very thing that it intends to measure is changing. It is not just that we are 

learning more about the nature of reading or reading comprehension, it is that the very thing 

reading comprehension refers to is changing, perhaps due to cultural relevance (of course, if 

this is changing, it would not be the same property). So a question remains, should NAEP 

scores be compared from year to year? Here too, like resilience though not as transparent, 

NAEP reading may be bewitched by words. To expand further, in the case of NAEP, when 

the definition is changing, is the very thing intended to be measured changing (from previous 
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generations of NAEP)? Answering this question may help answer some of the questions from 

the side of the NAEP definition debate that is against providing item scaffolding.  

Unlike resilience, reading comprehension is still anchored in a relatively specific 

activity. Resilience is mostly anchored in scenarios being anchored by metaphorical 

representations of a phenomenon (facing a challenge of some sort). However, resilience is 

anchored historically by a particular study. NAEP’s purpose for defining reading 

comprehension is rooted in cold-war-era aims.  

NAEP was first administered in 1969 as a means to understand and compare student 

achievement across U.S. states in a standardized way (History and Innovation - What Is the 

Nation’s Report Card NAEP, n.d.). Like the tests of Horace Mann’s era described in the 

previous chapter, political motivations led to the development of NAEP. In particular NAEP 

came from Cold War era worries that the United States was not prepared to produce 

scientists or engineers to challenge the Soviet Union (Beaton et al., 2011).  The 1950s 

version of the testing system that is now called NAEP was meant for use as school quality 

monitoring tools. NAEP was motivated by competition with the Soviet Union, and later in 

the early 1960s, as a product of school quality and equality of opportunity requirement in the 

Civil Rights Act of 1964, became an accountability tool. Many see NAEP as only gaining a 

stronghold in policy discussions following the publication of A Nation at Risk (National 

Commission on Excellence, 1983) which lamented the possibility of the United States’ 

decline due to schools and educational systems more broadly not preparing students (a 

common theme that motivates testing programs15;  Bourque, 2009). Since then, there have 

 
15 A Nation at Risk claimed: “America's position in the world may once have been reasonably secure 
with 
only a few exceptionally well-trained men and women. It is no longer” (p. 10).  
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been numerous policy moves, including federal legislation signed by President Reagan in 

1988 placing a governing board in charge of NAEP – primarily motivated by desires to 

compare state performance. Eventually, this led to legislating to set NAEP achievement 

levels in each subject area (Bourque, 2009).   

Note, this history has not focused at all on what is being measured or how to consider 

measurement itself. Early attempts at standard setting involved selecting points on a range of 

scores estimated from student data and choosing anchor items that were around these points 

(based on student performance). Content experts described these anchor items relative to 

what they think these points on some scale correspond to in terms of reading development 

(Beaton et al., 2011; Bourque, 2009). In other words, the development of NAEP did not 

occur from a cognitive content perspective, at least not overtly. Like resilience, changing 

meaning and purposes of key terms are likely leading to debates that reify these terms – 

turning debates about content into debates about word meaning, though, less so in NAEP 

than in the resilience realm. One can also now see why a philosopher like Fricker (2007) 

might worry about power and transparency of this definitional effort in the Framework. 

Experiences of reading and comprehending text might be unarticulated in a reading 

comprehension definition that is relatively opaque like NAEP’s (an example of 

hermeneutical injustice described above). Alternatively, without scaffolds, it is likely 

students cannot articulate their expertise or comprehension as some NAEP governing board 

members seem to fear.  

The next several sections and following chapter on philosophy of language, science, 

and measurement are an attempt to frame these debates in a clear and transparent way. As 

mentioned in the introduction, a goal of this work should be consensus developing. I do not 
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say the goal is consensus, because consensus should likely not be reached in highly uncertain 

areas. However, the work done should be such that we have a way to understand what we 

might develop consensus about. However, as will be discussed below, consensus and 

coherence cannot be the only criterion of good definition. Eran Tal (Tal, 2013) and 

Cartwright (2020) emphasize in measurement and in science (respectively) that coordination 

among researchers and scientists is how science operates. Tal asks a relevant question, 

speaking of measuring subjective well-being, but no less relevant to our examples in reading 

comprehension or resilience: 

“Attempts to validate questionnaires for measuring subjective well-being and quality 

of life raise something similar to the problem of coordination: are the questionnaires 

measuring what they should? Should the construct be defined in terms of the best-

correlated questionnaires? It is doubtful whether these questions can be answered 

through a process of iterative stabilization similar to the one encountered in the 

standardization of physical quantities.” (Tal, 2013, p.1163) 

The connection between measurement and language is interesting because both rely on 

reference and interpretation. For instance, in language, we will see that words in particular 

realms refer to specific things and can be used abstractly or not, refer to specific 

instantiations or universals (“author” referring to me or “author” referring to any given 

author with a given definition attached; on the measurement side, 3 inches can be a general 

idea that can refer to anything having that property of length or can refer to a specific thing 

being 3 inches long).  
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3.3 Cleaning it up: Increasing Transparency, Clarity, and Semantics in Property 

definition 

 
As a reminder, the purpose of this chapter is about definition of measurable properties 

in psychology. The previous sections aimed to provide examples of problems that are 

linguistic and historical in nature in different stages of a research arc. A definition of 

measurement, or, at least, a characterization of what might be considered typical of 

measurement was provided in chapter 2. Definition for the sake of measurement is in part 

linguistic (after all, it is about the meaning of words), and part empirical – about whether 

what those words refer to have some mode of existence that have real-life instantiations. The 

next place to move toward is to pay more attention to how we can classify the different ways 

language is working. . 

3.3.1 Introduction to philosophy of language for measurement: sense and reference 

 

 Our goal here is guided by Hibberd:   

“Although we use words to propose or state what kind of thing we think it is, a 

definition references the what-it-is-to-be that kind of thing — its principal features or 

structure — in order to delimit it from other kinds and to make possible a systematic 

study of it and its connections” (Hibberd, 2019, p. 31).  

When we have words like “resilience” setting the direction of research, it is not always clear 

what the word refers to or delimits. The notion of delimiting or referencing, comes from 

Frege (1892/1948) who was concerned with, in the linguistic realm, logical bases of words 

and their meanings. He introduces “Sense and Reference” with a challenging scenario of 

identity. That is, when we make a statement of the form `a = a`, this is so obvious as to be 

uninteresting. If we say `a = b` then perhaps we say something interesting but it might be also 
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obvious. For instance, when we say resilience is not the same thing as thriving (Carver, 2010) 

this is interesting because it means that the word thriving refers to a different phenomenon 

than the word resilience. In the realm of latent variable modeling, it is often debated what a 

factor “is”, or what a factor in a latent variable model refers to. This is, in effect, a question 

of reference. The problem of an identity, when a = a or when the “morning star = evening 

star”16 or that grit and conscientiousness are the same (e.g. Ponnock et al., 2020), what is 

being said is that the referent of two different terms are the same. That is, the term, or the 

sign, “grit” refers to the same thing as the terms, or the sign, “conscientiousness.” This 

equality is interesting because it is making a claim about advancement in knowledge. 

In science, it is an accomplishment to realize that what we once thought were two 

different entities areare in fact the same entity. This requires both theoretic and model-based 

accounts of the thing being observed converging. Hibberd’s statement above is then 

essentially arguing that for the sake of science, words, parameters in a model, or something 

similar should refer to something. That something is, in effect, what the definition should 

describe. Though, Frege was thinking of proper names, certainly, this refers to the names of 

objects or idealizations like “the meter.”17 When we use the word “moon” says Frege, we 

“presuppose a referent”  an and are not referring to the speaker’s individual conception of the 

moon. This presupposition allows us to ask, “what is resilience?” and try to solve this 

question via empirical means. The only way for us to answer the question, “what is 

resilience” is by already knowing to some extent, what resilience might be and we have to, in 

 
16 The cat is also on the mat.  
17 It is not necessarily settled that idealized terms in measurement models refer to anything 

real, though, it is taken in this paper that which are referred to in measurement, properties 

and their values, are real and referred to.  
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effect, point to it. However, resilience has no immediately obvious referent given the various 

definitions above.  

 Why we have a shared notion of what the moon is, or why terms like resilience or 

thriving or reading comprehension have references in speech, is a sense of the term, 

effectively, their meaning. For instance, there may be “excess” meaning beyond the referent. 

The   sense of morning star is effectively Venus in the morning. The sense of evening star 

would be seeing Venus in the evening. This may seem unimportant but clearly the sense of a 

word can also confuse us, allowing us to attribute the same term to different things or two 

different terms to the same thing. Meaning is not a function of properties or objects, then, it is 

a function of words and intersubjective understanding.  

Frege claimed this when he said that the sense “is grasped by everybody who is 

sufficiently familiar with the language or totality of designations to which it belongs” (p. 

210) and a given referent could have multiple senses. This is important for latent variable 

modeling and the notion of “constructs” and to what they refer. For instance, Kane (2008) 

says, “Observable variables are defined in terms of domains of possible observations and 

therefore have little excess meaning” (p. 105). Depending on what Kane means by variable 

(e.g. Markus, 2008), this is most likely incoherent. Variables, if we are to interpret them as 

what terms refer to (e.g., a synonym for property or attribute here), have no meaning without 

us attributing meaning. In that sense, a property cannot have a meaning until we name it. For 

instance, we say that reading comprehension is a property of a person and we ascribe the 

predicate or property, property of a person to the phrase reading comprehension. Further, the 

term reading comprehension should refer to something. Kane, perhaps, has a non-realist 

perspective about measurement, but since, earlier Kane (2008) mentions that his coffee cup is 
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plainly observable in a way that something else is not, admits some forms of realism. Of 

course, language in validity theory has a history of not worrying whether “constructs” refer 

to anything. The logical positivist roots of psychometrics going back to “construct validity” 

and Cronbach and Meehl (1955) permits constructs to have, effectively, no referent and only 

meaning (e.g. Lovasz & Slaney, 2013; Slaney & Racine, 2013).  

Cronbach & Meehl said constructs got their meaning from their place in a 

nomological net, where definition was about meaning – “setting forth the laws in which it 

occurs” (Cronbach & Meehl, 1955, p. 290) and must be either a so-called observable 

property or be related to something in a nomological net where at least some of the properties 

are observable. This is related to meaning, because a nomological net, at best, is a model or 

representation of system. And like other sign systems, (e.g. Ogden & Richards, 1925), one 

can see that this does not require a referent. A classic semiotic triangle based on Ogden and 

Richards is presented in figure 3.2 below. Cronbach and Meehl (1955), are only concerned 

with the left side of the triangle connecting thoughts and ideas to terms or symbols. There is 

no requirement that the term or symbol is connected to a referent. This requires that a 

construct is only embedded, in some capacity, among observables.  
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FIGURE 3.2 THE SEMIOTIC TRIANGLE FROM OGDEN AND RICHARDS. A THOUGHT OR IDEA MIGHT BE 

CALLED A CONCEPT IN FREGE 

 

 

 

To some extent, we see this line of thinking in Frege where he refers to the referent as an 

“object perceivable by the senses” (p. 212), though, perhaps, perceivable by the senses could 

be expanded to admit perception via scientific tooling (see section on pragmatic realism, 

below).  

3.3.2 Solving measurement problems with language 

 

 Using the language of Giordani and Mari (2012) in any given setting involving 

measurement, one is trying to solve a “measurement problem” and a measuring instrument 

acts “as a selector, interacting with the object under measurement with respect to a given 

quantity, the measurand” (Giordani and Mari, 2012, p. 2146). In this conception, as noted in 

Chapter 1, measurement involves an interaction between that which we would like to 

measure and the instrument. In physical sciences, this might involve bringing in physical 

laws that describe how a measurand changes an instrument indication as well as other 
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properties that might be involved in the interaction of a measurement tool with an object’s 

property (e.g. Grégis, 2015; Tal, 2019).   

Here, for ease, properties that we are interested in are considered universals. Arp et al. 

(2015) define universals as “entities in reality that are responsible for the structure, order, and 

regularity — the similarities — that are to be found there. To talk of universals is to talk of 

what all members of a natural class or natural kind such as a cell, or organism , or lipid , or 

heart have in common” (p. 14). Properties, whether of persons or of hearts or of rooms and 

spaces, are not immutable (necessarily). For instance, my height can change. In other words, 

a universal is something that two things can have in common. I can have the same height as 

someone else, but I also generally have height as a property of myself. This implies, to some 

extent, that “the complex bio–psycho-social systems of interest to psychologists exist or 

occur independently of their observing, thinking, talking or writing about them” (Hibberd, 

2019, p. 31). Though, certainly, Hacking’s looping effect might render this in partial truth. 

The connection between continuous psychometric testing and reporting on skills that are 

named renders those skills important to the community at large, gives teachers and parents 

something to call those skills and act in an “evidenced-based” way, perhaps in turn causing 

the creation of more tests of these skills. This is an intersubjective creation. 

Returning to sense and reference, we can see that a referent is not guaranteed to a 

word even if it has multiple senses. Alternatively, one word can refer to many things or two 

words can refer to the same thing. In essence, Frege’s scenario is in figure 3.3 below. (and 

others not mentioned here such as Russell; see Kripke for another version of this, though, 

with some critique). In these diagrams, squares are terms that refer to the circles, stand ins for 

the referents. In the top left panel A of figure 3.3, different terms are used to refer to the same 
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entity. In top right panel B, we have two individual terms referring to different entities (here, 

“tc” and “rc” were used to note that these are not the words, but some portion of reality). In 

the bottom panel c) one term refers to two different things. A speaker might use the term not 

knowing they were referring to two different things (which seems to be the case in resilience 

research), or, as mentioned in chapter 1, the context in which the speaker uses the word 

might dictate the referent of the word. This is an example of pragmatics in language use, to 

some extent. We cannot require a perfectly descriptive all-encompassing language for 

communication (and it is probably not possible) because communication would likely take 

forever. However, for scientific purposes, we cannot rely on general understanding else we 

run into the problem of resilience researchers. 

 Finally, in the bottom right, is an interesting scenario. Odds are, many of us have the 

conception of a unicorn in our head. We can picture a horse-like thing with a single horn and 

maybe the horse-like thing is even white. Saying that, a unicorn may not have a physical 

instantiate to go along with it (Quine, 1948, uses the example of Pegasus). However, we 

might say that unicorns or leprechauns have an existence in fairy tale or myth. For now, 

however, we will treat this as an empty reference. The word refers to something that cannot 

be realized in any particular way outside of an idea. This perhaps points out that starting with 

a discussion of “what is real” when doing research may not be so productive.   
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FIGURE 3.3 THESE FIGURES EXPRESS DIFFERENT WAYS WORDS MIGHT REFER TO REFERENTS . IN THIS 

VERSION, SQUARES ARE WORDS OR TERMS AND CIRCLES ARE MEANT TO BE THE REFERENT THEMSELVES 

(OF COURSE, STILL BEING REPRESENTED BY WORDS AND DIAGRAMS). 

 

 Note everything above may be reliant on speaker intentions. Authors such as Kripke 

have noted that there are scenarios where the speaker may use words (or names) to refer to, 

say, one person even when that is not the name of that person. Not represented in the figure is 

the scenario where we get the sign and the signifier confused. In this case, we might call this 

concept-entity conflation or even, use-referent or use-mention conflation mentioned in the 

previous chapter. We might confuse a noun or phrase for the thing itself (e.g. “resilience is x 

because that is how people use the word resilience” or “resilience has three e’s and is the 

capacity to bounce back from a challenge; Lovasz & Slaney, 2013).Wittgenstein might 

generally refer to this as being bewitched by our words (Jost & Gustafson, 1998; 

Wittgenstein, 2009, 2010). 
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3.3.2 Types of Definition – What makes a good definition? 

 

 Hibberd was quoted above as saying that a good definition states what it is to be that 

thing. In other words, a word will be connected to what it refers to by its definition or 

ascription. Further, in the words of Hibberd (2019), for definition about entities for study, 

there are some things that definitions do not do that are of interest in this dissertation. For 

instance, they are not stipulative or nominal.  This means that word meanings are not just 

randomly assigned to words but have some purpose for being assigned to that word. In 

another light, we are not just concerned with the meaning of the word but describing the 

phenomenon itself. One can imagine, however, that to some extent, all definitions are 

stipulative, though, using a word out of context of a language game might confuse. The broad 

swath of this definitional effort is lexical. Further, the goal is not to come up with examples 

of the thing, though this may be helpful or to point and define. It seems interesting that at 

times, stipulation is of interest and other times it is not.  

 Stipulative definitions for research are necessary to the extent that words need some 

assignment of meaning (that may come from use; Scheffler, 1963). However, for research, 

the goal is not to determine the meaning of a word. The goal is to determine or discover 

universals, enabling consensus building because there are few criteria aside from linguistic 

rules to determine when a word is properly defined. For instance, it would be odd to say that 

reading comprehension is a golden retriever. However, when debating whether resilience is 

bouncing back from adversity or an internal psychological process, there is no answer 

because both things can exist in the world and we are just discussing how to assign word 

meaning which has no real resolution because of different language game rules. This 

becomes clearer if we replace resilience with a variable name or made-up word. Arguing 
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whether x refers to bouncing back from adversity or some psychological process is not a 

question about the phenomenon.  

 What we are instead interested in is demarcating the process or phenomenon. The 

NAEP reading comprehension debate exemplifies where there are a mix of stipulative 

definitional concerns and phenomena-based concerns. One side of the NAEP debate argues 

that reading comprehension, as a phenomenon, is what Kintsch and van Dijk (1978) describe. 

This description of reading is about the cognitive process that goes into connecting a text’s 

parts (e.g. placing words together, or even morphemes, into sentences and ideas) and then 

into a coherent idea about what the text is trying to say in its entirety. Kintsch and van Dijk 

(1978) formalize this as micro processing and macro processing. In the micro context, they 

theorize that readers piece together hierarchies of  rule following about reader deletion of 

somewhat irrelevant propositions in the text, reader generalization of series of specific 

propositions to the more general one, and construction of global, logical, or well accepted 

facts from a series of propositions make up the text processing model.  

In other words, there is a micro level and a macro level, and they relate to each other. 

In this view, reading comprehension refers to these phenomena and background knowledge 

is external to the phenomenon of reading comprehension, but is, nonetheless important to the 

macro processing. It is, in effect, what is processed. As mentioned above, another side of the 

reading debate questions the nature of reading as “sociocultural.” For instance, Steiner & 

Bauerlein (2020), in an online journal publication, argue that this sociocultural perspective 

desired in the 2025 (now 2026) Reading Framework over emphasize sociocultural context. 

They argue that the “hows and whys and strengths and weaknesses of reading comprehension 

change [given the framework] from one sociocultural context to another, leaving some 
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students in potentially “unfair” starting points, depending on the relationship between their 

backgrounds and the texts in question” (Steiner & Bauerlein, 2020). Ignoring the voracity of 

the argument for a moment, it is clear, given the purpose of measurement in general, that 

both sides of this debate worry about the effect of admitting or not certain elements into the 

world of reading comprehension and how this will lead to problematic, untrustworthy 

measurement. We can see that this leads to some stipulation (of the term reading 

comprehension) still, since meaning needs to be assigned to the term, but this might be what 

some call a precising definition – it is limiting or expanding what can be included in a 

relatively well accepted realm. Though, there is still an ethical element amounting to 

normative claims and measurement aims.  

 For now, I aim to point out how a stipulative definition puts a researcher in the 

position of defining a word in the way they see fit. This is important at times, when a term 

with many senses needs to correspond to an actual referent in the world. Of course, the 

danger is demarcating a non-universal, arbitrary class of entities. There is also a matter of 

power. For instance, by including background knowledge as part of the demarcation of 

reading comprehension as a property, one might worry that this definition will privilege 

groups with particular knowledge. Answering the result of the question invoking the 

counterfactual - had students without that knowledge been provided necessary knowledge - 

might provide some insights into what is of interest for investigation.  

 To be clear, it is the position here that aims of measurement are to work with 

properties or attributes that are non-arbitrary or universals. Defining the term, “Denverite” as 

all people who happen to live in Denver, ride bikes, and are in graduate school is an example 

of a stipulative definition that identifies something arbitrary and is stipulative. In the case 
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where I misuse the term reading comprehension or Denverite, people might be confused 

because there is a typical use of these terms. If I instead use the words in their typical way 

and use the phrase, “A person who lives in Denver is a Denverite” – this would be a type of 

reportive definition (e.g. Scheffler, 1963). 

 For measurement, we do not want to be only arguing about stipulation or reportative 

definitions. Instead, it is more fruitful to pay heed to the phenomenon or set of observations 

that might be common occurrences. Ogden and Richards (1925) describe the first step for 

settling on definition as finding a common starting point – a common realm. If you start with 

resilience, note its history and the change in meaning of the term – it now has many more 

senses beyond Werner’s study. The goal for arguing about what the phenomenon that the 

term resilience refers to is to facilitate a common frame of reference. In essence, if you want 

to start with resilience as a human psychological process, stay in this realm. Moving to 

Werner’s realm, “bouncing back” – is a different one. Of course, Ogden and Richards (1925) 

also note that “whenever a term is thus taken outside the universe of discourse for which it 

has been defined, it becomes a metaphor, and may be in need of a fresh definition” (p. 111). 

So, even in reading comprehension ability, when using terms like “apply” or “integrate”, we 

have to make sure we are still in the same discourse or frame of reference.  

3.3.3  Avoiding a Bewitching: Paying Attention to Metaphors and Language in Use 
 

 As mentioned before, the key to measurement coordination and consensus building 

starts with iteration and improvement of the terms, models, and background assumptions. 

Understanding measurement results requires that we collectively agree on the focus of 

measurement. In the words of Lakoff and Johnson (1980), metaphor is “understanding and 

experience one kind of thing in terms of another” (p. 5). The problems we run into come 
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about when we stick to preferred definitions for reasons unrelated to the property of interest. 

For instance, if I say resilience is a process, that likely implies that that is what I’m interested 

in studying. However, because the word resilience has so many senses, many seem to think 

they aim to study the same phenomenon. For measurement, this is especially problematic 

because it is about a specific property and the value of the property. Resilience, as mentioned 

above, is a particularly good case of metaphor. The sense the term gains from the metaphor, 

something spatial or something extensional, implies a particular structure (something that 

goes up and down). This dictates how we conceptualize something – it has looking at 

something in a particular way.  

 Metaphor is quite common in educational and psychological research. For instance, 

depression is a spatial metaphor. Cognitive load is also something of a spatial metaphor 

(activities take up space in the brain and have a weight). Metaphors are not inherently 

problematic, though– Lakoff and Johnson (2008) note that we cannot communicate without 

metaphor. Brown (2003) traces the productive use of metaphor in science, starting with the 

atom and how, at one point, atoms were thought of like specs of dust. These metaphors 

inspired experimentation based on the mental model. However, the metaphors were iterated 

on, improved, concretized, and abstracted. Brown (2003) warns us that metaphors “also pose 

a danger: attachment to a particular model [posed as a metaphor] can inhibit thinking in 

other, possible more productive ways about the system that is being studied” (p. 25).  

 Wittgenstein (1953/2010) additionally warns us that the problem of clarity in 

definition, is “solved, rather, by looking into the workings of our language, and in such a way 

make us recognize these workings … the problems are solved not by giving new information, 

but by arranging what we have always known” in order to “battle against the bewitchment of 
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our intelligence by means of language” (Wittgenstein, 2010, sec. 109). Said another way, 

studying language in use might indeed help us figure out how we are confusing ourselves 

when we are thinking about how scientists use that language. To exemplify this, let us 

consider resilience. It was argued above that investigating the meaning of resilience is non-

empirical (unless one is a linguist), and investigating the definition of resilience is 

investigating something we already know since it is defined in the dictionary or has a given 

set of rules in use (e.g. a language game mentioned in chapter 2). According to Wittgenstein, 

when you ask a question like “what is resilience?”, provide many definitions that are all 

plausible and non-mutually exclusive, you are playing a language game: 

“there is: The tendency to look for something in common to all the entities to which 

we subsume under a general term…Games form a family the members of which have 

family likeness. Some of them have the same nose, others the same eyebrows, and 

others again the same way of walking; and these likenesses overlap”  (Wittgenstein, 

2009, p. 106).  

Language games help us communicate, as do metaphors (which might be a special case of a 

language game), but they get in the way when we play them using different rules across 

communities for the same term. Even though resilience is the same term, it has definitions 

expressed by different researchers that vary wildly (Southwick et al., 2014; Windle, 2011). 

We can ask the question “what is resilience?” likely because it presupposes resilience 

already exists when in fact this is relying on its metaphorical extension to another realm. But 

from its instantiation, the concept of resilience was a matter of metaphor starting with 

Werner’s study and the meaning of the term in that context were people who “succeeded” 

despite adversity – it was a somewhat arbitrary label invoking the notion of bouncing back. 
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In that sense, the term resilience, as applied to some psychological process is an empty 

reference where we can use the term because of reference to a common structure – 

orientation and spatial metaphors from negative experience (down) to bouncing back (up). 

This leads to measurement instruments that involve positing resilience as something 

continuous in some form, without any question about the nature of the structure of resilience 

(e.g. Heilemann et al., 2003; Smith et al., 2008; Windle et al., 2011; Xie et al., 2016) 

 What about the realm of reading comprehension in NAEP?  We see in the 

Framework’s, definition that reading comprehension is a process in which the student might: 

“Extract, construct, integrate, critique, and apply meaning in activities across a range 

of social and cultural contexts” (NAGB, 2021, p. 10).  

Two obvious metaphors in this are extracting or constructing. (ignoring others such as, 

“integrating",  “in activities”, “across a range”). It is posited that “in the mind”, students are 

“extracting” (some sort of physical or spatial metaphor from the text, implying mining or 

moving information) and constructing (some sort of metaphor involving building a structure) 

and doing so in a certain context. It is not clear how this now relates to what is intended to be 

measured in NAEP reading since these are many different processes. However, to contrast 

with resilience, the metaphors are not the core of the definition of reading comprehension or 

the core of the debate. In the reading comprehension realm, there is a particular activity 

(reading) that is anchoring the debate. However, the word “comprehension” and metaphors 

above as being part of comprehension may be a form of bewitching. That is, because 

comprehension in reading comprehension is somewhat ill-defined (or even the term literacy), 

it is not too specific for any context so it can fit in many places. In this way, we might be 

debating across each other where one side of the literacy debate is arguing in one framework 
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that is focusing on the cognitive side of comprehension and is not wrong per se, and the other 

side is arguing in an older or different framework or use of the word comprehension and 

literacy.  

 Notice, the idea of sense and reference stance introduced here is inherently realist – 

there has to be something “out there” to which we are referring (though, not necessarily). 

However, how do we demarcate a phenomenon when it is socially constructed or if it is 

socially constructed, does that mean it is “real” and measurable?   

3.4 Cleaning it up: Considering Measurement, Realism, and Pragmatic Realism 
 
 While not an explicit definition of measurement, Tal (2019, p. 870) says 

measurement consists of “the coherent and consistent attribution of a value region to a 

parameter in an idealized model of a process, based on the final states (`indications`) of that 

process” and hence involves “intervening and representing.” This model-based view, which 

is adopted in this dissertation, means that some simplifications must be made – measurement 

is not an epistemic tool without a model of what we are measuring. Tal (2019) argues that 

measurement is an intervention because it requires a design process for constructing 

something that will measure what one intends to measure while also requiring the recording 

and interpretation of measurement outcomes (e.g. – instrument indications). To measure, one 

requires a model of measurement “constructed from the theoretical (or pre-theoretical) and 

statistical assumptions” (Tal, 2019, p.870) to make sense of the indications of measurement 

instruments. For instance, to make sense of a student’s reading ability as estimated from a 

reading test, a model of how the student responds – a response process – would be required. 

To the extent that there is doubt about the model’s correspondence to the way the item 

responses on the reading test are generated, there will be doubt about using those scores to 
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make claims about students – the indication of the instrument will not be trusted. For 

instance, the trustworthiness of the way a weight scale interacts with an object’s weight 

comes from background assumptions and a model of the process of weighing. If this process 

is somehow in doubt, then a lot of uncertainty will be attributed to the measurement claim.  

An example of this model-based account comes from Sherry (2011) who is 

responding to a challenge posed by Michell (e.g. 1999, 2008). Michell critiques educational 

and psychological measurement for not having “experimental tests known to be specifically 

sensitive to the hypothesized additive structure of the attribute studied” (199, p. 216). Michell 

thinks measurement requires showing that, if one were to make (continuous) measurement 

claims about something (temperature, reading ability), one requires showing that these 

attributes are indeed quantitative in nature first. Sherry (2011) retells the tale of the 

temperature measurement in which early researchers, notably Joseph Black, made progress 

via “treating [italics in original] temperature as a continuous quantity” (2011, p. 517) instead 

of first testing whether temperature is a continuous quantity. Black used this assumption to 

“construct upon new thermal concepts, useful for explaining and predicting thermal 

phenomena” (Sherry, 2011, p. 517). Sherry argues that temperature as a quantitative property 

fit nicely into thermodynamic laws which in turn explained or predicted other phenomena.  

According to Sherry and Chang (2004), Gay-Lussac was able to claim that volume of 

gasses at a given pressure was proportional to temperature – meaning that readings of 

thermometers relying on the expansion of gases as a form of temperature indications could be 

interpreted (between 0° and 100°) and measured non-arbitrarily. Additionally, this finding 

could be used to generate the ideal gas law which “provided the basis for the thermodynamic 

temperature scale, today’s standard.” (Sherry, 2011, p. 517). One can see that the 
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trustworthiness of thermometers was reliant on a model of temperature and its relationship to 

expanding gas – specifically, it was reliant on the ideal gas law. In that sense, the 

trustworthiness and understanding came from a model of interaction between thermometers 

and temperature. While there was not an accurate account of the nature of temperature (or 

heat) – this was the start of an account of temperature – and there was certainly a recognition 

that an account of the cause of different temperatures was required (Sherry, 2011). 

While Sherry (2011) credits this account of the measurement of temperature to a 

philosophically pragmatic attitude, there was also a certain correspondence to reality (some 

might call this “pragmatic realism” from e.g. Guyon et al., 2018; Maul, 2013). Chang (2004) 

and Tal (2019) attribute the accomplishment of measuring temperature to a view called 

coherentism. Roughly, the idea of coherentism in the philosophy of science is that a theory is 

considered true (or accepted) when it fits into either an already existing network of ideas or 

makes sense in terms of acceptable phenomena. A problem with coherentism as pointed out 

by a Chang (2007) is that “any internally consistent system of knowledge is equally justified” 

(Chang, 2007, p.4). Instead, Chang (2007 – and to some extent, also in Chang, 2004) 

proposes an alternative that he calls progressive coherentism. The idea merges some 

foundationalist doctrines with coherentist doctrines. Namely, it is foundationalist because 

progressive coherentism says scientific progress is made by accepting some “system of 

knowledge without ultimate justification” but coherentist and empiricist in the sense that it 

attempts to improve that system of knowledge by exposing it to thought, experimentation, 

and other “lines of inquiry which can … refine and correct the initially affirmed system” (p. 

5). Science, posits Chang, advances via “epistemic iteration” (2007, p.18) in which 

knowledge is improved upon iteratively – with previous knowledge used in new stages of 
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investigation and improved upon given epistemic aims. This position, however, does not 

require a devotion to scientific realism. In fact, the emphasis on epistemic aims might involve 

things that do not require a scientific realist account. In other words, it is not necessarily the 

case that coherence is building towards a truth – Chang says as much – but it is nonetheless 

an attractive description for the innerworkings of science. This position also has political 

implications – the direction of research will be built upon accepted knowledge bases – 

including some voices and excluding others (e.g.Kuhn, 1970). Nonetheless, Chang’s 

progressive coherentist approach offers useful direction. It is contended here that coherentist 

theories are useful for understanding, perhaps historically, why or how scientists justified 

their beliefs that is not purely falsificationist (Popper, 2005) .  

Thagard (2007; citing Goldman, 1999) alternatively gives an account of truth that is 

something like a correspondence theory: “a representation such as a proposition is true if and 

only if it purports to describe reality and its content fits reality” (p. 29). However, coherence 

theories state that the important relations are between mental representations as opposed to 

correspondence with external reality (Thagard, 2007). Meanwhile, Chang seems skeptical 

that truth is something that is even worth working towards. This seems fair given what some 

have cast as “pessimistic induction” (Newton-Smith, 2002, p.14).  The pessimistic induction 

idea is that since most (or all) theories in science have historically been, at some point, 

accepted to be false (for instance – Newton’s laws being replaced by relativity, caloric 

theories of heat having explanatory power only to be replaced), why should we accept a 

theory as true? Chang’s epistemic iteration from coherence theories of truth may provide a 

counter to the pessimistic induction objection to scientific realism, ironically. In doing so, 
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this links epistemic iteration instead to a potential description of a methodology for a certain 

form of scientific realism where theories are ever improved upon in a march toward the truth. 

Devitt (1997, 2005)  attributes to scientific realists the commitment to (presently) 

unobservable entities being responsible for observed phenomena and scientists seek to find or 

use these phenomena for explanation. Scientific theories link these unobservable entities to 

observed phenomena and these phenomena exist mind independently. Thus, the pessimistic 

objections argument states that since science has posited past phenomena that did not exist, it 

is likely that current theories with posited phenomena have problems. However, as Devitt 

argues, citing Lange (2002), one problem is that, given the way science operates, false 

theories might “turnover much more quickly than true ones” (Devitt, 2005, p. 265) so a given 

surviving theory may be more likely to be true. Devitt posits, what he says, is a stronger 

argument:  

“Scientific progress is, to a large degree, a matter of improving scientific 

methodologies often based on new technologies that provide new instruments for 

investigating the world. If this is so . . . then we should expect an examination of the 

historical details to show improvement over time in our success ratio for observables” 

(Devitt, 2005, p. 265). 

In essence, Devitt is proposing a defense of realism based on a form epistemic iteration. Even 

if past posited unobservable phenomena turned out to be false, iteration of knowledge 

improves the likelihood of truth. In the words of Chang (2004) – an aim of epistemic 

iteration is self-correction – meaning there will be plenty more past theories than present 

accepted theories. Chang’s primary objection is to truth as justificatory criteria for posited 
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theories (or unobserved entities) – and in general, moves away from a correspondence theory 

of truth. 

 It is therefore suggested that Borsboom and Hibberd’s realism do not necessarily 

conflict with Chang’s progressive coherentism or epistemic iteration if epistemic iteration is 

viewed in consideration of what scientists do with realist intent.  It is noted in all cases that 

scientists perform some prior necessary conceptual or theoretical analyses, even if not 

realized. Borsboom (2005, 2008a)  and Borsboom, Mellenbergh, and Van Heerden (2004) 

consider the justification of claims for having measured in scientifically realist terms. For 

instance, in their definition of validity, Borsboom et al., (2004, p. 1061)  say a test is valid for 

measuring an attribute if the “attribute exists” and “variations in the attribute causally 

produce variations in the outcomes of the measurement procedure.” Further, they argue that 

truth of the “ontological claim [for instance, the status of what is measured as existing and in 

what form it exists] is logically prior to the process of measurement itself” (p. 1062), since 

measurement involves measuring something believed to exist. It would be incoherent to say 

one has measured something that does not exist since measurement involves the interaction 

of a measuring instrument and an attribute (Mari et al., 2012b; Maul et al., 2018b).  

Chang’s (2016)  own recent form of realism, something he calls pragmatic realism – a 

position not that different from Putnam’s (1987; Putnam called his version, initially, internal 

realism and later, pragmatic realism) – de-emphasizes correspondence theories of truth and 

emphasizes taking actions with certain aims but exposing them to our current understanding 

of reality (not dissimilar to Devitt’s improved instrumentation above). It is realist in the sense 

that there is still an emphasis on truth in the form of entities existing. Chang (2016) says, “A 

statement is true in a given circumstance if (belief in) it is (necessarily) involved in a 
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coherent epistemic activity” (p. 115). Chang also makes reference to a reality – “a putative 

entity should be real if it is employed in a coherent epistemic activity that relies on its 

existence and its basic properties” (Chang, 2016, p. 116). This definition also draws on 

Hacking’s entity realism and trust in the senses as a foundation for understanding what it 

may mean for us to admit something is real. In other words, how might we admit some 

entities but not others (e.g., psychological attributes of people)? Chang does not desire an 

anything goes mentality. One answer, provided by Hacking (1999), is that certain social 

constructions can be considered real, say to a person, if it makes a difference in their lives. 

He uses the example of the classification of woman refugees. It is a social construction 

because a person is only a woman refugee given various social norms about gender, 

countries, borders, and the legal classification of someone as a refugee. However, it does not 

have to be this way. Thus, classification, or property of a person as a refugee is real because 

it changes how that person lives – even if they do not know the term “woman refugee” – so 

that property interacts with the world in a certain way. Hacking calls this an interactive kind. 

Social constructionism according to Hacking (1999) is: 

“…Various sociological, historical, and philosophical projects that aim at displaying 

or analyzing actual, historically situated, social interactions or causal routes that led 

to, or were involved in, the coming into being or establishing of some present entity 

or fact” (p. 48).  

Pragmatic realism and Hacking view of social constructionism complement each other in that 

both are still, to some extent, trying to make some connection to reality, just sometimes, we 

create that reality as people. In that sense, one could deal with Borsboom’s definition of 

validity in a pragmatic realist sense – the justification for existence of an entity would then 
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just require a specific line of reasoning. If anything, this provides some credence to Lord & 

Novick’s claim that (ignoring some of their terminology) something can be assumed to be 

measured when observed results correspond to the target of measurement. Only, in this case, 

it is beyond mere assumption as Lord & Novick emphasize. 

 The pragmatic realist position is attractive, and there are clear cases where 

pragmatism and realism seem incontrovertible (e.g. using tools for successful navigation 

would make one hard pressed to argue against the realness of certain measured entities that 

allowed for successful navigation). In the social realm, dogma is always a risk. One could 

argue that measured IQ is real because one can take certain actions based on those IQ 

“measurements”. Perhaps a counter would be in terms of IQ’s coherence – breaking down 

the idea of IQ making it incoherent, since people with different skills can accomplish 

different things. Alternatively, one could argue that IQ’s realness is incontrovertible given 

correlational evidence. Perhaps this is the case, but the idea of social constructionism’s 

unmasking role (Hacking, 1999) may be of use. The idea may be made false or untrue or 

similar via removal of the concept in some way such that different criteria are used to discuss 

intelligence. Saying that, this perhaps shows that early investigation into a phenomenon 

should not necessarily start with the concept of “realness” but, instead, posit strong use cases 

where differences in measurement results could lead to actual different actions taken. In the 

words of Chang (2016, p. 119): 

“When Hacking says that positrons are real, or when I say phlogiston is real, the 

sense of it is that a specific part or aspect of that unspecified overall Reality is 

somehow being captured in our conception. And this parsing-out of Reality is crucial 

in any kind of cognitive activity. If we cannot identify sensible parts (or aspects) of 
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nature, we cannot say anything intelligible, make any kind of analysis, or engage with 

nature in any specific and directed way. So we have no choice but to worry about 

whether we are able to do the parsing well.” 

Perhaps an objection to this is that the conceptions of those things as “real” may in fact be 

their connections to what replaced those concepts as science improved. In fact, one might not 

be able to do much with the concept of phlogiston now without invoking its replacement 

property. As usual, perhaps this is not so much an expression of a philosophy of science in 

general as a statement about how science progresses, a meta-methodology. We admit into our 

realities that which we can move forward with. 

  It is hard to imagine trusting measurements, research, or other forms of analysis by 

which we make public policy decisions without some foundational bed rock related to the 

truth of the matter or the way the world is. Even implicit in psychometrics, regardless of 

philosophical orientation is a notion for realism. For instance, testing agencies are not just 

concerned with prediction of future e outcomes or a prediction task else testing companies 

might create some maximally predictive index combining test scores, grades, parental 

education, and parent income, among other things.  

3.4.1 Underdetermination and realism: all we have are models 
 

Another important consideration is the Duhem-Quine thesis or the 

underdetermination of theory by evidence idea. The basic premise is that evidence in 

research is always amenable to alternative, if not nearly infinite interpretations. In this sense, 

we cannot base our beliefs only on the data that we have (see, for instance, Stanford, 2021). 

There is a technical version in the structural equation modeling literature related to fit – 

where perfect fit of model to data can still come from a mis-specified model (for instance, 
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Hayduk, 2014). We see this in statistics where the same correlation can be found when the 

structure of relationships between two variables are very different. In that sense, all we have 

is our beliefs about the world to narrow down plausible models or reasons. We can reject 

models, research findings, or data all together when it conflicts with the way we know the 

world even if evidence in that moment says otherwise.  

 In this sense, we will model our realness and workflows with this picture of science in 

mind. Epistemic iteration, coherence, logical analysis, and observation will be interwoven, 

working toward these ideals. We think about measurement from a model relative position 

that has posited entities interacting with measurement instruments. These posited entities 

should be considered real but with some skepticism. We must justify these entities that 

feature in a measurement process and how we justify them will be through an iterative, 

sometimes circular, process. Unlike Chang, we will not ditch a correspondence theory of 

truth, that good models or theories somehow correspond to reality and that understanding 

reality, operating in the real world is a necessary goal as well, though, we agree with Chang 

in the sense that there indeed may be other goals along the way. A powerful tool for 

considering whether to admit some property into our ontology is whether we can, in any way, 

meaningfully intervene on that property, for instance, in a classroom or via social means. 

3.4.2 Alternatives to essentialist accounts of properties and views of science 
 
 The views above also assume some sort of essentialist account of properties in that a 

given kind will always have the same set of characteristic. Hibberd (2019)  introduces the 

concept of the homeostatic property cluster (HPC) as a non-essentialist account of definition 

in which certain properties (Hibberd uses the term, “kinds”) have some core features and 

some of these features appear in some contexts but not others. Hibberd argues that this may 
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be popular because it accommodates the notion of changing concepts or kinds and vague 

boundaries (or properties). Hibberd argues that the HPC account entails that “some kinds are 

defined by a cluster of features that regularly but not exceptionless co-occurrence; and a set 

of factors (causal homeostatic mechanisms) that maintain their systematic co-instantiation or 

clustering, factors that provide some necessary cohesiveness or stability to the cluster” 

(Hibberd, 2019, p. 40). For instance, we may see that reading comprehension requires one 

form of background knowledge in one reading setting but not another or that something like 

reading comprehension from 50 years ago is the same as reading comprehension now even 

when it involves integrated video in a text as is common in online newspaper articles. 

Hibberd rejects the HPC conception because if a kind changes it is no longer the same kind 

as before. Alternatively, one can shift conceptions as not just temporal change but contextual 

change. Consider the reading comprehension debate in NAEP about incomparable scores 

across time. The HPC account renders these scores comparable if the set of properties 

involved in reading changes. Ultimately, this is confusing and I tend to agree with Hibberd, 

though I cannot obviously rule out HPC accounts, and mereological positions generally.  

Like Hibberd, I think the HPC account may reflect an epistemic stage that requires 

iteration to clarify the boundaries of a property. Unlike Hibberd, I think the HPC account 

may be important in some settings but not others. For example, it does seem like reading or 

literacy is a changing concept. However, a purely cognitive account might admit that micro 

and macro processing (Kintsch and van Dijk, 1978) would not rule out current conceptions of 

literacy or reading comprehension that involve a new integration of video into text, for 

instance, as being a form of “reading comprehension” necessarily. In this sense, integrating 

video and text for a single student reading was simply mostly unrealizable before personal 
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computers. This alone cannot rule out the “ability to watch videos” clustering with “text 

decoding”, “vocabulary knowledge”, and knowledge of semantics and pragmatics. As noted, 

earlier, though, definitional uncertainty may be a form of epistemic uncertainty. Hibberd 

argues that HPCs more likely reflect that HPC is an accommodation of “early to mid-stages 

of scientific definition” (Hibberd, 2019, p.49). I argue that this may be a permanent state of 

scientific definition (in the words of Hibberd), and we are instead relying on forms of 

epistemic iteration – this may also provide a rebuttal to the notion that we must show that a 

psychological attribute is quantitative before proceeding with measurement.  

3.5 The Problem with Latent Variables 

 
 The lengthy section above was needed for justifying the treatment of what we define 

as real and measurable and the referents of our words, especially in the psychological sphere, 

because, as noted in chapter 1, definition is often cast in an operational light. However, it is 

common in educational or psychological measurement to refer to or invoke latent variables 

as those things that are measured or to say that a latent variable is a factor, construct, 

hypothetical entity, unobservable, or something similar. However, the present unobservable 

status of an entity is not a defining feature. A general question may be asked – “what are 

latent variables?” But this question is incoherent without context.  

Borsboom (2008b; Borsboom et al., 2003) notes that unobservability is a statement 

about our present epistemic access. For instance, what one person in the same time and place 

may treat as unobservable, another person may treat as observable (for instance, through one 

person having a microscope and another person not).  Maxwell (2009; first published in 
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1962)  noted, effectively, that what was once considered unobserved (or theoretical)18 may 

become observed through improved instrumentation. The uncertainty around that observation 

may be what induces the notion of unobservability. The implication being that, perhaps, 

treating something as permanently unobservable is an unsafe assumption.  

Further, the notion of a latent variable is only meaningful in statistical or 

mathematical analyses. In other words, latent variables cannot be what are measured. This 

was noted by Maraun & Halpin (2008) when they said that a variable “is simply a 

rule/map/function… and, hence, cannot coherently be placed on the dimension of observable 

to unobservable” (p. 114). To provide more detail, a random variable is defined in intro 

probability texts as: 

“Given an experiment with sample space S, a random variable (r.v) is a function from 

the sample space S, to the real numbers ℝ.” (Blitzstein & Hwang, 2014, p. 104)  

This effectively means that the mapping to numbers is not necessarily a constituent of reality 

(Maraun & Gabriel, 2013). Though, while  this may be an overly strict interpretation of the 

term variable (Markus, 2008), in agreement with Maraun & Halpin (2007, p. 9), I cannot 

take Borsboom’s (2008, p. 9) definition that an observed variable simply means that the 

value of a variable as it is realized can be “inferred with certainty from the data.” For 

instance, in the case of a continuous value, the data may only be stored to a certain number of 

digits – but as a continuous value, and hence a member of an uncountable set, may not have a 

 
18 It’s important to note who Maxwell was writing to and when. He was countering the 

logical positivists, a group of philosophers working to make, among other things, a 

theoretical and observational distinction such that reference to unobservable or, alternatively, 

theoretical entities was somewhat meaningless. This distinction is interesting in the realms of 

psychological or educational measurement where unobservable entities are posited but 

sometimes those entities might be understood in terms of operationalism. 
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realization as a rational number – hence its value can never be known without some 

uncertainty, even if miniscule. Instead, it is maintained here, drawing on the discussion of 

epistemic iteration and coherence above, we treat something as observed when, the number 

of background assumptions that support the scientific work to observe something are few and 

there is intersubjective agreement about those assumptions. Hence, something well accepted, 

could be modeled as latent to handle rounding or measurement error. 

Consider a scenario where we need to measure the distance between a point on a 

bicycle wheel hub to another point on the same hub for determining the spoke length 

necessary for building the wheel. It would be a costly mistake timewise to get the 

measurement wrong. So, I take several measurements and each time get a slightly different 

estimate. I may use the internet to see values given for similar (or even the same) hub. Using 

all this information, I may take an average of my measurement results. Suddenly, I have 

constructed a latent variable model depicted in figure 3.4 below. Note, estimation of the 

mean can be construed as a latent variable model, but it seems odd to do this. However, there 

is a “true value” that is unobserved while there are observed measurement results/observed 

data perturbed by measurement error.  
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FIGURE 3.4. A LATENT VARIABLE CONCEPTION OF A WIDTH MEASUREMENT. 

 

One can now invoke hub width as a latent variable. Our/my collective confidence in 

measurement results are not certain but they are high.  

 To bring back Chang (2004), he says “observability is an achievement” (p. 87). Part 

of that achievement requires picking out what is to be measured or working around 

consensus building. I hope the sections below help with consensus building.  

3.6 Recommendation: Specify your Measurand for Transparency and Fairness  

 
One prevailing problem with the measurement in NAEP reading comprehension 

debates and resilience research is the lack of a model of the measurand from any side of the 

debate. In the case of resilience, I hope I have been able to show that the debate is primarily 

linguistic instead of substantive whereas the NAEP debates are more substantive but 

influenced by different human values. Paying attention to sense and reference may be a 

useful place to start for resolving both problems. Let us first, then, try to carve out a referent, 

ideally, the measurand, and map how it might be related to the student reading performance. 
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In the case of NAEP reading comprehension debates, the term reading 

comprehension should have a single referent. The boundaries of those terms may be fuzzy, 

but as mentioned above, this is both natural and a good thing. Alternatively, it may be the 

case that we cannot articulate a single property, and that is also fine. Drawing on Kintsch and 

van Dijk (1978), background knowledge matters but we can consider it an influence quantity 

in NAEP reading. Unfortunately, it is unclear whether this is a quantity as in the GUM that is 

thought to change the key property itself or if it is just the measuring instrument indication. 

We might draw a causal diagram of the theoretical modeling process to help us understand 

the focal measurand based on language.  For instance, Steiner & Bauerlein (2020) wrote that: 

“One of the most powerful and consistent findings about reading comprehension is 

that it depends on the background knowledge that a student possesses. . .  Yet the 

whole point of the NAEP reading assessment is to tell educators how well states and 

school districts are teaching students to read the language they will encounter in the 

real world. That report, in turn, tells us how well prepared American high school 

seniors are for college and the workplace. If NAEP adopts the sociocultural model of 

reading, the scores for certain student populations will almost certainly improve, but 

the scores themselves will lack any predictive value” (Online, no page number).  

There are a lot of assumptions in this quote, but we can gain an understanding of what the 

term “reading comprehension” (though, not explicit in this sentence) might mean to those 

arguing against scaffolding in NAEP reading. It seems reading comprehension is something 

along the lines of older NAEP reading framework definition that involve “understanding 

written text” and “Using meaning as appropriate to type of text, purpose, and situation” (they 

also note that it is a dynamic cognitive process; Steiner & Bauerlein, 2020). Steiner & 
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Bauerlein (2020) also argue that this definitional language is commonsensical despite the fact 

these terms are mostly undefined. This appeal to common sense should be problematic, given 

the discussion about being bewitched by words and metaphor. For instance, the combination 

of background knowledge and cognitive processing here creates something of a combination 

of properties or, it could be two different properties. What then makes this combination of 

cognitive processing and background knowledge reading comprehension instead of 

something like, “history” or “literature knowledge?” We might draw the relation between the 

property or properties of interest and the resulting reading performances (scored via items) as 

in Figure 3.5, below.  

 

FIGURE 3.5 STUDENT BACKGROUND KNOWLEDGE VERSION OF READING COMPREHENSION PROPERTY . 

THE ARROW IS NON-DETERMINISTIC, BUT A STRAIGHT LINE IS USED TO NOTE THAT THERE IS NOTHING 

NECESSARY TO BE POSITED IN BETWEEN. 

 

Figure 3.5 shows that this version of reading comprehension is something of a black box 

(circle?) interpretation of reading comprehension ability – whatever it is that causes a reading 

performance is reading comprehension or a classic latent variable formulation. This does not 

answer how background knowledge or cognitive processing combine.  

Unfortunately, in the NAEP case, in the Framework’s definition of reading 

comprehension, there are numerous sub targets deriving from the components of reading 

comprehension. Ironically, in this mode, there is no explicit discussion of the relation of 
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these sub disciplines to each other or to the primary measurand (reading comprehension 

ability). In most cases, they are concerned with how to handle background knowledge in 

terms of item creation which, while tacitly implying what the definition or what may or may 

not be in the definition of reading comprehension, is not an explicit definition. Those parts 

that go into reading comprehension (presumably; though are these causal?) are listed as 

comprehension targets: “locate and recall”, “integrate and interpret”, “analyze and evaluate”, 

“use and apply” (NAGB, 2021, 17). These are situated in contexts of: discipline (e.g. 

literature, science, social studies); a given reading purpose (developing understanding, 

solving a problem, and more specific purposes); and types of texts and text features. The 

question is whether each comprehension target is some form of reading comprehension, a 

part of reading comprehension in a mereological or even homeostatic property cluster sense, 

or a formative sense (e.g., these are measured parts that formatively demarcate reading 

comprehension).  

Alternatively, is reading comprehension to be measured at the Kintsch and van Dijk 

(1978) macro level or micro-level? Is each change of context of a passage also a new 

property? Here, the referent of “reading comprehension” seems to be overrun by the sense. 

However, this aspect from NAEP is far more specific than the black box account. Drawing 

out the relation between the measurand and resultant responses, we see in Figure 3.6, how we 

might conceptualize this in the formative sense described above. In figure 3.6, there is a 

dashed line connecting background knowledge to reading comprehension ability while a 

solid line connecting it to the student reading performance indication. The dashed line to the 

reading comprehension ability circle aims to show that it may be the case that background 

knowledge is not just an influence quantity that influences the indication but may affect the 
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measurand as well. In the top left, we have a cascading/tree-like structure that dictates that 

each reading occurrence will be in each context. If we are to imagine reading comprehension 

as a function or disposition (Arp et al., 2015), then reading comprehension can be considered 

the same property in each setting – reading comprehension is a function involved in these 

contexts (e.g. 𝑓(𝑐𝑜𝑛𝑡𝑒𝑥𝑡) where f is reading comprehension or, discourse comprehension 

Kintsch, 1988). I am by no means committed to this, this just seems plausible. 

 

FIGURE 3.6 DEPICTING THE RELATIONSHIP BETWEEN THE MEASURAND (READING COMPREHENSION) AND 

READING PERFORMANCES AS DESCRIBED IN THE 2026 NAEP READING FRAMEWORK.| 

 

 While this may identify the structure or what we want to measure, we still somewhat 

lack a definition that enables us to measure. The definition can occur in many ways including 

textual. One way would be to follow the lead of Kintsch and van Dijk (1978) or even Kintsch 

(1988), but a definition of reading comprehension then would have to decide whether one 

wants to measure reading at the macro level or micro level. Clarification could take place in 

several ways, some of which are more stipulative and others are more use-based forms of 
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definitions. If we are to borrow from Kinsch (1988), we might have a somewhat strange 

(because of my own attempt to keep this short and lack of subject matter expertise) definition 

that reading comprehension = def. the extent to which a reader integrates ideas within a text 

together as opposed to constructing disparate ideas only in each sentence (or something like 

that). This only is part of the comprehension model and requires the definition of the term 

integrate, which is clearly a metaphor. We might notice, though, we still have a choice to 

make about what is evidence of integration.  

 The above distinction directs us to the next point that at times it is hard to define 

simply in terms of a few sentences. One way to help our definitional work would be to use a 

construct map (Wilson, 2005), though, perhaps we could call it a property map. A construct 

map is rather simple. Adapted from Wilson, it might look something like Figure 3.7. The 

person side of the construct map would include descriptions of people who can do things at 

varying levels of the property. For instance, “can connect arguments in chapter 1 to 

arguments in chapter 2” (this is likely too vague but might work with our integration example 

2. Observations would be examples of instantiations of doing this. This contributes to 

transparency and can be a tool that is provided and shared with stakeholders and allow for 

consensus building. It also encourages multiple communities’ involvement in constructing or 

defining properties, allowing for iteration. Empirically, we can combine the construct map 

with the DAGs such as figures 3.6 and 3.5 above to better understand the observational 

ordering along the continuum. We might re-order our passages based on this, but also 

consider how background knowledge and use-experience influence even simple vocabulary. 

One might question then, is there any form of vocabulary that is not some form of 

background knowledge? Here, we have empirical and conceptual elements interacting. The 
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next chapter in the dissertation will be an attempt to provide another example of how using 

statistical modeling, thinking from metrology, and philosophy may be combined.  

  

 

 

FIGURE 3.7 EXAMPLE OF A CONSTRUCT MAP ADAPTED FROM WILSON (2005). 

 

However, there are two different specification of what the construct map implies and one 

overarching question for the property in general. One important matter is to not assume that 

the property you are working with is either continuous or even ordered. It is possible that the 



 

140 
 

construct map may lead you astray. This is something that may be testable but will also 

change a definition of the property of interest. Secondly, we should be careful to specify 

whether we believe something like the construct map holds only between people or 

represents some sort of developmental pathway. It is possible for instance, that while the 

continuum or ordering described above may describe differences among people at differing 

levels of ability, the way in which students move through these levels themselves may in fact 

be different from this construct map. This is something that likely requires a fair amount of 

iteration, research, and conceptual work. Both question hint at an even larger problem. There 

is no guarantee that the property exists as we think it does. This would imply that the 

description or what we know, definition, or very nature of the property lends itself to not 

being measurable.  

 This lack of measurability is realized in the resilience definitional debates.  I hope it is 

plain to see that there are so many varieties of definitions in resilience research, construct 

mapping may not be of much use to decide on the correct definition of resilience because 

they have many different referents. In the outcome realm, resilience is defined by a life 

outcome such as no longer being in a particular adverse position you were earlier. This is sort 

of a between person view that, if anything, is a classification task. Alternatively, there are the 

internal, psychological positions, which are psychological and defined as an attitude, belief, 

or propensity to do something. Defining the measurand here is not about picking the right 

definition to match to a word. Instead, one should identify the area of research that they are 

working in and try to identify the primary property while ignoring the loaded word 

resilience. Each definition of resilience above are simply identifying potentially different 

phenomena that need articulation.  
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 Finally, with construct mapping, it is important to avoid circularity. A challenge with 

mapping attitudinal properties or things we have typically relied on self-report tools for 

measuring, is that observations on the construct map may often be quite similar to person 

property descriptions (on the left side above). This is a problem as circularity is a problem in 

other forms of definition. Including the word one is defining in the definition of itself does 

not provide clarity. The property of interest, in other words, is not the observations by which 

we make inferences about the property of interest.  

3.7 Discussion, Limitations, and Paths Forward  

 
This chapter has been an attempt to articulate a philosophy of language to discuss, 

transparently, the properties we intend to measure in the human sciences for measurement. I 

hope it is clear how the language we use is important for not only how we see the world but 

also how we can be fooled by our language. In this way, measurement, like language, has a 

semantic and syntactic structure that relies on pragmatics (or use). Here, I hope to summarize 

some final recommendations based on what is written above from the perspective of the 

methodologist or statistician and the subject matter expert working together. For both groups, 

it is important to understand and identify the referent of a term. Definition in science is not 

just about what a word means but what in the world we are trying to study. If a term has 

multiple referents, it is likely you have to be more specific than colloquial usage allows. 

While we cannot communicate without metaphor, it is also important to pay attention to it. It 

can confuse us so   that we all believe we are saying the same thing. Remember that we are 

human, and science and measurement are human activities. As such, always express 

uncertainty about both what we are trying to measure and the results from a measurement 

activity. Here, to some extent, following Slaney and Garcia (2015), remember that 
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measurement results are merely estimates at best of a particular property value (more on this 

in the following chapter). We should not reify  and should explicitly say that “our estimates 

of student abilities from the text comprehension instrument and the text decoding instrument 

have a correlation of…”. If you are a methodologist, it is likely quite important to talk about 

that what we are measuring are properties and not latent variables in order to avoid confusing 

the terms in the model with properties in the world. For the methodologist, it is important to 

remind the substantive researcher that statistical tools do not define but they can help define. 

Data itself is constructed, even if unarticulated, by a model of how to instantiate that data 

such that it is evidence of something. For the substantive researcher, it is worth reminding the 

methodologist that the inferences from models are not only the job of the substantive 

researcher – in order to construct and make inferences about a model, understanding of the 

model is important. Some level of understanding on the part of the methodologist is 

necessary – invoking again, the idea that models are built for a purpose. 

Pay attention to the history of a term and how it came to be. This history gives a clue 

as to the nature of the discourse and shifting meaning as well as how researchers might mix 

meanings with older uses of the term and newer uses. Consider whether these new uses shift 

the referent of the term. As methodologists or statisticians, do not define from data derived 

from surveys or tests. This likely ignores some of that discourse, and, given uncertainty, may 

not warrant any definition. That is, the possibility of data as being indicative of some 

underlying phenomenon requires background knowledge not found just in the data set. 

Otherwise, if you do name factors, taxa, classes, or similar, note that these are stipulative 

definitions – assigned names to statistical artifacts, and are not themselves, the phenomena of 

interest.  
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Importantly, do not talk about properties, constructs, latent variables, or dimensions 

or similar having a “meaning.” This is a form of concept-entity or use-referent conflation. By 

saying something means something, we are confusing what we are claiming about what the 

property we would like to measure is and leads to a complete lack of clarity about what the 

property is. Finally, we should pay attention to how we use our words in multiple ways. Even 

if we can have a conversation with a word like resilience, we can mean completely different 

things by it. In that way, we need to see when a word is being used to refer to two different 

things because there is some similarity in how it is used. We cannot build any form of 

consensus or agreement this way. If you are not sure what something is, remember that this is 

different than a latent variable. In this case, we may just not know enough about some 

regularly observed phenomenon to know that it is measurable. Related to this notion is the 

idea that we cannot define via statistical analyses. Definition is external to analyses which are 

model and value laden.  

There are major limitations to the views expressed above and in this chapter. There 

are some undefined terms, or terms that describe a lot more attention – not the least of which 

is the term truth. Above, for the sake of clarity (I hope), we have times mixed the aims of 

science as an institution or cultural phenomenon (without defining) and the aims of the 

individual scientist. In part, I portrayed the aims of science as grounded in a certain form of 

realism that holds the truth in high regard, but clearly, a certain “constructive empiricism” 

might be still be admitted for the individual scientist that admits theories without being 

strongly committed to the entities posited in those theories as existing or being true. This 

adheres well to Chang’s views, that scientists, in the form of constructivist empiricism 

perhaps, might have goals about empirical adequacy first (e.g. results from research seem to 



 

144 
 

fit well with posited theories that are specific enough to have a syntax and semantics; (van 

Fraassen & others, 1980; c.f. Monton & Mohler, 2021)This is a large topic, but it has been 

mostly glossed over. For instance, we may object to the notion that measurement results are 

of a property and refer to anything real or true. This would require a discussion about why 

universals are real or what models are true.  

Additionally, there is a tacit assumption, though a dangerous one, that we can 

understand each other’s experiences and words in all scenarios. I do not think this is true. In 

this case, it is worth questioning whether something that requires understanding of vague 

terminology or specific feelings in order to measure a property yields trustworthy 

measurement results. That is, it is not clear that psychological properties that are thought to 

be attitudinal or emotional are in fact possibly felt in the same way across people. We see the 

problem of epistemic injustice raise its head here – the very articulation of a particular 

feeling or sensation or experience may simply not exist for some people. This may shoehorn 

certain experiences into a term or phrase that is not quite appropriate. In other words, think 

carefully about the ways language may be used differently with very different meanings. 

Alas, one of the bigger conundrums is simply what counts as a referent in psychology 

or education. In section 3.4, I tried to piece together how we might admit psychological 

attributes into our ontologies. In this way, we can measure them potentially – which requires 

they be universals. However, this explanation of psychological or educational attributes only 

partially refers to anything substantial. In some sense, the referent of psychological attributes 

are behaviors that seem to have some regularity. On the other hand, this relies heavily on the 

observations and not the causes. Though things like physical instantiations need not be the 
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only referent (e.g. biological or neurological-based referents), at some point, connecting 

these referents back to the human body seems necessary. 

 This chapter has not provided an empirical basis for differentiating properties or 

quantities. For instance, how would we know that text comprehension or text decoding are 

different from macro-processes of reading comprehension? Tal (2019) calls this the practice 

of individuating quantities. The following chapters will be an attempt to provide methods for 

reasoning via statistical results about the properties or descriptors that may or may not be part 

of the larger property of interest. We will repurpose models for detecting differential item 

functioning (DIF) in order to detect and abduce what influence quantities might be in a given 

testing setting. This is a special case of epistemic iteration. The GUM, clinically, 

acknowledges that “the evaluation of uncertainty is neither a routine task nor a purely 

mathematical one; it depends on detailed knowledge of the nature of the measurand and of 

the measurement. The quality and utility of the uncertainty quoted for the result of a 

measurement therefore ultimately depend on the understanding, critical analysis, and 

integrity of those who contribute to the assignment of its value” (Joint Committee for Guides 

in Metrology (JCGM), 2008, 3.4.8, p. 8). I have to wonder to what extent the necessary 

background knowledge about measurands and what skills or professional senses exist in 

educational and psychological measurement to express uncertainty. If we cannot express 

what we do not know, how can we express what we do know? Clearly, the psychometrician 

alone cannot be a source of that skill or knowledge. I hope this chapter and the following 

help bring about some notions of building the transparency that the GUM itself calls for.  
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Chapter 4  

Empirical methods for investigating the measurand: DIF Modeling 
 

In this chapter I aim to provide a workflow for refining the definition of a measurand 

via reasoning through statistical and substantive models. The measurand is that which we 

would like to measure. So a property can become a measurand when it is the target of a 

particular measurement process. Therefore, the measurand definition may be far more 
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specific than the property definition where the definition of a measurand is specific given 

capabilities of the instrumentation. When I say reasoning through models, I mean something 

similar to language dependence in thought. About language-dependent thought, Searle (1995) 

says, “some thoughts are language-dependent in the sense that an animal could not have that 

very thought if the animal did not have words or some other linguistic devices for thinking 

that very thought” (p. 61). This is reminiscent of Fricker’s (2007)  notion of epistemic 

injustices (from Chapter 2), namely, hermeneutic injustice when experiences have not been 

articulated by certain subgroups because those subgroups have not had the opportunity to 

articulate them (or those very ideas are not considered relevant experiences due to power 

differences).  

Just as we can reason through language, via language, or about language, we can 

reason through models. Model-dependent reasoning or model-dependence means we have 

actionable conceptions of what we would like to measure without the model itself. In other 

words, having a shared model of measurement, to some degree, renders something 

measurable or hard to interpret. For instance, consider the debate in NAEP reading 

framework. There lacks a model of the measurand and how it might interact with the 

particular items. This renders discussions about the measurand difficult because researchers 

have few referents to discuss where disagreements might be arising or how to coordinate.  

Of course, in the previous chapter, I also walked through warnings about thinking (or 

lack of thinking) becoming too language or model-dependent to the extent the thought or 

conception cannot be revised (or the model is mistaken as being some sort of exact replica of 

the phenomena). Wittgenstein called this general conception a case where we might be 

bewitched by our words. But so too, might we be bewitched by our models. Clearly, it is a 
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delicate balance between avoiding a bewitching and fruitful modeling. My aim here – 

drawing on a recent study in the measurement of student reading abilities – is to show that 

terminology from psychometrics and metrology and tools from general(ized) latent variable 

modeling can help guide conceptual work. While typical latent variable models, in their most 

charitable interpretation, may be models of item responding (though, this is arguable), they 

may not be explicitly models of the entity itself – the “factor” in the model. 

  It is perhaps clear that one challenge with the NAEP reading framework is that the 

intended use of NAEP is also relatively vague (aside from “monitoring”). This makes it 

difficult to select among the vast number of potentially causally responsible properties in the 

act of reading that we should measure and the way to define those properties for 

measurement.19 In other words, seeking reliability (in the non-psychometric sense and more 

in the colloquial sense – how much we trust results from the measurement) of measurement 

results is in part about identifying the primary causal force on the measuring instrument. 

However, sometimes we need also need to reason given a modeler’s intention, what should 

not be part of the measurand definition or what should be. I aim to use an example 

throughout this chapter to show how this might look. 

4.1 The Empirical Case Study – Measuring Reading 
 

The SUM is a computer-delivered instrument intended to measure four reading 

strategies which are hypothesized to be attributes of people that vary continuously (see, Arya 

et al., 2020 for greater detail of the SUM development, piloting, statistical analyses, 

qualitative analyses, and aims for use) . It is also believed that these strategies can be targeted 

 
19 Perfetti & Stafura (2014) go so far as to open their paper with the claim “There is no 

theory of reading, because reading has too many components for a single theory” (p. 22).  
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for instruction. The four attributes were associated with a particular reading intervention 

(curriculum) called Collaborative Strategic Reading (CSR; Klingner & Vaughn, 1999). The first 

attribute of interest is student abilities or awareness of morphemes in words named 

morphological awareness (MA). This involves looking at words of multiple syllables and 

breaking down the word into smaller units called morphemes. For instance, the word 

“illegal” has the prefix il which is a morpheme and the single word, legal. Recognizing these 

together that il is an affix (prefix) with a particular meaning attached to a word stem (even if 

a student does not know what a morpheme is) allows a student to understand the word - 

something is not legal. A second property is what might be termed, the ability to use context 

clues to understand a word meaning (thus termed CC as in context clues). This is a reader’s 

ability to use sentences in which a particular word is embedded to make meaning of that 

word. The SUM, here, to minimize the effects of other abilities or background knowledge, 

used made up words as the focal word a student was asked to make meaning of. The third 

property is perhaps closest to a general reading comprehension property - the ability to map 

micro and macro relationships in a text (MMRT) to key ideas that are prominent or 

important to the text. In these items, students read sentences or short passages and then were 

asked to choose among subsequent sentences that were most (or least) related to the focal 

sentence. Finally, the fourth property was knowledge of English-Spanish cognates (COG). 

The SUM was intended to be used with a multilingual population of students, many of whom 

spoke Spanish at home. Cognates are words that two languages may share or (of course, 

there is also the idea of false cognates – words that are similar or even the same in two 

different languages but have different meanings). The motivation for including this property 
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is that students can use cognate knowledge in reading to understand words or even 

affixes/morphemes. 

Hence, the SUM is ultimately and broadly meant to measure reading strategies as 

opposed to comprehension in general. Ideally, each property of students could be used to take 

relevant action in the classroom. As noted by Afflerbach, Pearson, & Paris (2008), for 

instance, reading strategies and reading skills are overlapping albeit separate actions or 

person attributes: 

Reading strategies are deliberate, goal-directed attempts to control and modify the 

reader’s efforts to decode text, understand words, and construct meanings of text. 

Reading skills are automatic actions that result in decoding and comprehension with 

speed, efficiency, and fluency and usually occur without awareness of the 

components or control involved (Afflerbach et al., 2008, p. 368)  

In other words, we might see skills as lower level, less intentional forms of knowledge 

(perhaps we invoke the word automaticity when describing a skill), though, one can imagine 

a strategy that evolves into a skill. Nonetheless, the properties that are the measurands of the 

SUM are hypothesized to be related but distinct. Drawing on the philosophical discussion of 

the previous chapter, the aim here is to offer an example about how a local version of 

epistemic iteration about these properties discussed above and methodological iteration might 

occur. This is a relatively narrow view of epistemic iteration here in which refining 

knowledge of properties for the sake of definition and measurement, might be one part of a 

coordinated and iterative process. From the perspective of ontology, we might admit into our 

ontology the properties described above and current definitions (or even, descriptions of 

them) because we believe they can be intervened on and hence affect student everyday 
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experiences of reading (see, for instance, Afflerbach et al., 2008; Arya et al., 2020; Juel & Minden-Cupp, 

2000; Klingner & Vaughn, 1999; Perfetti & Stafura, 2014) . These properties shall persist in some 

form through time and space (a student will be characterized by these properties, in this case, 

dispositions, even after a test administration or after they are realized). Yet, we can always 

improve our knowledge, or work to improve our knowledge. 

4.1.1 Exploratory Statistics and Methodological Iteration  
 

Elliot (2012) differentiates between epistemic iteration, discussed in the previous 

chapter – the continuous revision of knowledge claims – and methodological iteration – “a 

process by which scientists move back and forth between modes of research” (Elliot, 2012, 

p. 378). Elliot defines a mode of research in broad terms, such as moving between 

constrained hypothesis testing frameworks and exploratory frameworks. Elliot does not 

exclude using, for instance, different models in service of an exploratory cause or the design 

of new tools or ways of doing an experiment, for instance as forms of methodological 

iteration. These two ideas, epistemic and methodological iteration are hypothesized to be 

connected in the service of different scientific goals. In particular, Elliot posits about 

methodological iteration: 

First, it can initiate epistemic iteration by helping to provide an initial model, theory, 

or regularity that can serve as a starting point for subsequent improvement. Second, 

methodological iteration can equip epistemic iteration by clarifying the nature of 

scientific problems and suggesting promising ways to revise previous models or 

theories in response to them. Third, it can stimulate epistemic iteration by helping to 

identify new problems with existing regularities or models (Elliot, 2012, p. 377; Elliot 

provides a case study of this process in mRNA research). 
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In the case of the SUM or instrument construction in general, we might see this in terms of 

moving between somewhat exploratory work in the form of focus group interviews or even 

ethnographic work that might involve observing a classroom or just looking at descriptive 

statistics; more confirmatory work such as using a Rasch model to check to see if items 

conform to fit analyses; and perhaps returning to some sort of follow-up triangulation 

approach in which cognitive interviews are performed after the statistical analyses to see if 

any of the findings from the statistical analyses appear in the cognitive interviews (this was 

much of the SUM construction process). These moves are instrument-specific. They are, in 

effect, investigating how people interact with the instrument in different ways. This involves 

collecting different forms of data (interview data, speech data, item response data) as well as 

various modes for enquiring about this information. This is perhaps narrower than some 

intended goals of epistemic iteration, but, nonetheless, seems to follow the same logic. This 

instrument interaction is the focus of this chapter and the focus is on building a robust 

plurality of evidence that can support a particular claim about what is measured. 

One such set of goals I’m concerned with is the theorizing about, and refining of, 

definitions of properties of interest for the sake of measurement. How might we learn from 

data already collected about the properties of interest? Haig  (2013, 2005)  has proposed that 

exploratory statistics itself can be a nice starting point for theory generation – either as a 

“purer” abductive process (hypothesis generation from observing some patterns in data) or as 

inference to the best explanation (an exploratory process to consider plausible theories of 

data generation and select among them). However, this may also over admit certain ideas or 

properties into an ontology without some strong limiting conditions. Here, perhaps, 

pragmatics can serve as that limiting condition where a property is admitted if it is plausible 
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and reasonably actionable should we have information about it (of course, plausibility is an 

easy term to use but perhaps hard to define). Alternatively, we must still be wary of 

conflating a model with that which we are modeling (a factor is a term in a factor analysis 

model and the entity it is supposed to correspond to, if it corresponds to anything, will be 

different – the factor, at the very least is an idealization) and that even before data is collected 

or before data is analyzed, there is a model in mind (even if not a stats model).  

4.1.2 A Note on Fairness  

 
Some may still wonder about notions of fairness. So often, DIF testing is taken as a 

matter of checking for fairness of the test among groups where like groups, matched on 

ability, should have an equal chance of getting an item right (Nisbet, 2019; Nisbet & Shaw, 

2019). This is a scoring motivated, rule-based (deontic, almost) approach to fairness in 

psychometrics. However, in the case of defining the measurand effects what “ability” to 

match on is. The nature of this focal property and why it is measured will also dictate the 

argument about test fairness. Some argue that what makes a test fair is if it can be used in 

service of student learning, which means some tests may direct students on a learning path 

that differs from other student, violating the typical psychometric approach to treating all 

“alike” cases as equal (Davies, 2010; Kunnan, 2007; Mislevy et al., 2013; Poehner, 2011). In 

this case, one can see that how we perform DIF testing would also change. If we include 

Spanish language knowledge as some sort of an influence quantity or not (and hence part of 

the measurand definition – such that, e.g. morphological awareness can involve Spanish or 

English-based made-up words) may depend on how and why students might be reading texts 

and the decisions someone might make about students.  
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4.2 Modeling, Measurement, and Measurement Models 

 
To further explain, consider the famed Thurstone’s (1940) opening to his paper, 

“Current Issues in Factor Analysis”: 

“Factor analysis is not restricted by assumptions regarding the nature of the factors, 

whether they be physiological or social, elemental or complex, correlated or 

uncorrelated. It assumes that a variety of phenomena within the domain are related 

and that they are determined, at least in part, by a relatively small number of 

functional unities, or factors…The name for a factor depends on the context, on one's 

philosophical preferences and manner of speech, and on how much one already 

knows about the domain to be investigated.” (Thurstone, 1940, p. 189)  

For the most part, we can see from the perspective of Thurstone, that a generic factor model 

is not a model of something like human cognition but a tool of, perhaps, discovery. He seems 

to be warning us at the same time not to read too much into factor model solutions 

(lamenting that the exploratory nature is not understood). Thurstone seemingly advocates for 

factor analysis as a first step in a discovery process that is “superseded as quickly as possible 

by rational formulations in terms of the science involved” (Thurstone, 1940, p. 189). If there 

is a lesson from Thurstone, it is that any of our latent variable models, whether they be 

positing continuous “factors” (factor analysis, IRT) or categorical “factors” (latent variable 

mixture modeling), should be viewed as weak claims about underlying properties and that we 

should perhaps even avoid naming! That is, these latent variable models, according to 

Thurstone, are in use due to our lack of knowledge about some set of hypothesized 

properties, as was stated in Chapter 2 (this position was restated and expanded by Borsboom 
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(2008)). Said another way, there is a rough assumption that there is some patterning to the 

mind which is already a model of the mind.  

Of course, there are some philosophical difficulties to Thurstone’s position, especially 

given realist accounts of modeling. For instance, the factors are, in effect, only related to this 

(the factor model) model of the mind even, though, clearly, the generic factor model is not 

meant to be a model of the mind. However, we cannot be completely “theory-less” here, 

because using the particular observations in estimating a factor model implies that we think 

that data is relevant for making inferences about the target properties. Thurstone’s idea that 

moving from the model to laboratory experiment as the only direction  (as opposed to 

refining or adding a substantive model) perhaps over-relies on mimicking physics or an 

idealization of how a trustworthy science advances. For instance, in the earth sciences, it is 

hard to imagine how moving from a model of plate tectonics (or measuring large features of 

earth or other planets) to laboratory experiments would be possible. Yet, it would be an odd 

contention to take that the earth sciences have not been productive in the realm of plate 

tectonics (of course, it may be aided by lab-based experiments about chemistry or physical 

occurrences).  

Alternatively, we might attribute the advance of these sciences to model-based 

reasoning. Unlike Thurstone, Miyake (2015) argues that advances in “certain propositions 

are needed in order to extract phenomena from raw data—to “turn data into evidence”” 

(quotations internal to the quotes Miyake’s own; p. 830). In other words, for any generic 

factor modeler to treat, say, item response data as “evidence” for a measurement claim or 

claim about discovered phenomena, there must be a set of propositions in which the factor 

model instantiates. Deviations from the factor model are then more informative. A similar 
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though wider ranging and thorough set of arguments in this line were made by Maraun (1996) 

and McGrane & Maul (2020). Perhaps we overly rely on off-the-shelf models to direct our 

thinking, item development, and selection. But perhaps this is less problematic if we heed 

Thurstone’s warnings. These models can be starting points.  

Throughout this chapter, I aim to pitch a workflow with the position that the same 

statistical model can serve different purposes.  Off-the-shelf latent variable models cannot do 

this job alone, though, they are also not worthless. The next stage could simply be a 

refinement of the model or new way of collecting data (or different data) under different 

model assumptions (model could be statistical or otherwise – for instance moving from a 

confirmatory Rasch model to a more exploratory model positing differently structured 

properties). This has ethical implications in the human sciences – for instance, naming 

factors or classes imposes the risk of turning them into, in our minds, elements of the world 

that have a definition. Instead, properties should motivate the models. An interesting 

exception may be the Rasch model (Rasch, 1960). This is explicitly supposed to be a model 

of measurement, though, not necessarily a model of cognition (Andrich, 2004; though, it 

likely should have some correspondence to the structure of cognition to be considered a 

measurement model).  

In the case of something like the SUM, construct maps (see previous chapter) were 

used as models of cognition, or at least, as models of item response tendencies. In this case, 

iterating between confirmatory and exploratory models using default, built-for-no-

phenomenon latent variable models can lead to a scientific aim of improvement in which a 

cognitive model keeps the property which we would like to measure as the “truth-maker”. A 

“truth-maker” is that which makes something true. So the state of the world makes a 
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statistical model at least not wrong as opposed to model fit doing the truth-deeming. In that 

sense, there need be some evaluation of the quality of the interaction of the construct map 

(Wilson, 2005, 2013)with the generic Rasch model which is meant to be a model of 

measurement. 

 In this chapter, I will particularly focus on the repurposing and reconsidering the role 

of differential item functioning (DIF) modeling20 and testing in psychometrics. I will then use 

this to provide an empirical example by working through considering a framework for DIF in 

terms of connecting what metrologists might call influence quantities and the identification 

of meaningful subgroups in DIF analyses and how this relates to measurement, models of 

cognition, and (statistical) modeling practice. Statistical modeling here is aimed at 

investigating the property and hence the measurand. 

 Specifically, I aim to repurpose the concepts related to DIF and DIF procedures to use 

as a model of item responding (Zumbo, 2007; Zumbo et al., 2015). This is perhaps typically 

seen as only relevant to instrument creation for teaching purposes.21 However any sort of 

large-scale, high stakes assessment is not immune to improvement either, and would also 

benefit from measurand refinement through similar methods. However, the goal will not be 

 
20 Of course, one could argue that a generic mathematical model (e.g. an equation for DIF 

testing that applies to all settings) is not really a model at all since there is nothing explicitly 

being modeled (Giere, 2009; Gouvea & Passmore, 2017). 

 
21 I’m trying to avoid the terms formative and summative since it seems that there is nothing 

in particular that makes an instrument formative or summative – a specific instrument used 

for formative purposes could be standards aligned in some way and be used for summative 

purposes. Formative and summative uses then require much work from the teacher outside of 

the actual test-construction and test administration process (see Nitko, 1995, for an example 

where an author switches between terms like “summative use” and  “formative use” of tests 

as opposed to, e.g. “summative test”)). 
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4.3  Important Measurement Terms in Statistics, Psychometrics, and Metrology 
 

 The aim of this section is really to show that the statistical grounding of 

psychometrics need not be that different from the grounding of metrology and to then 

introduce the idea of influence quantities as an umbrella concept linking different forms of 

measurement (non)invariance in psychometrics, construct irrelevant variance, and perhaps 

even linking and equating difficulties to a causal notion. Psychometric language may inch 

forward when concepts from metrology can be incorporated – many psychometric methods 

using statistical models just have a different semantic structure than that of metrology-

recommended uses of statistical tools.22 The goal is to move from a conception of what we 

measure as whatever conglomerate of things that cause measurement results to specific 

reasons.  

 The language of metrology here is useful because of the specificity in its terminology 

relative to the terminology in psychometrics – after all, the terminology is older and more 

developed resulting in the Vocabulaire international de métrologie (International 

Vocabulary of Metrology; or the VIM) via The Diplomatic Conference of the Metre in 1875 

(discussed in chapter 1 of this dissertation (1.2)). The VIM, in its attempt to define what is 

measured, can certainly be fallible but it is clear in its attempt to put what is measured and 

the definition of measurement front and center. Nonetheless, given the specificity of the VIM 

and the lack of specificity of terms like “latent variables”, the language of the VIM, or at 

 
22 Though, certainly, there is no lack of tooling or thought here in psychometrics such as the 

tooling in structural equation modeling (SEM) which can incorporate, in principle, many 

measured properties in causal relation and the very idea of using multi-trait multi-method 

designs or approaches. 
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least the intent of the VIM and the field of metrology will be used. In this case, the definition 

of the measurand and the term is nice for multiple reasons: 

1. In the field of statistics, the quantity to be estimated is called the estimand. So the 

measurand23 has an equivalence in language. For instance, if we want to estimate 

students’ morphological awareness, then a group of students’ morphological ability is 

the estimand and the measurand in a statistical and/or measurement model. The 

estimand is what we are interested in when using a statistical model – the quantity to 

make inferences about. There have been recent calls in psychology and causal 

inference to define the estimand carefully, for instance (for instance, Lundberg et al., 

2021, but also, as central to causal inference in general - e.g. Morgan and Winship, 

2015). The measurand is the quantity (or property) one aims to get information about 

or make inferences about.  If one were to use statistical methods to help estimate and 

correct for what, for now, we’ll call errors in a measurement process, the concept of 

an estimand and a measurand merge. In fact, the history of statistics and measurement 

are not independent (e.g. chapters 1 and 2 of Stigler, 1986)  but are certainly not the 

same thing, either. 

2. Also in the field of statistics, the notion of an estimate is the result of constructing (or 

using) an estimator. In this case, one might decide on an estimand and decide how to 

estimate what the value of that estimand may be. For instance, one may commit to 

using maximum likelihood for estimating the mean population value of some quantity 

 
23 The online version of the VIM  in its annotation of this ([VIM3] 2.3 Measurand, 

2014)([VIM3] 2.3 Measurand, 2014) notes that an older definition used to say, “particular 

quantity subject to measurement” but that what is subject to measurement may not be what 

one intends to measure effectively conflating the measurand with the measurement result or 

the estimand with the estimate.  
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(student morphological awareness) that one presumes to be normally distributed in 

the population. The maximum likelihood estimator for parameter 𝜇 the normal 

distribution is: 

1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

  

where n might be the total number of people in a sample, and 𝑥𝑖 is the morphological 

awareness value of student i. Passing data through the formula would yield an 

estimate. The equivalent of an estimator in the VIM or metrology may be a 

measurement procedure: 

“Detailed description of a measurement according to one or more 

measurement principles and to a given measurement method, based on a 

measurement model and including any calculation to obtain a measurement 

result” (JCGM, 2012: 2.6).24 

Note that there may still be an estimator involved but taking measurement as a process to 

begin well before one has data also means the equivalent of an estimator in measurement 

has to before one has data. 

 
24 A convenient replacement of the Standards’s definition of validity may be also from the 

VIM in its definition of a reference measurement procedure (bolded terms in the document 

have definitions in the VIM): “accepted as providing measurement results fit for their 

intended use in assessing measurement trueness of measured quantity values obtained 

from other measurement procedures for quantities of the same kind, in calibration, or in 

characterizing reference materials” (JCGM, 2012; 2.7). This perhaps more eloquently 

discusses what, I think, the Standards are trying to communicate - that specific instruments 

have specific uses and a measurement process specific to that measurement problem is 

necessary. Note as opposed to the Standards where validity is the hallmark, this is not a 

hallmark of the VIM, whereas definitions of measurement, measurands, and related are first 

emphasized given the multiplicity of uses.  
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3. We can see that an estimate from a statistical model maps well to a measurement 

result using a measurement procedure. A measurement result is defined as: 

“set of quantity values being attributed to a measurand together with any other 

available relevant information” (JCGM, 2012: 2.7) 

 Where a quantity value is defined somewhat circularly by the VIM, but is 

essentially the result of a measurement - a value (or number) combined with a unit 

(e.g. 3 lbs or 3 Lexiles). Also, as an estimate attributes a value, the VIM maintains 

that a measurand has a true quantity value. This brings us to the VIM’s definition of 

measurement. Again, the terminology from measurement and statistics coincide 

because these estimates can be aggregation across many occasions (repeatedly 

measuring something and taking the average; often written in the form 𝑌 =  𝑓(𝑥1,

𝑥2 … 𝑥𝑛) where Y is the result of multiple measurement outcomes f(x) where f(x) 

could actually be individual item responses of a student, and y might be the outcome 

or f(y) could be if some further transformation is performed on Y as well; Here a 

choice of the function f(.) could be considered the estimator):   

“process of experimentally obtaining one or more quantity values that can 

reasonably be attributed to a quantity” (JCGM, 2012; 2.1).  

 

Note how this differs from Steven’s definition, in that measurement results are 

obtained (as opposed to assigned), implying a certain interaction with the real world 

between the measurement instrument and the quantity of interest. While the status of 

number or quantity values are not necessarily well defined in the VIM it is also not 

clear how Steven’s definition, inducing a certain sort of non-reality-based 
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isomorphism between number and whatever it is that number is assigned to could 

avoid creating something that’s not a function at all (e.g., measurement results across 

contexts could map the same value to many different outcomes in different contexts 

as long as locally held rules are followed – and this would not be due to uncertainty). 

But as noted in the same section, (JCGM, 2012; 2.1, NOTE 3) – “measurement 

presupposes a description of the quantity commensurate with the intended use of a 

measurement result” as well as the measurement procedure. In other words, according 

to the VIM, one cannot measure without some understanding of what is measured.  

4. One concept from the previous chapters is that of an influence quantity. The VIM 

defines the influence quantity as a quantity (or property) “that, in a direct 

measurement, does not affect the quantity that is actually measured, but affects the 

relation between the indication and the measurement result”. Here, an influence 

quantity can be thought of as a confounder in a statistical model, though, in some 

realms, an influence quantity will only effect the output.  The VIM or the GUM, 

though not specifically statistical documents, are also concerned with uncertainty due 

to sampling. For instance, in describing why it might use ANOVA, the GUM says it 

may be concerned in each setting about the influence of an “an “operator effect”, an 

“instrument effect”, a “laboratory effect”, a “sample effect”, or even a “method 

effect” in a particular measurement” (Joint Committee for Guides in Metrology 

(JCGM), 2008). Here, we see a mix of systematic and so-called random sources of 

uncertainty and each of these effects can factor into a measurement model. In the case 

of psychometrics, ignoring the semantics and ontological commitments of classical 

test theory (CTT) for a brief moment, has similar tools such as G-theory (which is not 
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really a theory), which decomposes variance into different sources of error (Brennan, 

2000) and this can be recase in a more general mixed model or IRT framework (Briggs 

& Wilson, 2007).  

Unfortunately, the term quantity has been used several times. What the VIM is referring 

to is some “property of a phenomenon, body, or substance, where the property has a 

magnitude that can be expressed as a number and reference” (JCGM, 2012; 1.1; where a 

reference can be something like a unit or similar). By way of oversimplification, objects in 

the world have properties that set them apart from other objects (e.g. Mari et al., 2021) . For 

instance, a rod has a property of length – which is quantitative in nature in that length has a 

magnitude and is continuous – but it also has a property of weight. For instance, a rod25 has a 

length of 3 inches or a reader has a reading ability of 3 Lexiles.  

4.4 Differential Item Functioning (DIF) as a Model of Item Responding 
 

Aekerman (1992), Shealy and Stout (1993), Borsboom, Mellenbergh, & Van Heerden 

(2002) note that group membership indicators used in differential item functioning (DIF) 

analyses are often really being used as proxies for the effects we care about. Finding 

evidence of DIF is a sign that an instrument is sensitive to unintended multidimensionality 

aside from the property intended to be measured. So, an item response is thought to be a 

function of the target of measurement and something else that may be related to group 

membership. However, this assumes homogeneity of these causal effects within groups – and 

this is especially problematic in coarse demographic data often found in large-scale, 

 
25 One might say that, that what we call a rod is an object that has the property of being a rod, 

as well (e.g. Orilia & Paolini Paoletti, 2022). 
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institutional data sets or even just given what sorts of information can be meaningfully 

collected.  

Using the language of Gouvea & Passmore (2017)  who draw heavily from Giere 

(2009) and even van Frassen (2012), typical differential item functioning (DIF) testing 

procedures are models for and not necessarily models of. Of course, what a model is of, or 

represents, is connected to the purpose of the model, but in the case of DIF testing 

procedures, the dominant model is a model for a purpose as opposed to of a phenomenon. In 

psychometric realms, invariance testing procedures in the factor analysis tradition (French & 

Finch, 2009; Meredith, 1993) or DIF testing procedures in the Item Response Theory 

tradition (IRT; e.g. Aekerman, 1992; Paek & Wilson, 2011), have mostly been concerned 

with detection and not necessarily explanation, though, some cursory notions of causes of 

DIF are often mentioned, such as recasting DIF as (unintended) multidimensionality. This 

may be in part due to large testing companies like ETS using DIF testing procedures for 

primarily legalistic reasons, for instance, to flag and remove test items that show evidence of 

DIF because it may mean that a particular item is easier for one group of students as opposed 

to another even after matching on some criterion like ability estimates or sum scores. This is 

explicitly a model for. It is purely descriptive in the sense that causes of DIF are at a different 

explanatory level than focal causes of item responses. The cognitive causes of DIF are 

unimportant, to some extent.  

In the case of work that has already happened with the SUM, DIF models were used 

in which each item corresponding to each property was interacted with an indicator of 

whether a particular student (self-reported) spoke Spanish as a primary language at home. 

Students are then matched on estimated ability and if the probability of answering a question 
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correctly changes based on whether a student speaks a given language at home, such as 

Spanish. Said another way, imagine that student 1 is estimated to have the same 

morphological awareness (MA) as student 2, but student 1 speaks Spanish at home and 

student 2 does not. If both are administered an MA item and student 1 is estimated to have a 

higher probability of answering the item correctly given their membership in a Spanish 

speaking group, then the MA item is said to exhibit DIF. It is often customary to remove the 

item without question (e.g. Borsboom, 2002). However, this need not be the case. In the 

SUM workflow, an item was removed or flagged only if a potential reason for DIF could be 

identified. In a sense, another property was detected with DIF but this property has to be 

named. 

To formalize, using notation close to Borsboom et. al (2002), measurement invariance 

can be described by the scenario, that for person i, item j, and a value on latent trait 

(property) T, with a selection/group membership variable v, where P(.) is the probability of a 

response to item X,  

𝑃(𝑋𝑖𝑗 = 𝑥𝑖𝑗|𝑇 = 𝑡𝑖, 𝑉𝑖 = 𝑣𝑖) = 𝑃(𝑋𝑖𝑗 = 𝑥𝑖𝑗|𝑇 = 𝑡𝑖) 

EQUATION 1 

Non-invariance occurs when:  

𝑃(𝑋𝑖𝑗 = 𝑥𝑖𝑗|𝑇 = 𝑡𝑖 , 𝑉𝑖 = 𝑣𝑖) ≠  𝑃(𝑋𝑖𝑗 = 𝑥𝑖𝑗|𝑇 = 𝑡𝑖) 

EQUATION 2 

That is, in equation 1, the probability of a response is the same independent of a 

group variable V (invariant) and in equation 2, the probabilities are not the same.  However, 

there is a pernicious problem that may occur, especially in the realm of self-report 

instruments, where items may invoke a survey respondent to use their own frame of 

reference (if asked if I work hard, I might consider what working hard means relative to 
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others in my profession as opposed to other professions). In that case, we may find evidence 

of differential item functioning across different schools or classrooms (or similar). The model 

for approach adopts a model that, for lack of a better term, “gets the job done” in ensuring the 

equality in Eq.1 holds given the item set administered to students. In this sense, models are 

thought only as instruments to fulfill an end goal (Keller, 2000). If traditional DIF testing is a 

model of anything, it is a model of a particular testing situation (Zumbo, 2007) or a model of 

data, but is not necessarily a model of cognition when demographic grouping variables are 

used and items are simply removed when DIF is detected.  

 Zumbo (2007) acknowledges that even in testing situations at large testing 

organizations, some may worry about reasons for differential item functioning. Zumbo 

(2007) quotes Angoff (1993): 

The “why” concerns can be clearly  seen  in  Angoff  (1993)  when  he  wrote  about  

long-standing Educational Testing Service DIF work: “It has been reported by test 

developers that they are often confronted by DIF results that they cannot understand; 

and no amount  of  deliberation  seems  to  help  explain  why  some  perfectly  

reasonable items have large DIF values” ”(p. 19). 

It will be my argument here, by shifting to a models of framework given a modeler’s specific 

purpose for modeling, the realm of measurement invariance research in psychometrics can be 

used to consider and iterate on definitions of the measurand.  

4.4.1 The ordinariness of DIF and measurement invariance research  

 

 A typical workflow in educational or psychological measurement might involve 

fitting some sort of latent variable model to data. If adequate fit is found (adequate by various 

criteria) of items and/or the initial model, then a researcher might go on to do some sort of 
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DIF or measurement invariance testing. The goals seem diverse in this second phase of 

testing, but they might be said to use to avoid bias in a statistical sense or an ethical sense 

against certain groups of people. Mellenbergh (1994) subsumes the DIF model in an IRT 

context under the umbrella of what he calls, generalized linear item response theory. Of 

course, these are not models of phenomena on their own. A similar framework was presented 

thoroughly in de Boeck and Wilson (2004) in what they call, Explanatory IRT (EIRT). Given 

a latent property (see chapter 3 for discussion of the coherence of latent variables), 

Mellengbergh expresses that the generalized item response theory model can be expressed 

(with a slight change in notation) as, in non-matrix form: 

𝒈(𝝉𝒊𝒋 ) = 𝒃𝒋 +  𝒂𝒋𝒕𝒊 + 𝒄𝟏𝒋𝒛𝟏𝒊 + ⋯ +  𝒄𝒑𝒋𝒁𝒑𝒊 

EQUATION 3 

In the model above 𝑏𝑗 , 𝑎𝑗 , and 𝑐𝑝𝑗 are parameters related to (or of) item j, where 𝑏𝑗 is 

effectively the item difficult in IRT terms, or the intercept(s),  and a could be a 

discrimination parameter as introduced in chapter 1 and 𝑡𝑖 then is treated or modeled as a 

latent variable and refers to the trait or property of interest for subject i. Finally, z are subject 

i’s scored item response (here, consider items dichotomously scored) and c are any number 

of item features such as item word count, type of item (for instance, a dummy indicator for 

whether the item might be of a “fill-in-the-blank” or “cloze” format), or the relation between 

an item and the human property it is associated with. The function g(.) is a link function of 

some sort – most commonly the logit link. If we only have item intercepts and person 

abilities, then the model reduces to, effectively a 1PL or 2PL model (depending on the value 

of a – if a is not subscripted or is fixed to a value of 1, then we get something like the Rasch 

or 1PL model): 
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𝒈(𝝉𝒊𝒋 ) = 𝒃𝒋 +  𝒂𝒋𝒕𝒊 

EQUATION 4 

We might instead express this as an IRT model in traditional notation: 

𝑔(𝜂𝑖𝑗) =  𝜃𝑖 − 𝛿𝑗 

EQUATION 5 

Where 𝜃𝑖 is a random latent variable that is an estimate of person ability and 𝛿𝑗 is the item 

difficulty. We can switch signs and 𝛿 becomes item easiness to match Mellenbergh. This is 

no different than regression or linear model notation, only, variable values for independent 

variables may be estimated from the presently collected data. However, as Bollen (2002) 

notes, even in a standard regression we might consider residuals in a standard linear 

regression random latent variables.  

Finally, we might express a differential item functioning model, again, using the 

notation of Mellenbergh. 

 

𝒈(𝝉𝒊𝒋 ) = 𝒃𝒋 +  𝒂𝒋𝒕𝒊 + 𝒄𝟏𝒋𝒛𝟏𝒊 + 𝒄𝟐𝒋𝒕𝒊𝒛𝟏𝒊 

EQUATION 6 

 

Here, z can be an observed or latent variable in the model. Usually, this will be some 

indicator of group membership. For instance, if we have a group of students that identifies as 

Spanish speaking, we might code Spanish speakers as z =1, and 0 otherwise. In this way, we 

can see that the parameter, 𝑐2 could also be of interest and be a measurand itself. We can 

conceptualize DIF, syntactically, as an interaction term between a person’s group 
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membership or some other variable and an item, which is expressed in typical IRT notation 

(following the model of Paek & Wilson, 2011)  as: 

 

𝑔(𝜂𝑖𝑗) =  𝜃𝑖 − 𝛿𝑗 +  𝛾𝑗𝑍𝑖 

EQUATION 7 

 

 

Where 𝛾𝑗 is the difference in item difficulty given group membership Z of person i. Below, I 

will primarily refer to the variable, Z, for DIF testing as a “grouping variable” and the 

quantity of primary interest, 𝜃𝑖 as the measurand. In equation 6, this could be more easily 

seen as detecting DIF when the item characteristic functions for a single item but for each of 

the two groups are not parallel. DIF is one special case of including covariates, meaning 

there is no reason DIF testing should have a particular name except due to its special role it 

serves. We do not need to stay connected to that purpose, as important as it may be.  

Admittedly, in the case of the SUM, a somewhat arbitrary significance value was 

used (adjusted for multiple testing) for flagging DIF, however, items were further analyzed 

and investigated via concept and item analysis in terms of words in items that may have had 

Latinate (or non-Latinate) morphemes. The logic of DIF detection and what to do with the 

results inherits meaning from a tacit model of item responding – the process of reading 

involves making use of micro-level information about text, in the words of Kintsch and van 

Dijk (1978). 
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This leads to an interesting conundrum in terms of defining properties such as 

morphological awareness and cognate knowledge that the SUM measures. For a student to 

have morphemic knowledge, this may be the same knowledge as cognate knowledge, though, 

at times, they may be knowledge used separately. In this way, one must ask about the 

definition of the measurand or how to know when cognate knowledge and morphemic 

knowledge is separate. More specifically, how would we refine the definition of the 

measurand(s)? One way is to also account for “influence quantities” in a measurement 

system.  

4.4.2 Causal Accounts of DIF  

 

 Sometimes it is said, though a bit inelegantly, that we use item responses to measure 

the property of interest. The only way for the coherent view of this is that there is something 

that effects the instruments we use for measurement (Borsboom et al., 2004; Giordani & Mari, 2012; 

Mari, 2013; Markus & Borsboom, 2013) and I would like to attribute the primary cause to the 

property of interest. We see this notion of causality as well in the very naming of the 

multiple-indicator multiple-causes model (MIMIC) for DIF testing in factor analytic 

contexts. This would seem to be a basic tenet of the realism posited in chapter 3. This also 

means that, while person abilities or t in equation 4 are usually of interest in item response 

theory contexts, we may be interested in the relation between t and other focal properties. 

While this is common in structural equation modeling (SEM), it is unclear if the tenets of 

thinking about focal and non-focal causes, or treatment effects, are embedded in SEM 

usually. Regardless, the aim here is to repurpose DIF for inductive inference about the limits, 

boundaries, and, ultimately, definition of a primary property as well as other properties that 

are necessary for use in correction of ability estimates in an IRT model.  
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Given this discussion, we can see also that there is causal implication for DIF. That is, 

variables used in a DIF detection model should also have causal interpretations and need not 

only be observed variables, in the psychometric or statistical sense. In fact, it is unlikely that 

they can be observed variables in the statistical sense because of problems mentioned in 

chapter 3 – even rudimentary measurements of observed variables can be recast as latent 

variables in a different statistical model involving repeated measurement (or sampling).  

4.4.3 Semantics of Causal Account of DIF  

 

 Given two different interpretations of latent variables, though, the causal account may 

be very different. Holland (1990) introduced the semantic problem in IRT modeling, namely 

whether an IRT model should be interpreted with the stochastic subject’s interpretation or 

the repeated (or random) sampling interpretation. If we accept, as is common in the IRT 

literature, the stochastic subject’s interpretation, this means that the probability of a response 

to an item in a given category (for instance, either correct or incorrect), can be interpreted at 

the within person level. In the frequentist view, if I am estimated to have a 60% chance of 

answering an item correctly, I should answer the item correctly 60% of the time in a fictitious 

scenario of repeated test taking and brainwashing. Alternatively, the repeated sampling or 

random subjects view, the 60% instead indicates how many people with the same value of a 

given property will get the item correct. If 100 people with the same level of reading 

comprehension answer the same question that I do, 60 of them will get the item correct. This 

means that the variable is not random at the person level in this case, it is only random at the 

group level. This seems to have interesting implications for differential item functioning. If I 

adhere to the random sampling perspective along with a between person perspective of the 

latent variable, this implies that the property under measurement is also at the group level and 
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has a black box interpretation –the between person account does not necessarily hold at the 

individual level and the structure of the attribute does not hold at the individual level. Thus, 

there is not necessarily a cognitive explanation for my having the same value of some 

property value as someone else (or more precisely, I could have the value for very different 

reasons than somebody else) and the quantitative structure of the attribute at the individual 

level is not necessarily justified (by quantitative, I mean that it occurs on a continuum as in 

chapter 3’s construct map).  

In the between person account, explaining differential item functioning may not be 

cognitively interesting, since there could be many ways a given non-focal property affects the 

item response process since, at the individual level, the between person model does not posit 

a measurand at the person level. Instead, it yields differential item response probabilities 

within the grouping property such as “Spanish speakers at home” which is also a group level 

variable and has no cognitive content. It is not clear in this interpretation how one explains 

DIF unless there is a strong manipulable variable at the group level as well (e.g., took 

Spanish language classes or not). If it is coherent to explain how a grouping demographic of 

interest causes a change in item responses matching on ability level, the explanation would 

also have to be at the group level – as opposed to the individual student cognition level. 

Then, the number of cognitive explanations and, hence, the number of causal forces becomes 

numerous. For instance, if it is another person property such as a cognitive ability (e.g. 

Spanish speaking ability which is measured as a continuous attribute), then this may be 

interpreted as the average causal effect of Spanish speaking ability on the item response for 

each group of the measurand values (𝜃 in equation 6, above).  
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The explanation, though, better termed a description, is something simple – “had the 

values of students with cognitive ability (𝜃𝑖) had a higher cognitive ability and that same 

group with cognitive ability Spanish speaking ability been higher, they would have had a 

higher chance of answering correctly an item with a DIF effect favoring those with lower 

Spanish speaking abilities” (I’ll call this DIF Statement 1). Since, as noted by Borsboom et. 

al (2003), the between person version of the model only attributes between person claims, 

there are many possible explanations among individuals for why DIF Statement 1 holds but 

this is not relevant to the IRT model. This expresses conditional probability differences, 

where probabilities are expressed as the left side of the equality in Equations 1 and 2, above. 

Hence, these are population differences, where populations might be defined as given levels 

of the measurand and grouping variable (e.g., all people with reading comprehension ability 

.3 logits and Spanish speaking ability .5 logits). When the grouping variable is a something 

more like a demographic (e.g., whether you are from the cities of Los Angeles or Denver or 

neither), the cognitive content becomes even less clear. In this case, it is a causal model, but 

the efficacy of the interpretation of a descriptive variable that does not hold much cognitive 

value, becomes even harder to explain – it must become something like, “had the students 

with cognitive ability (𝜃) had a higher cognitive ability and been from Los Angeles instead 

of Denver, they would have had a higher chance of answering an item correctly with a DIF 

effect favoring those from Denver” (DIF Statement 2). This also suggests that there is no 

reason to believe the DIF effect to be constant within populations, and thus, two people with 

different cognitive abilities cannot be considered to have within person similarities in the 

structure of the attribute of interest. This has interesting implications for growth or learning 

progressions where the metaphor “growth” is likely doing more work than it should without 
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justifying why an increase in scores or estimates warrants discussing quantitative change as 

opposed to qualitative changes.26 The above (and below) concerns are really of no matter if 

one is merely simply intending to tag items to remove which show evidence of DIF so they 

can be removed. 

Alternatively, if we accept a stochastic subject’s interpretation along with a within 

person interpretation of the item response model, then the causes of certain item responses 

are the same given the same ability estimate. In this case, the between-person model and 

within person model may match. According to Borsboom et al. (2003) , the stochastic 

person’s assumption invokes a local homogeneity assumption – that is, the between-person 

and within person structure of the attributes are the same, however, this also is a stronger 

assumption than the between person model view. In this way, when we use a focal grouping 

variable for differential item functioning analysis (DIF), then the plausibility of a cognitive 

explanation for differential item functioning becomes more interesting as the cognitive 

process involved for each person within the stochastic subject’s interpretation is the same. 

Ideally, then, explaining DIF (e.g. Zumbo, 2007, 2017), becomes a matter of explaining 

individual cognitive processes. According to Borsboom et. al (2003), the within person, 

stochastic persons view, while tempting, requires even more thought experimentation. One 

could use the time dimension or repeatedly sampling within persons to justify the within 

person account of probability. In this case, the measurement model may become a cognitive 

 
26 Perhaps this is a result of lingering remnants from operationalist Classical Test Theory 

(CTT) paradigm. If a true score is not a construct score (as noted by Lord and Novick, 

1968)Lord and Novick, 1968), but is simply the expected score (𝐸[𝑋]) on a test over 

successive brain washings, then any change in the positive or negative direction for a true 

score is, by definition, growth, or increase in the true score. There is no cognitive content 

posited. 
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account at the individual level where between person claims invoking the counterfactual 

listed in the preceding paragraphs for the repeated sampling perspective leads to claims 

where quantitative differences are indeed, quantitative differences of some sort in the 

property of interest at the individual level (e.g. Maraun & Gabriel, 2013).  In this case, there may 

be options to treat the grouping variable with a between or within person view. However, the 

actual effect may have become most meaningful for understanding the DIF effect at a within 

person level. That is, the DIF effect is most coherent as an effect on individual cognitive 

processes. Ideally, the grouping variable is also treated or assumed to have a within person 

effect, though, the concept of non-uniform differential item functioning would seem to imply 

that there are differing cognitive effects given ability level of a student – though, one 

wonders is this justifies a within person conception of the measurand, or, if non-uniform 

differential item functioning, is justified as a differential effect of the “grouping variable.”  

The point of the section above is to note that much of the work below will assume a 

stochastic subject’s view. However, this is an assumption of sorts, part of the modeling 

process. Nonetheless, this influences the nature of the explanation provided.  

4.4.4 DIF as the Result of Influence Quantities (or Properties) 

 

While a within person conception of IRT is often invoked, it is not an innocent 

interpretation, and this has implications for DIF interpretation and implementation. But it 

also has implications for the notion of uncertainty. In previous chapters, the GUM was 

introduced as a guide to categorizing types of and accounting for uncertainty in 

measurement. However, this has been mostly used in the context of the physical sciences, 

and uncertainty in social sciences is often from the perspective of statistical considerations, 
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namely, sampling variability (e.g. Rigdon et al., 2019) 27 The GUM terminology and VIM 

terminology around, for instance, instrumental uncertainty vs uncertainty about the 

measurand is important and can serve as guidance for deciding what sources of uncertainty 

one is trying to account for. Instead of grouping all uncertainty into the error term, 

identifying sources of uncertainty in a measurement situation can allow us to refine the 

model.  

One way to decrease uncertainty is accounting for external properties that influence 

measurement results. The GUM states, “Incomplete knowledge of influence quantities and 

their effects can often contribute significantly to the uncertainty of the result of a 

measurement” (JCGM 100:2008, 2008, D.5.3, p. 51). Tal (2019), Sherry (2011), van 

Fraassen (2012),  and Maul et al. (2018) present versions of this sentiment in which 

measurement is a model-based enterprise. Confidence in measurement results is bolstered by 

modeling of the measurement process or background knowledge in general. In other words, 

having a model (or multiple models) of the measurand (could be a definition of the 

measurand, a picture, metaphor, or even story that serve as models), the way the measurand 

interacts with the measuring instrument based on this model bolsters confidence in the 

measurement result and reduces uncertainty. Additionally, as we learn more about the 

behavior of a measurand, we may know about or invoke more quantities (or properties) in 

our model of the measurement process. Here, we see where representational models are 

necessary in addition to the purpose.  

 
27 Admittedly, I am ignoring discussions of how a measurement result can come to be and 

how it is evaluated.  
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To merge with metrology, we can see the properties that cause DIF are influence 

quantities (or properties; Mari et al., 2021). In metrology, influence quantities not accounted 

for can increase uncertainty. Additionally, the lack of knowledge about influence properties 

or not accounting for influence properties can increase uncertainty in a measurement result.  

However, this model-based account of measurement should begin to sound like a 

nomological network from Cronbach and Meehl (1955). A problem with the nomological 

network perspective in education and psychology is that it focuses on meaning instead of 

reference of a term such as “morphological awareness” and does not requires a definition of 

the term itself necessarily. As mentioned previously in this dissertation and other papers 

(Borsboom, 2005; Lovasz & Slaney, 2013), the nomological network of the Cronbach and 

Meehl variety requires that defining terms “means to set forth the laws in which it occurs” 

and requires that relations involve at least “some observables” (Cronbach & Meehl, 1955, p. 

290). This distinction between observables and unobservable was described as something of 

a false dichotomy in chapters 2 and 3, however.  

In the following, I aim to separate out a nomological network conception with a 

definition of the measurand and the concept of influence quantities which need not be 

entered into a law like relation for definition. Finally, then, influence quantities or properties 

can be seen as no different from primaries of focal interest, just the influence quantity is not 

the primary of focal interest.  

4.4.5 (Optional) Connecting DIF testing to item writing 

 

When DIF testing is used as simply to acquiesce a cultural norm or get over a hurdle, 

then some agency of the modeler is lost (perhaps intentionally) in the modeling process to 

legalistic or rule-following. However, focusing on individual item by subgroup interactions, 
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as in DIF testing, provides a powerful tool to refine definitions and our models. They allows 

us to reason from item design to cognitive processes in cases where items are designed with 

very specific cognitive processes in mind. In other words, reasoning from the way an item is 

designed to elicit the measurand allows us to think about ways in may cause a person to use 

other knowledge, skills, or abilities that are not intended to be measured. For instance, 

consider an item meant to elicit evidence of reading comprehension ability. Reading 

comprehension itself is an ill-defined property as discussed in chapter 3. However, what it 

might involve is a reading passage and a set of test questions about those reading passages. In 

NAEP reading, there are examples in which students are provided instructions about what 

will be expected of them, and then provided a reading passage of some sort, and questions 

about the passage – NAEP calls these items “comprehension items” (e.g. National 

Assessment Governing Board, 2021, p. 99). To consider these items as indicators of reading 

comprehension ability, there must be some reason that a subset of items (or the universe of 

items) are the ones to use. Not all perspectives, of course, see a causal perspective quite like 

this. One perspective is behavioral domain theory (BDT). A thorough commentary on BDT 

is provided in Markus & Borsboom (Markus & Borsboom, 2013). However, considering BDT 

allows for realizing the central role of causality in item writing. 

BDT effectively states that student domain scores are estimated from test scores or 

response patterns, where a behavior domain is a common set of behaviors related to one 

attribute. In BDT, though, latent variables or factors are interpreted as “inductive summaries” 

and “suggest an opening to interpret such a latent variable as an abstraction created from the 

items in a domain, rather than as a common cause of the item responses” (Markus & Borsboom, 

2013, p. 57). This is not exactly formative measurement model because BDT is applicable to a 
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universe of items (though, I suppose, one could say the infinite set of items defining the 

behavior domain and hence the attribute is some sort of operationalism or formative 

perspective) – a nonfinite set of items that makeup the behavior domain. In this case, items 

are selected based on shared characteristics as opposed to causal conceptions connecting the 

item response to the within person property of interest and the common characteristics justify 

their selection from or inclusion in the behavior domain (Markus & Borsboom, 2013; McDonald, 

2003). McDonald (2003) argues that items are selected or constructed not on the basis of a 

causal theory but of a semantic-psychological theory: 

“Investigators do not operate a common-cause notion in applications of common 

factor/item response models. Rather, they write or add them to a given [item] set, to 

be "of the same kind, " in the sense that the items share a common property with each 

other” (McDonald, 2003, p. 222). 

This has the interesting consequence, according to McDonald (2003, p. 222), that “alternative 

common properties of alternative item domains” meaning that something like testing for DIF 

would seem to be testing for something akin to a behavior domain that differs between 

subpopulations and this begins to feel a bit like operationalism. Additionally, this leads to a 

somewhat different conception of differential item functioning. I agree with Markus and 

Borsboom (2013) that it becomes hard to justify the non-causal account when considering the 

construction of items. Items share many characteristics that are not intended to be part of the 

behavior domain and are not the primary elicitor of the intended response process. Instead, 

there are core features of items that are intended to elicit a particular response process. This 

allows us to construct many different types of items that may be used to measure the same 

attribute and implies that DIF is caused by item characteristics evoking or causing 
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unintended response processes conditional on something to do with student group 

membership. Hence, varying features of items causes, potentially, different response 

processes. For instance, Roussos and Stout (1996) state:  

““Model for DIF”; means some way of linking substantive item characteristics (such 

as descriptive content, solution strategies required, superficial features, cognitive 

processes used, and so forth) to whether or to how much DIF will be displayed by an 

item for particular subgroups of the test-taking population” (p. 356).  

Note the language of “model for” as above – this model has a particular purpose. The authors 

argue that some of this model for DIF enters into the process of item writing itself. However, 

there’s a second stage in the Roussos and Stout methodology that brings in a purpose built, 

more representational model in which they model items hypothesized to exhibit DIF as a 

multidimensional model in which causes of DIF are what they call, non-focal dimensions. 

 

4.5 Using data modeling to refine definitions of the measurand – a case study 

 In his brief paper, Mari (2006) provides a cogent model for considering the definition 

of a measurand. As mentioned in the introduction to this chapter, the definition of the 

measurand is not quite the same as the definition of a property. Models are abstractions that 

help us reason via simplification. Mari provides an example of measuring the length of a rod. 

We might ignore the effects of gravity on the rod but we may also ignore the effects of 

temperature since the rod may lengthen at higher temperatures (or even change its shape).  

Recall from chapter 2 of this dissertation, that Kolen and Brennan stated that in social 

science we “almost always measure at least some different constructs even if they have 
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similar names” (p. 488). This misconstrues the process of learning about properties through 

measurement and, at the same time, refining our instruments and definitions. Similarly, even 

in something as simple as measuring the length of a rod, where the definition of the 

measurand is something like, “length of rod x”, this would not take into account temperature. 

In this scenario, temperature is maintained as a “hidden variable” in the definition of the 

measurand” (Mari, 2006, p.2) and this increases uncertainty overall.  

Alternatively, we could decrease uncertainty by including the definition of the 

measurand explicitly by defining the measurand as the length of a rod at a given temperature. 

Of course, now we have to account for uncertainty related to measurement of temperature but 

we might be more confident in the causal effect of length on the instrument reading. In this 

case, temperature is an influence quantity. Additionally, the intentionality of specifying a 

model of the length of the rod and temperature and the influence on the measurement process 

helps demarcate temperature from the measurand.  

 Now consider the SUM discussed above. In the original paper, DIF analyses were 

used to flag items. Students reported whether they spoke Spanish at home (Arya et al., 2020). 

We might call this an observed subgroup. In typical DIF testing procedures as discussed 

above, items are removed to account for whatever it may be that causes DIF. In the SUM, 

items were removed or altered if DIF results could be explained. However, removing items 

can be costly. Additionally, in the case of the SUM, whether students speak Spanish at home 

or not, is certainly not at the same cognitive level as student morphological awareness 

abilities which describe micro level cognitive processes. Alternatively, whether a student 

speaks Spanish at home is not necessarily a measure or indication of cognitive processing. 

Alternatively, that seems to be the implication of the model of morphological awareness – 
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students filter word meanings through a sieve of morphemic knowledge. Additionally, as 

discussed in Arya et. al (2020), some items involved Latinate morphemes that could be aided 

by Spanish language knowledge. In other words, there is a similar scenario to the rod length 

scenario above in which we can choose to leave temperature as a “latent” source of 

uncertainty unaccounted for or include it. In this case, something like, “Spanish language 

vocabulary knowledge” might be relevant for making instructional decision. Spanish 

language vocabulary knowledge could be seen as an influence quantity in the other 

dimensions, or at least, always present. However, how we might even begin accounting for it 

is tough. Perhaps a first step would be understanding it from the perspective of quantity 

individuation and exploratory data analysis.  

 In the initial statistical work on the SUM to understand whether items generated 

student response processes that could yield data that conformed to measurement, the data was 

compared to the Rasch model. The model of responding was articulated via construct maps. 

The extent to which data deviated or conformed to the Rasch model given best estimates of 

the difficulty of items, was the extent to which we could say items were worthy for use in 

measurement. Invariant comparison was the primary motivation of this aspect of analysis. 

This is a confirmatory stage, or at least, relatively confirmatory (for instance, item difficulties 

were not tested via ordinal constraints, about hypothesized difficulties before data was 

collected and hence could take any value). Following, this analysis was an exploratory phase 

using DIF analysis as discussed above. This was more exploratory than the previous phase. 

Using equation 7 above, items were interacted with group membership and flagged for DIF if 

the item was above a certain value (e.g. following ETS-based DIF values for flagging if an 
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item changes a probability of response by a given amount). Next, items were not removed 

unless a reason for the DIF could be identified.  

The point of the next phase is not to critique but to refine. To some extent, though 

perhaps tacitly, this was acknowledged by Borsboom et al. (2002) when they described 

different kinds of DIF. Borsboom et. al (2002) propose that one might be able to find a 

scaling method such that the distribution of one group may be shifted over and without 

removing items even when DIF is found due to what they call, relative invariance. This may 

seem like a strange idea until one considers that we deal with this sort of issue frequently. For 

instance, we are able to think about the relative value of $1 U.S. based on what it can 

purchase in different places. For instance, $1 may purchase more in one geographic location 

than another and it is not uncommon to find comparisons of purchasing power.  

 This transformation, if it can be achieved, would be powerful. For one, it may save 

some items from being removed or changed. Perhaps more interestingly, in trying to 

understand the transformation to be achieved to bring the item response probabilities to 

equality, a deeper understanding of the response process involved may result. In particular, 

what is the influence quantity that is shifting the distributions? However, yet another problem 

remains: How might we decide if a group is homogenous to   some sort of transformation?  

Borsboom and colleagues provide an example of height measurements via self-report 

by asking respondents questions like, “can you reach the top of the bookshelf?” or similar. In 

this scenario if there are two groups of people, and one group is, on average, shorter than 

another, this item might show evidence of DIF. For example, imagine students in grade 5 and 

grade 12 answering in a binary (yes, no) way to the statement proposed by Borsboom et. al. – 

“I would do well on a basketball team” (Borsboom et al. 2002, p. 435). In this scenario, if we 
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were to match on height (either as known or as estimated from other questions), students in 

5th grade have a higher probability affirmatively answering the question given same heights, 

say, of 5’10” (approximately, 178 cm). If DIF is detected, the item might be removed. 

However, Borsboom argues, some transformation might be acceptable (such as matching 

distributions via scaling means within group) where heights are now compared within group, 

specifically, for that item. If a transformation can be found (for instance, by mean centering 

height distributions in each group), then the item need not be removed, though, the scale of 

the item response is shifted such that comparisons are to be made within group. 

The caveat is that this transformation, as noted by Borsboom et al. (2002) is 

contingent primarily on the response process. The height example is quite contrived, but 

provides an example where the response process is known – the basketball item is known to 

be non-invariant absent the transformation because students in 5th grade are shorter and 

compare themselves, potentially, to other 5th graders. The frame of reference of the 

respondent is known. Of, course, this raises the question about whether this counts as 

measurement at all. In some sense, I would argue it is questionable since, intersubjectively, 

the results depend on who answers the question. All the same, it provides an interesting 

discussion into understanding the property of interest via empirical means – and hence, trying 

to better understand the measurand (and model the response process) when applied across 

groups, unless, of course, there’s a transformation – though, what is communicated via the 

measurement result is not a height in absolute terms. 

Though, Borsboom et al. (2002) conclude that this transformation methodology does 

not provide guidance for academic tests (reading, math, etc), it does seem to provide the base 

for questions about these academic test response processes, using DIF as modeling a tool for 
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investigating the response process (and hence, the measurand). Additionally, though 

Borsboom et al. also argue that absolute and relative height do not imply multidimensionality 

(instead, it can be considered a frame of reference problem), I would argue that there are 

certainly other quantities that influence the response differences that are not the intended to 

target of the instrument – the relative vs absolute measurement invariance problem can then 

be seen as a definition of the measurand problem (should height be measured among certain 

age groups?). Here, we have some initial tooling or thinking for not leaving the unmeasured 

influence quantity unarticulated (the unspoken of temperature in the rod measuring case). 

Yet, this analysis of requires knowing that the groups used for DIF analysis are homogenous 

enough to scale their distributions of values on some property. The question of matching 

variable (typically a group membership indicator) homogeneity is thus in question. That is, in 

the case with height above, there is some tacit assumption, that for the case of 5th graders, 

that the response process is the same for all 5th graders. However, this is an assumption and 

one that can be tested.  

This might have important impacts in the classroom, as well, for academic tests. 

Assuming a test or instrument will be used to make teaching decisions, effectively 

contextualizing these teaching decisions via local (or conditional) knowledge of the 

measurand and the way the   property interacts with the test or instrument in general might be 

of important use. From the perspective of test writing, this could dictate content as well. 

Typically, DIF testing is used to remove items to treat all students as equal. However, 

in the case of the SUM there may be instances where DIF testing, may be useful for 

identifying student strengths though they are not part of the property of interest. For instance, 

bilingualism or background knowledge could be seen as an influence quantity in the SUM 
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but also something that might be useful to know about a student for instruction (e.g. 

Hopewell, 2011; Ramirez, 2000; van Assche et al., 2009). Hence, this implies a theory of the 

measurand. 

4.5.1 Spanish language in the SUM 
 

In the SUM analysis, information about test-takers’ language(s) spoken at home were 

collected. Here, for the case study, we will focus on speakers of primarily Spanish at home. 

Consider the item stem from the SUM (item – QMA13):  

“The book covers were heterocoloreous. What does heterocoloreous mean?” (the 

correct answer is many colors) 

This item was used as part of the instrument for measuring a student’s morphological 

awareness. We can define the measurand using the definition of morphological awareness 

above but attribute it to the student with a minimal (quantified?) set of distractions and little 

background knowledge (this is, of course, relatively inadequate as a definition of a 

measurand). In this case study, I will focus on exploring the relationship between Spanish 

language knowledge, the particular cognition involved in answering items and what sorts of 

item feature invoke particular forms of Spanish language knowledge. This is akin to 

investigating how the instrument may interact with different properties in different 

environments.  

If we were to take a psychometric lens, this would be akin to explaining sources of 

differential item functioning. This is part of quantity or property indistinguishability. For 

instance, do we expect Spanish language knowledge to be distinct from the properties posited 

by the SUM? What, exactly, is the cognition involved? What elements of items are causally 
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responsible (see, section 4.6.4) for eliciting the responses? I hope the methodology developed 

below may be of some use.  

4.6 Methods: Using Mixture Modelling to Make Meaning of DIF 
 

The proposed workflow in this project starts with a scenario where one has found 

evidence of DIF (say, via an IRT model). This can be considered step 0 – with differential 

item functioning, we know the two groups have different distribution. The goal of this 

process is to try to understand the appropriateness of the “observed group” indicator for DIF 

analyses or use with relative DIF, definition of the measurand such that one can consider 

“how much” of another property might need be modeled or is present in items, or even just to 

do work explaining DIF to articulate the phenomena involved in the item response process 

above and beyond the measurand (or to combine with the measurand). In other words, the 

process below is meant to be a hypothesis generating step about phenomena. 

The goals of the steps below, are not meant to be set in stone, nor is it original 

(Zumbo et al., 2015). The aim is to promote a non-theatrical28 use of psychometric models 

such that they become a model for an epistemic aim, such as inferential and inductive 

catalysts. However, the power of the inference is only as good as the model or definition of 

the measurand and their connection to the property observations. In other words, part of the 

aim is to reveal that measurement and DIF analyses need not be a black box. This is not 

meant to be a prescriptive statistical methodology. In fact, further work is needed about 

investigating statistical properties of, for instance, using the same data multiple times, the 

ability to use mixture modeling when splitting data into subgroups to make inferences, and 

 
28 I say theatrical uses to contrast with modeling with purpose. I see a theatrical model as a 

way to get past the hurdles of acceptance set out by particular audiences.  
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differences in using, say, mixture modeling vs modeling distributions’ shape and scale 

parameters. 

4.6.1 The SUM Case Study – Methods 
 

Step 0: 

 

 For the case of the SUM a selection of example items appears in Figure 4.1 below.  

 

FIGURE 4.3 A SELECTION OF FOUR ITEMS. ABOVE EACH ITEM IS THE NAME OF THE 

PROPERTY IT IS USED FOR MEASURING. THE BOLDED LINE FROM THE RESPONSE 

OPTIONS IS THE CORRECT RESPONSE FOR EACH ITEM 

In step 0 of the steps listed above, via Equation 7, these items showed evidence of differential 

item functioning. The SUM was structured to have four linked test forms. These items all 

appeared on the same form and the form with the largest sample. In total, 9 items were 

identified as showing evidence of possible differential item functioning.  

Step 1: Model using an exploratory approach to mixture modeling of all groups combined. 

Though, mixture modeling may not be necessary (for instance, one could use other clustering 

methods), in our case, since step 0 involved a causal latent variable model, so too should this 
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step. The model selection process is a mix of statistical consideration, an idea that models 

and data should have some fit and plausibility of particular theories. The idea, essentially, is 

that there me be “non-manifest” DIF and using latent class models that are relatively light on 

assumptions may be a fruitful method of exploratory enquiry. However, in this case, they 

should be treated as such. Though, we may treat, for instance, a latent class model as 

modeling one property that differs in kind (Borsboom et al., 2016), it is also possible to 

interpret multiple latent classes as corresponding to multiple properties themselves depending 

on the reason attributed for their being a mixture distribution. This latter interpretation is 

what is intended here. For instance, among items showing evidence of DIF, we would expect 

to see multiple latent classes since there are, in effect, two different distributions of item 

response tendencies for certain items (Ayala et al., 2011 call the grouping variable of interest 

in a non-latent class context  a manifest group).In our conceptualization, the latent classes 

may reflect the presence of influence properties.  

With the full sample of students, a series of latent class mixture models were 

specified. Mixture models (c.f. Masyn, 2013; McCutcheon, 1987) are a special case of latent 

variable models in which the specified predictors are categorical in nature and modeled as 

latent. That is, the properties are treated as latent in the model and predict item responses. In 

the case of categorical item response data, this subset of models is typically called Latent 

Class Analysis (LCA). The idea is roughly that there are a subset of classes to be modeled. 

This is highly exploratory in the sense that one does not pre-specify anything about the 

classes such as class-specific response probabilities, only the number of classes (though, 

there are a subset of models that are indeed more confirmatory in nature such as when one 

might know what the classes might be and we are trying to differentiate or assign subjects to 
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classes). In other words, when using mixture models, the claim is that observed data come 

from a mixture of distributions each with a given proportion in the population. 

To specify, in a mixture model, in the case of our reading example, if we are to 

specify two classes, the probability of a given correct response to an item, following Masyn 

(2013), is: 

 

𝑝(𝑥𝑖 = 1)  = [𝑝(𝑐 = 1) ∗ 𝑝(𝑥1 = 1|𝑐 = 1)] + [𝑝(𝑐 = 2) ∗ 𝑝(𝑥2 = 1|𝑐 = 2)] + [𝑝(𝑐 = 𝑘) ∗ 𝑝(𝑥𝑖 = 1|𝑐 = 𝑘)] 

EQUATION 8 

 

In other words, the probability of answering item i correctly is a summation over products of 

the probability of a student being in class c, effectively, a class size variable and the 

probability of getting an item right given that a student is in class k. The term 𝑝(𝑐 = 𝑘) is 

often referred to as the mixing proportion. One can see this is not at the level of the 

individual student probability. The model can be written in more formal terms for each 

student s, given mixing proportion  𝜋 of class k (summing over 𝜋𝑘 yields a probability of 1) 

and item response x (scored 0 or 1) to item i by student s  

 𝑃(𝑥1𝑠, 𝑥2𝑠, … 𝑥𝑖𝑠) =   ∑ 𝜋𝑘 ∗ 𝑃(𝑥1𝑠 , 𝑥2𝑠

𝐾

𝑘=1

… 𝑥𝑖𝑠|𝑐𝑠 = 𝑘) 

EQUATION 9 

 

The classes are “unknown” prior to the model estimation. There is an assumption that items, 

conditional on class, are uncorrelated. In this specification, there is no assumption of class 

ordering, so items can be unordered in the sense that class 1 response probabilities would not 

have any ordering relation with class 2 response probabilities.  
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 In this step, as mentioned before a series of models are specified each with a differing 

number of latent classes. Class enumeration proceeded through typical fit procedures and 

cutoff values with emphasis on the Bayesian Information Criteria (BIC; see for example, 

Nylund et al., 2007; Schwarz, 1978) and some consideration of the Bootstrap Likelihood 

Ratio Test (BLRT). The BLRT is a bootstrap method to estimate differences and provide a p-

value in the likelihood ratios between enumerating a k-class model and k-1 class model. The 

BIC is defined as  

𝐵𝐼𝐶 =  −2𝑙𝐿 + 𝑝 ∗ 𝑙𝑜𝑔(𝑛) 

In the BIC equation, lL is the log-likelihood, p is the number of (free) parameters in the 

model, and n is the number of subjects (or sample size).  

 Substantively, here, we have some idea that something associated with whether 

students speak Spanish at home or not influences response probabilities. However, we have 

not actually specified the particular item features or specific cognitive process that causes 

this (though, this is a bit easier in this case, as opposed to just a demographic category such 

as “white”). Tukey (1977) emphasized graphical methods as a means of examining data. 

Here, we place it in the context of generating hypotheses from the model-based graphical 

displays of item responses. Here, we are moving between confirmatory methods (Rasch 

modeling, DIF detection) to more exploratory methods less dependent on model testing 

(though, model comparison is still occurring). Besides technical class selection criteria, a 

goal then will be from the perspective of fruitfulness – will particular correct model selection 

(class selection) allow us to make coherent inferences? Here, part of the goal is property 

individuation. A number of classes were specified, though, below, for ease of visualization, 

only the first 6 classes are specified. 
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Step 2: 

Here, the goal is to rerun step 1 but by subgroup. In our case, the full sample includes all 

students who took the SUM while the subgroups are students who identified as speaking 

Spanish or English at home as their primary language. This is three groups. While it may be 

the case that, in theory, running analyses with the full sample of students should yield the 

same class solutions as the enumeration procedure in step 1, it may not be the case. It is 

ideally hoped here that the more specific model applying to a particular sample of students 

may help us reason between subgroups. Here, we are looking to see if, for instance, in the 

Spanish (or English) speaking groups, there are few if any classes beyond 1 class.  

 

 

Step 3:  

In this step, a multinomial logistic regression is used in which each latent class is effectively 

regressed on the group membership indicator. In our case, the reference group 0 was were 

non-Spanish speakers and focal group coded as 1 were Spanish speakers. In our case, a 

multinomial logistic regression requires multiple steps. A so-called three-step approach was 

used in which enumeration is followed by uncertainty due to subject class assignment (for 

instance, whether a student should be assigned to class 1 or class 2) is incorporated. A larger 

discussion of the complications related to different approaches for including covariates and 

class assignment of subjects to classes can be found in Nylund-Gibson and Masyn (2016) and 

Vermunt Click or tap here to enter text. Adapting nomenclature used by Nylund-Gibson and 
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Masyn (2016) and the indexes and variables for students, items, and classes above, the 

regression effectively appears: 

𝑃(𝑐𝑠 = 𝑘|𝑍𝑠) =
exp(𝛾0𝑘 +  𝛾1𝑘𝑆𝑝𝑎𝑛𝑖𝑠ℎ𝑠)

∑ exp (𝛾0𝑗 +   𝛾𝑠𝑗 𝑆𝑝𝑎𝑛𝑖𝑠ℎ𝑠) 𝐾 
𝑗=1 

 

Where Spanish is a group membership indicator. For this analysis, the group membership 

indicator included students who marked that they spoke Spanish at home and those students 

who marked they spoke another language (a majority marked that they spoke English).  

 This model can be interpreted via comparison, in effect. So, for instance, using a 

reference latent class (let’s say latent class 3), what is the probability of a Spanish speaker 

being in latent class 2 instead of latent class 3 (in logits). These latent class membership 

details will be compared to the latent class item probability plots themselves. For instance, 

we should expect Spanish speakers to answer the cognate items correctly, so should have a 

higher probability of being in a class that has a higher probability of getting the cognate items 

correct. In this case, 𝛾0𝑘 is an intercept term and 𝛾1𝑘 is a coefficient indicating the additional 

odds of a Spanish speaker being in class 𝑘𝑖 instead of class 𝑘𝑗. This model is specified in 

Figure 4.2, below: 
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FIGURE 4.4 THE MEASUREMENT AND STRUCTURAL MODEL SPECIFIED. THE PROPERTY THAT MAY BE 

CAUSALLY RESPONSIBLE FOR ITEM RESPONSES IS THE CIRCLE AND, AT THE VERY LEAST, SPEAKING 

SPANISH AT HOME IS TAKEN AS SOMEHOW CAUSING OR RELATING TO A VALUE OF THIS PROPERTY (VALUE 

USED LOOSELY).  

Step 4/5:  

Like Thurstone, I do not think classes or clusters should be named. I see this as a 

starting point for further investigation into the causal relation between items and properties 

they are meant to elicit. Ideally, in following investigations, items could be written and 

piloted or interviews performed to start testing some hypotheses generated from the data. 

Here, we are using a process of inference to the best explanation as posited by Haig (2005). 

The idea is that the items in this case and the perceived model of item responding limits what 

we admit into our ontology as causally relevant properties.  

This is the graphical comparison step. Here, we plot the response probabilities 

conditional on the selected models for each group and the full sample.  The aim is to identify 

and reason about different strategies students might use in reading and answering questions 

from the SUM and how this might differ between groups.  If there is more than one class in 
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each grouping and/or the classes are disordered, than student groupings likely should not be 

treated as homogenous groupings as in a DIF analysis. Since this was exploratory, the initial 

idea involved looking at items where there were particularly interesting patterns of 

responding, judged by this researcher. This can help us decipher and more readily articulate 

the cognitive architecture of responding to certain items (such as what item features might be 

unrelated to the property of interest). Here, class separation (for instance, are there classes 

that are far apart in probability for given items?) can be used to identify unique response 

tendencies. If item response probabilities for a given class are around 50%, this indicates that 

the response probabilities for that class are relatively uncertain.  

 

Step 6+:  

 In this step, I will mainly try to reason from modeling efforts which are, to some 

extent supposed to be representative of the item response process of students, reasons for DIF 

in these items, and consider what the causes of DIF may be. In other words, we expect to see 

unique classes since DIF is detected in the items. The influence quantity of Spanish language 

knowledge is conceived as an influence on the causal relationship between the property and 

item response. However, it is unclear how this relationship manifests for different properties. 

For instance, for morphological awareness, whatever properties are associated with speaking 

Spanish at home may be influence quantities or may be part of the attribute of interest. 

However, it is hard to non-empirically reason about this. For cognate items, one wonders if 

all Spanish speakers will benefit in the same way from knowing Spanish.  

For instance, consider the morphological awareness (MA) item above in Figure 4.1. 

The made up word is heterocoloreous. Thinking from the perspective of section 4.6.4, causal 
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theories of item writing (Mislevy et al., 2017, Chapter 4, called this a design pattern), one can 

reason that the prefix hetero and root color(eous) can be answered using knowledge of 

Spanish language in the same way. In this sense, this is just reasoning about the morphemes 

that does not seem to be apart from the property of morphological awareness. Alternatively, 

if the emphasis were English (though, it is not for the SUM administration), one might 

consider having a Spanish language vocabulary as a distinguishable property. The following 

sections will walk through results of the proposed workflow. All analyses were performed in 

Mplus version 8 (Muthén & Muthén, 2017). 

4.6.2 Sample and Instrumentation 

 Again, for details of the instrument and its piloting see, Arya et al. (2020) . Here, we 

will work with a subset of 9 items that were identified as showing evidence of DIF (two 

cognate items, two ICC items, three MA items, and two MMRT items. The SUM had several 

test forms and the items were selected from the largest form (Total items = 79; total test 

takers = 1,327). Students were asked what language they spoke at home, and on this form, 

328 students indicated speaking Spanish at home as a primary language and 897 indicated 

speaking another language (of which, 735 indicated speaking English at home and 99 

students provided no information).   

 

4.7 Results 
 

I will present results in the order of the steps provided above, skipping step 0 since that is 

tacitly implied by selection of items. Some steps are part of the analysis as opposed to 

production of results so will be presented together. 
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Step 1: 

For the full group model, numerous models were specified with varying numbers of latent 

classes. This includes specifying models with 1 latent class and increasing the number of 

classes with each iteration. The results are presented in table 4.1, below. In terms of model 

selection criteria, the distinction between the 3 and 4 class models is relatively slim. 

However, Figure 4.3, shows profile differences between the 3 and 4 class model are 

relatively similar, thus, the 3-class model was selected as the final model for simplicity of 

this illustration. 

We would expect to see at least one class of students for whom the item response 

probabilities are higher due to the influence quantity of interest. Here, we would expect there 

to be students who do indeed have a higher chance of getting the cognate items correct due to 

Spanish speaking ability and we see that in the green classes in Figure 4.3 for each model.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 4.1  

MODEL FIT INFORMATION FOR MODELS RUNS WITH THE FULL SAMPLE OF STUDENT (N = 1397). 

Model Classes Parameters LL AIC BIC aBIC Entropy VLMR BLRT 

 

C1_mixture 

 

1 

 

9 

 

-7272.179 

 

14562.36 

 

14609.05 

 

14580.47 

 

NA 

 

NA 

 

NA 
 

C2_mixture 

 

2 

 

1

9 

 

-7172.190 

 

14382.38 

 

14480.96 

 

14420.61 

 

0.387 

 

<.001 

 

<.001 
 

C3_mixture 

 

3 

 

2

9 

 

-7107.967 

 

14273.93 

 

14424.40 

 

14332.28 

 

0.541 

 

<.001 

 

<.001 
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C4_mixture 

 

4 

 

3

9 

 

-7081.849 

 

14241.70 

 

14444.05 

 

14320.16 

 

0.600 

 

0.11 

 

<.001 
 

C5_mixture 

 

5 

 

4

9 

 

-7070.040 

 

14238.08 

 

14492.31 

 

14336.66 

 

0.576 

 

0.51 

 

0.10 
 

C6_mixture 

 

6 

 

5

9 

 

-7059.866 

 

14237.73 

 

14543.85 

 

14356.43 

 

0.717 

 

0.19 

 

0.27 

1 Note: LL = Log likelihood of the model; AIC = Akaike Information Criteria; BIC = Bayesian 

Information Criteria; aBIC = Sample Size Adjusted BIC;  

VLMR = Vuong-Lo-Mendell-Rubin likelihood ratio rest p-value;  

BLRT = Bootstrapped Likelihood Ratio Test P value (does the model with K classes fit better than the 

model with K-1 classes) 
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FIGURE 4.5  RESPONSE PROBABILITY PLOTS FOR ALL MODEL RUNS. THE X-AXIS ARE ITEMS, THE Y-AXIS 

ARE RESPONSE PROBABILITIES. EACH PLOT ARE RESPONSE PROBABILITIES AS ESTIMATED BY A 

SEPARATE MODEL. 

 

Step 2a: Spanish Speakers 

In this step, student groups were separated. In effect, the goal of this step is to understand 

how students might reason about items in different groups. As said above, this is merely 
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meant to be a starting point for generating hypotheses about the response process. Using the 

concept of DIF which might treat all Spanish speakers as the same, this tries to see if 1) this 

is a safe assumption, and 2) if it is not, how might we use this to think about the structure of 

the items and what cognitive processes might we identify as part of the measurand(s).  

The table for models with only the students who identify as Spanish speakers at home 

is presented below, in table 4.2. Again, there is some reason to believe a two-class model (or 

even a so-called one class model) may be the best fitting model. This would lend some 

support to the idea that (perhaps unsurprisingly) there may be different cognitive processes 

and hence different values of the particular property involved that leads to items showing 

evidence of differential item functioning that may favor students who speak Spanish.  

 

TABLE 4.0  

MODEL FIT INFORMATION FOR MODELS RUNS WITH ONLY STUDENTS WHO IDENTIFY AS SPEAKING 

SPANISH AT HOME (N = 328). 

Title Classes Parameters LL      AIC      BIC   aBIC Entropy VLMR BLRT 

 

C1_mixture 

 

1 

 

9 

 

-1937.316 

 

3892.632 

 

3926.769 

 

3898.221 

 

NA 

 

NA 

 

NA 
 

C2_mixture 

 

2 

 

1

9 

 

-1923.814 

 

3885.629 

 

3957.696 

 

3897.429 

 

0.711 

 

0.60 

 

0.02 
 

C3_mixture 

 

3 

 

2

9 

 

-1911.682 

 

3881.363 

 

3991.361 

 

3899.373 

 

0.857 

 

0.16 

 

0.23 
 

C4_mixture 

 

4 

 

3

9 

 

-1902.046 

 

3882.091 

 

4030.019 

 

3906.312 

 

0.691 

 

0.23 

 

0.67 
 

C5_mixture 

 

5 

 

4

9 

 

-1893.242 

 

3884.484 

 

4070.342 

 

3914.915 

 

0.709 

 

0.20 

 

1.00 
 

C6_mixture 

 

6 

 

5

9 

 

-1886.504 

 

3891.008 

 

4114.795 

 

3927.649 

 

0.792 

 

0.52 

 

1.00 

1 Note: LL = Log likelihood of the model; AIC = Akaike Information Criteria; BIC = Bayesian 

Information Criteria; aBIC = Sample Size Adjusted BIC;  

VLMR = Vuong-Lo-Mendell-Rubin likelihood ratio rest p-value;  

BLRT = Bootstrapped Likelihood Ratio Test P value (does the model with K classes fit better than the 

model with K-1 classes) 
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 The item probability plots for all model runs are below in Figure 4.4.  

 

 

FIGURE 6.4 RESPONSE PROBABILITY PLOTS FOR ALL MODEL RUNS FOR JUST STUDENTS WHO IDENTIFY AS 

SPEAKING SPANISH AT HOME. THE X-AXIS ARE ITEMS, THE Y-AXIS ARE MODEL ESTIMATED RESPONSE 

PROBABILITIES. EACH PLOT ARE RESPONSE PROBABILITIES AS ESTIMATED BY A SEPARATE MODEL. 

THE ASTERISK CORRESPOND TO THE COGNATE ITEMS .  

 

Step 2b: English Language Speakers 
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The process is the same as step 2a with the same information presented below in table 4.3 

and figure 4.5. Here, again, it is hard to differentiate between several models. But since the 

emphasis is on providing a workflow or proof of concept, a two class model is selected as the 

best fitting model, though, in the long run has little difference in regards to fruitfulness of 

later efforts.  

 

TABLE 4.2  

MODEL FIT INFORMATION FOR MODELS RUNS WITH ONLY STUDENTS WHO IDENTIFY AS SPEAKING A 

LANGUAGE OTHER THAN SPANISH AT HOME (N = 1069). 

 

Title Classes Parameters LL AIC BIC aBIC Entropy VLMR BLRT 

 

C1_mixture 

 

1 

 

9 

 

-4593.763 

 

9205.525 

 

9248.717 

 

9220.134 

 

NA 

 

NA 

 

NA 

 

C2_mixture 

 

2 

 

1

9 

 

-4517.149 

 

9072.297 

 

9163.479 

 

9103.139 

 

0.398 

 

<.001 

 

<.001 

 

C3_mixture 

 

3 

 

2

9 

 

-4494.484 

 

9046.968 

 

9186.141 

 

9094.042 

 

0.633 

 

0.27 

 

<.001 

 

C4_mixture 

 

4 

 

3

9 

 

-4475.375 

 

9028.750 

 

9215.914 

 

9092.056 

 

0.617 

 

0.13 

 

<.001 

 

C5_mixture 

 

5 

 

4

9 

 

-4463.047 

 

9024.095 

 

9259.249 

 

9103.633 

 

0.580 

 

0.26 

 

0.13 

 

C6_mixture 

 

6 

 

5

9 

 

-4452.472 

 

9022.943 

 

9306.088 

 

9118.714 

 

0.730 

 

0.46 

 

0.33 

1 Note: LL = Log likelihood of the model; AIC = Akaike Information Criteria; BIC = Bayesian 

InformationCriteria; aBIC = Sample Size Adjusted BIC; VLMR = Vuong-Lo-Mendell-Rubin-likelihood  

Ratio Test p value; BLRT = Bootstrapped Likelihood Ratio Test P value (does the model with K classes 

fit better than the model with K-1 classes 
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FIGURE 4.7 RESPONSE PROBABILITY PLOTS FOR ALL MODEL RUNS FOR JUST STUDENTS WHO IDENTIFY AS 

SPEAKING A LANGUAGE OTHER THAN SPANISH AT HOME. THE X-AXIS ARE ITEMS, THE Y-AXIS ARE MODEL 

ESTIMATED RESPONSE PROBABILITIES. EACH PLOT ARE RESPONSE PROBABILITIES AS ESTIMATED BY A 

SEPARATE MODEL. 

 

Step 3 

In this step, using the final model selected with the full sample of students (e.g. the 

three class model), the latent class variable (in this case, three classes) is regressed on the 
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indicator variable for whether a student spoke Spanish at home or not. That model is 

visualized in Figure 4.6 below. Here, the reference class is the blue line below. In it, the 

students have a generally high probability of answering the cognate items. Indeed, the 

regression results indicate that students are (highly) likely to be in this class. The multinomial 

logistic regression results are presented in table 4.4.   
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FIGURE 4.8 FINAL MODEL SELECTED WITH THE FULL SAMPLE OF STUDENTS. THE LEGEND INDICATES 

THE CLASS LABEL AND THE PROPORTION OF STUDENTS ESTIMATED TO BE IN EACH CLASS AND THE TOTAL 

THAT AMOUNTS TO (ROUNDED). THIS CAN BE READ AS CLASS (PROPORTION - TOTAL STUDENTS 

Table 4.4 presents one regression of the probability of each group being in a class 

relative to class three. Columns 4 and 5 are used to present the probability of Spanish 

speakers being in class 3 relative to one of the other classes. Indeed as expected, students 

who identified speaking Spanish at home (Heritage Spanish Speakers) were much more 
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likely to be in Class 3 as opposed to Class 1 or Class 2 (by absurd odds in fact – 28 and 14 

times more likely in fact). However, it is worth noting that the class (the green class above) 

does not have a particularly high probability of answering morphological awareness items 

correctly (the items that end in MA) compared to the non-heritage Spanish speaker class.   

TABLE 4.3 

Multinomial logistic regression results in which the outcome variables are the latent classes and the predictor 

is a dummy coded indicator if a student was a heritage or non-heritage Spanish speaker. The final two column 

are from the same model, but comparing log odds/odd/probability of Spanish speakers being class 3 relative to 

a different reference class (in parentheses).  

 

 Reference Class: 3 (High 

Cognate Probability) 

Reference 

Class: 1 

Reference 

Class: 2 

Estimates Class 1 Class 2 Class 3 (1) Class 3 (2) 

Intercept (Non-heritage Spanish Speakers) 

Estimate (log 

odds) 

2.94 2.82   

Standard Error 

(log odds) 

0.38 0.38   

Test Statistic 7.84 7.47   

odds 18.86 16.76   

Probability 0.95 0.94   

p_value p < .0001 p < .0001   

Heritage Spanish Speakers 

Estimate (log 

odds) 

-3.32 -2.69 3.32 2.69 

Standard Error 

(log odds) 

0.44 0.42   

Test Statistic -7.58 -6.4   

Odds 0.04 0.07 27.77 14.78 

Probability 0.03 0.06 0.97 0.94 

p_value p < .0001 p < .0001 p < .0001 p < .0001 
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Step 4/5: 

I aim to use the graphical comparison step combined with Step 3 to effectively compare final 

models in the three model runs (model run with all students, just students who claim to speak 

Spanish at home, and non-Spanish speakers at home). Figure 4.7, below, presents a 

comparison of all final models. By Final model I mean model that I as the researcher 

selected. The right columns is, plot B and plot D of Figure 4.7, the same plot to enable 

comparison of response profiles across Heritage Spanish speakers (B/D) and non-Heritage 

Spanish speakers (A) as well as across Heritage Spanish speakers (B/D) and the full model 

(C).  
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FIGURE 4.9 RESPONSE PROBABILITIES FOR NON-HERITAGE SPANISH SPEAKERS GIVEN A LATENT CLASS 

MODEL SPECIFYING TWO CLASSES ARE PRESENTED IN PANEL A. RESPONSE PROBABILITIES FOR A 2 CLASS 

MODEL FOR SPANISH SPEAKERS ARE PRESENTED IN PANEL B (AND D; PRESENTED TWICE FOR EASE OF 

COMPARISON). RESPONSE PROBABILITIES FOR A 3 CLASS MODEL FOR ALL STUDENTS ARE PRESENTED IN 

PANEL C. 

It is worth noting that in these models, there are no prior assumptions about who 

might be someone who identifies as a Spanish speaker and what their response profile looks 

like.  It is worth remembering that 328 students identified as Spanish speakers at home. 

Based on Step 3, Spanish speakers were most likely to be in class labeled C3 (blue) in Plot C 

(bottom right) of Figure 4.7. These are students who were most likely, compared to the other 

classes, to get the Cognate items correct (which ask for shared meanings of Spanish and 

English words) – see figure 4.1. Note, however, that approximately 328 students claimed to 

speak Spanish at home while in plot C, we can see that only 11% or 146 students are 

classified as being in class C3. And, in the model involving just Spanish speakers (Figure 4.7 

B/D) only a small number of students (of course, the sample size is quite small here) were 
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predicted to be in the similarly shaped response profile in the full sample (14% of those who 

identified as Spanish speakers). This group is also present in the three class model. Of course, 

the stability of these models is questionable given so many model runs. Nonetheless, we can 

point an eye towards item structure. We can argue, indeed, that there is an influence quantity 

involved in this measurement process as indicated by panel C of figure 4.7. 

4.8 Discussion (Step 6+) 

 
What might normally go in a discussion section of an empirical paper is taken to be a 

step  

6 (or more) in our example (this analysis may be part of an abductive process). We could 

term this the inference to the best explanation step (Haig, 2005, 2005). While we may term 

this step “phenomena detection,” it is important to see this as hypothesis generation about the 

measurand as opposed to hypothesis testing about the measurand. Turning back to step 5 

above we can interpret the plots from a causal perspective. That is, there seems to be a group 

of students, even among Spanish speakers but also non-Spanish speakers who are more likely 

to get cognate items right and this is caused by some unique property or property value 

(namely, the class Spanish speakers were most likely to be a part of). Otherwise, response 

profiles are pretty similar. Perhaps this “property” of cognate knowledge may be no different 

than the primary causal property of interest related to heritage speakers of Spanish that we 

might posit is the causal property causing DIF in other items. Saying that, we see that any 

DIF effect that is large may be caused by whatever might be represented by the blue line (C3) 

in plot 4.7C.  

Realistically, though, this is perhaps a job of reasoning by committee. Instead of 

somebody (e.g. me) looking at these plots and tilting their heads, a discussion needs to occur 
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to consider possible hypotheses about the causes of the plotted reading profiles above. One 

view here is to consider how we interpret the DIF equation in equation 7 if the heritage 

Spanish speaker indicator is interacted with each item. In that model, the Spanish language 

grouping variable is treated as a separate effect from the property of interest. However, 

reasoning from the data and modeling, we might surmise that something related to speaking 

Spanish at home is indeed perhaps the same property involved in making sense of item 

morphemes even if those morphemes have some latinate roots. In that case, it may not even 

be appropriate to remove items that show evidence of DIF.  

Consider the item that involves the made-up word heterocoloreous, which is QMA13 

in the plots above. There seems to be no real relation with the class of students who have the 

highest probability of answering cognate items correctly and answering this question 

correctly even though it involves roots that could be found in English and Spanish (implying 

the DIF effect may be quite small). In this case, we might hypothesize that Spanish language 

knowledge and English language knowledge plus bilingualism may be part of the measurand 

since a student might use it in the same way as a non-heritage Spanish speaker. This is based 

on reasoning about response profiles in the cognate items, effectively using data from one 

section of the test to make inferences about others. 

For instance, consider the cognate item QCOG20 asks: 

Which English word is most similar in meaning to the Spanish word below? 

campo   

Campo here means field though an option is camp, or camper. This might be close to a false 

cognate, or alternatively, there may be implications about the word campo that are similar to 

camp. A next step would be to try to refine the measurand by investigating the reason some 
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students, even among non-Spanish speakers apparently (though, of course, there are likely 

students who mis-marked the question about whether they spoke Spanish at home or the 

question did not align with their experience), get this item wrong. Though it may ultimately 

result in changing or removing an item, it would take the form of phenomena detection trying 

to generally answer the question – “are influence quantities that are distinct from the 

measurand of worry to the extent results are altered?”. The perspective here is not about 

advantaging or disadvantaging certain groups as people typically see DIF. Since the SUM is 

not meant to be a high stakes test, the primary motivation would be to provide information to 

a teacher, for instance, important information they could leverage. So, reasoning about the 

measurand, we might actually be willing to include some level, or some amount of Spanish 

language knowledge (as intended by the SUM). 

It is also worth noting, that from this analysis, it appears that treating students who 

speak Spanish language at home as a homogenous class is likely not a safe assumption. 

Because of this, we should take seriously the consideration of multiple influence properties 

involved. The structure of the measurands of the SUM instrument are likely conglomerates or 

composites at a higher level anyway (as opposed to some atomic conception). Given that we 

cannot treat this group as a homogenous class of students, what should we do? One theory, is 

in effect, that this is a matter of bilingualism being a complicated, non-continuous and 

disordered phenomenon. It is perhaps that some students are more adept with certain Spanish 

language vocabulary correspondence to English vocabulary, since the two cognate items are 

false cognates of sorts (and their meaning in English as well), that might be of important use. 

Alternatively, it could be the case that modeling the influence properties as classes is 

incorrect, or at least, not the place to finish hypothesis generation. We could take another step 
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and treat the potential influence properties as continuous. Here, we might model the location 

and scale of influence property distributions via something like Hedecker’s location scale 

model where the distributions of students in a given group are modeled with distinct means 

and variances (Hedeker et al., 2008).  

. 

4.9 Next steps 

 
To move from hypothesis generation about the properties of interest to testing these 

hypotheses, one route would be to set up studies specifically focused on matters related to 

bilingualism in different places. Further, indeed, in the context of the case study, one would 

have to gather linguists and literacy experts to better unpack the definition of the measurand. 

These informants would have to be walked through the meaning of the plots produced above 

to surmise what properties might be responsible for the patterns and how these properties are 

structured (if any) – for instance, might one of these properties not be a unique property at all 

but just differing levels of Spanish language fluency or knowledge.  

In terms of epistemic and methodological iteration, we might articulate the above effort 

as a new step in starting to understand how students interact with an instrument and then 

trying to reason or begin to generate hypotheses from this step about what this phenomenon 

might be. Of course, we aimed to use some sort of abductive process of reasoning, though, as 

is a typical criticism of inference to the best explanation – the best explanation may still not 

be a very good one. This is a modeling effort and not so much a measurement effort. Instead, 

a more purposeful effort might be necessary. This purposeful effort might involve the 

development of items in so-called experimental DIF studies in which items are specially 
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developed to test DIF theories. Here, we might be able to add more items that involve roots 

that share increasing numbers, for instance, of Spanish or Latinate roots vs those that do not.  

Finally, there are a number of statistical considerations above. For instance, considering 

whether, indeed, the methods above are coherent in mixture modeling would require far more 

work such as simulation related to how classes are recovered in differing scenarios where 

relative or non-relative measurement might be possible. Conceptually at least, it is hoped that 

the discussion above provide some notion of how to think about how we might target the 

definition of an attribute of interest via empirical means. Here we were motivated by notions 

of exploratory data analysis, influence quantities, and epistemic and methodological iteration. 

However, I also suspect that there is a large moral or ethical element. Whether one should 

consider something as part of a measurand definition in the social sciences will be reliant on 

a model that allows us to see the world in a certain way. Who makes this model, of course, 

will dictate whether something is considered a nuisance in one regard, or a strength in 

another. 
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Chapter 5 

 

Conclusion 
   

In this section, I aim to emphasize a few key points from the following four chapters 

and briefly comment on the nature of statistics and measurement. Namely, I aim to complete 

the connection between the ethical imperative of paying mind to definitions of that which we 

would like to measure, empirical statistical work, and notions of psychometrics as purely 

statistical. The empirical work of psychometrics and the conceptual work of defining what 

we aim to measure make psychometrics a measurement-oriented endeavor as opposed to just 

statistics. Some of this conceptual work may be of an ethical variety. The question, <should 

we measure?> should not be a question for others outside of psychometrics as well as 

psychometricians unless it is made clear that which we would like to measure. I aim to wrap 

up with a few recommendations.  

In chapter 1, I tried to set up the problem of definition in psychometrics. The subject 

of connections between measurement and science was grazed as was the idea that properties 

are central to measurement. However, it was shown that some primary texts that instruct 

psychologists in how to use latent variable models do not give much attention to definitions 

of attributes. Here, I tried to introduce the two running examples that were present in the 

following two chapter and set up the case study in Chapter 4 – the definition of reading in 
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NAEP’s reading test and the definition of resilience, both in different phases of their 

scientific lifecycle. 

In chapter 2, my goal was to set up science as a malleable human-made endeavor that 

people, not models or machines as central characters. The same could be said of 

measurement as something that yields privileged information but is indeed a human-oriented 

process. Perhaps said more strongly, what makes science or measurement in fact science or 

measurement, is that it is inherently human and pragmatic, serving particular needs. Often, 

these needs involve defining that which we would like to measure, a demarcation task. 

However, when studying humans, introspective work and power structures often have a hand 

in creating the things we study. What is considered important, cultural competences, are 

dictated by emergent power structures. These power structures can be seemingly innocuous – 

such as who gets to “create” educational or curricular standards in schools – effectively 

policy decisions sometimes left to those doing psychometrics. This idea that measurement 

via assessment has been a power wielding endeavor is perhaps made most obvious by the 

historical study of age-graded schools via testing (Reese, 2013) to serve a particular purpose. 

Tests in the United States were constructed to oust a particular group of people and bring in 

others. In service of the notion of standardization, schools were organized by age. In that 

sense, schooling in the United States is intrinsically linked to standardized tests by the end of 

the 19th century.   

The ethical strand of measurement faces a cross-roads in psychometrics. If 

psychometricians take a somewhat rule-following position (Nisbet, 2019; Nisbet & Shaw, 

2019), or even legalistic, this need not consider definition of what we aim to measure at all. 

Others, especially non-psychometricians, may think of fairness of tests from an outcome 
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perspective (consequentialism). We see this in debates how tests should sort students into 

colleges, for instance, and ultimately jobs. This is ultimately Fricker’s (2007) larger point 

about forms of epistemic injustice. That which is supposedly measured by academic tests, or 

even the norms of testing, are largely determined by people who reside in educational testing 

companies, and to some extent, this dictates curricular activities (as would be expected given 

Reese’s 2013, book). In the case of resilience research, a devotion to the structure of 

Werner’s metaphor (1995) may dictate what is a desirable outcome and hence something to 

study. Were we to look toward standards in education and psychology (AERA, APA, 

NCME, 2014), we shan’t find any guidance for how to define what we would like to measure 

and do so critically. I say the ethical strand of psychometrics is at a cross roads because of 

the increasing a-psychological account of psychometrics (Wijsen et al., 2022; Wijsen & Borsboom, 

2021) that emphasizes generic statistical models that are not based on a certain modal 

relevance to the properties we measure. Hence, instead, focusing on statistics and probability 

need not be a psychological discipline at all.  

However, measurement is ultimately about what we measure. This was the focus of 

chapter 3 – which hopefully provided sufficient guidelines for the demarcation task that is 

definition of properties for measurement. Instead of relying on operationalism, we rely on, in 

effect, providing enough information that a plurality of measurement methods may interact 

with the property. Each definitional effort requires its own norms and methods, though, 

different measurement efforts, given needs for accuracy or something else dictate the 

specificity of the measurand. I hesitate to provide a checklist. Checklist science may, in fact, 

not be a science at all. Instead, here, I’d like to focus on general ideas and coherence, that we 

characterize and identify what we would like to describe as richly as possible, before naming 
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that which we would like to measure (e.g. do not ask “what is resilience?” but perhaps, “what 

are the causal features that lead to a certain outcome). Paying attention to the language we 

use might prevent a bewitching or creating of puzzles out of only language (Jost & Gustafson, 

1998; Maraun, 1998; Wittgenstein, 2009). For instance, when we debate whether background 

knowledge should be considered part of the reading comprehension property, this is likely 

not an empirical debate but a normative one – what ought we to measure. Further, the lack of 

a concept of the meaning of NAEP results in terms of values of a property of interest (and 

same with resilience research), the lack of a firm definition of a property of interest, and in 

some cases, outright contradiction (for instance, mixing up causes with effects), render the 

debate unproductive. Most importantly perhaps, there is no model of the measurand. In the 

case of resilience, the debate is purely linguistic, though, there may be hidden empirical 

questions. The aims of the debate might be better framed in terms of types of definitions. But 

there is no hidden meaning to be discovered via the empirical world as the meaning of 

concepts and terms comes from ourselves. Again, here, we see that wanting a final firm 

definition requires someone with the power to do so – a stipulation that removes power from 

the world, a fixing of worldly phenomena based on linguistic desires. While, words have 

their referents and by trying to admit all meanings associated with a term into a term (e.g. all 

the meanings of resilience) only confuses. That is, the linguistic effort is important for 

understanding a scientist’s aims. However, unless one is interested in linguistic practice, for 

the scientist, the effort of defining should be a utilitarian one – to demarcate something in the 

world instead of creating that thing. Definition can be a modeling task – definitions in natural 

language are merely one type of model. This is perhaps a final point to be made on this topic 

– the rich description should offer a way to model the structure of a property. 
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In that sense, we can think of any definition, even an operationalist one (defining 

what we measure by the methods used to measure it), as a model. Aiming to think about a 

model of measurement and the place of the property that is measured help us concoct useful 

definitions that are in fact, themselves, fallible, since, for instance, a statistical model should 

have some resemblance to the model of the measurand (the property we aim to measure) and 

can help test certain theories about the measurand. That is, we aim to define properties so that 

we can measure, model, and make claims about the property beyond the scope of instances of 

scientific investigation. The very statistical models we use to investigate phenomena, then, 

are dictated by the definitions of the measurand. Since models are themselves abstractions, it 

means they can always be improved, as can the definition of the measurand. Hopefully, one 

can see how this was the case in chapter 4 case study. The empirical example and ideas about 

how to model, even when exploratory, were dictated by definitions of what was measured by 

a particular measuring instrument. Most importantly, by having a definition that was 

acknowledged for its imperfections, or at least, for the fact that it was an abstraction of some 

sort, shall hopefully allow for epistemic and methodological iterations. While I used one 

example with one particular instance of reading, this need not be how epistemic iteration 

proceeds. In fact, one could have accomplished something perhaps more coherent by 

speaking with students directly about meanings of words across multiple languages. Of 

course, whether the mixture modeling approach is merely a re-use of data that identifies 

certain regularities but not necessarily actual properties could be a fair critique. All the same, 

it is hoped that it can be seen that moving from a measurement scenario to using the data for 

more of a theoretical modeling role might help define the property of interest, or at least be 

one potential way of showing that definitional work, while conceptual, can still have 
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empirical elements. Of course, empirical elements need not be limited to quantitative 

methods. Nonetheless, the interpretation of the results via inference to the best explanation is 

ultimately a matter of conceptual work that is very much part of the analysis. 

This returns to the question of whether psychometrics is about statistics or 

psychology. If measurement and properties are inherently linked, then there is certainly no 

way that psychometric models found in journals like Psychometrika that are derived not from 

experience of psychological properties but from rules of probability, can be said to be about 

measurement. We can see then that the psychometrician may rid themselves of substantive 

concerns and mistake their/our statistical models as substantive models of the things we 

measure. It is perhaps of the utmost importance in psychometrics that we see these models 

absent any substantive input, as not psychometric models, but just, statistical models. This is 

not to say statistical work is unimportant, in fact it’s been quite important and fruitful. 

Instead, this statement is primarily meant to limit the authority we give to findings from 

applying off-the-shelf statistical models, encouraging the maintenance of an ever-critical eye 

that does not accept the voracity of these models in any setting because it can you over some 

non-epistemic hurdles (again, see chapter 3 but also, Thurstone, 1940).  

Of course, part of the challenge may indeed be that data is often taken as “raw” when 

in fact, even data itself is model-based. That is, data is collected always with a certain aim – 

to find out about particular elements of the world (Miyake, 2015)1. It may seem that the 

model only becomes present after the fact, or after the data is collected. However, the reason 

the statistical model is applicable at all is because of an initial construction of ideas about 

how data could become evidence of some phenomenon. This is the motivation of, for 

instance, construct mapping (Wilson, 2005), which is, in effect, a cognitive models of item 



 

233 
 

responding in which relevant observations are sought out based on the model’s dictation of 

what’s relevant. This is not to say, even in this world, that exploration is not possible. The 

difference is that most of the time, we are not fossil hunters excavating and being surprised 

by what we find buried in the data giving us a murky tale. The data is, instead, itself 

constructed, typically, in the human sciences, in a way that is quite intentional. In future 

work, I hope to differentiate between modeling a measurand and its structure, modeling the 

structure of a measurement operation or process, and make further connection to these two 

points in terms of semiotics and meaning in the context of human measurement. Further, I 

would primarily like to do this in the context of actual measurement work in the human 

sciences. 

An interesting guiding directive comes from Nguyen’s paper (2019) on the 

philosophy of games which differentiates between achievement play and striving play. It is 

perhaps analogous to the games we play in social science and academia. The idea of 

validation in measurement or fairness research in the AERA, NCME, APA Standards can be 

hampered when we aim for achievement play. Here, achievement play is merely trying to 

win for the sake of it – or in our case, worrying about meeting criteria that serve as 

justifications for publication. Instead, perhaps, we should aim for striving play that should 

encourage epistemic iteration – an ethos that the research is about continually getting better. 

Nguyen writes: 

“When we engage in aesthetic striving play, we are taking on temporary ends for the 

sake of the intrinsic value of the experience of struggling … the aesthetic account 

shows how striving play might be accorded a significant place in a meaningful human 
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life, through its capacity to sculpt a unique kind of aesthetic experience” (Nguyen, 

2019, p. 7). 

While achievement play leaves us little epistemic agency in our own scientific practice 

because the rules are finite and we are dictated by what gets us a win (publishing, getting to 

say some measuring device is fair and fit for use), striving play is focused on giving agency 

back to the scientist (or game player) – dictating what it means to become successful on 

one’s own terms. In this sense, the ideas of science are about continual improvement of the 

scientist, the game, and the scientist’s community. From the perspective of publishing 

measurement papers, this likely means giving credit to a wider array of work, including 

phenomenological work, as measurement work and accomplishments in their own right. 

But how do we know if we’ve improved? Unfortunately, we may not always. 

Chang’s operational coherence may provide a partial answer (Chang, 2017; el Mawas, 2021), 

at least. That is, we return to pragmatic realism. Does what we are working on allow us to 

take action that improves what we can do in the world, continually, across many contexts, 

with that instrument created, study conducted, or hypothesis refuted? 
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