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ABSTRACT 

 

Validity and Validation: A Pragmatic Path Forward 

 

by 

 

Melissa Gordon Wolf 

 

In the social sciences, data is often generated from responses to self-report survey 

instruments. Thus, researchers are often concerned with investigating survey instrument 

quality, more commonly known as validity. Evidence of instrument quality is typically 

presented quantitatively using correlational methods such as confirmatory factor analysis 

(CFA), regression, and coefficient alpha. Rarely do researchers engage in extensive 

pretesting of survey items or present evidence that survey items are understood as intended 

by the population of interest. Despite potential ambiguity in score meaning, these 

assessments are commonly used in high stakes settings such as measuring treatment efficacy 

in medical trials or evaluating the suitability of applicants for careers. 

In this three-paper dissertation, I highlight some flaws with the current approaches to 

scale validation and present two new methods that will hopefully lead to improvements in 

survey quality. I begin by introducing the Response Process Evaluation method; a 

standardized framework for iteratively pretesting multiple versions of survey items and 
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generating individual item level validity reports. Next, I discuss the improper over-

generalization of a set of approximate fit index cutoff values for CFA models, and introduce 

a simulation-based, model-specific alternative called Dynamic Fit Index (DFI) cutoffs which 

have been made easily accessible in a new point-and-click software. I conclude by reviewing 

several of the most used scales in education and psychology and examining the types of 

validity evidence presented in defense of their use. My goal is to encourage researchers to 

think more critically about validity evidence and consider revisiting best practices in 

validation.



 

1 

 

Introduction 

 

In the social sciences, validity can be thought of as the adequacy or appropriateness 

of the use of a scale for a particular purpose (Maul, 2018). Validity theory and the practice of 

validation has evolved considerably since the birth of psychological testing in the early 

1900s, and modern day best practices can vary substantially both within and across fields 

(Chan, 2014; Slaney, 2017). Within the social sciences, validation is further fragmented by 

the Standards for Educational and Psychological Testing’s arguments based approach to 

validity, which recommends presenting up to five different types of validity evidence given 

the proposed interpretations and uses of an assessment (AERA, APA, NCME, 2014; Kane, 

2013). Moreover, the “publish or perish” mantra of academia often necessitates publishing 

scales with insufficient validity evidence, resulting in an overabundance of scales and 

confusion about what qualifies as rigorous psychometric research. 

The goal of this dissertation is to produce three papers that highlight some of these 

issues and introduce some practical courses of action that will hopefully improve the current 

state of affairs. This work builds upon existing calls to action (e.g., Borsboom, 2006; Fried & 

Nesse, 2015; Maul, 2017; McNeish et al., 2018; Michell, 2012) and introduces some ideas 

that will likely not solve the problems in psychological measurement but may offer 

researchers more confidence in interpretations made from psychological assessments. I hope 

to re-emphasize the importance of theory and move us away from an over-reliance on 

quantitative evidence. This is particularly significant given that the most commonly used 

statistical models (e.g., factor analysis and coefficient alpha) make implicit claims about the 

structure of the psychological attribute in question (i.e., that it is quantitative and can 

therefore be modeled as such). By re-centering theory, I hope to encourage researchers to 
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present both qualitative and quantitative evidence of validity and (when appropriate) use the 

statistical model that best aligns with their organic beliefs of the structure of the property in 

question. 

Background 

The first attempt at quantifying and measuring human traits was made by Francis 

Galton (1822 – 1911) in the late 1800s. Around the turn of the 20th century, mental testing of 

intellectual abilities and aptitudes became popular, and with that came the need for methods 

to analyze the resulting data. Karl Pearson (1857 – 1936) and Charles Spearman (1863 – 

1945) adopted Galton’s correlational methods and helped establish correlational analysis as 

the primary approach to analyze this mental testing data. Thus, the earliest psychometricians 

simply assumed that psychological properties had an underlying quantitative structure that 

was measurable and set out to do so (Slaney, 2017). Alfred Binet (1857 – 1911), the creator 

of the first IQ test, slightly dissented from his peers in this perspective: he acknowledged that 

psychological properties might not be truly quantitative but was not bothered by it. Instead, 

he believed that the scores that people achieved on his IQ test could accurately rank order 

people in terms of intelligence, and thus could still be used as a measure of intelligence 

(Michell, 2012). Thus, the earliest psychometricians generally followed what Michell (2003) 

describes as the “quantitative imperative”: the idea that quantity is necessary for 

measurement and measurement is necessary for the social sciences to be considered 

scientific. 

As psychological testing became more widespread in the early 1900s it came under 

scrutiny, particularly because of noted inconsistency in test scores across instruments and 

testing occasions (Slaney, 2017). Spearman (1904a, 1904b), frustrated by the inconsistency 
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in test scores and lack of progress in psychology, deduced that there must be some sort of 

error built into test scores that caused scoring irregularities. He determined that a person’s 

true ability was equal to their observed test score plus some error and sought to parse out that 

error such that a more accurate estimate a person’s ability could be computed. This became 

the foundation of classical test theory (CTT) and reliability, which can be presented as 

𝜌𝑋𝑋′ = [
𝑉𝑎𝑟(𝑇)

𝑉𝑎𝑟(𝑇)+𝑉𝑎𝑟(𝐸)
], where 𝜌𝑋𝑋′ is a correlation coefficient indicative of some form of 

repeated testing or parallel test, T is the true score, and E is the error term. The idea here was 

that test quality could be evaluated by the magnitude of the reliability coefficients and, in 

theory, true ability levels could be better estimated by parsing out the error from the observed 

score. As such, psychologists became accustomed to reporting reliability coefficients, such as 

the Pearson correlation coefficient, Spearman's ρ (if the data are rank ordered), or coefficient 

alpha. Reliability coefficients are commonly reported today, appearing in up to 94% of scale-

development or scale-use articles (Cizek et al., 2008; Flake et al., 2017; Zumbo & Chan, 

2014). Coefficient alpha is particularly popular, appearing in up to 93% of articles that report 

reliability coefficients (McNeish, 2018).  

Around the 1920s, the concept of test validity became increasingly recognized as an 

important property of tests. Validity was originally defined as “the extent to which [tests] 

measure what they purpose to measure” (Buckingham, 1921, p. 274), and although this 

definition is widely considered to be outdated1, it is still commonly found in contemporary 

literature (Slaney, 2017). Originally, psychologists were preoccupied by what is now known 

as evidence for validity based on the test content and an external criterion, which was often 

 
11 For a noteworthy dissent, see Borsboom et al., 2004. 
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presented through the use of content analysis to establish a logical link between the test 

content (e.g., academic achievement) and an external criterion (e.g., an IQ test). The 

popularity of the correlation coefficient in reliability research likely led to its use in validity 

research, where researchers began computing correlation coefficients between tests and 

related criteria. This “validity coefficient” became the dominant type of validity evidence 

since it was simple, concise, and quantitative in nature. However, the quality of the criterion 

inevitably came into question, especially when tests were found to correlate at similar 

magnitudes with many other external criteria (some of which were also psychological tests 

prone to measurement error), resulting in further reform of validity theory (Slaney, 2017).  

With the advent of the common factor model in the 1930s (Thurstone, 1931), 

psychologists became interested in the structure of the property of interest, i.e., the extent to 

which test items relate to the construct and each other. This led eventually to the 

development of modern test theory (MTT) and latent variable modeling (LVM), which are 

now often used as evidence for validity based on the internal structure of a scale. Although 

LVMs offer many advantages over CTT, they are much more computationally intensive and 

as such, it took a while for them to become accessible (relatedly, this type of validity 

evidence was not formally included in the Standards until the 4th edition was released in 

1999). Meanwhile, the idea of construct validity was introduced with the first edition of the 

Standards in 1954, which made a distinction between the property of interest and the test 

designed to measure it, as well as the criterion(s) with which it was hypothesized to relate 

(APA et al., 1954). The shift towards construct validity was more theoretical than analytical, 

as “it calls for no new approach” in validation procedures (Cronbach & Meehl, 1955, p. 282), 

instead focusing on multiple sources of evidence in defense of the interpretation of test 



 

5 

 

results (Slaney, 2017). However, it did align quite well with LVM given that latent variable 

models postulate that an unobservable latent variable is causally related to items designed to 

reflect it.  

Since the 4th edition of the Standards in 1999, there have been five types of validity 

evidence recommended by the three committees, two of which have not yet been discussed: 

evidence based on the test content, response process, internal structure, relationships with 

external criteria, and the consequences of testing (AERA et al., 1999). Evidence of validity 

for the response process refers to the “fit between the construct and the detailed nature of the 

performance or response actually engaged in by the test takers” (AERA, APA, NCME, 2014, 

p. 15); in other words, the cognitive processes that participants engage in when responding to 

an item (Embretson, 1983). Consequences of testing emphasizes the importance of fairness 

and ethics in testing, suggesting that test use should be included as part of validity to avoid 

unfair, negative consequences of testing (Messick, 1975). The fact that these two types of 

validity are necessary to include speaks to the inherent difficulty of measurement in the 

social sciences in comparison to the physical sciences, as it would not be similarly necessary 

or meaningful to evaluate the consequences of creating, for example, a thermometer. 

At this point, I have summarized a brief history of two important concepts in 

psychometrics: reliability, and validity (of which five different types of evidence can be 

presented). They have existed formally in the literature for varying lengths of time, however, 

their length of time in the literature doesn’t appear to be associated with the prominence with 

which each type of validity evidence is featured today. For example, Cizek et al., (2008) 

reviewed 283 mental assessments from the 16th edition of the Mental Measurements 

Yearbook (MMY) and found that 76.3% reported a reliability coefficient, 67.2% reported 
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criterion-related evidence, 58% reported results from a factor analysis, 48.4% reported 

general references about the test content, and 10.6% reported face validity evidence, while 

only 2.5% reported evidence about the consequences of testing and 1.8% reported response 

process evidence. Hubley et al. (2014) reviewed 50 articles from two psychological 

assessment journals published between 2011 – 2012, and found that 90.2% reported a 

reliability coefficient, 76.8% reported criterion-related evidence, and 73.2% reported 

evidence based on the internal structure (factor analysis or measurement invariance), while 

only 1.8% reported response process and 0% reported content evidence or consequences 

evidence. Meanwhile, Barry et al. (2014) reviewed 967 articles in health education and 

behavior between 2007 and 2010, and found that 49% reported a reliability coefficient, 29% 

reported content evidence, 26% reported internal structure evidence (mostly factor analysis), 

12% reported face validity, and 7% reported criterion-referenced evidence (while response 

process and consequences of testing were not mentioned). Similarly, Flake (2017) reviewed 

500 scales from 122 articles in social and personality psychology in 2014, and found that 75-

80% reported a reliability coefficient (mostly alpha), while 2.4 - 20.9% reported results from 

a factor analysis model (likewise, the authors did not investigate other types of evidence of 

validity). 

Given the results of the meta-analyses reported above, it appears that the type of 

psychometric evidence reported may be dictated primarily by methodology type. Coefficients 

of reliability and validity (reliability, internal structure, relationships to external variables) 

are reported far more often than qualitative types of evidence (content, response process, and 

consequences). One could argue that this is due to the recency with which some types were 

added (e.g., evidence based on the response process and consequences were introduced last) 
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but evidence based on the test content was one of the first types of validity evidence, 

introduced back in 1921, and it is scarcely found relative to its quantitative counterparts. 

Meanwhile, evidence based on the internal structure was formally introduced included in the 

Standards in 1999, yet factor analysis results are commonly found in the literature (relatively 

speaking). Slaney (2017) points out that once psychometric software became commercially 

available, factor analyses began to appear more often in scale validation articles. The 

contemporary literature on validity theory states that all types of validity evidence are equally 

important and that the type presented should depend on the uses and interpretations of test 

scores, but when it comes to reporting standards, some types are clearly prioritized over 

others. Michell’s (2003) quantitative imperative appears to extend beyond how psychologists 

conceptualize the structure of psychological properties – it also dictates the type of evidence 

of validity that psychologists present. 

In addition to the quantitative imperative, it is also possible that quantitative evidence 

is reported more often because it is simple and concise, and much faster to collect and 

synthesize than qualitative data. This is particularly important in an academic culture 

characterized by “publish or perish”. It is also possible that emphasis on quantification is 

circular, i.e., it is what is seen most often and therefore it is expected to be included (e.g., 

some reviewers might gatekeep publishing by requiring a reliability coefficient). Further, it is 

worth mentioning that there do not appear to be many clear standards on how to investigate 

or report qualitative evidence. For example, when the participant’s response process is 

mentioned, it will often be in passing in a paragraph (e.g., “we conducted several cognitive 

interviews with undergraduate students to determine if the items should be revised”).  
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In the three articles that comprise this dissertation, I present some meaningful paths 

forward that will hopefully alleviate some of the predicaments highlighted above.  

Paper One 

Even though there are several established methods that can be used to present 

evidence of the response process, this type of validity is rarely reported. Verbal probes such 

as think alouds or cognitive interviews are some of the most popular approaches and are 

applicable for items on both academic and psychological assessments (Castillo-Díaz & 

Padilla, 2013; Gehlbach & Brinkworth, 2011; Leighton, 2017; Lundmann & Villadsen, 2016; 

Messick, 1995; Padilla & Benítez, 2014; Wolf et al., 2022). Other methods include capturing 

the amount of time a participant spends responding to an item, i.e., their response time (Li et 

al., 2017), video-ethnography (Maddox, 2017), eye tracking (Maddox et al., 2018), and log 

data (Oranje et al., 2017). However, none of these methods offer a clear or concise way to 

report results and demonstrate improvements in item interpretability. 

In my first paper, I introduce a method called the Response Process Evaluation (RPE) 

method that I developed with Ann Taves over the last four years. We used the RPE method 

to develop and refine items for a scale she developed with several other colleagues called the 

Inventory of Non-Ordinary Experiences (INOE). We briefly introduced this method with 

Andy Maul in a chapter of the second edition of the Handbook of Research Methods in the 

Study of Religion (Wolf et al., 2022). That article was written when we first began to try out 

the method on a small test sample and we have learned a lot since then. 

Briefly, the INOE is a dichotomous (yes/no) scale that captures whether people have 

had a variety of non-ordinary experiences (e.g., one of our items reads “I have had an 
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experience in which it seemed as if I left my physical body”). Subsequently, participants are 

asked a handful of “appraisal” items about that experience (e.g., “do you consider this 

experience spiritual or religious?” and “do you think science can explain how this experience 

happened?”). The appraisal items all have a close-ended response format (some are ordered 

on a Likert scale, most are distinct, unordered categories). This deviates from traditional 

scales in the social sciences in which case researchers often include multiple items on a scale 

to query a hypothesized property, such as depression or well-being. As such, this scale could 

not be validated using traditional correlational quantitative methods, leading us to ask 

ourselves “how can we present evidence that participants understand the items as intended?”. 

This was especially complicated since the team wanted to make cross-cultural comparisons 

between Hindi-speaking Indians and English-speaking Americans, necessitating that we 

validate this survey simultaneously in two different countries and languages (making 

traditional qualitative methods such as cognitive interviews more challenging). 

To that end, we had the unique opportunity to develop the RPE method. The RPE 

method is a standardized framework for pretesting multiple versions of survey items and 

generating individual item level validity reports. It turns cognitive interviews into open-

ended surveys through the use of web probing, enabling researchers to collect data on item 

interpretability from a larger sample, revise items that do not appear to be understood as 

intended, and test the item revisions in a new sample from the same population. The RPE 

method stands out from other established methods of pretesting because of its unique 

reporting format. Specifically, the item validation reports detail the intended interpretation of 

each item, the population it was validated on, the percent of participants that interpreted the 

item as intended, and any common misinterpretations to be cautious of. This not only 
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provides critical information necessary to properly interpret data, but also gives other 

researchers the information they need to determine if they can “borrow” an item for use in 

their own scale. 

In this paper, I introduce the RPE method, demonstrate it using an INOE item, 

present the reporting format, and make an argument for when and why it is important to 

present response process evidence in support of scale use. 

Paper Two 

While factor analysis is commonly reported as evidence of validity based on the 

internal structure, there is a substantial debate in the literature as to how the fit of these 

models should be evaluated (Hayduk et al., 2007; Millsap, 2007; Mulaik, 2007). Though 

there is disagreement as to the value of approximate fit indices in assessing model fit, there is 

generally widespread agreement that the cutoff values currently employed are inappropriate 

for most models. The existing cutoffs are derived from a simulation study in 1999, which 

relied on a three-factor model with 15 items, each with loadings ranging from .7 to .8 (Hu & 

Bentler, 1999). A substantial body of literature has demonstrated these cutoffs do not 

generalize beyond the conditions sampled in this study, yet they are commonly used in all 

model subspaces (Hancock & Mueller, 2011; Heene et al., 2011; Marsh et al., 2004; 

McNeish et al., 2018; Saris et al., 2009). Given that the fit of a factor model is one of the 

most reported types of evidence of validity, there is a need to revise these cutoff values so 

that they will be accurate for all model subspaces. 

To this end, I spent the last two years working with Dan McNeish to create a new 

method to compute model fit cutoffs that are tailored to the user’s individual model. We call 
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these simulation based cutoff values dynamic fit index (DFI) cutoffs (McNeish & Wolf, 

2021). Our first published article demonstrated the viability of this approach and included a 

brief tutorial about how to use it. With this paper, we also released a point-and-click web-

based Shiny app to make this method accessible for applied researchers. It is fairly easy to 

use since it only requires that people upload their model statement with standardized loadings 

and their sample size. However, recent feedback has suggested that a tutorial paper geared 

towards applied researchers would be beneficial, especially when it comes to interpreting the 

results from the app. 

Thus, my second paper is a tutorial paper for the Shiny App (first conceived in former 

committee member Allison Horst’s class two years ago). This tutorial will follow the “ten 

questions” format used in Karen Nylund-Gibson’s tutorial paper on latent class analysis 

(LCA). Specifically, I answer the following questions: 

1. What is CFA and why do social scientists use it? 

2. What are the different types of model fit? 

3. What kinds of cutoffs do people currently use? 

4. Why should I use DFI cutoffs instead? 

5. How do I use DFI cutoffs? 

6. What are the different levels? 

7. Which level should I use? 

8. How do I interpret DFI cutoffs? 

9. What do the plots mean? 

10. How do I include DFI cutoffs in a manuscript? 

11. What does NONE mean, and what do I do if I see it? 
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12. What should I do if DFI cutoffs don’t exist for my model type? 

We plan to make this article freely available as a white paper on our website, 

www.dynamicfit.app. Currently, the only models that the app can generate cutoff value for 

are single-level CFA models with continuous outcomes estimated using maximum likelihood 

estimation. As we expand the website to include cutoff values for more model types, we will 

also update the tutorial article.  

Paper Three 

In my third paper, I argue that psychology has over-relied on quantitative evidence of 

validity over the last 100 years, resulting in survey instruments that are motivated more by 

desirable psychometric properties than theory and qualitative inquiry. I begin by 

summarizing the problems with over-generalizing Hu and Bentler’s (1999) cutoffs and 

introducing the DFI cutoffs from Paper 2. Next, I conduct a review of some of the most 

popular (i.e., oft-cited) scales in psychology, locate articles that used CFA as evidence of 

validity for them, and re-calculate tailored DFI cutoffs for them to determine if they still meet 

Hu and Bentler’s threshold for model fit once the cutoff vales are tailored to that particular 

scale.  

The goal here is not to convince researchers to use DFI cutoffs but rather to 

encourage researchers to not rely exclusively on quantitative evidence of validity. I also 

document the types of validity evidence that were presented in the introductory article for 

each scale, reporting whether they presented each of the five types of validity evidence 

recommended by the Standards. Additionally, I note if each survey author reported reliability 

coefficients, a definition of the measurand, the intended uses of the scale, and instructions of 

http://www.dynamicfit.app/
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how to score the survey instrument. I end this section by summarizing the implications of 

these findings. 

The second half of this paper is a longer discussion about validity and validation in 

psychology. I talk about the fact that validity and validation have evolved substantially since 

the late 1990s, but the validation practices from the 1900s still continue to dominate modern 

scale construction and validation efforts (Borsboom, 2006; Zumbo & Chan, 2014). I review 

several articles that show why quantitative evidence of validity is insufficient. For example, 

Maul (2017) demonstrates that meaningless items can yield a coherent factor structure, while 

Hayduk (2014) demonstrates that misspecified models can still have non-significant chi-

square values. As such, even if a model does fit the data well, it is difficult to conclude that it 

is valid for a particular purpose without multiple sources of evidence of validity. I also 

summarize several meta-analyses that documented the types of validity evidence typically 

presented in validation articles (e.g., Barry et al., 2014; Cizek et al., 2008; Flake et al., 2017; 

Hubley et al., 2014), highlighting that quantitative evidence is presented far more often than 

qualitative evidence (Chinni & Hubley, 2014). 

Having demonstrated that quantitative evidence is insufficient and can lead 

researchers to draw incorrect conclusions about the validity of their survey instruments, I 

briefly introduce the RPE method from Paper 1 and describe how it can be used to test item 

interpretability and invite the population of interest to contribute to the construction of scales. 

I finish the article by discussing Michell’s (2003, 2012) quantitative imperative and urging 

psychologists to rely on theory when constructing scales. 

Conclusion 
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I hope that these three papers will contribute to an improvement in validation 

practices in the social sciences by introducing user-friendly and practical approaches to 

collect and report validity evidence. I would not assume that using these methods would 

enable a researcher to claim that they have successfully measured a psychological attribute, 

but I hope that using these techniques will give audiences more confidence in the use of 

psychological assessments and in the interpretation of the results drawn from them. Further, I 

hope to free psychologists from the pressure of the quantitative imperative and encourage 

them to prioritize theory and rigorous inquiry over routine and ease. 
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Paper 1: The Response Process Evaluation Method 

 

Introduction 

 Testing the coherence and relevance of survey items is commonly recommended in 

guidelines about scale or questionnaire construction (AERA, APA, NCME, 2014b; Gehlbach 

& Brinkworth, 2011; Krosnick, 1999; Presser, Couper, et al., 2004; Wilson, 2005). This can 

be accomplished by collecting evidence to answer questions like “was this survey item 

understood as intended?”, “what cognitive processes are participants using to respond to 

items?”, and “do these items function appropriately and fit the hypothesized statistical 

model?”. Some of these questions are best answered using qualitative methods, such as 

cognitive interviewing, while others are better suited to quantitative approaches such as latent 

variable modeling (Peterson et al., 2017; Presser, Rothgeb, et al., 2004; Willis, 2004). The 

practice of collecting such evidence is known as scale validation, which is undertaken to 

assess the adequacy or appropriateness of the use of a survey for a particular purpose (Kane, 

2013; Maul, 2018; Sireci, 2007). 

 According to the Standards for Educational and Psychological Testing (2014a), 

validation is an on-going process for which five different types of validity evidence can be 

presented dependent upon the intended interpretations of the survey results: evidence based 

on the test content, response process, internal structure, relationship to other variables, and 

the consequences of testing. The goal is to demonstrate that the scale is scientifically sound 

and that the inferences generated from its use are trustworthy (Sireci, 2007). Psychologists 

constructing scales often prioritize validity evidence that is more quantitative in nature, such 

as latent variable modeling or regression coefficients, which are typically used to evaluate the 
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internal structure of a scale or its relationship to external variables (Cizek et al., 2008; Flake 

et al., 2017; Hubley et al., 2014). The emphasis on quantitative evidence may be caused in 

part by what Michell (2003) describes as the “quantitative imperative”: the idea that quantity 

is necessary for measurement and measurement is necessary for psychology to be considered 

scientific (Slaney, 2017). While each type of validity evidence may not be warranted for 

every validation effort, omitting response process evidence entirely essentially places 

researchers in a position in which they must defend the validity of a scale without presenting 

evidence that participants understand survey items as intended. It is difficult (if not 

impossible; Sireci, 2007) to conclude that scales measure what they intend to measure, but it 

is even more challenging to make this claim if there is not congruence in item interpretation 

and meaning between scale creators and scale respondents.  

To test item comprehension, researchers usually collect evidence of validity based on 

the participant’s response process.  The participant’s response process is the cognitive 

process that an individual engages in when responding to an item on an assessment (Padilla 

& Benítez, 2014).  Evidence of validity for the response process refers to the “fit between the 

construct and the detailed nature of the performance or response actually engaged in by the 

test takers” (AERA, APA, NCME, 2014, p. 15). Pretesting questionnaire items before they 

are administered can reduce misinterpretations, improve item clarity, and help ensure that 

survey items function as intended (Hilton, 2017; Willis, 2005). This evidence has been 

described as essential (Launeanu & Hubley, 2017) or as validity in its own right (Wilson, 

2005).  Borsboom et al. (2004) go a step further and argue that a test can only be valid if 

variability in the attribute of interest causes variation in assessment scores (i.e., that the 

response process is all of validity theory). In addition, it is also common test item clarity by 



 

21 

 

having experts or graduate students review items for appropriateness and interpretability. 

While this is an important step in item development, it does not ensure that the population of 

interest will use the intended cognitive processes or agree that the item reflects the property 

of interest (Peterson et al., 2017).      

Response process evidence is often collected using verbal probing methods such as 

cognitive interviews or think alouds (Castillo-Díaz & Padilla, 2013; Gehlbach & Brinkworth, 

2011; Leighton, 2017; Lundmann & Villadsen, 2016; Messick, 1995; Padilla & Benítez, 

2014). Cognitive interviews are a type of semi-structured interview protocol that consist of 

questions or “probes” which can be used to elicit information about the cognitive process that 

the participant uses to respond to survey items. Participants are encouraged to either “think 

aloud” while they respond to a survey item, or answer questions retrospectively about their 

thought process after they respond (Priede & Farrall, 2011). These methods can be used to 

gather information about the “question-and-answer” process model (Tourangeau, 1984), i.e., 

the phases that participants transition through when responding to a survey item 

(comprehension, recall, judgment, and response). Participants typically begin by interpreting 

the item, retrieving the information necessary to respond to it, evaluating the information 

retrieved given their comprehension of the item or task, and selecting a corresponding 

response option (Padilla & Benítez, 2014). General probes might include questions such as 

“can you repeat that item in your own words?” or “what were you thinking about when you 

selected that response option?”. Probes can be tailored based on anticipated 

misinterpretations or areas of concern within and across cultures (Peterson et al., 2017). 

While pretesting items is an invaluable practice, conducting cognitive interviews and 

summarizing the resulting data can prove lengthy and difficult (Castillo-Díaz & Padilla, 
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2013; Launeanu & Hubley, 2017). Web probing has recently been introduced as a rapid, 

survey-based approach to cognitive interviewing in which response process evidence is 

collected electronically through open-ended responses (Behr et al., 2017; Edgar et al., 2016; 

Fowler & Willis, 2020). The probes used in web probing are very similar (if not identical) to 

those used in cognitive interviews; the main difference is the medium in which data is 

collected. Cognitive interviews are typically conducted in person and thus create the 

opportunity for the interviewer and interviewee to engage in a dialogue about the 

participant’s cognitive process in which the interviewer can ask follow-up probes if the 

interviewee’s response is unclear or brings up an interesting point. Web probes use the same 

probing questions but in an open-ended survey format, typically collecting data online using 

a crowdsourcing platform such as MTurk or Prolific. While there is no opportunity to ask 

instantaneous follow up questions, the interviewing process is more standardized and data 

can be generated much more quickly and easily than with cognitive interviewing (Edgar et 

al., 2016; Fowler & Willis, 2020). Administering web probes online instead of in a local lab 

also makes it possible to reach a wider participant pool, which could help researchers target 

specific populations and understand how item interpretations may vary across different 

demographics (Edgar et al., 2016). While the results of cognitive interviews often come from 

small samples and are not necessarily intended to generalize to a larger sample, web probing 

provides the opportunity to generate a much larger sample, which means that study 

inferences from web probes are less likely to suffer from small sample over-generalizations 

and makes it more likely that errors in interpretation will be uncovered (Behr et al., 2017; 

Edgar et al., 2016; Meitinger & Behr, 2016). 
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After pretesting items, it is common to find that some items were misinterpreted and 

need to be revised before being administered. It is desirable to test these revised items in a 

new sample to ensure that modifications improved the interpretability of the item (Peterson et 

al., 2017; Ryan et al., 2012). Although cognitive interviews and web probing are useful for 

testing the interpretability of one version of an item, they do not offer a clear or simple way 

to iteratively test multiple versions of an item that was not understood as intended. This 

makes it difficult to prove that any revisions have made the item clearer or reduced the 

frequency of misunderstandings (Willis, 2005). Further, there are no reporting frameworks in 

which researchers can document important features of item-level validity, such as the 

intended interpretation of an item, the rationale for its inclusion in a scale or questionnaire, 

common misinterpretations, the characteristics of the population in which it was tested, and 

the percent of respondents that understood the item as intended. Indeed, it is often noted that 

existing pretesting protocols are often too vague to reproduce reliably and that they lack the 

necessary guidelines necessary to be implemented successfully (Hilton, 2017; Presser, 

Couper, et al., 2004). Including this kind of information might increase the transparency and 

replicability of the psychological sciences and make it easier for researchers to confidently 

“borrow” items from established scales.  

The Response Process Evaluation Method 

The Response Process Evaluation (RPE) method is a standardized framework for 

pretesting multiple versions of survey items and generating individual item level validity 

reports (Wolf et al., 2022). It turns cognitive interviews into meta-surveys, employing web 
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probes to develop and validate items in an iterative fashion2. When used on a crowdsourcing 

platform, researchers can quickly gain insights into the interpretability of survey items, make 

revisions when necessary, and retest item interpretability with a new sample of respondents. 

This process is repeated sequentially until the final version of each item is constructed (or the 

item is removed from the scale due to non-convergence in shared meaning across 

participants). The result is a set of item validation reports that detail the intended 

interpretation of each item, the population it was validated on, the percent of participants that 

interpreted the item as intended, and any common misinterpretations to be cautious of. 

Like cognitive interviews and web probes, the RPE method uses probes that prompt 

participants to explain two aspects of their response process: their interpretation of the item 

and the rationale for the response option they selected. These probes are designed to elicit 

evidence that enables researchers to evaluate the extent to which the item was understood as 

intended or might warrant a testable revision. The probes are administered in a meta-survey 

in which participants respond to open-ended questions about a subset of survey items rather 

than completing the entire survey in full. For example, participants might be asked to restate 

the item in their own words (paraphrase probe), define a key word or phrase in the item 

(comprehension probe), and explain why they selected a particular response option 

(category-selection probe; Behr et al., 2017; Willis, 2005).  

Participants provide written responses to these probes which are subsequently 

evaluated by researchers and coded as either “understood”, “likely understood”, “likely not 

understood”, “not understood”, or “not enough information”. Each response is coded 

 
2 Data collection is not restricted to the web. Meta-surveys can also be administered using pen and paper.  
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holistically, combining information from all the probes to make an overall decision for each 

participant and each item. Data is collected in batches of five participants and coded by at 

least two trained subject matter experts that are clear as to the intended interpretation of each 

item and the intended use of the scale. After a batch of responses is coded, researchers meet 

to compare their codes and discuss how well each item appears to be functioning. Survey 

items that are coded as “understood” or “likely understood” by the researchers are 

readministered to another batch of five participants to collect more data. Items that are coded 

as “likely not understood” or “not understood” are either revised and then readministered to a 

new batch of five participants, retested to collect more data, or removed from the survey. If 

an item has an unusually high number of “not enough information” codes, additional probes 

should be added to the next batch of data collection to reduce ambiguity. This process is 

repeated iteratively until the final version of the item has been evaluated an adequate number 

of times. In our experience, we began to see less variation and lower return on investment 

after twenty responses to the final version of the item; this number is slightly higher than the 

five to fifteen participants recommended in cognitive interviews (see, e.g., Peterson et al., 

2017). Thus, we tentatively recommend that the final version of each item be evaluated 

twenty times and be considered validated3 when it is coded as “understood” or “likely 

understood” at least 80% of the time. 

If items are written to reflect a particular content domain (e.g., math ability or 

depression), it may be helpful to include a probe that queries the extent to which participants 

agree that (1) the survey item is relevant for that content domain and (2) that the content 

domain has been adequately covered by the set of survey items (Peterson et al., 2017). 

 
3 The “validity” of the item could change over time due to cultural shifts or new populations. 
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Querying this from participants essentially invite them to contribute to the development of 

the scale by producing evidence of validity based on the test content (e.g., the relevance of 

the test items from the perspective of the participants; Dumas, 2008). This type of validity 

evidence is often gathered by consulting experts or relevant literature (AERA, APA, NCME, 

2014a; Lissitz, 2009; Sireci, 1998) but this does not guarantee that the items are relevant to 

participants, especially when researchers seek to measure psychological properties that are 

more ontologically subjective or culturally specific. If researchers intend to use the scale to 

make cross-cultural comparisons or administer the survey to participants from a different 

culture, then the entire RPE process should be repeated using participants from that group to 

ensure it is cross-culturally sound (for more information, see Wolf et al., 2022 and Taves et 

al., in preparation). 

We developed the framework of the RPE method to create a well-documented, 

evidence-based approach to item development and incorporate participants into the item 

revision process4. The strength of the method lies in (1) its unique ability to revise and retest 

items iteratively until the final version of an item is reached, and (2) create user-friendly item 

level validity reports that make it easier to judge the adequacy of a survey item for a 

particular purpose and borrow items for use in other studies. In the next section, we will walk 

through the validation process for one survey item and witness how feedback from the 

population of interest helps revise the item and clarify the concept of interest. 

Using the RPE Method 

 
4 The framework used in the RPE method could be applied for other purposes, such as testing the meaning of a 

word or phrase across cultures.  
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To demonstrate the RPE method, we will use an item from the Inventory of Non-

Ordinary Experiences (INOE) that was recently validated for English-speaking Americans 

using the crowdsourcing platform MTurk. The INOE is comprised of 40 close-ended 

“experience” items in which participants respond “yes” or “no” to whether they have had a 

specific experience, e.g., “I have had the experience of being aware that I was dreaming 

while asleep”. If participants respond affirmatively, they are asked a series of close-ended 

follow-up questions about that experience, e.g., “Overall, how much of an impact has this 

experience had on your life?”. The items are intended to be understood by a lay population, 

and the instrument is intended to be used to compare the frequency and perceived origin of 

non-ordinary experiences across two cultural groups: English-speaking Americans and 

Hindi-speaking Indians. In practice, this item was validated concurrently for both English-

speaking Americans and Hindi-speaking Indians with a cross-cultural team of researchers. 

For simplicity, we elect to demonstrate the validation process only for English-speaking 

Americans, but the process can be expanded to validate items simultaneously in multiple 

languages. Readers that are interested in detail about the cross-cultural validation process are 

referred to Taves et al. (in preparation). 

Many of the original items on the INOE were adapted from or inspired by existing 

scales in the literature about religious, paranormal, or psychotic experiences because these 

experiences are often considered to be extraordinary, unusual, or rare. The INOE research 

team wanted to include a survey item about non-ordinary experiences of love and 

compassion because these two emotions are often cultivated by religious traditions (e.g., 

“God’s love”). Love and compassion were combined into one item because the two terms are 

often combined colloquially, and because the research team felt the terms were similar. The 
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first iteration of the survey item was “I have had an experience of love or compassion that 

stood out from all other such experiences” (Table 1). Note that participants should only 

respond affirmatively if the experience stood out (i.e., was non-ordinary or unique). Also 

note that a clear definition of “love and compassion” and an “intended interpretation” was 

not included when we first began the validation process for this item. 

 Table 1. The first iteration of the love and compassion item and corresponding instructions. 

 

 We used five probes to capture each participant’s response process (Table 2). To 

better replicate the survey taking experience, participants first responded to the item itself 

(response probe). Next, they were asked to paraphrase the entire item in their own words 

(paraphrase probe) followed by defining the key terms in the item (comprehension probe). 

We found that it was necessary to include both the paraphrase and comprehension probes for 

this item because without the comprehension probe, participants would sometimes only 

paraphrase the “stand out” part of the item and mistakenly omit the meaning of love and 

compassion. These two probes would sometimes yield redundant information if participants 

defined love and compassion as part of their response to the paraphrase probe. There were 

two versions of the category-selection probe; the version each participant saw was triggered 

by their response to the survey item. If they selected “yes”, they were asked to briefly 

describe the experience; if they selected “no”, they were asked to give an example of such an 

experience. The last probe they responded to was an optional catch-all probe in which they 

were invited to share any other feedback they had. These probes were developed using trial-

Item Instructions 

Please indicate whether or not you have had each kind of experience, 

by selecting ’Yes’ or ’No’. Only select ’yes’ if you can remember at 

least one specific experience that stands out. 

Survey Item 
I have had an experience of love or compassion that stood out from all 

other such experiences 
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and-error in which the order and wording of each probe was modified until it elicited the 

information necessary to determine if the item was understood as intended.  

Table 2. The probes used in the meta-survey. 

Probe Type Probe Wording 

Response If these were the response options, which would you select? 

Comprehension In your own words, how would you explain “love or 

compassion”? 

Paraphrase In your own words, what do you think this item means? 

Category-selection 

[Yes] 

Briefly describe your experience of love or compassion that stood 

out from all other such experiences. 

Category-selection 

[No] 

Please give an example of such an experience even though you 

have not had one. 

Catch-all Is there anything you don't understand or would change?  If so, 

what? 

 

We estimated that responding to all the probes for one item would take approximately 

3 minutes and typically administered meta-surveys with 3 items per survey to reduce 

participant burn out (i.e., each survey would take approximately 9 minutes to complete) and 

paid minimum wage proportional to the amount of time the survey was expected to take. 

Meta-survey length and compensation is an important consideration with surveys that are 

comprised of mostly open-ended items because open-ended survey items have a much higher 

cognitive burden than close-ended survey items (Dillman et al., 2014; Tourangeau et al., 

2000). Responses were collected in batches of five, meaning that the research team coded 

responses from five participants at once. We kept all the items and probe responses in the 

meta-survey within the same coding file so that we could see if a participant consistently 

gave low-effort responses or unusual throughout the meta-survey (at which point we would 

consider removing them; Moss, 2018). We found that approximately 5% of the American 

participants on MTurk gave responses that were unusable. 
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 A sample of responses from the first two batches of data for the first iteration of the 

survey item are presented in Table 3. Three of the participants selected “yes” and one 

participant selected “no” when responding to the item “I have had an experience of love or 

compassion that stood out from all other such experiences”. When reading through the first 

participant’s responses, we noticed that their responses to the comprehension and paraphrase 

probes seemed in line with what we intended but their description of themselves as a 

“compassionate person” with “intense feelings of love all of the time” when responding to 

the category-selection probe indicated that they did not recall a “stand out” or “unique” 

experience when responding. This led us to code their overall response as “not understood” 

even though their responses to the comprehension and paraphrase probes were good. If we 

had only used one probe to pretest this survey item, it would have been difficult to evaluate 

the participant’s response process and determine if they understood the item as intended. 

Table 3. A sample of responses from the first batch of data for the first iteration of the love 

and compassion item. 

 Response Comprehension Paraphrase Category-Selection  

1 Yes love is a strong 

feeling of affection 

compassion is 

sympathy and 

concern for others 

Have I ever felt 

strong concern for 

others or intense 

affection for 

someone which 

stands out? 

I have intense feelings 

of love all of the time - 

for my children, for my 

husband.  I also am a 

compassionate person. 

2 No A warm emotion 

you feel deep, 

straight in your 

heart 

If we felt near we 

had a very strong 

experience in which 

and loving towards 

someone 

I don't remember of 

any experience 

particularly, but I'm 

lucky to have a loving 

fiancee, family, and 

friends 

3 Yes intense feeling of 

affection or 

sympathy 

Asking if I've ever 

experienced love or 

compassion. 

After my dog died, I 

felt compassion for 

animals and started 

eating meat 1-2 times 

of months only. 
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4 Yes Sympathetic pity 

or concern for 

others. 

Having pity or 

concern for others. 

When my dad died I 

had an overwhelming 

sense of compassion 

and love for my 

younger brothers. 

 

The second participant was coded as “likely understood” because while their response 

to the comprehension probe was vague, their response to the category-selection probe was 

exactly in line with what we intended (e.g., they selected “No” when responding to the item 

because they didn’t remember a specific stand out moment despite feeling loving feelings for 

people close to them). Comparing the first and second participant yields a classic case of 

multifinality, e.g., the idea that participants can use the same cognitive processes when 

responding to an item but select different response options (Lundmann & Villadsen, 2016). 

Both participants described themselves as having loving relationships, but the first participant 

used this as a justification to respond “yes” to the item while the second participant chose to 

respond “no”. The third and fourth participant were both coded as “understood”; while they 

did not properly paraphrase the “stand out” nature of the item, their “yes” responses 

combined with a clear memory of a meaningful experience of compassion in their responses 

to the category-selection probe made it clear to us that they both understood the item as 

intended. 

When discussing the responses to the first two batches of data, two things became 

clear: (1) compassion and love were two distinct emotions that should probably not be 

combined into the same item, and (2) that we needed to clearly delineate the intended 

interpretation of the item to ensure that coders were on the same page. The first point arose 

upon reading the responses and noticing that the second participant only described feelings of 

love while the fourth participant only described feelings of compassion. We worried that 
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participants might mistakenly focus on either love or compassion when reading the item and 

therefore end up using very different cognitive processes when responding. The second point 

arose from lively debates during our team coding review meetings in which it became clear 

that while the definitions of love and compassion seemed self-evident, our disagreements on 

how the responses should be coded indicated that an unambiguous intended interpretation 

would streamline the validation process. Thus, we split the item into two items and added 

intended interpretations for both (see Table 4).  

Table 4. Intended interpretation of each survey item. 

Item Intended Interpretation 

Love Love is a deep feeling of affection and attachment, which includes but is 

not limited to romantic feelings (OED Online, n.d.). Religious traditions 

often cultivate this feeling, so the feeling can be of any duration.  It does, 

however, need to "stand out" from other such experiences.  This feeling 

is likely most common in relation to people, but also may be felt in 

relation to animals or in relation to various contexts or without any 

apparent precipitating cause. 

Compassion Compassion is a “sympathetic pity and concern for the sufferings or 

misfortunes of others” (OED Online, n.d.). This should only be endorsed 

when an individual can recall a specific experience of compassion that 

they felt for others that “stands out” to them; it should not be interpreted 

as a reflection of how compassionate one believes themselves to be. 

 

For the sake of brevity, we continue the demonstration of the RPE method by 

presenting data only from the second and final iteration of the compassion item. In the 

second iteration, we decided to simply remove the word “love” and otherwise retain the same 

structure for the item stem. Thus, the second iteration of the compassion item read “I have 

had an experience of compassion that stood out from all other such experiences”. A sample 

of responses to the second iteration of the compassion item can be seen in Table 5. When 

coding this item, we noticed that some participants were recalling or giving examples of 

specific experiences in which they witnessed or felt compassion from others rather than times 
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they personally felt compassion for others, which was not in line with what we intended. As 

such, participant one and participant three’s responses were coded as “not understood”. 

Participant two’s response was coded as “not enough information” because it was vague and 

we were unable to come to an agreement as to whether they recalled a specific experience. 

Participant four’s response was coded as “understood” because their responses to all three 

probes were in line with what we imaged when writing the item. The responses to the probes 

for the first and second iteration of this item made it clear that we needed to further revise the 

item to (1) clarify we wanted a feeling of compassion for others, and (2) better highlight the 

“stand out” nature of the experience. 

Table 5. Responses to the probes for the second iteration of the compassion item. 

 Response Comprehension Paraphrase Category-Selection  

1 No An experience of 

compassion is an 

instance where I've felt 

or have seen others 

exhibit an instance of 

compassion that was 

distinct from ordinary 

sorts of compassion. 

It could be 

compassion I've 

demonstrated, 

compassion someone 

demonstrated toward 

me, or compassion a 

third party 

demonstrated that I 

saw. 

A homeless man 

giving an even 

more desperate 

person their 

remaining cash out 

of charity. 

2 Yes I feel bad for people 

that are less fortunate 

because nobody should 

live like that. 

It means having 

compassion for 

people. 

When people 

didn't have food to 

eat and went to 

sleep hungry. 

3 Yes Something where 

someone showed 

compassion for 

another person 

Have you an 

experience where you 

or someone else 

showed compassion 

that was above and 

beyond any that you 

had felt before. 

We lost our house 

to foreclosure and 

couldn't find as 

place to rent 

because of our 

credit. One home 

owner to 

compassion on us 

by renting there 

house to us 

without even 

looking at our 
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credit because they 

knew our situation 

4 Yes i felt bad or sorry for 

someone or people 

because they were in a 

bad situation, or 

something bad had 

recently happened to 

them. 

think of a time when 

you felt compassion 

for others 

seeing that young 

man and his two 

year old girl 

washed up on a 

shore dead because 

they had to escape 

their country 

because of the u.s. 

starting wars 

where they lived 

 

The compassion item was revised three more times to address the issues above before 

we reached the final iteration. The sixth and final iteration of the compassion item read: “I 

can recall a specific experience in which I felt compassion for the suffering of others (human 

or nonhuman) that stood out from all other such experiences” (emphases are part of the item). 

We found that it was necessary to underline the “stand out” part of the item stem to increase 

the probability that respondents would notice it. A sample of responses to the probes are 

presented in Table 6. All four responses were coded as “understood” because it was clear that 

each participant understood that the experience must be uniquely memorable and that the 

emotion must be one that they felt towards others. Note that even if the participant did not 

properly paraphrase the “stand out” part of the item, their response to the category-selection 

probe made it possible to determine that they were thinking of a discrete, meaningful 

experience. 

Table 6. Responses to the probes for the final iteration of the compassion item. 

 Response Comprehension Paraphrase Category-Selection  

1 Yes Did you feel 

emotional pain in 

sympathy to 

someone else 

Is there a situation 

that was so vivid it 

stands out to me in 

regards to my 

emotional response? 

Watching my 

grandmother deal 

with the loss of her 

brother 
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2 Yes Feeling sadness or 

empathy when 

something bad or 

painful happens to a 

human or an animal. 

Was some event so 

distinct that it was 

exceptional and 

memorable. 

My cat died and he 

really seemed to be 

in pain (he died at 

the vet). I still think 

about this 

experience at least 

once a month and it 

brings me to tears, 

even after been 9 

years. 

3 No wanting someone 

who is suffering to 

no longer suffer 

a time you 

remember 

something more 

than any other 

Seeing a homeless 

family, not just a 

person, but a mother 

or father and their 

child or children. 

4 Yes Being able to 

understand the 

hardship of the 

people suffering. 

Imaging yourself in 

those peoples shoes. 

On 9/11 the families 

who lost loved ones 

when I saw 

interviews on TV, it 

was heart breaking. 

 

The validation process for the sixth and final item started out the same as the others: 

with a batch of five respondents. After each participant’s response was coded as 

“understood” or “likely understood”, we readministered the same item to a new batch of five 

participants in order to collect more data and determine if the trend of correct interpretations 

replicated in a new sample. This process was repeated until we collected data from 20 

participants. In the end, 19/20 participants understood the item as intended (95%) with one 

participant coded as “likely not understood”. If we had administered the second iteration of 

this survey item without going through this extensive validation process, roughly 25% of 

participants would not have understood the item as intended, making the conclusions based 

on the analysis of their data inaccurate. Using the RPE method resulted in an item that we 

feel confident is interpreted by participants as we intended it to be interpreted. 

Constructing Probes 
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There is no correct way to write a probe; a probe is correctly written when it elicits 

the information necessary to determine if an item was understood as intended. Given that an 

interviewer is not present to ask follow-up questions, it is important to use unambiguous 

probes that clearly instruct the participant to provide actionable information about their 

response process (Behr et al., 2017; Willis, 2005). For example, we quickly learned that 

using “How would you respond and why?” as a category selection probe was worded too 

generally when we received responses such as “I'd say no”, “I would respond in a positive 

way”, or “Sometimes, but not very frequently”. Even without the context of the item, it is 

clear that these responses do not provide enough information to judge if the item was 

misinterpreted. When we changed the probe to “Please explain why you selected this 

response” or “Briefly describe the specific experience in which you felt compassion for the 

suffering of others (human or non-human)”, we were able to get much more actionable 

responses that helped us evaluate the participant’s response process and determine if the item 

was understood as intended.  

We found that multiple probes were necessary to follow the participant’s response 

process and make a holistic judgement as to whether the item was understood as intended by 

the participant. Edgar et al. (2016) compared the data quality derived from laboratory 

interviews with single-question web probes and found a similar result: their most actionable 

data came from the inclusion of unscripted follow-up probes in laboratory interviews. When 

designing probes for the RPE method, it is therefore important to construct them in such a 

way that a follow-up probe would not be needed. In pursuit of this, researchers should focus 

on probe clarity rather than including multiple redundant probes to avoid unnecessarily 

burdening or frustrating participants. Collectively, the probes should address the four phases 
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of the cognitive process: comprehension, recall, judgment, and response (Tourangeau, 1984). 

This may require rewriting probes several times, revising the order of the probes, or testing 

them in a laboratory setting or with family and friends. It is important to remember that 

participants cannot get anything wrong; rather, if the item or probe is misunderstood, it is the 

researcher’s responsibility to clarify it. 

Coding Responses 

Like cognitive interviews and web probing, we recommend having multiple coders 

for each response. Throughout the validation of the INOE items we used a minimum of two 

coders and a maximum of five but felt that three or four was the optimal number. The meta-

survey responses for each batch of participants were distributed individually to all coders in 

private spreadsheets. We made sure to keep the responses for all items within the same 

spreadsheet so that we could evaluate participant quality and effort (e.g., we do not want to 

code a response as “not understood” because of a participant that consistently gave extremely 

low-effort responses – we instead suggest removing these participants). Researchers then 

place their individual codes and comments into a shared evaluation report which should also 

contain all participant responses to each probe and some administrative details about the 

meta-survey (see Table 7 for a condensed example and https://osf.io/uy8sr for the full 

evaluation report). Subsequently, researchers meet to discuss their codes within the shared 

evaluation report and form a group consensus on the overall code for each participant: 

“understood”, “not understood”, or “not enough information”. Responses that are coded as 

“not enough information” are removed from the total count when calculating the percent of 

responses that were understood as intended (e.g., if we calculated the percent understood for 

the data in Table 7 the result would be 33%). 

https://osf.io/uy8sr
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Table 7. A condensed example of the Compassion evaluation report for iteration #2.  

Iteration Batch Participant 
Evaluator 

1 

Evaluator 

2 
Overall Modification 

2 1 

1 LN N N “I can recall a specific 

experience in which I 

felt compassion for the 

suffering of others.” + 

2 I LU I 

3 N N N 

4 LU U U 

Note. U = Understood, LU = Likely understood, LN = Likely not understood, N = Not 

understood, I = Not enough information.  
+ This was the third iteration of the Compassion item and was not included in this article. 

 

Some disagreement during the coding process is to be expected; it is mostly a concern 

when researchers are assigning codes with opposite meanings (e.g., Researcher A assigns a 

code of “Understood” and Researcher B assigns a code of “Likely not understood”). In our 

experience, this is the result of one of three causes: (1) the coders are not on the same page 

about the intended interpretation of the item and uses of the scale, (2) the participant’s 

response was ambiguous, or (3) one researcher noticed something that another researcher did 

not. The first can be resolved by improved communication between researchers and more 

training or by refining the intended interpretation, the second can be resolved by modifying 

existing probes, adding additional probing questions, and/or assigning that participant a final 

code of “not enough information”, and the third requires no significant resolution as the 

researchers should be able to come to an agreement during the coding review. It is important 

to keep in mind that survey questions that require the participant to reflect, think critically, 

and give written responses are associated with a higher cognitive burden and that participants 

may not be motivated to give extremely detailed responses to every probe (this may be a 

cause of researcher disagreement; Dillman et al., 2014). This is another reason that we 

recommend using a holistic coding approach in which the final determination of 

understanding is made by reading through the responses to all the probes for each item. We 
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also stress the importance of documenting the intended uses and interpretations of the scale 

results, the intended population for which it is to be administered, and the intended 

interpretation and rationale for inclusion of each item to ensure that coders can reliably 

evaluate the alignment between the item intent and participant’s response process (Castillo-

Díaz & Padilla, 2013; Peterson et al., 2017). 

Producing user-friendly item validation reports is paramount to ensure that the most 

important information is easily accessible and actionable for readers. Unfortunately, this 

often means that there is not enough space to document the wording of the final item, the 

intended interpretation of each item, examples of participant interpretations, the population 

for which it was validated, the percent of participants that understood the item as intended, 

the intended uses of the instrument, and common misinterpretations, especially for items that 

are excluded from the final version of the instrument (Willis, 2005). This information can 

instead be placed in an appendix or made available online in an item repository such as the 

Open Science Framework (OSF). Alternatively, a centralized searchable item repository 

could be created which would act as a warehouse of items from all surveys5. It is expected 

that this might be most valuable for reviewers critiquing the instrument and validation 

process, as well as individuals hoping to borrow items for use in their own research. The item 

validation report for the Compassion item can be found at https://osf.io/q94b7. 

Conclusion  

While it is generally agreed that survey items should be pretested for interpretability 

through the collection of response process data such research is rarely published, rendering 

 
5 This idea arose during a conversation between the lead author, Gjalt-Jorn Peters and Danny Katz. 

https://osf.io/q94b7
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the extent to which it is conducted questionable (Cizek et al., 2008; Fowler & Willis, 2020; 

Hubley et al., 2014; Peterson et al., 2017). Current best practices for collecting such 

evidence, cognitive interviewing and web probing, do not have a standardized reporting 

framework or offer a way to iteratively test multiple versions of the same item to determine if 

modifications have improved item interpretability (Castillo-Díaz & Padilla, 2013; Hilton, 

2017). The RPE method turns cognitive interviews into meta-surveys through the use of web 

probing, allowing researchers to iteratively test multiple versions of items, quantify and 

qualify improvements in interpretability, and creates the possibility of a searchable item 

repository through the generation of standardized item validation reports. Thus, the RPE 

method allows researchers to test if there is a shared understanding about item meaning with 

their target population on a large scale; a practice that might seem foundational to social 

science research but has thus far been unobtainable. 

Some may argue that response process evidence is only necessary to present if one 

wanted to make an argument that an individual was using the appropriate or expected 

cognitive processes to respond to an item (AERA, APA, NCME, 2014a; Kane & Mislevy, 

2017). This type of evidence may not always be necessary to collect. For example, in the 

medical field, the mechanism of action for medications is often unknown (in other words, a 

medication functions as intended but researchers aren’t sure why it produces a therapeutic 

effect). This can be thought of as a “black box” in psychology; an unknown link between the 

participants responses to an item and their overall assessment score (Launeanu & Hubley, 

2017).  As such, it is reasonable that psychologists may be primarily interested in the 

classification accuracy of an assessment (i.e., relations to other variables) and not the 

processes underlying assessment responses. For example, if a placement test does a good job 
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of properly assigning students to a class of the appropriate skill level, then it might not matter 

to a researcher if performance on the placement test is primarily due to the test-taker’s social 

capital and financial resources rather than their knowledge of the content domain of the 

construct. However, if understanding the psychological processes that generated the data was 

an important element of the researcher’s validity argument, then it would be their 

responsibility to provide evidence to refute any meaningful rival hypotheses about the factors 

driving test performance (Messick, 1995; Padilla & Benítez, 2014). The RPE method can 

help researchers test these hypotheses by demonstrating a priori how items are interpreted 

and the degree to which participants agree that they are representative of the domain of 

interest (when relevant). 

Using the RPE method to test item interpretability essentially invites participants to 

contribute to the development of survey items. By giving participants an opportunity to 

provide with survey creators with feedback about the meaning of items or the construct of 

interest, researchers are adopting a bottom-up, collaborative approach to construct definition 

and item development (Launeanu & Hubley, 2017). Collaborating with the population of 

interest may be more critical when the property of interest is ontologically subjective and can 

vary significantly cross-culturally. Collecting this feedback in a meta-survey format can be 

advantageous because participants are less likely to suffer from social desirability bias in an 

anonymous setting than in a face-to-face lab setting (Krumpal, 2013; Tourangeau & Yan, 

2007). Thus, participants that typically skim surveys when completing them can continue to 

do so, making it easier to notice when items are misread because they lack emphases or are 

too long or complicated (Bowling et al., 2021). Participants may also feel more comfortable 

giving honest feedback without someone observing them. 
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Pretesting items before using them to collect data is critical because there is no 

amount of statistical manipulation that can resolve poorly worded or poorly chosen items 

(Streiner & Norman, 2008). If the items are consistently misinterpreted by certain groups, 

then it may be discovered by analyses such as differential item functioning, tests of 

measurement invariance, or applications of mixture modeling, and it is possible that these 

items could be removed (although without qualitative inquiry, it will be unclear why these 

items did not function as intended or if removing them threatened the validity of the scale; 

Bond, 1993; Padilla & Benítez, 2014). Items that are consistently misinterpreted irrespective 

of group membership might be undetectable by statistical modeling, especially if there are 

many items that are consistently misinterpreted. Further, the use of these latent variable 

modeling methods necessitates that the items are written to reflect an unobservable property, 

which may not always be the case. The RPE method framework helps shifts the primary 

approach to validation in psychology away from pure quantification. While psychometric 

models are important, we believe that the practice of scale validation would benefit from 

testing the interpretability of survey items.  
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Paper 2: Dynamic Fit Index Cutoffs: A Tutorial 

 Confirmatory factor analysis (CFA) is a commonly used statistical method in the 

social sciences. The goal of factor analysis is to reduce a set of observations down to a 

smaller number of dimensions, or factors, based on common features or patterns in the data. 

Although these models have been used for over a century, debate remains about how to 

evaluate the fit of factor models. Recently, we proposed the use dynamic fit index (DFI) 

cutoffs to evaluate model fit (McNeish & Wolf, 2021) and introduced a corresponding Shiny 

application to facilitate their use (Wolf & McNeish, 2020). Thus, a tutorial for its use in the 

applied research community is warranted. In this article, we will walk through 12 commonly 

asked questions about DFI cutoffs and use an applied example to demonstrate how to use the 

Shiny app to calculate them. For R users, DFI cutoffs are also available on CRAN under the 

package ‘dynamic’ (Wolf & McNeish, 2022). 

1. What are the different types of model fit in Confirmatory Factor Analysis? 

There are two types of global model fit in CFA: exact fit and approximate fit. Exact 

fit is a test of model fit in that it compares a test statistic to a probability distribution to 

calculate a p-value, while an approximate fit index can be thought of as an effect size 

measure that quantifies the degree of misfit in the model. Both are derived from the amount 

of overall misfit in the model, where misfit is defined as the difference between the model-

implied variance-covariance matrix (e.g., the user’s path diagram) and the data-generated 

variance-covariance matrix (i.e., the observed relationships in the user’s data).  

The most commonly used test of exact fit is the χ2 test, although others can be used as 

well (see McNeish, 2020). Tests of exact fit are concerned with the presence of misfit (of any 
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kind) anywhere in the variance-covariance matrices. The χ2 test is a test of exact fit because 

the null hypothesis is that the model-implied variance-covariance matrix exactly matches the 

data-generated variance-covariance matrix. If the χ2 test is significant, researchers have 

evidence to suggest that the model does not exactly fit the data. As such, the χ2 test is the 

strictest way to evaluate model fit and test psychological theory (Hayduk et al., 2007).  

The most used approximate fit indices are the standardized root mean square 

residual (SRMR), root mean square error of approximation (RMSEA), and the comparative 

fit index (CFI). There are no probability distributions or p-values associated with these 

indices, and thus they are not tests of fit but rather a way to evaluate the amount of misfit in 

the model (e.g., to determine if the misfit is trivial or substantial). In other words, 

approximate fit indices are different from tests of exact fit because they are concerned with 

quantifying the degree of misfit in the model. The SRMR is derived from the residual 

correlation matrix (i.e., the difference between the model-implied variance-covariance matrix 

and the data-generated variance-covariance matrix) and can be thought of as the average 

magnitude of the residuals. The RMSEA is derived from the χ2 statistic but differs in that it 

includes a parsimony correction (i.e., it rewards simpler models with stronger theory that 

restrict more paths to 0).  The CFI is the ratio of the model-reported χ2 and the baseline χ2 

and can thus be thought of as the relative improvement in model fit. Lower values of SRMR 

and RMSEA are indicative of better fit while higher values of the CFI are indicative of better 

fit (Brown, 2015).  

The last type of model fit is localized area of fit. In contrast to an overall evaluation 

of global fit, local fit is an investigation of each cell of the variance covariance matrix to 

diagnose any areas of strain in the model. This is often done to probe the source of misfit 
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after finding a significant χ2 statistic or a value of an approximate fit index that is indicative 

of substantial misfit. Still, good global fit can mask local misfit and thus it may be prudent to 

check regardless of global model fit. Although local fit is discussed at length in introductory 

textbooks for factor analysis (Brown, 2015; Kline, 2011), it is often not presented in journal 

articles. 

Briefly, local fit can be investigated by probing the residual correlation matrix for 

extreme cases or by consulting modification indices for modifications that would 

substantially reduce the χ2 statistic (Kline, 2011). Even if an extreme value is found, the 

model should not be changed unless the revisions are supported theoretically. There are 

several reasons for this. The first is that the modifications suggested by the software are 

derived statistically and may substantially alter the theory behind the initial model. Secondly, 

the misfit may be sample-specific and thus may not generalize to other samples. Third, there 

is no guarantee that a modification will resolve misfit and could instead lead a researcher 

down a rabbit hole akin to p-hacking. Fourth, it is difficult to know if misfit is due to an issue 

with the theory about the internal structure or one or more of the items. As such, any 

modifications should be justified theoretically and qualitatively. 

2. What are the weaknesses of the current approaches to evaluate global model fit? 

In terms of exact fit, the χ2 test does not perform as well in small samples and may 

also be overly sensitive to minor misspecifications at large sample sizes (Browne & Cudeck, 

1992; Hu et al., 1992). Additionally, with extremely small samples and smaller loadings, the 

χ2 test can be underpowered and unable to detect misfit (McNeish et al., 2018).  Some 

models (such as bifactor models) inherently have a higher “fit propensity”, meaning that they 

are more likely to fit the data regardless of the true nature of the data generating model 
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(Bonifay et al., 2017; Bonifay & Cai, 2017; Preacher, 2006). Further, even if one does find a 

non-significant p-value for a χ2 test with a reasonable sample size, this does not guarantee 

that the true model has been recovered as there are often multiple equivalent models that can 

fit the data (Hayduk, 2014). As such, all modeling decisions should have strong theoretical 

grounding. 

Unlike the χ2 test, approximate fit indices do not have a corresponding p-value. 

Given that these indices essentially function as effect size measures that capture the degree of 

misfit in the model, the difficulty lies in how to interpret them and which cutoff values to use 

(if any). Researchers often rely on a set of fixed cutoff values derived from a simulation 

study conducted by Hu and Bentler (1999), which has over 96,000 citations as of 2022. This 

simulation study produced the well-known cutoff values of SRMR < .08, RMSEA < .06, and 

CFI > .95. However, interpretations of the results from simulations studies are limited to the 

conditions sampled in the simulation study. Hu and Bentler manipulated the sample size 

(from 250 – 5000), the number and type of misspecifications (omitted crossloadings and 

omitted factor covariances), and the normality of the factors and errors. However, they did 

not manipulate the number of factors (3), the number of items (15), the magnitude of the 

factor loadings (.7 - .8), or the model type (single level CFA estimated using maximum 

likelihood estimation).  

Several studies have demonstrated that these fixed cutoff values cannot reliably be 

extrapolated to other model subspaces (e.g., one-factor models, multi-factor models with 

stronger or weaker loadings, or models with fewer or greater numbers of items or factors). In 

other words, if a researcher evaluates the fit of a single-level CFA model that does not have 

15 items, 3 factors, and a sample size between 250 – 5000, the cutoff values derived from Hu 
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and Bentler’s study cannot be used to reliably determine if there is substantial misfit in the 

model (McNeish & Wolf, 2021). Most concerning is the “reliability paradox” which 

stipulates that lower loadings (e.g., a smaller reliability coefficient) are associated with 

“better” values of approximate fit indices (Hancock & Mueller, 2011; Heene et al., 2011; 

Marsh et al., 2004; McNeish et al., 2018; Saris et al., 2009). In other words, holding all else 

equal, as factor loadings decrease, the SRMR and the RMSEA will also decrease, mistakenly 

leading researchers to conclude that less reliable models fit the data better (when compared to 

a set of fixed cutoff values). If Hu and Bentler had varied the factor loadings in their original 

simulation study, it is possible that they would have been unable to recommend a set of fixed 

cutoff variables since fit indices are so sensitive to loading magnitude. 

3. Why should I use DFI cutoffs instead? 

Hu and Bentler’s approach to quantifying the degree of misspecification in a model6 

was sensible; the problem lies with the interpretation of the fixed cutoff values (Millsap, 

2007; Pornprasertmanit et al., 2013). The first problem, as mentioned above, is the 

extrapolation of this fixed set of cutoffs to conditions outside of the ones sampled in their 

original simulation. Secondly, because Hu and Bentler presented a single set of cutoffs, 

researchers were inadvertently encouraged to incorrectly treat misfit as a binary decision akin 

to a test of model fit (e.g., either the model fits well, or it does not). However, the only test of 

model fit is a test of exact fit; approximate fit indices are useful primarily because they can 

help researchers judge the extent to which the misfit in their model may be trivial or 

substantial.  

 
6 For an in-depth walk through of Hu and Bentler’s derivation of misfit, see Hu and Bentler (1999) or McNeish 

and Wolf (2021).  
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DFI cutoffs are an improvement over the traditional fixed cutoff values because they 

address both of the issues raised above. DFI cutoffs are tailored to the user’s specific model, 

which alleviates the first problem of improper extrapolation. Researchers can think of DFI 

cutoffs as “if Hu and Bentler had used my exact model for their simulation study, these are 

the cutoff values that they would have published”. Unlike the traditional fixed cutoffs, DFI 

cutoffs (when available) are accurate for the user’s model and can reliably distinguish 

between a correctly specified model and an incorrectly specified model. In this sense, DFI 

cutoffs can be thought of as analogous to a custom power analysis (albeit one that is quite 

simple to conduct). 

Secondly, the DFI algorithm is written to return a series of custom cutoff values that 

range from trivial misfit to substantial misfit. This addresses the second problem of improper 

interpretation because it encourages researchers to treat misfit as a continuum or a spectrum 

rather than a binary decision of “good” or “bad”. Because there is less finality associated 

with an interpretation of model fit when a series of cutoffs are used, the DFI approach also 

encourages researchers to properly reconceptualize model fit as only one type of validity 

evidence rather than the crux of validity (AERA, APA, NCME, 2014). As such, if a 

researcher found evidence of trivial misfit according to the DFI cutoffs, they could still 

potentially defend the use of their scale if they have other sources of evidence of validity in 

support of its use (while still acknowledging that if the χ2 test is significant then the model 

does not exactly fit the data).     

4. How does the DFI algorithm work? 

The DFI algorithm follows Hu and Bentler’s (1999) approach to model 

misspecification in that it simulates a distribution of fit indices from a correctly specified 
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model and a misspecified model and then chooses a cutoff value that distinguishes between 

the two distributions. Hu and Bentler created their misspecified models by omitting one or 

two cross-loadings from a three-factor model (the “complex” condition; see Figure 1) and by 

omitting one or two factor correlations from the same three-factor model (the “simple” 

condition). The DFI algorithm mimics this approach by making the user’s model both the 

data generating model and the analytic model (this is the true condition). In the misspecified 

condition(s), the analytic model remains the user’s model, but a series of misspecifications 

are added to the data generating model (in line with the conventions established by Hu and 

Bentler). Readers interested in understanding the DFI algorithm in depth should consult 

McNeish and Wolf (2021; 2022).  

 

Figure 1. A path diagram of the model misspecifications used by Hu and Bentler (1999). The 

true data generating model has all of the loadings. The minor misspecification condition 

omits the loading with the dashed line from the data generating model, and the major 

misspecification condition omits both the dashed line and the dotted line from the data 

generating model. The analytic model is the same for all conditions. 

 

Multi-Factor Models 

For multi-factor models, the DFI algorithm creates f-1 levels of misspecifications, 

where f is the number of factors in the model. As such, a two-factor model will have one 
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level of misspecification, while a six-factor model will have five levels of misspecification. 

The misspecification follows Hu and Bentler’s approach of omitting a cross-loading with a 

magnitude equivalent to the lowest loading in the model from the factor with the highest 

reliability. For example, the Level 1 misspecification will omit one cross-loading with a 

magnitude equivalent to the lowest loading, while the Level 2 misspecification will omit both 

the Level 1 cross-loading and an additional cross-loading with a magnitude equivalent to the 

second lowest loading in the model. The magnitude of the loading that is omitted can be 

found in the Info tab of the app and will be returned by default in the R package. 

One-Factor Models 

The algorithm for one-factor models is unique in that it cannot exactly follow the 

approach established by Hu and Benter (1999) because it is impossible to omit factor 

correlations or cross-loadings in a one-factor model. As such, the DFI algorithm employs an 

approach inspired by Shi & Maydeu-Olivares (2020) of omitting residual correlations to 

create a misspecified model. One-factor models have three levels of misspecification7, where 

Level 1 has approximately 1/3rd of items with an omitted residual correlation of .3, Level 2 

has approximately 2/3rds of items with an omitted residual correlation of .3, and Level 3 has 

omitted residual correlations of .3 from all items. As such, the DFI algorithm for the one-

factor model is standardized such that the number of items with an omitted residual 

correlation is proportional to the total number of items in the model, making it easier to 

compare degree of misfit across models. 

 
7 A four-item model will only have one level because there are not enough degrees of freedom to add additional 

levels. A five-item model will only have two levels because residual correlations are only able to be added to 

items that do not already have an existing residual correlation. 
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5. How do I calculate DFI cutoffs? 

DFI cutoffs can easily be computed using the free, open source, web-based Shiny 

application, accessible at www.dynamicfit.app. The app has a simple, user-friendly, point-

and-click interface, which requires no knowledge of coding to operate. The user need only 

enter their model statement with standardized loadings (see Question 6 for more details) and 

their sample size. Behind the scenes, the Shiny app will use R to run a series of Monte Carlo 

simulations to return a continuum of cutoff values tailored to the user’s individual model. R 

users who wish to bypass the app can instead make use of the corresponding R package 

dynamic, available on CRAN, which will return the same results as the web application.  

Applied Example 

Computing DFI cutoffs is a post-hoc endeavor; in other words, users must first run 

their CFA model to get some of the information that is necessary to calculate custom fit 

index cutoffs. Thus, to make this tutorial easier to follow, we introduce an applied example 

which will be used throughout the rest of the paper. The data comes from a popular 

personality assessment commonly referred to as the “Big Five”, which was provided by the 

Open Source Psychometrics Project (Goldberg, 1992). We will use the 10-item 

“extraversion” factor to compute DFI cutoffs for a one-factor model (see Figure 2).   

http://www.dynamicfit.app/
https://openpsychometrics.org/_rawdata/
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Figure 2. The one-factor model used for the demonstration in this tutorial (n = 1,222). 

To use the Shiny application, researchers should visit the website and select the app 

that corresponds to their model type. In this case, we will select the one-factor CFA 

application (see Figure 3). The app description states that only two pieces of information are 

needed: (1) the user’s standardized loadings from the fitted model, and (2) the sample size. 

The standardized loadings will be used to create the model statement which will be uploaded 

to the app to compute the custom DFI cutoffs (see Question 6). The function in the R 

package dynamic that corresponds to the one-factor CFA app is cfaOne. 
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Figure 3. The one-factor CFA application on www.dynamicfit.app.  

6. What does a model statement look like? 

After opening the one-factor CFA app, users are prompted to enter two pieces of 

information: (1) their sample size, and (2) their model statement (see Figure 4). The model 

statement is created using the standardized loadings from the user’s fitted model (i.e., the 

results from the CFA model that the user wants to calculate DFI cutoffs for). These will be 

found in the software output that was used to run the original CFA model. We will walk 

through an example from Mplus and AMOS using the Extraversion factor from the Big 5 

dataset provided. 

Mplus 

http://www.dynamicfit.app/


 

57 

 

To get the standardized loadings from Mplus (current as of version 8.7), we add the 

following argument to the end of the input file: OUTPUT: STDYX;8. The standardized 

loadings will be found under the section of the output titled STDYX STANDARDIZATION 

(see Figure 5). The magnitude of the standardized loading for each indicator is under the 

header titled Estimate. For example, the standardized loading for E1 is .671. 

SPSS Amos 

To get the standardized loadings from SPSS Amos (current as of version 28), users 

should select the “Analysis Properties” icon, and check the “Standardized estimates” box 

under the “Output” tab. After running the model, the standardized loadings can be found in 

the “Parameter Formats” box by deselecting “Unstandardized estimates” and selecting 

“Standardized estimates”. They will appear on the path diagram (see Figure 6a) and can 

easily be copied from the syntax. The syntax can be accessed by toggling to the “Syntax” tab 

underneath the path diagram (see Figure 6b). 

 
8 We use STDYX because this standardizes both the latent variable(s) and the indicator variables (i.e., the 

items). 
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Figure 4. The required inputs for the one-factor CFA app. 

 

 

Figure 5. The standardized loadings from Mplus. 
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Figure 6a. A path diagram with standardized   Figure 6b. The standardized 

loadings  

loadings from Amos.      as seen in the Amos Syntax tab. 

 

Model Statement 

We will use the standardized loadings from Mplus and Amos to write out the model 

statement.  Note that the model statement must be saved in a .txt file to be uploaded to the 

app. The easiest way to create a .txt file on a PC is in Notepad, while the easiest way on a 

Mac is in TextEdit (make sure to save your TextEdit file as plain text). 
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The model statement should be written in lavaan style syntax9. The regression 

relationship between the factor and any items will use the syntax =~, while any correlational 

relationships (e.g., between factors or items) will use the syntax ~~. The model statement for 

this one-factor CFA model will be written as: 

Extraversion =~ .671*E1 + -.705*E2 + .704*E3 + -.702*E4 + 

.750*E5 + -.572*E6 + .744*E7 + -.514*E8 + .605*E9 + -.703*E10 

 

As seen above, the model statement follows the following format: Factor = item 

loading magnitude * item name. Because the first loading had a magnitude of .671, it is 

written as .671*E1. The magnitude of the loading will always come before the name of the 

item. The factors and items can have any name (e.g., orange =~ .671*apple would 

work), however the name cannot start with a number (e.g., 123orange would not be 

permissible). Note that negative loadings still need to have a + sign as a link in the model 

statement (e.g., .671*E1 + -.705*E2). This model statement would then be saved as a 

.txt file and uploaded to the app along with the sample size (in this case, the sample size is 

1,222). Users would then press submit to begin the simulation.  

7. Why are there different levels and what do they mean? 

After submitting the model statement and the sample size, the app will compute 

several Monte Carlo simulations (each with 500 replications) to return the DFI cutoffs. Once 

the busy bar finishes running, the DFI cutoffs will be found under the “Results” tab. For most 

models, there will be a series of cutoff values beginning with “Level 1”. One-factor models 

 
9 lavaan is the latent variable modeling R package that runs behind the scenes in the Shiny app (Rosseel, 

2012). 
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will typically have three levels of cutoff values10. Figure 7 displays the three levels of DFI 

cutoffs for the model used in this tutorial.  

 

Figure 7. The DFI cutoffs for the model used in this tutorial. 

The levels correspond to increasing degrees of misspecification in the fit of the 

model, enabling researchers to reconceptualize misfit as a continuum analogous to an effect 

size measure. Misspecifications are cumulative such that higher levels are equivalent to more 

egregious model misspecifications. The Level 1 cutoff can therefore be thought of as the 

strictest fit criteria because it is consistent with the smallest misspecification from the misfit 

continuum. Thus, the ideal outcome would be if a user’s fitted values for their SRMR, 

RMSEA, and CFI were all below the Level 1 cutoff, because this would indicate that the 

observed fitted values were more similar to a model that was correctly specified. In other 

words, if the user’s model fit was below the Level 1 cutoffs, that would mean it fit better than 

a model that had only a minor misspecification. As the levels increase, the cutoff values will 

become more lenient because they will correspond to models that are more misspecified.  

 
10 Sometimes there will be fewer levels (e.g., when there not enough degrees of freedom to add an additional 

misspecification). For a detailed description of how the levels are derived, see McNeish and Wolf (2021). 
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If the fitted values for a one-factor model were above the Level 1 cutoff but below the 

Level 2 cutoff, one might conclude that their model was consistent with modest 

misspecifications and could potentially argue that the misspecifications were not a substantial 

threat to the validity of their inferences. If the fitted values were above the Level 2 cutoff but 

below the Level 3 cutoff, the model fit might be categorized as moderately misspecified, 

while fitted values above the Level 3 cutoff might be described as substantially misspecified. 

It is also possible to observe fitted values for each of the indices that are classified at 

differing cutoff levels. In this case, the researcher might report that the fit indices were 

consistent with different degrees of misspecification, and potentially attempt to diagnose the 

inconsistencies (e.g., by investigating local areas of strain). As always, it is up to the 

researcher to present multiple types of evidence in defense of the validity of their assessment 

(e.g., finding fit consistent with a minor misspecification should not be the entirety of the 

claim for evidence of validity). See Question 4 for more discussion about levels and model 

misspecification. 

Applied Example 

To determine how well their model fits their data, researchers should compare the fit 

of their model (derived from their software of choice) to the DFI cutoffs derived from the app 

or the R package. In this case, the fit index values for the Extraversion empirical model are χ2 

= 436.55 (df = 35, p < .001), SRMR = .048, RMSEA = .097 [.089, .105], CFI = .921. 

Compared to the traditional fixed cutoff values from Hu and Bentler (1999), the SRMR 

would be indicative of good fit while the RMSEA and the CFI would be indicative of poor 

fit.  
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There are two drawbacks to using the fixed cutoffs. The first is that the fixed cutoffs 

are derived from a different model subspace (a 3-factor model with 15 items) that does not 

generalize to our model (a one-factor model with 10 items). The second is that because there 

is only one set of cutoff values, we cannot infer the degree of misspecification present, 

forcing us to make a binary decision about a continuum of misspecification. Alternatively, 

when comparing our fit index values to the DFI cutoffs that are tailored to our empirical 

model, we see that all three indices are consistent with a Level 3 misspecification (see Figure 

7). This is because the SRMR and RMSEA are greater than the Level 3 DFI cutoff, while the 

CFI is less than the Level 3 DFI cutoff. As such, we can infer that the model is substantially 

misspecified, rendering it difficult to defend as valid especially without other types of 

validity evidence. We might follow up by investigating local fit such as consulting the 

modification indices in our software of choice. In doing so, we see that adding a residual 

correlation between E8 and E9 would reduce the χ2 by 156.158, or 36%. The next steps 

might involve qualitatively investigating the cause of the relationship between these two 

items, removing one of them if they are deemed redundant, adding a residual correlation 

between the two of them if it is theoretically justified, or something else. 

8. What does 95/5 and 90/10 mean, and how should I interpret the plots? 

The 95/5 and 9/10 thresholds are derived from Hu and Bentler’s approach to 

minimizing the classification error rates. In Question 4, we mentioned that the DFI algorithm 

simulates a distribution of fit index values from a correctly specified model and a 

misspecified model and then selects a cutoff value that distinguishes between the two 

distributions. In the app, these distributions are visualized under the “Plots” tab (see Figure 8 

for the Level 3 distributions from the applied example). But how is that value selected, 
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especially when the distributions might overlap leaving researchers unsure as to whether the 

fit index value that they observed is consistent with one that is derived from a misspecified 

model or a correctly specified model?  

 

Figure 8. The Level 1 distributions from the DFI algorithm for the Extraversion scale. 

To avoid ambiguity, the DFI algorithm consistently selects the cutoff value from the 

misspecified distribution. Specifically, the magnitude of the cutoff value corresponds to the 

5th percentile of the misspecified distribution for the SRMR and RMSEA and the 95th 

percentile of the CFI (this is because low values of SRMR and RMSEA are indicative of 

better fit while high values of CFI are indicative of better fit). These values correspond to the 

dashed lines in Figure 8 (the Hu and Bentler cutoffs are also presented for comparison as 

dotted lines). Since the fitted value for the SRMR in the Extraversion example was .048, it is 

more likely that this value would come from a distribution of misspecified fit indices because 

the SRMR misspecified distribution (in red) ranges from .041 to .056, while the SRMR 

correctly specified distribution (in blue) ranges from .008 to .019. As such, the conclusion is 

that the fitted model is likely misspecified in a way that is consistent with a Level 1 

misspecification.  
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In Figure 8, the two distributions are distinct and clearly separated. However, 

sometimes the misspecified and the correctly specified distributions will overlap. Since the 

distributions can overlap, the rule that the DFI algorithm uses is to select the 5th percentile of 

the misspecified distribution (for the SRMR and RMSEA) so long as the value that is 

returned is also greater than the 95th percentile from the correctly specified distribution11. 

This check is put in place to safeguard against mistakenly choosing a cutoff value that could 

just as easily come from a correctly specified distribution. If the distributions overlap too 

much, (such that the 5th percentile of the misspecified distribution is less than the 95th 

percentile of the correctly specified distribution), then the DFI algorithm will attempt to 

return the 10th percentile of the misspecified distribution so long as the value is greater than 

the 90th percentile of the correctly specified distribution. Conceptually, this is like changing 

the alpha from .05 to .10 in standard null hypothesis significance testing. As such, the 

probability of misclassification is higher with the 90/10 rule than with the 95/5 rule, but the 

overall likelihood of making an error is still reasonably low (McNeish & Wolf, 2022). 

9. What does NONE mean, and what should I do if I see it? 

In Question 8, we spoke about how the cutoff values are derived from the 5th 

percentile of the misspecified distributions of fit indices (for SRMR and RMSEA; the 95th 

percentile for CFI), and the problems that begin to arise if the misspecified and correctly 

specified distributions overlap. If the misspecified and correctly specified distributions of fit 

indices overlap substantially, then we become unsure as to whether an observed fitted value 

would be more likely to be found in a distribution of fit indices that were derived from a 

 
11 The opposite is true for the CFI (e.g., the DFI algorithm will select the 95th percentile of the misspecified 

distribution so long as the value that is returned is smaller than the 5th percentile of the correctly specified 

distribution). 
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correctly specified model or a misspecified model. An example of this can be seen in Figure 

9. When this happens, the DFI algorithm will return the word “NONE” for that fit index.  

 

 

Figure 9. An example of overlapping distributions that would result in a NONE outcome. 

When the word “NONE” is returned, that means that there are no cutoff values for 

that level of misfit that can reliably distinguish between a correctly specified model and a 

misspecified model. This can be verified visually in the “Plots” tab of the app. This is more 

likely to happen when sample sizes are small and loadings are low (Hancock & Mueller, 

2011; Heene et al., 2011; McNeish et al., 2018). If there are DFI cutoff values available for 

other indices or other levels, they can and should still be used. If there are no DFI cutoff 

values available for any indices or any levels, the solution is not to rely on the traditional 

fixed cutoff values from Hu and Bentler as they similarly cannot distinguish between a 

correct and misspecified model. Instead, users can attempt to collect more data to increase 

their sample size, rely on the χ2 test, or investigate local fit.  

10. How do I include DFI cutoffs in a manuscript? 
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In our experience, it is easiest to include DFI cutoffs in a manuscript by putting them 

in a table and then referencing the table in the text of the article. Researchers should report 

the fit of their model as they normally would, and then reference the likely magnitude of 

misspecification by comparing each approximate fit index to the table of DFI cutoff values. 

An example of a write up using the model from this tutorial is presented in the next section. 

Because tailored cutoffs (specifically, DFI cutoffs) are a relatively new development, it may 

be worthwhile to mention that they are used to quantify the degree of misfit in the model or 

include a sentence about the limitations of fixed cutoff values for readers who are not 

familiar with existing literature. 

In this tutorial, the model was substantially misspecified. When this happens, 

researchers may be interested in modifying the model to attempt to improve the fit (although, 

note that model modification is only potential resolution and modifications should not be 

made without strong theoretical justifications). It is not clear to us quite yet how to proceed 

with DFI cutoffs when using modifying the model (i.e., we are not sure if DFI cutoffs should 

be updated for the new model or not). This is discussed more in Question 12. We are 

currently working on resolving this conundrum so that we can make clear recommendations 

for researchers.  

Applied Example: Standard Reporting  

The test of exact fit was statistically significant (χ2 = 436.55, df = 35, p < .001) 

indicating that the model did not exactly fit the data. The approximate fit indices for the 

model were SRMR = .048, RMSEA = .097 [90% CI (.089, .105)], and CFI = .921. These 

indices are essentially effect size measure for the magnitude of misfit. To quantify the degree 

of misfit reflected in these indices is, we compare the fit indices to a series of dynamic fit 
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index (DFI) cutoffs (McNeish & Wolf, 2021) calculated by the one-factor DFI Shiny app 

version 1.1.0 (Wolf & McNeish, 2020). A table with the resulting cutoffs derived for this 

model are shown below. The SRMR and RMSEA from the model were above the Level-3 

DFI cutoff and the CFI was below the Level-3 DFI cutoff, indicating that the fit of the model 

is consistent with a substantial misspecification.    

 

Table A. The DFI cutoffs used to quantify the degree of misfit in the model. 

  SRMR RMSEA CFI 

Level-1 .025 .040 .986 

Level-2 .037 .075 .953 

Level-3 .043 .095 .928 

 

11. What should I do if DFI cutoffs don’t exist for my model type? 

As of this writing, the DFI method supports CFA models with continuous indicators 

only and the simulation component of the software assumes multivariate normality. It takes 

some time to work out generalizations for other types of models because a general method 

for identifying relevant misspecifications must be done model by model. For instance, 

potential misspecification that are relevant to latent growth models would likely be very 

different than a confirmatory factor analysis because latent growth models are typically 

interested in aspects like the function form of growth being correct or whether the correlation 

between repeated measures is reasonable rather than things like omitted cross-loadings that 

are relevant to confirmatory factor analysis. Our current work is focused on extending the 

method to higher-order models, categorical indicators, non-normality, missing data, and 
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measurement invariance; so we expect those or related extensions will be the next to be 

added to the DFI method.  

In the meantime, researchers should rely on the chi-square test and investigate local 

areas of strain to look for obvious misfit (e.g., viewing the standardized residual covariance 

matrix). Researchers can also use the Exact Fit application in the Shiny App or the 

exactFit function in the R package to return the 95th or 99th percentile of the distribution 

of cutoff values for a correctly specified model (for researchers that used one of the currently 

available apps, this can also be found in the Level 0 tab). Because this is a distribution of 

cutoff values for the true model, the values that are returned are the strictest way to evaluate 

approximate model fit. If the researcher’s fit index values fall below these values, this 

indicates that the fit of their model is consistent with a model that is correctly specified. 

These cutoff values can be computed for any model with continuous outcomes (e.g., models 

estimated using ML or MLR).  

12. What are the limitations of DFI cutoffs? 

In addition to only being available for a limited number of model types, DFI cutoffs 

have three other notable limitations. Currently, the cutoff values are derived by simulating 

data that is multivariate normal, which may not be consistent with the researcher’s real data. 

We are currently working on switching to a bootstrapping approach which would sample the 

researcher’s data and account for any non-normality anywhere in the model, resulting in 

cutoff values that are more accurate. Implementing this would require researchers to upload 

their data to the app, but it would mean that the model statement was simpler to write (e.g., it 

would no longer be necessary to include the magnitude of the standardized loadings in the 

model statement). 
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Additionally, the misspecifications for the one-factor model are currently 

standardized and thus somewhat comparable across models regardless of the number of 

items, but the misspecifications for the multi-factor models are not. This is because the multi-

factor model replicates Hu and Bentler’s approach to misspecification which involves adding 

one cross-loading for each f-1 factor in the model with a magnitude equivalent to the item 

with the lowest loading in the model. Meanwhile, the one-factor model simply adds a series 

of residual correlations with magnitudes of .3 proportional to the total number of items in the 

model. We are working on introducing a similar standardized approach to model 

misspecification for multi-factor models. 

Lastly, it is not clear to us quite yet if DFI cutoffs should be recomputed every time a 

model is modified. It is possible that cutoff values could change considerably for multi-factor 

models if the magnitude of the lowest factor-loading changes substantially (e.g., from .3 to 

.7). This will likely be resolved by standardizing the approach to misspecification for multi-

factor models, which will make it easier to determine if the cutoff values should be 

recalculated. At this point, we hypothesize that it may not be necessary to recompute DFI 

cutoffs for small modifications to a model (i.e., adding a residual correlation) but it may be 

necessary to recompute DFI cutoffs for larger modifications (e.g., switching from a one-

factor model to a two-factor model). 
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Paper 3: The Problem with Over-Relying on Quantitative Evidence of 

Validity 

Introduction 

Self-report survey instruments are ubiquitous throughout the social sciences (Maul, 

2017). They are commonly found in social and personality psychology (e.g., the Big Five; 

McCrae & Costa, 2008), clinical psychology (e.g., the depression scales such as the CES-D; 

Radloff, 1977), medical research (e.g., patient reported outcomes such as the PROMIS; Cella 

et al., 2010), educational research (e.g., self-control and grit; Duckworth et al., 2007), and in 

public opinion polling, among others. These scales can be used in high stakes settings such as 

measuring treatment efficacy in medical trials, evaluating the suitability of applicants for 

military or corporate careers, determining the amount of funding allocated by state or federal 

budgets, or simply to contribute to the current state of knowledge of psychological theory 

and practice through research studies. Self-report survey instruments are an important vehicle 

for generating data about humans and making decisions that impact individuals or groups of 

individuals.  

Self-report surveys are prima facie simple to create and disseminate. Anyone with 

access to the internet can write a question, post it on a social media website as a poll, collect 

data, and use the results to make decisions. However, simply creating a survey item or set of 

survey items and collecting responses does not mean that the survey author can draw 

meaningful conclusions or make accurate, evidence-based decisions. Professional 

assessments can be distinguished from fun, amateur online personality quizzes through 

subjugation to a series of rigorous tests and quality checks in a process known as validation. 
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The practice of validation can vary across academic disciplines, but the general goal is to 

present evidence that demonstrates the adequacy and appropriateness of the use of a scale for 

a particular purpose (Maul, 2018; Messick, 1989; Zumbo & Chan, 2014)12.  

The type of validity evidence that is presented depends on the kind of survey that is 

created and the intended interpretation of the survey results (Kane, 2013). It is common for 

social scientists to create surveys to measure unobservable psychological attributes such as 

anxiety, conscientiousness, or self-efficacy. To do this, survey authors construct multiple 

items that address all relevant aspects of the psychological attribute and collect responses 

from a sample of participants that are representative of the population the author intends to 

study. If the responses to the items are indeed caused by same psychological attribute, the 

survey author would expect to see a similar response pattern across the items. This is 

commonly tested using a latent variable model known as confirmatory factor analysis (CFA). 

A CFA model functions as a mathematical representation of a theorized causal 

process where it is hypothesized that the responses to survey items are caused by a 

psychological attribute. Within a CFA model, the factor is the latent or unobservable 

construct that a researcher intends to measure (e.g., growth mindset), and the survey item 

responses are the manifestations of that psychological attribute (e.g., responses to survey 

items about growth mindset). In a one-factor model, the dependent variable is the item 

response, and the independent variables are the strength of the relationship between the item 

and the factor (the factor loading), the latent variable value, and the item mean. Researchers 

can then test if this theorized causal model is plausible by consulting several indices of model 

 
12 For a noteworthy dissent, see Borsboom, et al. (2004). 
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fit (e.g., χ2, SRMR, CFI) to determine if the CFA model adequately replicates the observed 

item responses (Brown, 2015). If the statistical measurement model adequately fits the 

observed data, researchers may claim that the scale is valid because the survey items conform 

to the construct on which the proposed survey uses are based (AERA, APA, NCME, 2014; 

Tarka, 2018).  

CFA models have become a prominent source of validity evidence in psychology, 

appearing in up to 85% of published scale validation journal articles (Chinni & Hubley, 

2014; Cizek et al., 2008; Hubley et al., 2014; Slaney, 2017). Given their importance in the 

practice of survey validation, one might assume that evaluating the fit of a CFA model is a 

settled issue as it is often the decisive element in evaluating if a psychological attribute has 

been successfully measured by a survey instrument. However, unbeknownst to many applied 

social science researchers, there is widespread disagreement among quantitative 

methodologists and psychometricians over how to define whether the fit of a CFA model to 

observed data is adequate (McNeish et al., 2018). 

CFA model fit is often evaluated using approximate fit indices (AFI) such as SRMR, 

RMSEA, and CFI. AFI’s are often used because tests of exact fit (e.g., χ2) are significant, 

indicating that the model does not exactly fit the data (Hayduk, 2014). AFI’s essentially 

function as effect size measures in which researchers attempt to quantify the degree of misfit 

in the model (McNeish et al., 2018; Millsap, 2007). Unlike tests of exact fit, AFI’s are not 

associated with any distributional assumptions which makes it difficult to interpret their 

magnitude (Mulaik, 2007; Saris et al., 2009). Most often, researchers rely on a set of fixed 

cutoff values from Hu and Bentler’s (1999) simulation study to interpret them.  
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Part of the disagreements over CFA model fit stems from the improper application of 

AFI’s as a test of model fit and the lack of recognition of the distinction between perfect fit 

and degree for misfit. The second (and perhaps more notorious) is that the cutoffs established 

by Hu & Bentler (1999) are not only treated as a test of fit, but also improperly generalized 

across all model subspaces and do not properly distinguish between correctly and incorrectly 

specified models outside the condition(s) in which they were derived (Heene et al., 2011; 

Marsh et al., 2004; McNeish et al., 2018). The commonly used fixed cutoffs values 

originating from Hu & Bentler’s (1999) seminal work were derived from simulations of one 

single-level CFA model: a three-factor model with 15 items, all with loadings ranging from 

.70 to .80. They were designed to detect the absence of one missing cross-loading with a 

magnitude equivalent to the value of the item with the lowest factor loading. The authors 

clearly stated that the cutoffs derived from their simulation work should not be applied across 

all model subspaces, but their caution was not heeded, as their paper has more than 95,000 

citations to date, making it one of the most popular papers in all of psychology.   

Recently, McNeish and Wolf (2021, 2022) introduced Dynamic Fit Index (DFI) 

cutoffs; a simulation-based approach to generating fit index cutoffs that are tailored to the 

user’s specific factor model. They created an algorithm for multi-factor models that 

replicates the misspecification method used by Hu and Bentler (1999) to identify cutoff 

values that reliably distinguish between misspecified and correctly specified models. This 

algorithm is easily accessible via a shiny app (www.dynamicfit.app) or it can be found in the 

R package dynamic. The DFI algorithm allows researchers to pretend their model was Hu 

and Bentler’s data generating model in their simulation study, and essentially returns the 

cutoff values that Hu and Bentler would have published if they had used the researcher’s 
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model in their study instead. Given the frequency in which CFA models are used as evidence 

of validity and the fact that model fit is typically a defining factor in claims of validation, it 

seems warranted to re-evaluate the strength of these validity claims using cutoff values that 

are appropriate for the model under consideration.  

The Present Study 

There are thousands of survey instruments in the social sciences to choose from for 

this review; more than 280 measures of depression severity have been created alone in the 

last 100 years (Santor et al., 2006). We chose to focus on some of the most well-known and 

influential survey instruments: those with at least 5,000 citations for the original validation 

article. Using this inclusion criteria means that older scales are more likely to be eligible for 

inclusion than recently published scales as enough time has passed for them to collect 5,000 

citations. However, older scales were also less likely to use CFA as evidence of validity 

simply because the computing power and software necessary to run CFA models was not yet 

commercially available and prior to Hu and Benter (1999) there was no common consensus 

on how to interpret AFI’s (Marsh et al., 2004; Slaney, 2017). Instead, researchers often relied 

on quantitative metrics such as reliability coefficients (e.g., coefficient alpha), consistency 

across multiple administrations of a scale (e.g., test-retest correlations), and relationships 

with other variables (e.g., criterion validity). For example, a meta-analysis of the Big Five 

found 231 criterion-validity studies conducted between 1952 and 1988 (Barrick & Mount, 

1991).  

Thus, if the original validation article for a survey instrument did not include a CFA 

as evidence of validity, we included two journal articles about it in this review: the original 

one, and a more recent one that used a CFA model as evidence of validity. Because DFI 
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cutoffs were created to replicate Hu and Bentler’s approach to model misspecification, only 

single-level CFA models with continuous outcomes (i.e., estimated using ML or MLR) are 

eligible for inclusion in this study. Additionally, two pieces of information are needed to 

calculate model specific DFI cutoffs: the factor loadings, factor correlations, and residual 

correlations for all items and factors in the model, and the sample size. This information was 

surprisingly difficult to find. As such, scales or publications that used CFA but did not 

provide this information were excluded. In addition to recalculating model specific DFI 

cutoffs and retesting model fit, we also report on the types of validity evidence that were 

presented, and whether the definition of the psychological attribute, the intended use of the 

scale13, and scoring instructions were clearly articulated by the survey developers. 

Results 

 We investigated nine well-known scales in this review, each with more than 5,000 

citations (see Table 1). The oldest scale was constructed in 1960 and the most recent scale 

was created in 2007 (median = 1988). The median number of citations was 17,081 (min = 

5,934, max = 48,618). On average, 41.2% of these citations came from papers written in the 

last four years. The number of citations was gathered from Google Scholar. 

Table 1. The scales covered in this review, ordered by year of publication.  

Scale Abbreviation 
First 

Published 

Number of 

Citations 

(2022) 

Number of 

Citations 

since 2018 

Beck Depression Inventory (Beck et al., 

1961) 
BDI 1961 48,618 9,390 

Maslach Burnout Inventory (Maslach & 

Jackson, 1981) 
MBI 1981 20,363 9,080 

Hospital Anxiety and Depression Scale 

(Zigmond & Snaith, 1983) 
HAD 1983 46,828 15,800 

 
13 Uses other than “measurement for the sake of measurement”   
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Edinburgh Postnatal Depression Scale 

(Cox et al., 1987) 
EPDS 1987 13,799 5,880 

Positive and Negative Affect Schedule 

(Watson et al., 1988) 
PANAS 1988 47,945 16,100 

The Pittsburgh Sleep Quality Index 

(Buysse et al., 1989) 
PSQI 1989 28,721 14,500 

Pain Catastrophizing Scale (Sullivan et 

al., 1995) 
PCS 1995 7,288 3,490 

Ten-Item Personality Inventory (Gosling 

et al., 2003) 
TIPI 2003 9,389 4,750 

Grit Scale (Duckworth et al., 2007) Grit-O 2007 7,763 5,020 

  

Quantitative evidence of validity was presented more often than qualitative evidence 

(see Table 2). Reliability coefficients were presented for every scale, as was evidence of 

correlational relationships with external criterion (commonly described as predictive or 

discriminant validity). Slightly more than half presented some evidence based on the internal 

structure, typically in the form of a principal components analysis (PCA). Most scales gave a 

brief one-sentence description of how they selected the items for their scales (e.g., a literature 

review) which falls under content evidence (none of the authors wrote more than two or three 

sentences about this). Two scales briefly referenced response process evidence (e.g., 

pretesting items for interpretability) and none of the scales discussed the consequences 

resulting from the use of the scale. Slightly more than half offered a clear definition of the 

properties the scale was designed to measure, while slightly less than half stated the intended 

uses of the scale or gave instructions on how to score it.



 

 

 

 

Table 2. Types of validity evidence presented in the introductory article for each scale.  

 Quantitative Evidence  Qualitative Evidence    

Scale Reliability Criterion 
Internal 

Structure 
 Content 

Response 

Process 
Consequences 

Attribute 

Definition 

Intended 

Use 

Scoring 

Instructions 

BDI X X   *    X  

MBI X X X  *   X   

HAD X X        X 

EPDS X X X  * *   X X 

PANAS X X X  *   X   

PSQI X X   *   X + X 

PCS X X X  * *  X X X 

TIPI X X         

Grit-O X X X  *   X   

+ The PSQI stated that it was created to identify good/bad sleepers, which we characterized as measurement for the sake of 

measurement. However, they subsequently described how the scale could potentially be used in a clinical setting. 

* This was addressed briefly in one to three sentences. 

8
0
 



 

81 

 

 

 Only one scale (Grit-O) used CFA as evidence of validity, but the authors did not 

provide the factor loadings necessary to compute DFI cutoffs14. Thus, we used the results of 

CFA models published in more recent validation studies for all scales (all of which were 

published in 2000 or later). The fact that we were able to easily find studies that presented 

such evidence of validity speaks to the frequency in which CFA analyses are currently relied 

on as evidence of validity. All studies that reported chi-square tests reported significant chi-

square values, indicating that the hypothesized model did not exactly fit the data. All of the 

studies published at least two AFI values (RMSEA and CFI were most common). The AFI 

values for all of the studies met at least one of the AFI cutoff values established by Hu and 

Bentler15 (usually two), although nearly all of the authors modified the survey instruments 

from their original form to achieve adequate model fit (see Table 3). Most changed the 

dimensionality of the scale, while others removed items, added cross-loadings or error 

correlations, or both. Only one of the scales met the revised DFI cutoff values (after 

substantial modification from the original published version). However, DFI cutoffs were not 

available for four of the scales in this study (noted with an asterisk in Table 3). This 

commonly occurs when factor loadings are too low or the sample size is too small (this can 

be thought of as the model not being sufficiently powered to distinguish between correctly 

specified and misspecified models)16.  

 
14 A revised version of the Grit Scale, the Grit-S, was released shortly after the first version was 

published. Thus, we used the Grit-S to compute DFI cutoffs. While the revised version did include the 

information necessary to compute DFI cutoffs, it was unusable because one of the standardized 

loadings exceeded 1.0, which is an impossible value. 
15 Hu and Bentler recommended a CFI cutoff value of .95. However, researchers often rely on a more 

lenient cutoff value of .9 from one of Bentler’s earlier publications (Bentler & Bonett, 1980). 
16 If Hu and Bentler had used a data generating model with lower loadings in their original study, they 

likely would not have been able to make any cutoff recommendations.  



 

 

 

 

Table 3. The fit of each model compared to Hu and Bentler’s cutoffs and DFI cutoffs. 

 

-- A value for this fit index was not reported in the journal article 

+ This structure was only modified slightly 

* DFI cutoff values were not returned for this model (likely because the loadings were too low or the sample size was too small) 

Scale 
Same 

structure 

Changed 

Dimensionality 

HB: 

SRMR 

HB: 

RMSEA 

HB: 

CFI 

CFI 

(> .9) 

DFI: 

SRMR 

DFI: 

RMSEA 

DFI: 

CFI 

BDI (Whisman et al., 2000)   -- X  X -- * * 

MBI (Vanheule et al., 2007)   X X  X  * * 

HAD (Dunbar et al., 2000)  X -- X X X -- X X 

EPDS (Coates et al., 2017)  X -- X X X --   

PANAS (Galinha et al., 2013)   X X  X X   

PSQI (Gelaye et al., 2014)  X -- X X X --   

PCS (Sehn et al., 2012) + X --  X X -- * * 

TIPI (Muck et al., 2007) X  --  X X -- * * 

Grit-S (Gonzalez et al., 2020) + X X  X X    

8
2
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Discussion 

Most of the scales in this review were published in the late 1900s, when psychology 

was primarily concerned with evaluating instrument quality by calculating reliability 

coefficients and estimating the relationship between their survey instrument and scales 

designed to measure other relevant properties. This was partially due to the popularity of the 

nomological network (Cronbach & Meehl, 1955) and the conceptualization of validity at the 

time (discussed more in the next section). Thus, it is not surprising to see that most of the 

evidence presented was quantitative in nature. It is possible that qualitative evidence of 

validity has since been presented in other studies; a meta-analysis would need to be 

conducted for each scale to resolve this. However, Chinni and Hubley (2014) conducted a 

meta-analysis of the popular Satisfaction with Life Scale (SWLS; Diener et al., 1985) and 

found that out of 46 studies, only one presented any qualitative evidence of validity while the 

rest presented at least one type of quantitative evidence.  

Approximately half of the scales in this study included a definition of the attribute, a 

scoring rubric for the scale, or intended uses of the scale. The described uses for all scales 

were somewhat vague (e.g., “clinical or diagnostic purposes”) and scoring instructions (when 

included) were typically in the form of a total sum score across multiple factors. This does 

not mean that scoring instructions for some scales were not included in subsequent 

publications (e.g., the BDI-II included scoring instructions in its manual). Nonetheless, 

ambiguity in score meaning or appropriate scale use and uncertainty in proper scoring makes 

it more likely that the scales may be misused or interpreted inconsistently. It is worth noting 

that on average, 40% of the citations for these studies were from articles published in the last 

4 years indicating that these scales likely continue to be used in the literature, if not just as 
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external criterion to validate new scales. If the validity of these scales is in question, it may 

result in biased conclusions about the validity of scales that rely on correlations with these 

scales to substantiate their use.  

All of the scales in this study did not present detailed evidence that participants 

understood items as intended or engaged in the expected cognitive processes when 

responding to survey items (e.g., evidence based on the response process; Castillo-Díaz & 

Padilla, 2013; Zumbo & Hubley, 2017), although two scales briefly referenced pretesting 

items before administering them. Further, none of the scales published a detailed analysis of 

why these items were chosen instead of other items or how they mapped onto the property of 

interest. This begs the question: why use these items? Would we still use these scales if they 

had been introduced today? Would they meet the standards for today's best practices of 

validation? Given that quantitative best practices may evolve over time, strong measurement 

theory and qualitative evidence that participants understand items as intended may help 

researchers defend the continued use of their scales.   

 All of the scales published in this review (that reported chi-square values) had 

statistically significant chi-square values, indicating that the hypothesized measurement 

models did not exactly fit the data. However, the AFI values for all the scales met at least one 

(usually two) of the criteria established by Hu and Bentler, signifying that these improperly 

generalized cutoffs values may serve a key deciding factor in establishing evidence of 

validity in psychology. Only two of the scales met the DFI cutoffs (i.e., revised Hu and 

Bentler cutoffs that were tailored to the user’s model). Thus, any scales that rely exclusively 

on CFA as evidence of validity and modified their models to meet Hu and Bentler’s cutoff 

criteria may find that the validity of their scale is now in question. Nearly all of the CFA 
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models in this study deviated from the hypothesized structure in the original validation 

articles, ostensibly to find a better fitting model. Thus, it seems that psychologists may 

consider the structure of the construct to be more malleable than the items themselves and 

that the goal may be to modify the model until desirable psychometric properties are found. 

This approach seems somewhat unusual given that none of the scales presented detailed 

evidence of individual item quality (e.g., evidence that participants understood items as 

intended). When a factor model does not fit the data, it can be because either the theory is not 

sound or the items require revision; the cause cannot be determined by statistics alone. 

Electing to modify the psychometric model instead of investigating item quality and the 

cause of misfit is akin to allowing statistics to guide scale construction instead of allowing 

theory to guide psychological measurement. 

This is not to say that the validity of the scales that were reanalyzed in this review has 

been refuted. Validation is an on-going process for which multiple sources of evidence can 

be presented depending upon the validity argument one wishes to make (AERA, APA, 

NCME, 2014; Messick, 1990). The social science literature is quite vast, and it is possible 

that these samples were outliers and adequate fit may be found in a different sample. Further, 

it was only possible to compute DFI cutoffs for these scales because the authors were so 

thorough in their reporting, which is commendable. Many scales (such as the Big Five; 

McCrae & Costa, 2008) were not able to be included in this study because they did not 

present the information required to calculate DFI cutoff values. Additionally, items for many 

scales (e.g., the MMPI; Graham, 1987) are treated as proprietary and either not published or 

expensive to access, which makes it difficult for reviewers and readers to evaluate item 

quality and the validation techniques that were used to support the use of the scale. This 
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would be less of a concern if contemporary best practices were routinely followed when 

constructing and validating surveys, but this is not necessarily the case (this will be discussed 

more in the following sections). 

Notedly, the validation articles that used CFA would often test different structural 

models, relying on model fit to adjudicate which psychometric model should be retained. If 

any one of the psychometric models fit well according to Hu and Bentler’s cutoffs, we noted 

that the authors typically concluded that the survey had good psychometric properties and 

was therefore a reliable and valid measure (see, e.g., Crawford & Henry, 2003). However, if 

the psychometric structure does not replicate across samples, this may actually be evidence 

of invalidity of a scale and a contributing factor to psychology’s replication crisis. This is 

because the proper scoring of a survey is dictated by the structure of the latent variable as 

determined by the fit of the model. Inconsistency in factor structure results in inconsistency 

in survey scoring, leading to ambiguity of score meaning and irregular relationships with 

external criterion (McNeish & Wolf, 2020). For example, Duckworth et al. (2021) note that 

their Grit scale has been modeled by different authors as a higher-order multi-dimensional 

model, a unidimensional model, and a bi-factor model, causing them to conclude that factor 

analysis should not be used to solve theoretical problems. Conversely, without clarity about 

factor structure and item quality, and without consistency in scoring and score meaning, 

survey use will exacerbate theoretical problems in psychology. Perhaps qualitative evidence 

(such as item interpretability and relevance) should be collected to better understand why the 

factor structure does not replicate instead of abandoning psychometrics all together due to 

unfavorable outcomes. Without rigorous validation efforts, it is impossible to identify which 

scales should be used and which should be revised or abandoned.    
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That said, Hu and Bentler’s approach to identifying model fit is not necessarily the 

best one; there are many other ways to identify misfitting models (e.g., investigating local 

areas of misfit or using different types of misspecifications in the data generating model). For 

most models, the DFI algorithm can be standardized and extended to reconceptualize misfit 

as a continuum from trivial to substantial, which is considered to be a better practice 

(McNeish & Wolf, 2021, 2021). DFI cutoffs based on Hu and Bentler’s approach to 

misspecification were only used in this review because, given the popularity of their paper, 

the field of psychology seems to have implicitly agreed upon this standard. Thus, the goal of 

this review is not to conclude that these scales are suddenly invalid because they did not meet 

the revised Hu and Bentler cutoffs or to encourage psychologists to abandon psychometric 

models. Instead, our intent is to encourage researchers to pause when considering the validity 

evidence presented to them. Psychology and other social sciences have long relied on Hu and 

Bentler’s cutoffs as a necessary threshold of model fit despite warnings that they should not 

be applied broadly across all model subspaces (see, e.g., Hancock & Mueller, 2011; Hayduk, 

2014; Heene et al., 2011; Hu & Bentler, 1999; Marsh et al., 2004; McNeish et al., 2018; Saris 

et al., 2009). In seeing that relying on conventional yet outdated approaches to validation 

may change the inferences about the strength of validity claims, our hope is that researchers 

will be willing to revisit approaches to validation.  

Validity and Validation 

Validity and validation have evolved substantially since the origin of psychological 

measurement in the early 1900s. Validity was first defined in 1921 by the Standardization 

Committee of the North American National Association of Directors of Educational 

Research as the degree to which a test measures what it intends to measure (Newton & Shaw, 
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2013).  However, in the late 1900s, it became apparent that test results could not be 

interpreted absent of ever-evolving social contexts, leading psychometricians to conclude 

that it is essentially impossible to prove that tests themselves are definitively valid or that 

they measure what they intend to measure (Kane, 1992; Messick, 1990; Sireci, 2007). As 

such, validity was reconceptualized as the quality or trustworthiness of the use of inferences 

drawn from self-report survey results and validation was considered to be an on-going 

process. Nonetheless, it is difficult to update a century of established tradition, and social 

scientists may find that psychometric coursework on validity theory (when included in 

introductory textbooks) is “always outdated and often flawed” (Borsboom, 2006, p. 436). As 

such, the evidence presented in support of the survey use today is often incomplete and 

antiquated (Cizek et al., 2008; Hubley et al., 2014; Slaney, 2017). 

The first set of guidelines for the development and validation of psychological tests 

and self-report surveys was published in 1952 by the American Psychological Association. It 

is now known as the Standards for Educational and Psychological Testing; the most recent 

edition of which was published in 2014. Today, professional standards and guidelines about 

validity and validation exist in at least seven professional subject areas (Chan, 2014)17. While 

the naming of sources of validity evidence do not overlap perfectly across disciplines, there 

are common themes and expectations that should be familiar regardless of the domain of 

 
17 The seven professional organizations and their corresponding published guidelines referenced here are (1) 

Standards for Educational and Psychological Testing (AERA et al. 2014), (2) Guidance for Industry – Patient-

Reported Outcomes Measures: Use in Medical Product Development to Support Labeling Claims (Food and 

Drug Administration, 2009), (3) Consensus-Based Standards for the Selection of Health Measurement 

Instruments (COSMIN; Mokkink et al. 2010), (4) Evaluating the Measurement of Patient-Reported Outcomes 

(EMPRO; Valderas et al. 2008), (5) Principles for the Validation and Use of Personnel Selection Procedures 

(Society for Industrial and Organizational Psychology, 2003), (6) Test Reviewing for the Mental Measurement 

Yearbook at the Buros Center for Testing (Carlson and Geisinger 2012), and (7) European Federation of 

Psychologists’ Association’s (EFPA) review model (Evers et al. 2013). 
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origin. The most commonly recommended sources of validity evidence spanning the fields of 

business, education, health, and psychology are the content of the survey items, the 

relationships between the survey and external criterions, and the extent to which survey items 

relate to each other (Chan, 2014). Along with these sources of validity evidence, metrics of 

reliability (or data quality) are recommended as well. The division of validity into this “holy 

trinity” of evidence harkens back to the conceptualization of best practices in validation for 

most of the 20th century (Cronbach & Meehl, 1955; Guion, 1980; Messick, 1975; Newton & 

Shaw, 2014). Many social scientists may recognize this triad as content validity, criterion 

(convergent/predictive) validity, and construct validity, which dominated mainstream validity 

theory for nearly 50 years (Slaney, 2017).   

Beginning with the 1999 edition of the Standards, psychometricians have 

recommended five sources of validity evidence that could be presented in support of the use 

of a self-report survey. These are evidence for validity based on the test content, the response 

process, the internal structure, relationships to other variables, and the consequences of 

survey use (AERA, APA, NCME, 2014). Notedly, the type of evidence that should be 

presented depends upon the intended uses of a survey and the validity argument one wishes 

to make, which should be combined into a holistic argument about the quality of the survey 

(Kane, 2013). Three of these sources of evidence should sound familiar: content validity 

maps onto evidence based on the test content, construct validity evidence is similar to 

evidence based on the internal structure, and criterion validity is evidence based on 

relationships to other variables. The inclusion of response process evidence (i.e., the 

cognitive process participants engage in when responding to items) was introduced by 

Embretson (1983), while evidence based on the consequences of survey use (i.e., the ethical 
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application of survey results to make decisions) was introduced by Messick (1975). The fact 

that these two types of validity are necessary to include speaks to the inherent difficulty of 

measurement in the social sciences in comparison to the physical sciences, as it would not be 

similarly necessary or meaningful to evaluate the consequences of creating, for example, a 

thermometer. 

Evidence supporting relationships to other variables, the internal structure, and 

reliability are typically presented quantitatively, while content, response process, and 

consequences likely require substantiation that is more qualitative in nature. Relationships to 

other variables are typically modeled using correlation coefficients or regression coefficients 

(e.g., a scale designed to measure subjective wellbeing may be correlated with a scale about 

life satisfaction to examine if they are measuring similar topics). Internal structure evidence 

is typically presented using a latent variable model such as CFA or item response theory 

(IRT), both of which assume that the latent variable is continuous in nature (i.e., that the 

property of interest is a homogeneously ordered continuity; Michell, 2012). Reliability is 

typically estimated using internal consistency measures such as coefficient alpha or 

consistency over multiple test administrations (i.e., correlating the same test at two time 

points). Test content evidence can be presented by mapping test items to the content domain, 

which can be judged by experts or the population of interest. Response process evidence is 

typically collected using cognitive interviews or think alouds. Consequences of testing refers 

to the soundness of the stated intended uses and interpretations of of an assessment; in this 

case, researchers may collect qualitative or quantitative evidence to demonstrate that the 

survey use results in realized benefits and does not lead to unintended negative outcomes for 

participants (AERA, APA, NCME, 2014; Messick, 1975). The Standards states that none of 
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these sources of validity evidence are inherently more important than the other, and the type 

of evidence presented depends on the validity argument one wishes to make (Kane, 1992, 

2013). 

Sources of Validity Evidence 

Nonetheless, the sources of validity evidence that can be demonstrated quantitatively 

appear to dominate the literature. Quantitative evidence of validity is valuable, but as 

demonstrated in this study and in others mentioned below, it cannot be relied upon as the sole 

source of validity evidence. This is primarily because satisfactory results can still be found 

absent of measurement or meaning. For example, Maul (2017) administered nonsensical and 

blank survey items and found favorable psychometric properties after running an exploratory 

factor analysis model (e.g., high factor loadings, coherent factor structure, and high reliability 

coefficients). Hayduk (2014) demonstrated that causally misspecified CFA models can have 

non-significant chi-square values due to a phenomenon known as equivalent model fit. 

Similarly, Rhemtulla et al. (2020) showed that it is possible to successfully fit a common 

factor model to data that were generated under an entirely different structure. Arnulf et al. 

(2014, 2018) revealed that it was possible to accurately predict people’s responses to a 

survey given only semantic information about the survey items, indicating that covariation 

between items could occur for reasons other than relationships between attributes. Borsboom 

et al. (2004) and Zumbo (2009) remind us that relying on correlational evidence of validity 

(via the nomological net; Cronbach & Meehl, 1955) is often theory-avoidant, in that it offers 

evidence of validity only by confirming or refuting the existence of relationships to other 

variables or constructs and thus does not explain the relationship between those attributes or 

reference the ontology of the attributes in question. Indeed, a popular example of 
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confounding variables in introductory psychology courses is the statement that eating ice 

cream causes people to die from shark attacks, prompting professors to conclude that 

“correlation is not causation”18.  

 There have been several other meta-analyses that summarize the types of validity 

evidence that are most commonly presented; their findings are similar to the results of this 

review. Cizek et al., (2008) reviewed 283 mental assessments from the 16th edition of the 

Mental Measurements Yearbook (MMY) and found that 76.3% reported a reliability 

coefficient, 67.2% reported criterion-related evidence, 58% reported results from a factor 

analysis, 48.4% reported general references about the test content, and 10.6% reported face 

validity evidence, while only 2.5% reported evidence about the consequences of testing and 

1.8% reported response process evidence. Hubley et al. (2014) reviewed 50 articles from two 

psychological assessment journals published between 2011 – 2012, and found that 90.2% 

reported a reliability coefficient, 76.8% reported criterion-related evidence, and 73.2% 

reported evidence based on the internal structure (factor analysis or measurement invariance), 

while only 1.8% reported response process and 0% reported content evidence or 

consequences evidence. Meanwhile, Barry et al. (2014) reviewed 967 articles in health 

education and behavior between 2007 and 2010, and found that 49% reported a reliability 

coefficient, 29% reported content evidence, 26% reported internal structure evidence (mostly 

factor analysis), 12% reported face validity, and 7% reported criterion-referenced evidence 

(while response process and consequences of testing were not mentioned). Flake et al. (2017) 

reviewed 500 scales from 122 articles in social and personality psychology in 2014, and 

 
18 While ice cream consumption and shark attacks are highly correlated, it is because they both happen more 

often when the weather is warm. 
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found that 75-80% reported a reliability coefficient (mostly alpha), while 2.4 - 20.9% 

reported results from a factor analysis model (likewise, the authors did not investigate other 

types of evidence of validity). In general, results from meta-analyses show that the frequency 

in which quantitative evidence of validity (e.g., coefficients of validity and reliability) is 

presented is increasing over time while qualitative evidence is rarely reported, and there is a 

disconnect between contemporary validity theory and validation (Borsboom, 2006; Chinni & 

Hubley, 2014). 

Quantitative evidence of validity has been popular since the evolution of 

psychometric testing in the early 1900’s (Slaney, 2017). It is possible that quantitative 

evidence is reported more often today because it is simple and concise, and much faster to 

collect and synthesize than qualitative data, which is valuable in an academic culture 

characterized by “publish or perish” (Castillo-Díaz & Padilla, 2013; Launeanu & Hubley, 

2017). It is also possible that emphasis on quantification is circular, i.e., it is what is seen 

most often and therefore it is expected to be included (e.g., some reviewers might gatekeep 

publishing by requiring a reliability coefficient; Maul, 2017). The absence of clear standards 

of how to investigate or report qualitative evidence of validity likely contribute to its scarcity 

in the literature (Hilton, 2017; Presser et al., 2004). Nonetheless, the current best practices in 

psychometrics state that all types of validity evidence are equally important and that the type 

of evidence that should be presented depends on the validity argument one wishes to make 

(AERA, APA, NCME, 2014; Kane, 2013).  

Evidence Based on the Response Process 

 If a researcher wishes to make an argument that survey items were understood as 

intended and that participants use cognitive processes related to the psychological attribute in 
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question to respond to items designed to measure that attribute, they may be inclined to 

present evidence for validity based on the participant’s response process. Introduced in the 

1999 edition of the Standards, the participant’s response process can be thought of as the 

cognitive process that an individual engages in when responding to an item on an assessment 

(Padilla & Benítez, 2014). Although it is rarely included in validation studies, it has been 

described as essential and as validity in its own right (Launeanu & Hubley, 2017; Wilson, 

2005). Evidence of item interpretability is often collected qualitatively, either through 

cognitive interviews, focus groups, or through web probing (Behr et al., 2017; Peterson et al., 

2017; Presser et al., 2004; Willis, 2005). This source of evidence is often described as 

“pretesting” in which items are tested for comprehension and relevance before being 

administered to a larger sample (Hilton, 2017). 

Though these methods provide valuable insights about item interpretability, there are 

no clear standards for reporting results or frameworks for re-testing revisions of items that 

were not understood as intended (Hilton, 2017; Willis, 2005). To remedy this shortcoming, 

Wolf et al. (Paper 1; 2022) recently introduced the Response Process Evaluation (RPE) 

Method. The RPE method uses web probes to conduct condensed cognitive interviews 

known as meta-surveys, focused on participant item comprehension and justification for 

response option selection. The meta-surveys are administered in small batches of five 

participants at a time, allowing researchers to get quick feedback about item interpretability, 

revise items that are not understood as intended, and immediately test the revised items in a 

new sample of participants. These insights are summarized in a standardized validation 

report in which researchers document the final version of the item, its intended interpretation, 

the population for which it was validated, the percent of participants that understood the item 
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as intended, examples of participant interpretations, and any common misinterpretations to 

be cautious of.  

In using the RPE method to revise and validate items, researchers are essentially 

adopting a bottom-up approach to item development in which the population of interest can 

contribute to the development of each survey item. To code participants’ paraphrases and 

feedback, researchers must be clear about the definition of the property they intend to 

measure, the intended use of the survey, the reason each item is included, and the intended 

interpretation of each item, all of which is recommended by the Standards but rarely 

considered in contemporary scale construction. This thoughtful approach to item 

development would be a useful compliment to Wilson’s (2005) construct mapping approach 

to creating surveys. Additionally, such validity evidence could be a valuable source of 

validity evidence for the individual items (or nodes) used in psychological network models 

(Epskamp et al., 2018), in ecological momentary assessment (EMA), or with single-item 

scales. Evidence that participants interpret the survey items as intended does not have to be 

presented, but researchers should be aware that omitting evidence of item interpretability 

essentially makes the claim that item interpretability is not important to test. 

Reincorporating Theory into Psychometrics 

Ideally, prior to constructing a scale, psychologists would begin by clearly defining 

the attribute to be measured, articulating the intended uses of the scale, hypothesizing the 

structure of the attribute (e.g., categorical or continuous) and specifying the hypothesized 

relationship between the attribute and the responses to the items (e.g. parametric or non-

parametric). In other words, theory would guide the choice of the psychometric model to be 

used (Borsboom, 2006; Maul, 2017). They might additionally engage in thoughtful item 
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development practices such as construct mapping, i.e., hypothesizing what individuals with 

different severities or abilities of the property of interest might look like and creating items 

that measure different levels of that property (Wilson, 2005). Further, they might invite the 

population of interest to contribute to the development of the survey by pretesting items for 

coherence and interpretability before administering them to a larger sample; a long 

recommended but often neglected practice. Additionally, they might consider the 

consequences of misusing a scale and clearly articulate how it should not be used. 

 However, for over 120 years, psychologists have operated under what Michell (2003) 

refers to as the “quantitative imperative”, the idea that to be taken seriously as a science, 

psychologists must be able to measure psychological properties, and for measurement to 

exist, psychological properties must be continuous (Slaney, 2017). As such, psychometric 

models have been applied not because they matched a theory that a researcher wanted to test, 

but because researchers believe that they must test theories using psychometric models (in 

particular, reliability coefficients from classical test theory and factor analysis, which appear 

in most papers on instrument validation). Thus, it is reasonable to suggest that psychologists 

have been designing psychological theories to fit traditional psychometric models instead of 

using a theory-driven approach to psychological measurement. Further, they may have been 

neglecting qualitative evidence not because they want to, but because quantitative evidence 

seems more rigorous and trustworthy. 

 Researchers often test different theories of measurement by comparing psychometric 

models to determine which one fits the data best. However, uncovering the “true” structure of 

a property therefore may not be as simple as examining statistical model fit. If researchers 

design their instruments to have good psychometric properties under a standard latent 
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variable model, then the instrument must conform to certain criteria. For example, if a 

researcher believes that they need to report an indicator of reliability such as coefficient 

alpha, and that coefficient alpha should exceed .7 to demonstrate good internal consistency, 

then researchers would be motivated to include many similar items on their scale. Similarly, 

if a researcher wanted to produce evidence of reliability using Omega or Coefficient H, it 

would be necessary to 1) use a factor model as evidence of validity and 2) maximize the 

factor loadings (McNeish, 2018). The quantitative imperative could result in item 

redundancy and construct under-representation since redundancy will return a high reliability 

coefficient. Further, if instruments are designed to represent a continuous latent variable then, 

by design, it may be difficult to find evidence to the contrary. For example, if an individual 

uses items that were designed to fit a factor model and models them using a mixture model, 

they might find a set of ordered classes. This does not necessarily mean that the underlying 

structure of the latent variable would be better conceptualized as continuous, but rather that it 

perhaps should be expected to be continuous because the items were designed to fit a model 

that assumes a continuous psychological property. In other words, designing an instrument to 

fit a factor analysis model might suppress the true nature of the construct, inhibiting our 

ability to use psychometric models to evaluate psychometric theory.   

This may be why psychological measures do not necessarily match best practices in 

psychology and may even inhibit the ability to find statistical significance and/or meaningful 

effect sizes in intervention studies. As noted by Fried and Neese (2015), there are no clinical 

tests for psychopathology despite decades of anticipation (Kapur et al., 2012) and treatment 

efficacy may be obfuscated by improperly summing item responses on instruments under the 

ubiquitous assumptions of quantity and unidimensionality. For example, one of the most 
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popular evidence-based treatments for mental disorders, cognitive-behavioral therapy (CBT), 

is designed to disrupt maladaptive thought patterns that cause emotional and behavioral 

responses, which violates the assumption of local independence that is essential for latent 

variable models. In other words, the therapy that clinical practitioners use to treat mental 

disorders directly contradicts the instruments that are designed to measure symptom severity. 

The unconscious reliance on CFA as evidence of validity may be part of the reason that 

psychology is suffering from a replicability crisis.  The ontology of the attribute doesn’t 

match the epistemic framework.   

Conclusion 

 In this paper, we have simply reiterated what others have been saying for decades: 

relying exclusively on a classic set of quantitative analyses is likely insufficient to justify a 

claim of validity (see, e.g., Borsboom, 2006; Borsboom et al., 2004; Maul, 2017; Messick, 

1995; Michell, 2012; Satchell et al., 2021; Wilson, 2005; Zumbo & Hubley, 2017). This does 

not mean that psychometric models do not add value or should not be used. Rather, if 

researchers determine that evaluating the internal structure of a survey would be helpful for 

their validity argument, thoughtful measurement theory should guide the choice of a 

psychometric model. Additionally, we hope to bring attention to the fact that validity theory 

and instrument construction has evolved substantially since the late 1900s, and current 

guidelines suggest that multiple sources of validity evidence be presented depending upon 

the intended uses and interpretations of survey results. The quality of inferences drawn from 

survey results would likely be enhanced by the inclusion of qualitative evidence into 

instrument development. 
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Conclusion 

 

 I had two objectives in this dissertation. The first was to highlight the discrepancy 

between the theory of validity and the practices that researchers typically engage in to 

validate survey instruments (Borsboom, 2006; Chinni & Hubley, 2014). There is a wealth of 

literature that better articulates the shortcomings of some of the most popular approaches to 

validation (see, e.g., Borsboom et al., 2004; Fried & Nesse, 2015; Maul, 2017; McNeish et 

al., 2018; Michell, 2012; Slaney, 2017; Zumbo & Chan, 2014); each of which motivated my 

interest in this topic and caused me to think differently about psychological measurement. 

Secondly, with the help of my committee members, I suggested some pragmatic, actionable 

tools to hopefully improve the current state of affairs.  

 In the first paper, I introduced a new framework for presenting evidence based on the 

participant’s response process. The Response Process Evaluation (RPE) method turns 

cognitive interviews into meta-surveys through the use of web probes, allowing researchers 

to collect feedback about item interpretability and follow the participant’s response process 

as they select a response option. This allows researchers to determine if participants are using 

the expected cognitive processes when responding to items, i.e., if variation in the attribute 

causes variation in the item response (Borsboom et al., 2004). The RPE method is unique 

because it introduces an iterative structure for testing multiple versions of items and compiles 

the results into a standardized item validation report in which researchers can document the 

intended interpretation of the item, the population for which it was validated, the percent of 

participants that understood the item as intended, and any common misinterpretations to be 

wary of. I demonstrated the use of the RPE method on an item taken from the Inventory of 

Non-Ordinary Experiences (INOE; Taves et al., in preparation).  
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 In the second paper, I wrote a tutorial for a Shiny app and R package that I recently 

co-created (Wolf & McNeish, 2020, 2022). This software automates the Dynamic Fit Index 

(DFI) approach to calculating approximate fit index (AFI) cutoff values for confirmatory 

factor analysis (CFA) models (McNeish & Wolf, 2021, 2022). Briefly, researchers have long 

relied on Hu and Bentler’s (1999) fixed cutoff values to distinguish between correctly 

specified and incorrectly specified factor models despite the fact that they are not 

generalizable (Hancock & Mueller, 2011; Heene et al., 2011; Marsh et al., 2004; McNeish et 

al., 2018; Saris et al., 2009). To accurately identify misfitting models and quantify the degree 

of misfit it is necessary to calculate model-specific cutoffs, which requires creating a bespoke 

simulation for each factor model (an arduous task for most applied researchers). To alleviate 

this burden and make custom cutoffs accessible to all, we created the DFI algorithm and 

software. User feedback indicated that the software was a little difficult to use and the DFI 

algorithm was difficult to understand, which motivated the creation of this simple tutorial. 

We were recently awarded an IES grant to extend the DFI algorithm to other model 

subspaces (e.g., models with categorical outcomes, higher-order models, and models with 

non-normal data, among others). 

 In my third paper, I discussed the problems with over-relying on quantitative 

evidence of validity to assess the quality of survey instruments in the social sciences. I began 

by conducting a meta-analysis of some of the most popular scales in psychology and 

reviewing the types of validity evidence that was presented for each in the original 

publication. Next, I located articles that used CFA as evidence of validity for these scales and 

summarized how often the hypothesized factor structure was retained. I subsequently used 

the Shiny app from the second paper to calculate DFI cutoffs for each model and reported 
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how often the model met the revised cutoffs that were tailored to the user’s specific model. I 

concluded the paper with a discussion about the implications for the practice of validation, 

encouraging researchers to be skeptical of scales that rely primarily on quantitative evidence 

and to incorporate qualitative evidence into scale development. 

 I believe that there are several ways that each of these papers could be improved. In 

paper one, I demonstrate how the RPE method can be used for a survey item with a binary 

response option (i.e., yes/no). However, researchers commonly use polytomous response 

scales (e.g., likert scales) when creating survey instruments. Researchers may need to use 

additional probes with these types of items. Thus, this paper could be strengthened with the 

addition of a section about polytomous response options (both categorical and ordered). In 

paper two (DFI tutorial), I had hoped to include a demonstration of how to write up results 

after modifying the model (e.g., by adding a residual correlation or testing an alternative 

factor structure). However, this was not possible because the misspecification for the multi-

factor model is not standardized in the same way that the one-factor model is, making the 

cutoffs for multi-factor models more unpredictable. I hope to soon work on a standardized 

extension of the multi-factor model so that I can add this to the tutorial. Additionally, I think 

that it would be helpful for researchers to see an example of a model statement for a multi-

factor model. 

 I have been thinking about the content in the third paper throughout most of my 

graduate career. I hoped it would be easier to write, but I still found it difficult to articulate 

some of the points that I wanted to make during the theoretical discussion in the second half 

of the paper. Thus, there are several ways in which I believe this paper could be strengthened 

before being published. The first is with the addition of co-authors that have more experience 
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writing about these sorts of issues. On a more basic level, I think it could also be improved 

by lowering the threshold for the number of citations for the meta-analysis so that more 

scales can be included (especially scales that were published more recently). It may also 

benefit from a paragraph about the structure of latent properties (e.g., continuous vs 

categorical), the assumptions associated with latent variable modeling (e.g., local 

independence), and how relying on latent variable modeling may shape the way researchers 

think about the structure of psychological properties. Lastly, a brief discussion about item 

response theory (IRT) and the consequences of testing could be beneficial. 

 I learned a lot writing this dissertation, and I hope that each of my papers offers a 

robust first draft for what I hope will become three published journal articles. Like the 

current state of psychological measurement, I believe that there is room for improvement. 

With the help of co-authors and collaboration, I am optimistic that we will be able to offer 

several serviceable tools to help researchers better construct quality survey instruments.  
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