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Abstract

Investigating the processing and transformation of visual stimuli for spatial navigation

in the mouse cortex

by

Kevin Ka-man Sit

Visual information is a primary contributor to many cognitive processes, including

learning, memory, and navigation. The mechanism by which visual stimuli from the

external world are processed, transformed, and ultimately utilized is an area of open

research. To tackle this question, we use cutting edge microscopy techniques in mice

to thoroughly examine how visual stimuli are represented and processed in the brain.

First, we examine how the visual cortex represents coherent motion, finding that there is

significant heterogeneity in the responses of neurons to coherent motion across different

visual cortical regions, as in primate visual cortex. Unexpectedly, we also found signif-

icant anisotropy in neural responses within each visual area that was highly correlated

to visual elevation, but not azimuth. Second, we sought to understand how processed

visual information is used in navigation, via studying the head direction network, which

is important for representing the animal’s orientation in an environment. Importantly,

we also found a specific subclass of neurons which registers the responses from similarly

tuned neurons across different cortical systems to anchor our internal heading to the ex-

ternal world. Third, we examined the effects of retinoic acid inhibitors on a mouse model

of photoreceptor degenerative disease. We found that we were able to restore light-driven

responses in the retina, stimulus coding in the visual cortex, and performance in a behav-

ioral task. Together, these results contribute to a more comprehensive understanding of

how visual stimuli are processed and incorporated by the neocortex to inform cognition.
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Chapter 1

General Introduction

1.1 Overview of visual processing

Of all the primary senses, vision is particularly important, guiding many aspects of

our lives. As with other sensory systems, the visual system is responsible for receiving,

processing, and transforming stimuli into electrical impulses to drive ethological behav-

iors. For several millennia, scientists have been interested in the mechanisms by which

light can enter into the eye and result in an image being imprinted onto the brain. Al-

though the anatomical structure of the eye has been studied as early as the 4th century

B.C.E. by ancient philosophers, such as Plato, only in the 11th century C.E. that our

modern understanding of the eye began to form, largely due to Ibn al-Haytham’s Book

of Optics. Still, it took several centuries for researchers to begin to link the perception

of vision to the brain, with initial tracing and lesion studies by Bartolomeo Panizza in

the mid 19th century [1]. The modern era of visual neuroscience began in the mid 20th

century, through the first chemical and physiological studies of the retina [2, 3, 4, 5].

Then, through a set of seminal experiments by David Hubel and Torstein Wiesel, our

understanding of visual processing was expanded from the retina to the brain via their

1



General Introduction Chapter 1

Figure 1.1: Schematic showing the laminar structure of the retina. Adapted from [7].

careful characterization of the visual cortex, including how cells in this area extract im-

portant information from visual scenes. [6] In the last couple decades, visual neuroscience

has been an important field of study, both for understanding how vision itself works as

a preface to treating visual disorders, as well as a generalized model for understanding

sensory processing and computations as a whole.

2
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Processing of stimuli in the retina

The retina is a complex laminar structure that contains several cell types that trans-

duce and process visual stimuli (Figure 1.1). Of particular importance are the photore-

ceptors, which are cells that contain light-sensitive pigments [8]. Exposure to light causes

specific ion channels in these cells to open and close, changing the cell’s membrane po-

tential and resulting in the first conversion from light to electrical signaling [9]. These

signals are passed to bipolar cells, which receive inputs from more than one photoreceptor

through horizontal cells. Because these cells receive information from several neighbor-

ing photoreceptors, bipolar cells exhibit the first structured receptive fields, which are

shaped as concentric circles of opposite polarity [4]. Bipolar cells synapse onto retinal

ganglion cells (RGCs) which convert the graded changes in membrane potential to neural

spikes, the primary signal used in downstream neural processing. The retina also pro-

cesses visual stimuli in many other ways, such as via color selectivity [10], spatial filtering

[11], and temporal filtering [12]. Rather than relaying visual information in a completely

faithful way, like a camera, the information that is sent from the retina has already been

processed to some degree.

Flow of visual information to the cortex

In mammalian species, the cerebral cortex has developed as a computationally pow-

erful structure, that has important functions in sensory processing [13], cognition [14],

and motor output [15]. As a result, the processing of most sensory information, includ-

ing visual stimuli, occurs along specialized hierarchies in the cortex. However, there is

no direct synapse from the eye to the cortex, visual information passes through a se-

ries of subcortical brain regions first, forming two distinct pathways: the geniculate and

extrageniculate pathways (Figure 1.2).

3
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Figure 1.2: Example of ascending pathways, showing the geniculate and extragenicu-
late pathways. SuCo: Superior colliculus; LP: Lateral pulvinar; dLGN: Dorsal lateral
geniculate nucleus; V1: primary visual cortex; V2: secondary visual cortex. Adapted
from [16].

The extrageniculate pathway routes information from the retina through the supe-

rior colliculus [17], which is a structure than has been strongly implicated in orienting

responses, such as turning to face a bright flash of light [18]. Other important etho-

logical functions of the extrageniculate pathway include escape [19, 20] and defense [21]

behaviors. The superior colliculus also sends projections to higher visual areas in the

cortex, which recent studies suggest are preferentially responsive to stimuli containing

high velocity motion [22]. However, the nature and purpose of these projections are still

unclear, and is an open area of research.

On the other hand, a larger focus has been devoted to understanding the geniculate

pathway, which is primarily responsible for the conscious perception of visual stimuli,

and is the primary path of visual information into the cortex [17]. In the geniculate

pathway, projections from the retina first synapse onto a thalamic region called the

lateral geniculate nucleus (LGN). The LGN serves as an important relay nucleus, gating

visual stimuli based on different behavioral states [23], but recent work has also elucidated

its role in processing incoming visual information as well [24]. Interestingly, the LGN

also receives significant feedback projections from the cortex, forming cortico-thalamo-

4
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Figure 1.3: Example of retinotopic organization of the primary visual cortex. Top:
visual stimulus presented. Bottom: Schematized location of visual stimulus on the
visual cortex. Adapted from [26].

cortical loops [25], although the exact nature and purpose of these loops is still being

studied. The primary output target of the LGN is the primary visual cortex (V1), the

first cortical region in the visual processing hierarchy.

Despite being the primary visual cortex, a significant amount of sensory processing

occurs in V1, resulting in neurons that exhibit a wide array of response properties. A

fundamental property of neurons in visual areas is that they exhibit highly spatially

localized receptive fields, so that individual neurons represent only a small portion of the

total field of view [3]. As a result, visual areas contain a “retinotopic map”, in which

5
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neighboring neurons represent neighboring portions of the visual scene [27, 28] (Figure

1.3). However, individual neurons also exhibit specialized tuning to specific features

in visual stimuli within their particular receptive field. These preferences can include

stimuli of specific sizes [29], speed [30], orientation [6], and color [31]. Therefore, each

population of neurons extracts important stimulus features from the visual scene, parsing

visual information to inform perception and behavior. However, V1 is still restricted in

the amount of information that it can extract from the stimulus, so significant sensory

processing and transformations are still required by downstream visual areas.

Transfer of visual information to extrastriate areas

Visual stimuli are a particularly rich medium, containing an abundance of information

across multiple temporal and spatial scales. One strategy that the brain uses to process

this information is to dedicate specialized visual cortical regions to extract and process

specific features of the stimulus, such as motion [32], textures [33], or even faces [34].

Collectively, these areas are called higher visual areas (HVAs), and are hierarchically

organized into two processing streams: the dorsal and ventral streams [35]. Each of these

streams contain several HVAs that are specialized for processing specific visual features.

The ventral stream culminates in the ability to recognize objects, and contains areas

that are tuned for textures, shape, size, and combinations of these and other properties

[36]. On the other hand, the dorsal stream is important for spatial processing, containing

areas that are sensitive to location, movement, and spatial relationships [37]. However,

these two streams are not entirely segregated, and information is transferred between

areas in each stream [38]. Together, these two processing streams further dissect features

from the visual stimuli, ultimately for altering cognitive variables or producing relevant

behaviors.

6
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Figure 1.4: Example receptive field of neurons from mouse V1 compared against
monkey V1 neurons. Top: receptive fields from mouse. Bottom: receptive fields from
monkey. Adapted from [39].

Homology of murine and primate visual cortex

In the last decade, the mouse has become an attractive model organism, particularly

because of its high genetic tractability. Coupled with large advancements in microscopy

techniques, all-optical interrogation allows measurement and manipulation of large pop-

ulations of neurons that was never before possible. Leveraging these techniques allows

researchers to pursue new avenues of research to understand the brain at more complete

and ethologically relevant scales.

Much of the previous work to understand how visual stimuli are transformed in the

cortex was performed in cats and nonhuman primates, which have highly developed

visual systems with high visual acuity. Despite having lower visual acuity, the mouse

visual cortex is also highly developed and is homologous to primate cortex, particularly

at lower levels of visual processing [39]. Early work in the mouse visual system [40]

7
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demonstrated that the spatial receptive fields of neurons in mouse V1 exhibit the same

shape and properties, albeit with much larger size, as the neurons in primate V1 (Figure

1.4). Furthermore, neurons in mouse V1 exhibit the same tuning properties as primates,

such as orientation tuning [40]. Lastly, mice also have a large set of HVAs that are

similarly organized into putative dorsal and ventral streams [41, 42]. The mouse visual

cortex has been an important contributor to our understanding of the complex cortical

computations, particularly at the population level, of visual stimuli.

1.2 Overview of spatial navigation systems

One of the major outputs of the visual system, particularly in rodents, is in brain

regions fundamental for spatial cognition and navigation. The rodent model has been

fundamental in our understanding of how mammalian brains construct internal maps of

the physical world to enable successful navigation.

What types of spatial cognitive maps exist in the mammalian brain? Perhaps the

most well-known is the existence of a specific type of cell in the hippocampus (HPC)

called “place cells”. Place cells preferentially respond when animals are in a specific

location in their environment, creating a neural representation of the position of the

animal at any given time [44] (Figure 1.5A). The responses of place cells is thought to be

derived from another type of cell, “grid cells”, whose responses create a repeating pattern

that tiles an animal’s local environment [45] (Figure 1.5B). Together, place and grid cells

enable the brain to create an accurate, yet flexible, representation of the external world.

However, successful navigation requires both knowledge of current position as well as

orientation in an environment, such as using both a map and a compass. While place and

grid cells represent an animal’s position, its orientation is represented by a third class of

cells, the “head direction cells” (HD cells) [47, 48] (Figure 1.6A, B). Head direction cells

8
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Figure 1.5: Example of cells that represent location. A) Example of two place cells in
the CA1 portion of the hippocampus. B) Example of two grid cells from the medial
entorhinal cortex (MEC). Adapted from [43].

9
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Figure 1.6: Example head direction cell responses. A) Position of animal relative
to the cue. HDC: Head Direction Cell B) Schematic of a tuning curve from a head
direction cell. Adapted from [46].

preferentially fire when an animal is facing a specific direction in its environment and

serve as the final piece to allow for successful navigation [48]. The combination of these

three cell types allows animals to know their location, as well as to formulate a trajectory

to get to a target location.

A confluence of sensory information drives the creation and updating of these internal

maps to ensure that they faithfully represent changing environments. Vision has been

demonstrated to be particularly important for navigation, exerting a dominating influ-

ence over other sensory modalities [49]. However, how visual information is specifically

integrated into the areas responsible for navigation is not well understood.

1.3 Disorders affecting the visual system

Although complete blindness is relatively rare, severe uncorrectable vision loss, which

can profoundly affect daily life, affects approximately 4 million Americans. Blindness can

be caused by damage to the visual cortex, but this is generally rare. More commonly,

visual impairments are a result of some kind of damage to the eye or retina. Some of

10
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these disorders, such as cataracts and diabetic retinopathy, have understood mechanisms

and successful treatment options. On the other hand, other diseases, particularly ones

that degenerate photoreceptors such as retinitis pigmentosa and age-related macular

degeneration, have been more difficult to treat [50, 51]. Although the symptoms of these

diseases are well defined, both the molecular and cellular mechanisms, as well as potential

treatment and prevention options, are still unclear.

1.4 Summary and motivation

In the past decade, the mouse visual system has emerged as an important model

for studying sensory processing and transformation into important ethologically relevant

information. Although there has been significant research into how visual information

travels from the retina through the LGN to V1, our understanding of how this informa-

tion is processed in the HVAs and beyond is unclear. Here, we use optical physiology to

simultaneously record from hundreds of neurons in awake mice to study how visual stim-

uli are processed and transformed from V1 onward. First, we sought to understand how

the neural representation of coherent motion, a specific type of stimulus motion, is orga-

nized and represented in the visual cortex of mice. Next, we studied how the processed

information from HVAs is combined with other cognitive variables in the HD network to

update an animal’s internal sense of direction. Last, we studied the effects of retinoic acid

inhibitors on a mouse model of photoreceptor degeneration, examining visual responses

at multiple scales, including retinal, cortical, and behavioral. These studies shed light on

how the rodent cortex transforms sensory stimuli to a suitable representation for higher

cognitive processes, such as navigation.

11
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1.5 Permissions and attributions

1. The contents of chapter 2 have been published in the journal Nature Communica-

tions [52].

2. The contents of chapter 3 have been uploaded as a preprint to biorXiv [53].

3. The contents of chapter 4 have been published in the journal Science Advances

[54] and were the results of a collaboration with Dr. Richard Kramer’s lab at UC

Berkeley. The Kramer lab performed the retinal electrophysiology and behavioral

testing. The Goard lab performed all calcium imaging and related analyses.

12



Chapter 2

Distributed and retinotopically

asymmetric processing of coherent

motion in mouse visual cortex

2.1 Preface

Perception of visual motion is important for a range of ethological behaviors in mam-

mals. In primates, specific visual cortical regions are specialized for processing of coherent

visual motion. Coherent visual motion is defined as motion that is characterized by co-

herent net movement across the visual field, even if individual parts of the visual field

are moving in different directions. This type of motion is particularly important for

navigation, for example detecting optic flow and inferring movement from purely visual

information. Despite powerful genetic tools available for measuring population neural

activity, whether mouse visual cortex has a similar organization of coherent motion re-

sponsive areas remains unclear. Here, we use widefield and 2-photon calcium imaging of

transgenic mice to measure mesoscale and cellular responses to coherent motion. Imag-

13
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ing of primary visual cortex (V1) and higher visual areas (HVAs) during presentation

of natural movies and random dot kinematograms (RDKs) reveals varied responsiveness

to coherent motion, with stronger responses in dorsal stream areas compared to ven-

tral stream areas. Moreover, there is considerable anisotropy within visual areas, such

that neurons representing the lower visual field are more responsive to coherent motion.

These results indicate that processing of visual motion in mouse cortex is distributed

heterogeneously both across and within visual areas.

2.2 Introduction

Perception of visual motion is critical for animal survival, underlying behaviors such as

visually guided navigation, pursuit of prey, and avoidance of threats. Although neurons

selective for visual motion arise early in the visual system, extensive research in primates

has shown that perception of coherent global motion independent of local motion relies

on processing in specialized regions of visual cortex [55, 56]. Although mouse visual

cortical neurons are known to be well-tuned for coherent visual motion [57, 58], and

vision plays an important role in navigation [59], mesoscale cortical processing of coherent

motion is poorly understood in the mouse. Recently developed techniques for measuring

neural activity in genetically identified neurons makes the mouse an attractive model

system for investigating cortical processing of coherent motion at previously inaccessible

spatial scales [39, 60]. Although visually driven neurons along the retinogeniculocortical

pathway of mice and primates exhibit differences in response properties and connectivity

[61], there are parallels in the overarching meso- and macroscale organization of the

visual areas [39]. Researchers are just beginning to understand how coherent motion is

encoded in the mouse visual system, and the degree to which circuits underlying motion

processing are homologous between mice and primates.
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In primates, the middle temporal area (MT) and the downstream medial superior

temporal area (MST) have been identified as specialized regions for processing of coher-

ent motion [29], and are key regions in the dorsal stream of visual processing [62, 63].

Area MT contains a high proportion of direction-selective neurons [64, 65, 66] and pref-

erentially receives direction-selective inputs from the primary visual cortex (V1) [67].

Pharmacological lesioning of MT causes deficits in coherent motion perception [68], and

microstimulation of MT can influence perception of motion in studies using random

dot kinematograms (RDKs) [69]. Individual neurons in MT and MST exhibit strong

direction-selective responses to RDKs and many are selective for the overall motion of

plaid stimuli (pattern direction-selective) rather than to the individual component grat-

ings (component direction-selective) [29]. In contrast, neurons in the primate V1 are

mostly nonselective for the direction of coherent motion in RDKs [70] and exclusively

exhibit component direction-selective responses to plaids [29]. These findings have led to

models in which MT response properties derive from weighted summation and normal-

ization of direction-selective V1 inputs [71, 72].

The basic organization of mouse visual cortex is similar to the primate visual system,

with the majority of cortical input arriving via the retinogeniculocortical pathway (along

with indirect input from the superior colliculus via the lateral posterior nucleus of the

thalamus [22]), and a network of hierarchically organized visual cortical regions with

independent retinotopic maps [73, 74, 75]. However, the mouse visual system has several

functional properties that are distinct from that of primates. For example, several types

of mouse retinal ganglion cells (RGCs) exhibit direction selectivity [2, 76, 77], while

direction-selective RGCs have not been found in primate retina [78]. Direction-selective

RGCs have an asymmetric retinotopic distribution [79, 80], give rise to direction-selective

inputs to visual cortex [81], and influence direction selectivity in visual cortex [82]. In

addition, strong orientation tuning and direction selectivity are already present in the
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lateral geniculate nucleus [83, 84, 85], in contrast to the weakly tuned LGN neurons

found in primates [86]. Finally, in contrast to primate V1 [29, 70], mouse V1 contains

a significant fraction of neurons that exhibit tuned responses to global coherent motion

found in RDKs [57] and plaid pattern motion [87, 88] (though see [89]).

In recent years, mapping procedures using intrinsic signal imaging [74, 75, 90] and

wide-field calcium imaging [91, 92] have allowed researchers to define and functionally

characterize higher visual areas (HVAs) in intact mice, but the functional role of the

HVAs and any homology to primate visual structures remains an area of active investi-

gation. Anatomical and functional studies have found that HVAs are broadly connected

into two subnetworks with projection patterns similar to primate ventral and dorsal

streams [90, 41, 93, 42]. Specifically, the lateral medial (LM) and lateral intermediate

(LI) areas preferentially project to temporal and lateral entorhinal cortices (putative ven-

tral stream) while the anterolateral (AL), posterior medial (PM), rostrolateral (RL), and

anteromedial (AM) areas preferentially project to parietal, motor, and medial entorhinal

cortices (putative dorsal stream). Consistent with this classification, measurements of

single neuron activity indicated greater direction selectivity in regions AL, RL, and AM

[74] (though see [75]), a hallmark of dorsal stream regions in primate [64, 65, 66].

Here, we use wide-field and two-photon calcium imaging to map areal and cellular

responses to coherent motion in mouse visual cortices using both natural movies and

RDKs. We find that HVAs exhibit heterogeneous responses to coherent motion as in

primates, with stronger activation in response to coherent motion in regions AL, PM,

and AM compared with V1, LM, and LI. However, responses to coherent motion are

much more distributed than in primate, with neurons in all measured regions (including

V1) exhibiting some degree of coherent motion responsiveness. Furthermore, coherent

motion responses are distributed asymmetrically across visual elevation, both within and

across all visual regions, with neurons representing the lower visual field exhibiting much
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stronger coherent motion responses. Taken together, these results show that the mouse

visual cortex is optimized for distributed processing of lower field motion, potentially

enhancing processing of optical flow signals during movement.

2.3 Methods

2.3.1 Animals

For cortex-wide calcium indicator expression, Emx1-Cre (Jax Stock #005628) ×

ROSA-LNL-tTA (Jax Stock #011008) × TITL-GCaMP6s (Jax Stock #024104) triple

transgenic mice (n = 25) were bred to express GCaMP6s in cortical excitatory neurons.

For wide-field and two-photon imaging experiments, 6- to 12-week-old mice of both sexes

(10 males and 15 females) were implanted with a head plate and cranial window and

imaged starting 2 weeks after recovery from surgical procedures and up to 10 months

after window implantation. The animals were housed on a 12 h light/dark cycle in cages

of up to 5 animals before the implants, and individually after the implants. All animal

procedures were approved by the Institutional Animal Care and Use Committee at UC

Santa Barbara.

2.3.2 Surgical procedures

All surgeries were conducted under isoflurane anesthesia (3.5% induction, 1.5–2.5%

maintenance). Prior to incision, the scalp was infiltrated with lidocaine (5 mg kg−1,

subcutaneous) for analgesia and meloxicam (1 mg kg−1, subcutaneous) was admin-

istered pre-operatively to reduce inflammation. Once anesthetized, the scalp overly-

ing the dorsal skull was sanitized and removed. The periosteum was removed with

a scalpel and the skull was abraded with a drill burr to improve adhesion of den-
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tal acrylic. A 4 mm craniotomy was made over the visual cortex (centered at 4.0

mm posterior, 2.5 mm lateral to Bregma), leaving the dura intact. A cranial window

was implanted over the craniotomy and sealed first with silicon elastomer (Kwik-Sil,

World Precision Instruments) then with dental acrylic (C&B-Metabond, Parkell) mixed

with black ink to reduce light transmission. The cranial windows were made of two

rounded pieces of coverglass (Warner Instruments) bonded with a UV-cured optical ad-

hesive (Norland, NOA61). The bottom coverglass (4 mm) fit tightly inside the cran-

iotomy while the top coverglass (5 mm) was bonded to the skull using dental acrylic.

A custom-designed stainless-steel head plate (eMachineShop.com) was then affixed us-

ing dental acrylic. After surgery, mice were administered carprofen (5 mg kg−1, oral)

every 24 h for 3 days to reduce inflammation. The full specifications and designs for

head plate and head fixation hardware can be found on our institutional lab website

(https://labs.mcdb.ucsb.edu/goard/michael/content/resources).

2.3.3 Visual stimuli

All visual stimuli were generated with a Windows PC using MATLAB and the Psy-

chophysics toolbox [94]. Stimuli used for wide-field visual stimulation were presented on

an LCD monitor (43 × 24 cm, 1600 × 900 pixels, 60 Hz refresh rate) positioned 10 cm

from the eye at a 30◦ angle to the right of the midline, spanning 130◦ (azimuth) by 100◦

(elevation) of visual space. The monitor was placed 3 cm above 0◦ elevation and tilted

20◦ downward to ensure that the monitor was as equidistant as possible from the mouse’s

eye. For two-photon imaging of single-cell responses, visual stimuli were presented on an

LCD monitor (17.5 × 13 cm, 800 × 600 pixels, 60 Hz refresh rate) positioned 5 cm from

the eye at a 30◦ angle right of the midline, spanning 120◦ (azimuth) by 100◦ (elevation)

of visual space. This monitor was also positioned 3 cm above 0◦ elevation and tilted 20◦
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downward.

Retinotopic mapping stimuli consisted of a drifting bar that was spherically corrected

to account for visual field distortions due to the proximity of the monitor to the mouse’s

eye [74]. A contrast-reversing checkerboard was presented within the bar to better drive

neural activity (0.05 cycles degree−1 spatial frequency; 2 Hz temporal frequency). The

bar smoothly drifted at 10.8◦ s−1 and had a width of 8◦ of visual field space for elevation

and 9◦ of visual field space for azimuth. The stimulus was swept in the four cardinal

directions: left to right, right to left, bottom to top, and top to bottom, repeated 20–60

times.

Natural movies were a set of 22 home cage movies recorded from mice with head-

mounted cameras provided by Froudarakis and Tolias [95]. Each movie had a duration

of 10 s and was presented at a frame rate of 30 Hz. For each experiment, three movies

were randomly selected from a pool of all movies and presented for 20 repeats in random

order.

Random dot kinematograms (RDKs) consisted of black dots presented on a 50% gray

screen [96]. Each dot had a diameter of 2◦ of visual space, and the number of dots

was adjusted so that the screen was 20% occupied by dots. Dots moved at a speed

of 80◦ s−1 in a randomly assigned direction (0◦ - 315◦, in 45◦ increments), and had

a lifetime of 60 frames. A subset of these dots (3, 6, 12, 24, 48, or 96%) had their

directions adjusted to the same direction to create coherent motion within the random

dot motion. The coherent motion trace, which dictates the amount of coherence in the

stimulus, was randomly generated at the beginning of the stimulus presentation and

remained constant across repeats. Other stimulus features such as coherence direction

and dot position were randomized across trials in order to eliminate reliable responses

to all visual features except coherent motion. For wide-field stimulation, a square wave

coherence trace consisting of a pseudorandom presentation of all coherence values was
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created for each experiment, with motion direction changing across repeats. For two-

photon stimulation, a short pseudorandom coherence trace was generated, with coherence

changing smoothly between target coherence values, and the RDK stimulus was repeated

multiple times in different motion directions to allow measurement of directional tuning.

A 2 s blank gray screen preceded each trial, and the stimulus was repeated for 10 - 20

trials. For a subset of experiments, the RDKs were spherically corrected with the same

parameters as for the retinotopic mapping stimuli.

To map azimuth and elevation preferences, full screen length bars (width = 20◦) of

a contrast-reversing checkerboard (spatial frequency of 0.04 cycles degree−1; temporal

frequency = 5 Hz) were displayed on a 50% gray screen. There were 30 overlapping bar

locations for horizontal bars (elevation mapping) and 40 overlapping bar locations for

vertical bars (azimuth mapping). The bar appeared at each location in random order for

1 s, with a 2 s gray screen between repeats. Wide-field imaging

After > 2 weeks of recovery from surgery, GCaMP6s fluorescence was imaged using

a custom wide-field epifluorescence microscope. The full specifications and parts list

can be found on our institutional lab website (https://labs.mcdb.ucsb.edu/goard/

michael/content/resources). In brief, broad spectrum (400 - 700 nm) LED illumi-

nation (Thorlabs, MNWHL4) was band-passed at 469 nm (Thorlabs, MF469-35), and

reflected through a dichroic (Thorlabs, MD498) to the microscope objective (Olympus,

MVPLAPO 2XC). Green fluorescence from the imaging window passed through the

dichroic and a bandpass filter (Thorlabs, MF525-39) to a scientific CMOS (PCO-Tech,

pco.edge 4.2). Images were acquired at 400× 400 pixels with a field of view of 4.0× 4.0

mm, leading to a pixel size of 0.01 mm pixel−1. A custom light blocker affixed to the

head plate was used to prevent light from the visual stimulus monitor from entering the

imaging path.
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2.3.4 Wide-field post-processing

Images were acquired with pco.edge camera control software and saved into multi-page

TIF files. All subsequent image processing was performed in MATLAB (Mathworks).

The ∆F/F for each individual pixel of each image frame was calculated as:

∆F/F = (Fx,y,n − F̃x, y)/F̃x, y (2.1)

where Fx,y,n is the fluorescence of pixel (x, y) at frame n, and F̃x, y is defined as the

median raw fluorescence value across the entire time series for pixel (x, y). Subsequent

analyses were performed on whole-frame ∆F/F matrices. Identifying HVAs using wide-

field retinotopic mapping

For identification of HVAs, responses to drifting bar stimuli were averaged across

each stimulus (horizontal left to right, horizontal right to left, vertical bottom to top,

vertical top to bottom)[97]. Next, for each pixel, the phase of the first harmonic of the

1D Fourier transform was calculated to create retinotopic maps (phase maps) for each

direction, which were then phase-wrapped to ensure smooth phase transitions between

pixels. Last, to remove the delay due to the rise time of the GCaMP6s signal, phase maps

of opposite directions (forward vs backward, upward vs downward) were subtracted from

one another [97].

Visual field sign maps were derived from the sine of the angle between the gradients

in the azimuth and elevation phase maps. The resulting sign maps underwent a standard

post-processing procedure [89, 92]: sign maps were first smoothed and thresholded, then

each sign patch was dilated to fill in gaps between areas. Next, we applied an iterative

splitting and merging process to further refine maps. First, each patch was checked for

redundant coverage of visual space, and if significant redundancy (>10% shared visual

field coverage) was found, the patch was split to create two separate patches. Conversely,
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adjacent same-sign patches were merged if they had little redundancy (<10% shared

visual field coverage). After processing, borders were drawn around each patch, and

resulting patches were compared against published sign maps for both size and sign to

label each patch as a visual area. Visual areas V1, LM, AL, PM, LI, RL, and AM were

present in all mice (Supplementary Fig. 2).

2.3.5 Analysis of natural movie and RDK stimuli

For natural movie reliability maps, we calculated the reliability of each pixel according

to the following formula:

Rx, y =
T∑
t=0

CC(rx, y, t, r̄x, y, [0, T] ̸= t)/T (2.2)

where R is reliability for pixel (x, y), t is the trial number from [0, T ], CC is the Pear-

son correlation coefficient, rx, y, t is the response of pixel (x, y) on trial t, and r̄x, y, [0, T] ̸= t

is the average response of pixel (x, y) on all trials excluding trial t.

For calculating coherent motion in natural movies, the pixel-wise motion vectors for

each frame were calculated using the MATLAB optical flow toolbox (Mathworks). In

brief, the motion vectors are calculated per pixel by analyzing the spatiotemporal changes

in brightness via the Horn–Schunck method. For each frame, the component vectors for

each pixel were summed, and the magnitude of the summed component vectors was

defined as the value of coherent motion for that frame.

In order to determine the uniformity of motion energy across the frame (Figure 2.6),

we first calculated mean motion magnitude maps by taking the magnitude of each pixel’s

motion vector for each frame, then meaning all resulting frames across a single movie.

The uniformity of this image was gauged with a uniformity index, based on the ANSI

standard for image uniformity. Briefly, the image is first divided into nine equal sections,
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which tile the image. The average brightness of each area is calculated. The uniformity

index is then calculated as follows:

Uniformity index = 1− Bmax −Bmin

Bmax +Bmin

(2.3)

where B is the brightness of each section. Higher uniformity index values denote

a more even image. As the “brightness” of each pixel in the mean magnitude map

denotes the strength of motion information, a high uniformity index signifies even motion

information across the screen.

For natural movies and RDKs, the coherent motion correlation of each pixel was

calculated as the correlation of the mean response of the pixel and the coherent motion

of the presented stimulus:

Mx, y = CC(r̄x, y,m) (2.4)

where Mx, y is the coherent motion response for pixel (x, y), CC is the Pearson’s

correlation coefficient, r̄x, y is the average adjusted ∆F/F response for pixel (x, y), and

m is the coherence value of the stimulus.

Regions of interest for seven visual areas (V1, LM, AL, PM, LI, RL, and AM) were

individually defined for each mouse using the mouse-specific sign map as described above

[90]. Pixels within each defined area were averaged to compare areal responses across all

imaged mice.

The retinotopic dependence of coherent motion correlations was calculated as the

correlation between the retinotopic preference (elevation or azimuth) and the coherent

motion correlation for all pixels within each area. Density plots were created using

scatplot (MATLAB Central File Exchange). Briefly, a subsampled scatter plot was first

created, then turned into a Voronoi diagram. The density of points within each Voronoi
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cell centered on the subsampled scatter plot was used to determine the density of the

distribution in that portion of the scatter plot.

2.3.6 Two-photon imaging

After > 2 weeks recovery from surgery, GCaMP6s fluorescence was imaged using a

Prairie Investigator two-photon microscopy system with a resonant galvo-scanning mod-

ule (Bruker). Prior to two-photon imaging, epifluorescence imaging was used to identify

the visual area being imaged by aligning to areal maps measured with wide-field imaging.

For fluorescence excitation, we used a Ti:Sapphire laser (Mai-Tai eHP, Newport) with

dispersion compensation (Deep See, Newport) tuned to Λ = 920 nm. For collection, we

used GaAsP photomultiplier tubes (Hamamatsu). To achieve a wide field of view, we used

a 16× / 0.8NA microscope objective (Nikon) at 1× (850× 850µm or 2× (425× 425µm)

magnification. Laser power ranged from 40 to 75 mW at the sample depending on

GCaMP6s expression levels. Photobleaching was minimal (< 1%min−1) for all laser

powers used. A custom stainless-steel light blocker (eMachineShop.com) was mounted

to the head plate and interlocked with a tube around the objective to prevent light from

the visual stimulus monitor from reaching the PMTs. During imaging experiments, the

polypropylene tube supporting the mouse was suspended from the behavior platform

with high tension springs (Small Parts) to reduce movement artifacts.

2.3.7 Two-photon post-processing

Images were acquired using PrairieView acquisition software and converted into TIF

files. All subsequent analyses were performed in MATLAB (Mathworks) using custom

code (https://labs.mcdb.ucsb.edu/goard/michael/content/resources). First, im-

ages were corrected for X–Y movement by registration to a reference image (the pixel-wise
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mean of all frames) using 2-dimensional cross correlation.

To identify responsive neural somata, a pixel-wise activity map was calculated using

a modified kurtosis measure. Neuron cell bodies were identified using local adaptive

threshold and iterative segmentation. Automatically defined ROIs were then manually

checked for proper segmentation in a graphical user interface (allowing comparison to raw

fluorescence and activity map images). To ensure that the response of individual neurons

was not due to local neuropil contamination of somatic signals, a corrected fluorescence

measure was estimated according to:

Fcorrected(n) = Fsoma(n)− α(Fneuropil(n)− F neuropil) (2.5)

where Fneuropil was defined as the fluorescence in the region < 30µm from the ROI

border (excluding other ROIs) for frame n. F neuropil is Fneuropil averaged over all frames.

α was chosen from [01] to minimize the Pearson’s correlation coefficient between Fcorrected

and Fneuropil. The ∆F/F for each neuron was then calculated as:

∆F/F = (Fn − F0)/F0 (2.6)

where Fn is the corrected fluorescence (Fcorrected) for frame n and F0 defined as the

mode of the corrected fluorescence density distribution across the entire time series.

2.3.8 Analysis of two-photon imaging data

To map azimuth and elevation preferences, responses were measured during presen-

tation of horizontal or vertical bars containing an alternating checkerboard stimulus. To

identify neurons as visually responsive, a one-way ANOVA was first performed to screen

for significantly preferential responses for specific stimulus locations. For neurons passing
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this criterion, we fit the responses with a 1D Gaussian model to determine the preferred

azimuth and elevation. Finally, the receptive field preference of all significantly respond-

ing neurons in the imaging field were correlated to their pixel distance from the edge

of the screen to ensure that the imaged neurons had receptive fields on the screen, and

that the retinotopic preference correlated with the anatomical axis of azimuth/elevation

(to ensure that the imaging field did not cross areal boundaries). Sessions that failed

to exhibit a correlation between receptive field preference and pixel distance along the

retinotopic axis were not used for further analysis. The cutoff for correlation was cal-

culated for each recorded field by shuffling the cell locations 5000 times and calculating

the correlation between receptive field preference and shuffled pixel distance to probe the

underlying distribution. The 99th percentile of the shuffled distribution was then chosen

as the threshold correlation, and sessions whose calculated correlations were below this

value were discarded

For analysis of single neurons to RDKs, we analyzed responses to different motion

directions separately. We first only used the motion direction that produced the highest

Pearson correlation coefficient between the neural response and the coherent motion

signal, as responses to null directions were generally weak. However, to calculate the

net preferred direction of the neuron, we treated the coherent motion responses to each

direction as a vector and calculated the vector sum of all vectors. The orientation of the

resultant vector was defined as the preferred direction of that neuron.

For measuring coherent motion correlations by area, we imaged fields of neurons at

2× magnification (425 µm × 425 µm) in identified visual areas, as identified in wide-field

visual field sign maps. We then compared distributions of single-cell coherent motion

correlation across areas. For measuring the relationship of coherent motion correlations

to retinotopy in single neurons, we calculated the correlation coefficient between the

coherent motion correlation and the preferred elevation.
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2.3.9 Eye tracking and center of gaze analyses

To confirm the center of the gaze of the mouse relative to the stimulus monitor, we

performed eye tracking experiments on three mice. These mice were head-fixed identically

to imaging experiments, but an IR camera (Thorlabs DCC1645C with IR filter removed;

Computar T10Z0513CS 5–50 mm f/1.3 lens) was placed such that the image sensor was

located exactly at the center of the stimulus monitor. Video was acquired at 10 fps and

images were analyzed offline in MATLAB (Mathworks).

First, the pupil was identified for each frame using an automated procedure. In

brief, raw images were binarized based on pixel brightness, and the resulting images were

morphologically cleaned by removing isolated pixels. For the initial frame, the pupil

was manually chosen. For subsequent frames, the pupil was chosen from potential low

intensity regions based on a linear combination of size, location, and eccentricity of the

pupil in the previous frame. We next calculated the vector that passed through the center

of the mouse’s eyeball and the center of the pupil for each frame [98]. Extrapolating this

vector to the stimulus monitor distance provided a measurement of the center of gaze of

the mouse on the stimulus monitor at each frame.

2.3.10 Statistical information

To test statistical significance of single groups, single-sample Student’s t tests were

performed. Because most of the groups were uneven in sample size, unpaired two-sample

t tests were used exclusively. To calculate effect size where applicable, Hedges’ g was

calculated due to uneven group sizes. All t tests were performed as two-tailed t tests.

Where applicable, a Bonferroni correction was applied to adjust the p-value significance

threshold.
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2.4 Results

2.4.1 Mouse visual cortex has heterogeneous responses to mo-

tion

In order to measure neural responses to coherent motion in an unbiased manner across

the visual cortex, we used a custom wide-field microscope (Figure 2.3A) to measure

calcium responses through a 4-mm diameter window located over the left visual cortex

of awake, head-restrained mice expressing the calcium indicator GCaMP6s in excitatory

neurons (Emx1-Cre::Rosa-tTA::TITL-GCaMP6s [99, 100]). We displayed visual stimuli

on a screen that was placed on the optical axis of the right eye, such that the center of

gaze was centered on the display monitor (Figure 2.1, see Methods).

Using established mapping procedures for defining HVAs [74, 90] that were adapted

for calcium imaging [91, 92], we determined the areal boundaries of primary visual cortex

(V1) and six consistently identified HVAs: LM, AL, PM, LI, RL, and AM (Figure 2.3B),

ordered by their approximate position in the visual hierarchy [93]. As in some previous

studies, we were unable to consistently locate area A independent of AM [90], so this

area was excluded from our analyses. This procedure was performed separately for each

mouse to obtain a precise map of each mouse’s visual cortical areas (Figure 2.2).

To determine which areas responded to complex visual input, we displayed repeated

presentations of sets of natural movies recorded from a head-mounted camera [95] (Figure

2.3C) on a large monitor subtending 130◦ azimuth (0 - 130◦ nasal to temporal) and

100◦ elevation (-50◦ to +50◦ lower to upper) of the contralateral visual field. Calcium

responses from individual pixels in visual cortex exhibited reliable responses to repeated

presentations of the natural movies (Figure 2.3D). To reduce inter-mouse variability and

hemodynamic artifacts from blood vessels, we aligned HVA area boundaries and averaged
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Figure 2.1: Positioning of stimulus monitor and center of gaze tracking. A) Schematic
of monitor placement in front of the mouse from the top and front views (see Meth-
ods). B) Schematic of the eye-tracking camera position (top) and an example image
(bottom) with the identified pupil circled in red. C) Example traces over a 1400
s eye-tracking recording, showing the horizontal deflection, vertical deflection, area,
and eccentricity of the detected pupil. D) Density map of center of gaze across the
recording for a single mouse. The histograms on the top and right edges of the density
map represent the distribution of deflection for azimuth and elevation, respectively.
E) Combined probability density histograms across all recorded mice (n = 3).
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Figure 2.2: Visual field sign maps from all imaged mice. A) Sign maps for each of
ten mice used in both widefield RDK and natural movie experiments. All sign maps
contain boundaries which define the eight areas analyzed (V1, LM, PM, AL, LI, RL,
AM, and S1). B) Warped and averaged sign maps of all mice. C) Same as in (B),
but with areal boundaries and labels included. The putative mouse ventral and dorsal
streams are designated in green and magenta, respectively.
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reliability across multiple mice (Figure 2.3e; n = 19 sessions across 7 mice), revealing that

primary visual cortex exhibited uniformly reliable responses across the region. Response

reliability was slightly weaker in secondary visual regions LM and PM, and weaker still

in higher areas of the visual hierarchy such as AL, RL, and AM (Figure 2.4).

We next investigated whether the responses to the motion energy embedded within

the natural movies were similarly uniform across areas, or if the mouse exhibits hetero-

geneity across HVAs as has been observed in primate MT/MST. To this end, we first

calculated the total motion energy for each frame of the natural movie by first calculat-

ing pixel-by-pixel motion vectors, then taking the vector sum across each frame (Figure

2.3F; see Methods). We next measured the Pearson correlation between the deconvolved

neural response for each pixel and the motion energy of the scene (Figure 2.3G, bottom;

see Methods). In both individual sessions (Figure 2.3G, top) and aligned session averages

(Figure 2.3H; n = 19 sessions across 7 mice), we found that particular cortical locations

were strongly driven by motion embedded in the scene. The motion correlation map (Fig-

ure 2.3H) was not well correlated to the map of reliability to all visual features (Figure

2.3E), as evident by the low pixel-wise correlation between motion response and reliabil-

ity (Figure 2.5; r = 0.088 ± 0.12, t17 = 0.08, p = 0.47, mean ± s.e.m., single-sample t

test).

One possibility for the anisotropic distribution of motion responses in visual cortex is

that motion energy is not uniformly distributed in the natural movies. Indeed, individual

natural movies exhibit non-uniform distributions of motion energy (Figure 2.6), though

the average motion energy across all natural movies is roughly uniform (Figure 2.6). To

further ensure that the distribution of motion energy is unbiased across the visual field,

and to remove the influence of other features driving neural responses, we used full screen

random dot kinematograms (RDKs) to measure responses to coherent motion across the

visual field (Figure 2.7a; see Methods).
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Figure 2.3: Mesoscale calcium responses to motion energy in natural visual stimuli.
A) Schematic of the custom epifluorescent wide-field microscope for in vivo GCaMP6s
imaging. B) Areal maps from one session of a single example mouse. Left: surface
raw fluorescence image of a 4 mm cortical window of example Emx1-GCaMP6s mouse.
Middle: horizontal and vertical retinotopic maps. Right: sign map, and resulting
segmentation of visual cortex into V1 and HVAs. Scale bars = 1 mm. C) Schematic
of the natural movie stimulus. Scenes were repeated 20 times to measure reliable
neural responses. D) Top: map from a single experiment showing reliability across
posterior cortex; visual area segmentation as in (B). Bottom: multi-trial response (20
repeats) and mean trace (± s.e.m. shaded) of a single pixel (blue square) to repeated
presentation of the natural movie. E) Mean reliability map across all imaged mice
(n = 19 sessions over 7 mice). Individual maps are transformed onto a common
coordinate system for comparison across mice. F) Extraction of the motion energy
in the stimulus. G) Top: map from a single experiment showing motion response
across posterior cortex; visual area segmentation as in (B). Bottom: Neural response
of a single pixel (red) overlaid on the motion trace (gray). H) Mean motion energy
correlation map across all imaged mice (n = 19 sessions over 7 mice); alignment
procedure same as (E). Area abbreviations: primary visual (V1), lateral medial (LM),
anterolateral (AL), posterior medial (PM), laterointermediate (LI), rostrolateral (RL),
and anteromedial (AM).
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Figure 2.4: Natural movie reliability across mouse visual cortex A) Map of reliability
to natural movie stimuli. B) Two example pixels from the labeled boxes in (A). The
blue pixel shows from area V1 shows high reliability; whereas, the red pixel from
area AM shows low reliability. C) V1 and HVAs ordered in approximate ascending
hierarchical order, showing a clear decrease in reliability. All areas but area S1 (have
significantly reliable visual responses to the natural movies (*:Bonferroni corrected
p < 0.006, V1: p = 4.9 × 10−9, LM: p = 1.1 × 10−7, PM: p = 2.5 × 10−7, AL:
p = 9.1 × 10−7, LI: p = 4.4 × 10−5, RL: p = 9.3 × 10−6, AM: p = 7.5 × 10−6, S1:
p = 0.079; two-tailed single-sample t-test; n = 19 sessions over 7 mice). Error bars
are median ± quartiles.
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Figure 2.5: Correlation of reliability and motion response of natural moviesA)Density
plot of reliability versus motion correlation for all sessions. B) Correlation between
reliability and motion correlation for each session (n = 19 sessions over 7 mice). There
is no significant correlation between reliability and motion correlation across sessions
p = 0.91; two-tailed single-sample t-test). Error bars are median ± quartiles.

The calcium response within a single pixel represents the summed activity across

many neurons, so we could not measure tuning to preferred motion direction as is typically

done in single neuron recordings. Instead, we took advantage of the fact that RDKs with

higher coherence values will strongly drive neurons responsive to coherent motion and

result in higher magnitude calcium responses regardless of motion direction. We used

a small dot size (2◦ of visual space) and randomized dot position and drift direction on

each trial, so that the only consistent visual feature across trials was the RDK motion

coherence. We then defined the coherent motion correlation for each pixel as the Pearson

correlation coefficient between the pixel response (∆F/F) and the RDK motion coherence

(see Methods). We found that individual pixels in V1 and other HVAs exhibited a high

degree of correlation with RDK coherence (Figure 2.7B). Aligning and averaging motion

correlation maps revealed a anisotropic distribution of coherent motion correlated pixels

within and across regions (Figure 2.7C). Despite the difference in stimulus, the motion
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Figure 2.6: Natural movies have uneven motion energy across the frame. A)Mean mo-
tion energy across all frames for each of 22 different natural movies (blue background)
and 8 RDKs of all shown directions (orange background). Whereas each natural movie
has hotspots of motion energy, RDKs have motion energy present across the entire
scene. When displayed across many directions, RDKs have an essentially flat distri-
bution of motion energy across the frame. B) Mean motion energy across all stimuli
for natural movies (top) and RDKs (bottom). In both cases, the combination of all
stimuli results in a uniform distribution of motion energy across the frame. C) Com-
parison of uniformity index (see experimental procedures) across the frame for the
motion energy of natural movies (n = 22 movies) and RDKs (n = 8 movies). RDKs
have much higher motion energy uniformity across the frame p = 0.004, two-tailed
unpaired two sample t-test). For each stimulus, the large dot (dark blue for natural
movies, orange for RDKs) is the uniformity index of the single averaged motion energy
from (B) (**: p < 0.01). Error bars are median ± quartiles.
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Figure 2.7: Mesoscale calcium responses to coherent motion in RDKs. A) Schematic
of the RDK stimulus. A single repeat of the stimulus contains dots drifting at varying
coherence values across the trial duration (bottom). Over multiple repeats, the co-
herence values remain constant while the dot positions and directions are randomized
every trial. B) Top: map from a single experiment showing coherent motion corre-
lation to RDKs across posterior cortex. Bottom: single pixel response (red) over the
course of a single presentation of the stimulus overlaid on the coherence value trace;
pixel-wise coherent motion correlation is calculated as the Pearson correlation be-
tween these two signals (r = 0.35). C) Mean coherent motion correlation map across
all imaged mice (n = 10 sessions over 10 mice). Individual maps are transformed
onto a common coordinate system for comparison across mice. D) Pixel-wise density
plot of RDK vs. natural movie motion correlation across all mice to show similarity
of motion correlation across visual stimuli (r = 0.71). Density plots are similar to
scatter plots but provide additional information about the density (but not strength)
at each coordinate, with warmer colors indicating a higher density of observation pairs
(see Methods). E) Natural movie versus RDK motion correlation for each mouse (r
= 0.30 ± 0.02, n = 10, p = 1.0× 10−7; two-tailed single-sample t test).
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correlation map measured with RDKs (Figure 2.7C) was well correlated to the motion

correlation map measured with natural movies (Figure 2.3G), as indicated by the Pearson

correlation of aligned pixels (Figure 2.7D, E; r = 0.71; t9 = 14.0, p = 1.0× 10−7, single-

sample t test), although certain regions (e.g., RL) showed differences between stimuli

(see Discussion).

2.4.2 HVAs exhibit differential responses to coherent visual mo-

tion

In primates, particular higher visual areas (MT/V5 and MST) are specialized for

processing of coherent motion. To determine if particular mouse HVAs exhibit similarly

dedicated motion processing, we examined coherent motion correlations in V1, each con-

sistently defined HVA (LM, PM, AL, LI, RL, and AM), and somatosensory region S1 (as

a negative control).

For each session, we defined visual areas using retinotopic mapping, and then mea-

sured coherent motion correlations for each pixel as the Pearson correlation between the

deconvolved ∆F/F signal and the RDK motion coherence (Figure 2.8A, B). We then

averaged all the pixels within each defined region of interest to generate a measure of

coherent motion correlation by area. Using a Bonferroni-corrected p-value of 0.006 (p =

0.05, 8 tests), our statistical comparisons revealed that all visual regions except LM and

LI exhibited coherent motion correlation values significantly above zero (Figure 2.8C,

V1: 0.08 ± 0.02, t9 = 3.6, p = 3.0 × 10−3; LM: 0.09 ± 0.03, t9 = 2.8, p = 9.7 × 10−3;

AL: 0.17 ± 0.03, t9 = 5.9, p = 1.1 × 10−4; PM: 0.15 ± 0.03, t9 = 5.1, p = 3.0 × 10−4;

LI: 0.03 ± 0.02, t9 = 1.3, p = 0.11; RL: 0.11 ± 0.02, t9 = 4.2, p = 1.1 × 10−3; AM:

0.21 ± 0.03, t9 = 6.0, p = 1.0 × 10−4; Bonferroni-corrected threshold p < 0.006, mean

± s.e.m., single-sample t test). As expected, area S1 was not motion responsive (0.003
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± 0.01, t9 = 0.2, p = 0.59; mean ± s.e.m., single-sample t test). Moreover, some HVAs

had significantly higher coherent motion correlation than other visual regions (Figure

2.8D). Specifically, area AM had significantly higher motion response values than all

other regions (t68 = 3.3, p = 6.9 × 10−4, Hedges’ g = 1.2, unpaired two-sample t test),

followed by AL, PM, RL, V1, and LM, while area LI had the lowest coherent motion

correlation (t68 = −3.2, p = 9.9 × 10−4, Hedges’ g = 1.2, unpaired two-sample t test,

schematized in Figure 2.8E). These results indicate that particular HVAs in mice in-

deed exhibit enhanced responses to coherent motion relative to primary visual cortex.

Given the differences in coherent motion correlations in HVAs, these results are broadly

consistent with past anatomical and functional work suggesting that areas LM and LI

constitute a homolog of the ventral stream, while areas AL, PM, RL, and AM constitute

a homolog of the dorsal stream [41, 93, 42]. Indeed, each imaged dorsal stream area is

significantly responsive to coherent motion, whereas ventral stream areas are more var-

ied. In addition, dorsal areas show an elevated coherent motion correlation as compared

with ventral stream areas as a whole (dorsal: 0.16 ± 0.04, ventral: 0.06 ± 0.06, t68 = 3.9,

p = 1.1× 10−4, Hedges’ g = 1.1, mean ± s.e.m., unpaired two-sample t test).

2.4.3 Coherent motion correlations exhibit retinotopic asym-

metry

In addition to differences in coherent motion correlations between visual areas, there

was also anisotropy within individual visual areas. To quantify this, we first considered

area V1, where pixels located in anterior V1 were more strongly driven by coherent

motion than pixels in posterior V1 (Figure 2.9A, B). The anisotropy of coherent motion

correlations in V1 could be explained in two ways: an anatomy-based organization (along

anatomical axes) or a functional-based organization (along retinotopic axes). To test
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Figure 2.8: HVAs exhibit anisotropic coherent motion correlations to RDKs. A) Map
from a single experiment highlighting anisotropic coherent motion correlations across
HVAs. B) Single pixel responses taken from area LM (orange; top), V1 (dark blue;
middle), and PM (light blue; bottom) overlaid on the coherence trace. Correlation
between pixel response and coherent motion trace indicated for each pixel. C) Across
all mice (n = 10 sessions over 10 mice), each tested dorsal stream visual area is signif-
icantly motion responsive, but neither ventral stream areas nor a control area outside
of visual cortex (region S1) are motion responsive (*Bonferroni adjusted p < 0.006
(p = 0.05, 8 tests); two-tailed single-sample t test). Overlay indicates median ± quar-
tiles. D) Relative difference matrix, with each element equal to the coherent motion
correlation in the column region subtracted from the coherent motion correlation in
the row region across mice (red, higher; blue, lower). E) Simplified schematic of mean
coherent motion correlations in each cortical area across mice.
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these possibilities, we isolated the entire visual cortex and calculated the z-scored coherent

motion correlation for each pixel as a function of azimuth and elevation, as mapped with

drifting bar stimuli (Figure 2.9C). Although there was little correlation across mice (n

= 10 sessions over 10 mice) between the z-scored motion correlation and the azimuth,

there was a strong negative correlation between the coherent motion correlation and the

elevation, indicating stronger coherent motion processing in the lower visual field (Figure

2.9D-F; azimuth r = 0.09 ± 0.09, t9 = 0.4, p = 0.34; elevation r = -0.54 ± 0.06, t9 = −7.5,

p = 1.91× 10−5; single-sample t test).

To confirm that the anisotropy of coherent motion correlations in visual cortex is

robust across measures, we also calculated coherent motion response curves for each

pixel, fit a slope to each response curve, and plotted a map of the slopes (Figure 2.10A,

B). This analysis resulted in qualitatively similar distribution of areal coherent motion

responses (Figure 2.10C, D) and a negative correlation between coherent motion response

and elevation (Figure 2.10E, F).

Because the stimulus monitor is flat, the edges of the display are farther from the

mouse’s eye than the center of the screen. Given that the dots in the RDK are of uniform

size, the perceived size of the dots at the edges of the screen could be below the visual

acuity of the mouse visual system. To confirm that our results are not due to this effect,

we performed two additional control experiments.

First, we examined the retinotopy of RDK-driven activity independent of coherent

motion (Figure 2.11). If the size of the dots near the edge of the screen were below

the threshold of visual acuity, we would expect a radially decreasing magnitude from the

center of V1 to the periphery. However, we do not observe this pattern (Figure 2.11A-C).

All visual areas but RL show increased activity due to visual stimulus onset and area

S1 shows a mild depression (Figure 2.11D, V1: 10.43 ± 0.75, t9 = 14.4, p = 8.1× 10−8;

LM: 2.78 ± 0.30, t9 = 9.5, p = 2.7 × 10−6; AL: 2.03 ± 0.43, t9 = 4.7, p = 5.4 × 10−4;
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Figure 2.9: Retinotopic asymmetry of coherent motion correlations across the visual
cortex. A) Map from single experiment showing gradient of coherent motion correla-
tion along the vertical retinotopic axis of V1. B) Single pixel responses from anterior
(blue, r = 0.35), middle (red, r = 0.17), and posterior (orange, r = 0.05) pixels in
V1, showing different amounts of coherent motion correlation. C) Visual cortex iso-
lated maps from mouse in (A) of azimuth (top) and elevation (bottom), as well as the
coherent motion correlation (middle) for comparison. D) Density scatter plot across
all mice (n = 10 sessions over 10 mice), showing no significant correlation to azimuth
(r = 0.09 ± 0.09). Coherent motion correlation is z-scored to account for differences
between experiments. E) Same as (D), but for elevation, showing a significant nega-
tive correlation between elevation preference and coherent motion correlation across
visual cortex (r = -0.54 ± 0.06, p = 1.9 × 10−5, two-tailed single-sample t test). F)
Comparison of retinotopic correlation between azimuth and elevation. There is a sig-
nificant anticorrelation of coherent motion correlation and elevation across mice, but
none with azimuth (p = 1.9 × 10−5, two-tailed single-sample t test. Error bars are
median ± quartiles (***p < 0.001).
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Figure 2.10: Coherent motion response curves measured with mesoscale calcium imag-
ing. A) Example of neural responses to coherent motion present in the RDK. B) Map
of coherent motion response slopes for a single recording. C) Average slope map across
all imaged mice (n = 10 sessions over 10 mice). D) Across mice (n = 10 sessions over
10 mice), dorsal stream areas are significantly responsive to coherent motion, but ven-
tral stream areas and nonvisual areas are not (V1: p = 4.2×10−4, LM: p = 6.4×10−3,
AL: p = 1.9× 10−4, PM: p = 3.4× 10−4, LI: p = 1.2× 10−1, RL: p = 3.3× 10−4, AM:
p = 1.5 × 10−4, S1: p = 9.6 × 10−1, two-tailed single sample t-test ) *: Bonferroni
corrected p < 0.006. Error bars are median ± quartiles. E) Comparison of retinotopic
correlation between azimuth p = 0.16, two-tailed single sample t-test) and elevation
(p = 3.9 × 10−4, two-tailed single sample t-test) for slope (n = 10 sessions over 10
mice). Error bars are median ± quartiles (***: p < 0.001). F) Density scatter plot
across all mice showing no correlation for azimuth p = 0.16; two-tailed single-sample
t-test), but a significant negative correlation for elevation (p = 3.9× 10−4; two-tailed
single-sample t-test).
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PM: 4.59 ± 0.49, t9 = 5.3, p = 2.4 × 10−4; LI: 1.48 ± 0.28, t9 = 5.5, p = 2.0 × 10−4;

RL: 0.30 ± 0.23, t9 = 1.0, p = 0.18; AM: 1.29 ± 0.21, t9 = 6.1, p = 8.6 × 10−5; S1:

-0.57 ± 0.16, t9 = −3.5, p = 3.3 × 10−3; mean ± s.e.m., single-sample t test). We also

observed a weak positive correlation between visually driven activity and both azimuth

and elevation (Figure 2.11E, F). However, this pattern is incongruent with the pattern

described for coherent motion correlation (Figure 2.9A).

To further confirm that the retinotopic anisotropy was not due to variable screen

distance, in a subset of mice we applied spherical correction to the RDKs (Figure 2.12A),

resulting in uniform perceived dot size across the stimulus display. The resulting coherent

motion correlation maps are nearly identical to those using the uncorrected RDKs (Fig-

ure 2.12B, C). Furthermore, the correlation between coherent motion correlation and

elevation remains strongly negative, while remaining uncorrelated for azimuth (Figure

2.12D, E).

We next investigated whether the retinotopic asymmetry was also present in other

HVAs. For each area, we calculated the correlation between the z-scored coherent mo-

tion correlation and azimuth (Figure 2.14a–h, left plots) and elevation (Figure 2.14a–h,

right plots). No visual areas exhibited significant correlation between the preferred az-

imuth and the coherent motion correlation, although areas LM and LI trended toward

a significant positive correlation (Figure 2.14i; V1: 0.09 ± 0.12, t9 = 0.2, p = 0.44;

LM: 0.46 ± 0.13, t9 = 3.0, p = 7.0 × 10−3; AL: -0.10 ± 0.14, t9 = −0.1, p = 0.46;

PM: -0.12 ± 0.13, t9 = −0.3, p = 0.38; LI: 0.35 ± 0.10, t9 = 3.0, p = 8.0 × 10−3; RL:

-0.06 ± 0.20, t9 = −0.7, p = 0.76; AM: -0.09 ± 0.12, t9 = −0.1, p = 0.46; S1: 0.13

± 0.13, t9 = 0.5, p = 0.33; Bonferroni-corrected threshold p < 0.006, mean ± s.e.m.,

single-sample t test). Conversely, several regions (areas V1, PM, and LM) exhibited a

significant negative correlation between the preferred elevation and the coherent motion

correlation. In addition, areas AM and RL were trending toward significance, but ar-
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Figure 2.11: Magnitude of visual response to RDK stimulus across posterior cortex
A) Six example pixels (identified in B) showing responses across posterior cortex.
B) Map of visual responsiveness from a single mouse. C) Average visual responsive-
ness map across all imaged mice. D) Across all mice, most visual areas are strongly
driven by visual stimuli, whereas S1 shows a mild suppression to visual stimuli (V1:
p = 8.1 × 10−8, LM: p = 2.7 × 10−6, AL: p = 5.4 × 10−4, PM: p = 2.4 × 10−6,
LI: p = 2.0 × 10−4, RL: p = 1.8 × 10−1, AM: p = 8.6 × 10−5, S1: p = 3.3 × 10−3,
two-tailed single sample t-test ). (*: Bonferroni corrected p < 0.006). E) Comparison
of retinotopic correlation between azimuth (p = 5.2 × 10−6, two-tailed single sample
t-test) and elevation (p = 4.7×10−5, two-tailed single sample t-test) for visual respon-
siveness. (***: p < 0.001). F) Density scatter plot across all mice showing positive
correlations for both azimuth (p = 5.2 × 10−6; two-tailed single-sample t-test) and
elevation (p = 4.7× 10−5; two-tailed single sample t-test).
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Figure 2.12: Mesoscale calcium responses to coherent motion using spherically cor-
rected RDKsA) Schematic of the spherical correction procedure. The same procedure
applied to retinotopic mapping stimuli was applied to the RDKs to create warped
RDK stimuli. B) Map of coherent motion correlation from a single mouse. C) Av-
erage motion correlation map across all imaged mice (n = 4 sessions over 4 mice).
Individual maps are transformed onto a common coordinate system for comparison
across mice. D) Density scatter plot across all mice showing significant correlations
for both azimuth (left r = -0.10 ± 0.03, p = 0.03; two-tailed single-sample t-test) and
elevation (right r = -0.55 ± 0.06, p = 0.002; two-tailed single-sample t-test). How-
ever, the retinotopic correlation to elevation is significantly more negative than that
for azimuth p = 0.008, two-tailed paired t-test). E) Comparison of retinotopic corre-
lation (n = 4 sessions over 4 mice) between azimuth p = 0.03, two-tailed single sample
t-test) and elevation p = 0.002, two-tailed single sample t-test). Elevation correlation
is significantly more negative than azimuth correlation p = 0.008, two-tailed unpaired
two sample t-test). Error bars are median ± quartiles (*: p < 0.05, **: p < 0.01).

45



Distributed and retinotopically asymmetric processing of coherent motion in mouse visual cortex
Chapter 2

eas AL, LI, and S1 did not show significant retinotopic anisotropy in coherent motion

correlation (Figure 2.14j; V1: -0.81 ± 0.05, t9 = 5.3, -10.3, p = 1.4 × 10−6; LM: -0.44

± 0.08, t9 = −3.3, p = 4.3 × 10−3; AL: 0.03 ± 0.14, t9 = −1.1, p = 0.85; PM: -0.78

± 0.06, t9 = −8.9, p = 4.5 × 10−6; LI: -0.04 ± 0.11, t9 = −0.6, p = 0.73; RL: -0.27

± 0.10, t9 = −2.1, p = 0.035; AM: -0.36 ± 0.14, t9 = −2.0, p = 0.036; S1: -0.14 ±

0.09, t9 = −1.3, p = 0.11; Bonferroni-corrected threshold p < 0.006, mean ± s.e.m.,

single-sample t test). This pattern of coherent motion correlation may be explained by

the visual hierarchy, with lower visual areas (V1, PM, and LM) showing strong motion

coherence correlation, but higher areas (AM, RL) showing weaker motion correlation.

Note that the negative correlation between the preferred elevation and motion response

could not be explained by a decreasing anterior-to-posterior anatomical gradient, as sev-

eral HVAs (e.g., area PM) have vertical retinotopic gradients that are not co-oriented to

the anatomical gradient. Furthermore, the negative correlations tended to be strongest

in regions in which the pixels subtended a larger range of elevation (Figure 2.13), as

measured by the elevation covered by 95% of the pixels (E95%), such as V1 (E95% =

58.42◦) and PM (E95% = 32.16◦), compared with areas AM (E95% = 25.25◦) and AL

(E95% = 20.85◦). There was no relationship between azimuth correlations and azimuth

coverage (A95%; Figure 2.13C). Although the retinotopic coverage of the HVAs is similar

to that reported with intrinsic signal imaging in previous work [90], it is possible that

the population averaging and low-pass filtering inherent to wide-field population imaging

approaches may underestimate the retinotopic extent of the individual neurons within

each region.
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Figure 2.13: Relationship between retinotopic correlation and visual coverage A)
Visual field coverage of each identified visual area. The center of the axes is the
center of V1, denoting (0, 0) in a monocular retinotopic space. B) Centers of each
identified area, showing the varying biases of each visual area to different parts of
the visual field. C) Comparison between the retinotopic correlation and retinotopic
coverage (A95%) in its respective axis for azimuth (left) and altitude (right). Azimuth
correlation does not depend on the visual span of each area in the azimuth; whereas,
the altitude correlation decreases strongly with decreasing vertical span (azimuth:
p = 0.81, altitude: p = 6.7× 10−4; n = 10 sessions over mice, two-tailed single-sample
t-test).
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Figure 2.14: Retinotopic dependence of coherent motion correlation in each visual
area. A) Left: combined density scatter plot across all mice (n = 10 sessions over 10
mice) comparing z-scored coherent motion correlation to azimuth for area V1. Right:
same as left, but for elevation. B) - H) Same as (A) for each HVA (LM, AL, PM, LI,
RL, AM), and somatosensory cortex (S1). I) Mean Pearson’s correlation coefficient
between azimuth and coherent motion correlation for each area (V1: p = 0.44; LM:
p = 7.0 × 10−3; AL p = 0.46; PM: p = 0.38; LI: p = 8.0 × 10−3; RL: p = 0.76;
AM: p = 0.46; S1: p = 0.33; two-tailed single-sample t test). J) Same as (I), but for
elevation. (V1: p = 1.4×10−6; LM: p = 4.3×10−3; AL: p = 0.85; PM: p = 4.5×10−6;
LI: p = 0.73; RL: p = 0.035; AM: p = 0.036; S1: p = 0.1; two-tailed single-sample t
test). ◦p < 0.05; *Bonferroni adjusted p < 0.006, p = 0.05, 8 tests). Error bars are
median ± quartiles.
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2.4.4 Coherent motion correlations of single neurons

Although wide-field imaging revealed differences in coherent motion correlations both

across and within visual regions, we wanted to confirm that individual neurons exhibited

the same response distributions. To this end, we used two-photon calcium imaging to

measure the activity of populations of Layer 2/3 excitatory neurons in regions V1 and

a subset of HVAs (LM, PM, and AM) that exhibited varying levels of coherent motion

correlation (Figure 2.15A, B). To determine whether individual neurons exhibit coherent

motion correlations, we displayed RDKs in eight directions at a range of coherence values

(0–100%), then measured the correlation coefficient between the average calcium response

and the coherence trace for each direction (Figure 2.15C). We found that individual

neurons showed significant coherent motion selectivity in V1 (74% of 11,018 cells, n =

27 sessions over 15 mice) and all imaged HVAs, including LM (83% of 2166 cells, n

= 8 sessions over 8 mice), PM (84% of 1781 cells, n = 8 sessions over 8 mice), and

AM (82% of 1178 cells, n = 7 sessions over 7 mice). As expected, individual neurons

exhibited selectivity for particular coherent motion directions [57] (Figure 2.15B, C). As

such, across all visual areas, population responses to direction were highly mixed, though

there was a slight bias toward the horizontal directions (nasal and temporal; Figure

2.15D, E) that was consistent across imaging fields and mice (Figure 2.15F; p = 1.76 ×

10-6, n = 3461 cells, Hodges–Ajne test for circular non-uniformity). Although the mean

coherent motion correlation for the preferred direction was significant for all visual areas

imaged (Figure 2.15G; V1: 0.26 ± 0.02, t26 > 20, p = 1.6 × 10−17; LM: 0.31 ± 0.01,

t7 = 9.7, p = 1.3 × 10−5; PM: 0.37 ± 0.01, t7 = 11.8, p = 3.6 × 10−6; AM: 0.36 ± 0.01,

t6 = 15.6, p = 2.2 × 10−6; Bonferroni-corrected threshold, p < 0.006, mean ± s.e.m.,

single-sample t test), it was significantly higher in areas PM (t33 = 2.3, p = 1.3 × 10−2,

Hedges’ g = 1.2, unpaired two-sample t test) and AM (t32 = 3.2, p = 1.7× 10−3, Hedges’
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g = 1.0, unpaired two-sample t test) as compared with V1, similar to results from wide-

field imaging (Figure 2.8).

2.4.5 Single neuron asymmetry in coherent motion correlation

Finally, we wanted to confirm that the lower field bias of coherent motion processing

evident in the wide-field imaging experiments is also present at the level of individual

neurons. To test this, we first measured the preferred azimuth and elevation of popula-

tions of V1 neurons using flashing bars with a flickering checkerboard pattern randomly

presented at a range of locations (Figure 2.16A; see Methods). We then measured the

coherent motion correlation in the preferred direction for each neuron (Figure 2.16B,

C) and correlated the coherent motion correlation with the preferred azimuth and ele-

vation. Similar to the wide-field imaging results (Figure 2.9), neurons preferring lower

elevation exhibited greater coherent motion correlations than neurons preferring higher

elevation (Figure 2.16D, E), although the individual neurons exhibited greater variance

(Figure 2.16D) and the linear fits had a shallower slope than with wide-field imaging (two-

photon: -0.63% deg−1, wide field: -1.04% deg−1). No correlation was present between

coherent motion correlation and azimuth (Figure 2.17). Taken together, the individual

neurons largely reflect both the areal differences and retinotopic asymmetry observed

wide-field imaging, while also revealing a bias toward horizontal coherent motion that

was not evident with mesoscale imaging.

2.5 Discussion

In this paper, we report three key findings: (1) all visual areas measured, including V1,

exhibit reliable responses to global coherent motion independent of the spatial content

of the retinal image, (2) HVAs respond heterogeneously to coherent visual motion, with
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Figure 2.15: Coherent motion responses of single cells. A) Schematic of the two-pho-
ton microscopy experimental setup. B) Example two-photon imaging field from V1.
Scale bar is 100 µm. C) Top: polar plot of coherent motion correlation for each
motion direction. Bottom: responses of a single example neuron to each of the eight
motion directions. D) Responses of each cell in the example session. E) Polar plot of
averaged directional tuning to coherent motion across all cells in the example session.
F) Histogram of 30◦ binned preferred direction of all neurons across all sessions. (n
= 3461 cells from 13 mice, p = 1.73 × 10−6, Hodges–Ajne test for non-uniformity).
G) Mean coherent motion correlation across HVAs. Each point represents the mean
coherent motion correlation of all the cells in that session. Although all areas exhibit
significant coherent motion correlations (V1: p = 1.6 × 10−17; LM: p = 1.3 × 10−5;
PM: p = 3.6×10−6; AM: p = 2.2×10−6), areas AM and PM have significantly higher
coherent motion correlations than area V1 (PM: p = 1.3× 10−2; AM: p = 1.7× 10−3;
two-tailed unpaired two-sample t test). *p < 0.05; **p < 0.01, two-sample t test.
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Figure 2.16: Retinotopic asymmetry of single-cell coherent motion correlations in V1.
A) Top: examples of a high elevation and low elevation spherically corrected retino-
topic bar stimulus. Bottom: averaged responses of each cell in the field to the elevation
retinotopic bar stimulus, ordered by elevation preference. B) and C) Top: the pre-
ferred elevation location of the specified cell. Bottom: the calcium response of the
cell during the RDK stimulus, with the coherence trace overlaid. D) Plot of elevation
preference versus z-scored coherent motion correlation with neurons averaged within
10◦ elevation bins (n = 2680 cells from 13 mice). Error bars are mean ± s.e.m. E)
Plot of mean elevation preference versus coherent motion correlation averaged across
experiments for wide-field (red) and two-photon experiments (blue). The confidence
band represents the bootstrapped 95% confidence intervals of the slope and intercept
(wide field vs. two-photonp = 0.51, two-tailed unpaired two-sample t test). *p < 0.01.
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Figure 2.17: Coherent motion responsiveness across azimuth in V1 A) Plot of azimuth
preference versus z-scored coherent motion correlation, averaged in 10◦ azimuth bins
(n = 2680 cells from 13 mice). Error bars are mean ± s.e.m. B) Plot of mean azimuth
preference versus coherent motion correlation averaged across experiments for wide-
field (red) and two-photon (blue) experiments, as in Figure 2.16E. Confidence band
represents bootstrapped 95% confidence intervals of slope and intercept. The slopes
between widefield and two-photon fit lines are not significantly different p = 0.95,
two-tailed single-sample t-test).

stronger responses in putative dorsal stream areas, and (3) neurons which represent the

lower visual field having significantly stronger responses to coherent visual motion across

visual areas. These findings have implications both for our understanding of murine

visual motion processing and for more generalized principles of cortical organization.

In highly visual mammals, researchers have found defined extrastriate regions that

are specialized for processing of coherent visual motion, including posteromedial (PMLS)

and posterolateral (PLLS) lateral suprasylvian cortex in cats [101, 102], MT and MST

cortex in non-human primates [29, 64, 65, 66], and V5 in humans [103]. Anatomical

[90, 41, 93] and functional [74, 42] evidence has suggested that mouse visual cortex might

also have dedicated areas specialized for processing of coherent motion, but previous

studies had not tested this possibility systematically.

In this paper, we used wide-field calcium imaging to systematically investigate the

activity of seven visual areas (V1, LM, AL, PM, LI, RL, and AM) in response to coherent

motion stimuli. We found that all visual regions exhibited reliable responses to coherent
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motion, but that areas AM, AL, and PM exhibited stronger correlations to coherent

motion than RL, V1, LM, and LI (Figure 2.8). These findings held true at the single-

cell level, as shown with two-photon calcium imaging of selected populations (Figure

2.15). This is mostly consistent with prior categorization of these regions into putative

dorsal (AL, PM, RL, AM) and ventral (LM, LI) streams [90, 41, 93, 42]. One exception

is area RL, which is generally considered a dorsal stream area, but in our study had

moderate responses to coherent visual motion (in between ventral and dorsal stream

areas) using RDKs, though not natural movies. A recent paper suggests that region RL

might be preferentially involved in processing binocular disparity, with inferior responsive

neurons particularly attuned to the near field visual stimuli rather than visual motion

[104]. Another possibility is that the stimulus parameters used for the RDKs are not

well-suited to driving RL neurons, but that coherent motion found in natural movies is

more effective.

Although we do not currently know how downstream cortical regions use signals

from visual HVAs in local computations, the cortico-cortical connectivity of the motion-

responsive regions suggests an intriguing possibility. The HVAs with strong coherent

motion correlations (PM, AL, and AM) are highly interconnected with regions involved

in navigation, including the parietal cortex, retrosplenial cortex, anterior cingulate cortex,

and the presubiculum [93]. Indeed, area AM is often considered a posterior parietal region

[41] though there is not yet widespread agreement on the boundaries between HVAs and

parietal cortices [105]. This connectivity profile suggests that neurons in these HVAs may

play an important role in visually guided navigation, providing external motion cues to

higher cortical regions.

Although we found that mice are similar to cats and primates in having specialized

HVAs dedicated to coherent motion processing, we also found a new principal of organiza-

tion within visual areas that had not been described in previous studies. Specifically, we
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found that motion processing in mouse visual cortex is asymmetric across elevation, with

neurons representing the lower field exhibiting significantly stronger coherent motion cor-

relations both across visual cortex and within defined visual areas (Figure 2.14 and 2.16).

We also observed a trend toward a positive correlation in ventral stream areas (LM and

LI) between azimuth and coherent motion responsiveness (Figure 2.14). However, the

positive correlation was not statistically significant, and was not observed in V1 (Figure

2.14; Figure 2.17) or across the visual cortex as a whole (Figure 2.9). This is in contrast

to the negative correlation between coherent motion correlation and elevation, which was

robust across the visual cortex (Figure 2.9). The lower field bias is somewhat surprising

since it is known that overhead radial motion (such as looming stimuli) can cause strong

behavioral reactions such as freezing and escape responses [106]. Indeed, there may even

be specialized RGCs for local motion in the superior visual field [79]. This may be due

to specialized RGCs responding to different types of motion (radial versus linear). Al-

ternatively, recent studies indicate that behavioral responses to overhead radial motion

appear to be principally mediated by a direct circuit from retina to superior colliculus

to brain stem nuclei [107, 108]. This raises the possibility that motion-responsive RGCs

may project to separate thalamic or collicular targets depending on their retinotopy.

It has previously been found that V1 projections to different HVAs exhibit visual

response properties consistent with the target area [109]. One way the dorsal stream

areas (AL, PM, RL, AM) could inherit both a lower bias in visual field coverage [90] and

strong responses to coherent motion relative to other HVAs would be if they received

preferential innervation from anterior V1; with ventral stream areas (LM, LI) receiving

preferential input from posterior V1.

An open question is whether there is a functional reason for the lower field bias in

coherent motion correlations. One possibility is that coherent motion-responsive units

convey external motion cues to downstream regions, which would be consistent with
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known cortico-cortical connectivity [93]. Since mice have coarse spatial resolution ( 10◦

receptive field size [40]) and their eye level is close to the ground, cues for external motion

are likely more prevalent in the lower visual field. That the horizontal bias in preferred

direction observed in single neurons (Figure 2.15D-F) also reflects a bias in the lower field

external motion cues reaching the visual system is consistent with this interpretation.

These results also raise the question of whether the lower field bias of coherent motion

correlations might also exist in other visual mammals such as primates. Since primates

have higher acuity and their eye level is farther from the ground, it is possible that

external motion cues are more distributed across the visual field than for mice, obviating

the need for asymmetric processing of motion cues across retinotopic space. However,

behavioral evidence of an “lower field advantage” in detecting motion suggests that there

may indeed be some lower field bias present even in humans [110, 111], though this has

not been confirmed at the cellular level.

It should be noted that although coherent motion correlations were stronger in par-

ticular HVAs and in retinotopic regions corresponding to the lower visual field at the

population level, there was substantial heterogeneity at the level of individual neurons

(Figures 2.15 and 2.16), and that coherent motion-responsive neurons could be found

throughout the retinotopic gradient and visual areas.

One of the most surprising findings of the current study is that there is as much vari-

ability in coherent motion correlations within a visual area as across visual areas. Several

recent studies have found similar mesoscale organization in other response properties in

mouse visual cortex. For example, recent studies have found retinotopic asymmetry of

color selectivity within area V1 [112] and binocular disparity preference within area RL

[104]. Moreover, researchers also found that neurons in higher visual and parietal regions

exhibit anatomical gradients of task-modulated responses during navigation in a virtual

environment, and that these gradients cross retinotopic borders [113]. Together with

56



Distributed and retinotopically asymmetric processing of coherent motion in mouse visual cortex
Chapter 2

our results, this suggests that visual input is not processed uniformly in each area as it

progresses through the cortical hierarchy, but rather that there is considerable parallel

processing along retinotopic axes within defined areas. Since topographic organization

is present in many cortical areas, further research is necessary to determine whether

this principle is present in other species and in other sensory, and non-sensory, cortices.

These results suggest a general principle of sensory coding, which takes advantage of

topographic mapping to selectively route visual information within areas throughout

the cortical hierarchy, increasing the bandwidth for ethologically relevant stimuli across

cortex.
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Chapter 3

Coregistration of heading to visual

cues in retrosplenial cortex

3.1 Preface

Spatial cognition depends on an accurate representation of orientation within an en-

vironment. Head direction cells in distributed brain regions receive a range of sensory

inputs, but visual input is particularly important for aligning their responses to envi-

ronmental landmarks. To investigate how population-level heading responses are aligned

to visual input, we recorded from retrosplenial cortex (RSC) of head-fixed mice in a

moving environment using two-photon calcium imaging. We show that RSC neurons

are tuned to the animal’s relative orientation in the environment, even in the absence

of head movement. Next, we found that RSC receives functionally distinct projections

from visual and thalamic areas, and contains several functional classes of neurons. While

some functional classes mirror RSC inputs, a newly discovered class coregisters visual and

thalamic signals. Finally, decoding analyses reveal unique contributions to heading from

each class. Our results suggest an RSC circuit for anchoring heading representations to
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environmental visual landmarks.

3.2 Introduction

A sense of direction is essential for animals to accurately perceive and move through

their environment. Rather than being coupled to absolute coordinates, such as magnetic

north, direction is represented in the brain as the relative orientation of an animal in its

current environment, termed “heading”. Although heading and head direction are gener-

ally aligned in a freely moving animal, they can be experimentally decoupled when head

movement and environmental movement are independent. For example, researchers have

observed heading responses in insects that track the movement of a virtual environment

even with the head immobilized [114, 115, 116].

A distributed network [48, 117, 118, 119, 120] of head direction (HD) neurons found

throughout the mammalian brain represent direction through increased firing when an

animal’s head is in a specific orientation relative to the environment [121, 47, 122, 123, 48].

A central hub of this network is the ADN, which contains a high percentage of HD neurons

and is crucial for navigation [123, 48, 124, 125]. Early investigations of responses in the

HD cell network demonstrated that the vestibular system plays a critical role in both the

generation and maintenance of HD neurons. Lesions of the vestibular system, either in

sensory organs [126, 127, 87] or in upstream relay nuclei [128, 129], degrade the responses

of HD neurons in ADN and other regions in the HD cell network, resulting in navigational

deficits. Although HD cell responses have been observed in restrained rodents in virtual

environments, all experiments to this point have involved physical head rotation, either

animal-controlled [130, 131, 132, 133] experimenter-controlled [134, 135, 136]. Despite

the importance of vestibular input, previous work has shown that the visual system,

though not necessary for the generation of HD cell responses, plays a crucial role in an-

59



Coregistration of heading to visual cues in retrosplenial cortex Chapter 3

choring the responses to cues in the external environment [47, 48, 134, 137]. Experiments

which remove visual information by recording from animals in darkness, have shown that

HD neuron firing gradually drifts from the animal’s physical head direction over time

[137, 47]. Moreover, turning on the lights results in a nearly instantaneous realignment

of HD cell responses to visual cues, even if the cues were inconspicuously moved in the

darkness, suggesting that visual information exerts a dominating influence on representa-

tions, supplanting cues from other sensory systems [138]. Indeed, behavioral experiments

in several species that either dampen or remove vestibular information have shown that

animals are still capable of successful navigation through the use of visual landmarks

alone [139, 140, 127, 114, 141]; though other sensory inputs, such as optic flow [142, 131],

proprioception [143], motor efference copy [144], and olfaction [145] also contribute. Al-

though visual input is known to play a critical role in registering heading representations

to the environment, the mechanism of alignment has not been fully elucidated.

Recent research has suggested that the RSC, a cortical region in the HD cell network,

may play an important role in the integration of these signals [118, 119]. Lesioning RSC

degrades HD cell responses in ADN [146, 147], suggesting that RSC directly contributes

to HD cell tuning, which is further supported by reciprocal projections from RSC to

ADN [148, 149, 150, 151]. Furthermore, RSC is one of only two principal areas, the other

being the postsubiculum [148, 149], that receives direct innervation from both the visual

cortex and the ADN. RSC also has important roles in navigation, particularly regarding

landmark detection [152, 153, 154, 155, 156, 157] and path integration [158, 159], and

has been shown to integrate visual information with vestibular input in the angular head

velocity (AHV) system [160]. Finally, in the presence of conflicting visual landmarks,

individual HD neurons in RSC exhibit multimodal tuning curves that capture the angular

offset with respect to each landmark, suggesting that RSC can represent and resolve this

ambiguity [155, 161]. These findings suggest that RSC is uniquely situated to receive
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and integrate sensory information from visual system into a unified representation of

heading. Here, we use 2-photon calcium imaging of RSC cell bodies and axonal inputs

to investigate how visual cues are used to register heading to the external environment.

3.3 Methods

3.3.1 Animals

For cortex-wide calcium indicator expression, Emx1-Cre (Jax Stock #005628) ×

ROSA-LNL-tTA (Jax Stock #011008) × TITL-GCaMP6s (Jax Stock #024104) triple

transgenic mice or Slc17a7-IRES2-Cre (Jax Stock #023527) × TITL2-GC6s-ICL-TTA2

(Jax Stock #031562) double transgenic mice were bred to express GCaMP6s in corti-

cal excitatory neurons. For axon imaging experiments, wild-type C57BL/6J mice were

used. For all imaging experiments, 6-12 week old mice of both sexes (12 males and 10

females) were implanted with a head plate and cranial window and imaged starting 2

weeks after recovery from surgical procedures and up to a maximum of 10 months after

window implantation. The animals were housed on a 12h light/dark cycle in cages of

up to 5 animals before the implants, and individually after the implants. All animal

procedures were approved by the Institutional Animal Care and Use Committee at UC

Santa Barbara.

3.3.2 Surgical Procedures

All surgeries were conducted under isoflurane anesthesia (3.5% induction, 1.5–2.5%

maintenance). Prior to incision, the scalp was infiltrated with lidocaine (5 mg kg-1,

subcutaneous) for analgesia and meloxicam (2 mg kg-1, subcutaneous) was administered

pre-operatively to reduce inflammation. Once anesthetized, the scalp overlying the dor-
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sal skull was sanitized and removed. The periosteum was removed with a scalpel and

the skull was abraded with a drill burr to improve adhesion of dental acrylic. For all

chamber-rotation mice, a 4 mm craniotomy was made centered over the midline (cen-

tered at 3.0 mm posterior to Bregma), leaving the dura intact. For a subset of these

mice, Syn-GCaMP7b was injected into either AM (3.0mm anterior, 1.7mm lateral), PM

(1.9mm anterior and 1.6mm lateral to Lambda), or ADN (0.8 mm posterior and 0.8mm

lateral to Bregma, 3.2 mm depth [162]). For head rotation experiments, the 4 mm

craniotomy was centered 3.0 mm posterior and 1.0 mm lateral to Bregma, so that the

axis of rotation was not centered over the sagittal sinus. A cranial window was im-

planted over the craniotomy and sealed first with silicon elastomer (Kwik-Sil, World

Precision Instruments) then with dental acrylic (C&B-Metabond, Parkell) mixed with

black ink to reduce light transmission. The cranial windows were made of two rounded

pieces of coverglass (Warner Instruments) bonded with a UV-cured optical adhesive (Nor-

land, NOA61). The bottom coverglass (4 mm) fit tightly inside the craniotomy while

the top coverglass (5 mm) was bonded to the skull using dental acrylic. A custom-

designed stainless-steel head plate (eMachineShop) was then affixed using dental acrylic.

In all conditions, the head plate was carefully positioned to ensure a natural gait un-

der recording conditions. After surgery, mice were administered carprofen (5 mg kg−1,

oral) every 24h for 3 days to reduce inflammation. The full specifications and designs

for head plate and head fixation hardware can be found on our institutional lab website

(https://goard.mcdb.ucsb.edu/resources).

3.3.3 Floating chamber design and set-up

For the floating chamber experiments (Figure 1A), we used a set-up based on the

Mobile HomeCage system (Neurotar Ltd.). Briefly, a 250 mm diameter carbon fiber
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chamber was placed on top of a perforated metal base. Pressurized air fed into the metal

base floated the chamber, reducing friction and allowing the chamber to move readily.

Mice were then head fixed in the center of this chamber and allowed to ambulate, which

moved the chamber around the mouse while the mouse remained still. The air pressure

was tuned (2-4 PSI) so that the chamber provided enough friction to create a natural

gait. The chamber contains a set of magnets which are read by the base in order to report

information about the position of the chamber (Tracking Software v2.2.1, Neurotar Ltd.),

which are then transformed using custom code (MATLAB 2020b, Mathworks) to extract

the position, angle and velocity of the mouse relative to the chamber.

For single cue experiments, the walls of the chamber contained a single black cue

(width: 60mm) set on top of a white noise background that spanned the entire inner

circumference of the chamber.

For dual cue experiments, the walls of the chamber contained a repeating pattern of

stars or bars (width: 180mm), in an A - B - A - B pattern. These stimuli were separated

by black bars to separate the cues (width: 15mm).

For remapping experiments, the walls of the chamber was divided into four quadrants,

each with a different stimulus. Between recordings, the stimuli were replaced with four

new unique stimuli in complete darkness, so that the mouse could not see the transition

between stimuli.

All wall cues were printed on nylon waterproof paper and attached to the chamber

walls using double-sided tape.

Forced rotation experiments

To ensure even sampling of the entire rotation space, we carefully controlled the

rotation of the chamber. Three stabilizing bearings (608-2RS) were mounted on optical

posts (TR-series, Thorlabs) and placed around the cage to eliminate any X-Y translation.
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A DC motor (ZGA37RG, Greartisan) was coupled to a rubber wheel and used to spin

the chamber using the outer surface. The speed of the DC motor was controlled with a

microcontroller (UNO R3, Arduino) drive the rotation of the chamber (3-7 rpm).

The chamber was rotated for 90 - 120s followed by a 5s rest period, which was then

repeated 2 - 6 times for each recording. Mice were monitored via video to ensure that

they followed along with the chamber rotation. The total time spent rotating on the

floating air chamber never exceeded 15 minutes, in order to limit potential discomfort.

For experiments in light and darkness, the lights in the experimental box were

switched using a microcontroller (UNO R3, Arduino). The initial repeat was always

performed in a light on trial, so that the mouse could register visual landmarks in its

environment. Afterwards, the box lights were turned on or off in between repeats, during

the rest period.

The chamber was thoroughly cleaned and disinfected between experiments in order

to remove any odor traces.

Physical head rotation experiments

The head rotation apparatus consisted of a rotation collar (LCRM2, Thorlabs Inc.)

attached to a translating mount (LM2XY, Thorlabs Inc.) and a quick release adapter

(SM2QA, Thorlabs Inc.) The translating mount allowed for independent adjustment

of the imaging field about the axis of rotation to optimize the imaging field. The quick

release adapter was used in order to easily head fix mice to the apparatus. A closed timing

belt for 3D printers (2GT-610) was looped around the rotation collar and attached to a

DC motor (ZGHA37RG, Greartisan) and belt tensioner (6mm belt pulley). Due to the

danger of physically rotating the mouse, we limited the speed of the head rotation to 2

rpm and installed safety bars alongside the body of the mouse to ensure that the body

of the mouse did not become twisted under the collar.
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3.3.4 Two-photon imaging

After >2 weeks recovery from surgery, GCaMP6s fluorescence was imaged using a

Bruker Investigator two-photon microscopy system with a resonant galvo-scanning mod-

ule. Posterior dysgranular RSC was targeted by imaging just lateral of the sagittal sinus

and just anterior the the transverse sinus.

For fluorescence excitation, we used a Ti:Sapphire laser (Mai-Tai eHP, Newport) with

dispersion compensation (DeepSee, Newport) tuned to λ = 920nm. For collection, we

used GaAsP photomultiplier tubes (Hamamatsu). To achieve a wide field of view, we used

a 16×0.8 NA microscope objective (Nikon) and imaged at a 414×414µm, 690×690µm,

or 829 × 829µm field of view spanning 760 × 760 pixels. Laser power ranged from 40

to 75mW at the sample depending on GCaMP6s expression levels. Photobleaching was

minimal (< 1% min−1) for all laser powers used. A custom stainless-steel light blocker

(eMachineShop) was mounted to the head plate and interlocked with a tube around the

objective to prevent ambient light from reaching the PMTs.

3.3.5 Two-photon post-processing

Images were acquired using PrairieView acquisition software (Bruker) at 10Hz and

converted into TIF files. All subsequent analyses were performed in MATLAB (Math-

works) using custom code. First, images were corrected for X-Y movement by registration

to a reference image (the pixel-wise mean of all frames) using 2-dimensional cross corre-

lation.

To identify responsive neural somata, a pixel-wise activity map was calculated using

a modified kurtosis measure. Neuron cell bodies were identified using local adaptive

threshold and iterative segmentation. Automatically defined ROIs were then manually

checked for proper segmentation in a graphical user interface (allowing comparison to raw
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fluorescence and activity map images). To ensure that the response of individual neurons

was not due to local neuropil contamination of somatic signals, a corrected fluorescence

measure was estimated according to:

Fcorrected(n) = Fsoma(n)− α(Fneuropil(n)− F neuropil) (3.1)

where Fneuropil was defined as the fluorescence in the region < 30µm from the ROI border

(excluding other ROIs) for frame n. F neuropil is Fneuropil averaged over all frames. α was

chosen from [0, 1] to minimize the Pearson’s correlation coefficient between Fcorrected and

Fneuropil. The ∆F/F for each neuron was then calculated as:

∆F/F = (Fn − F0)/F0 (3.2)

where Fn is the corrected fluorescence (Fcorrected) for frame n and F0 defined as the mode

of the corrected fluorescence density distribution across the entire time series.

De-rotation of image time series

Because the microscope is fixed relative to the mouse in the head rotation experi-

ments, the images from the microscope were de-rotated in order to be properly processed

[163]. The initial non-rotation period was used to create a template that the remainder

of the images would be registered to. Registration was performed by maximizing the

Mattes mutual information between each frame and the template via a one plus one

optimizer (MATLAB, Mathworks). The geometric transformation of the previous suc-

cessfully registered image was applied as an initial transform in order to optimize the

performance and speed of the registration. After de-rotating each frame, an occupancy

map was calculated from the resulting images, and the image was cropped so that only
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areas that contained all frames were included in further analyses. The final image series

was subsequently analyzed using the two-photon processing pipeline described above.

Axon terminal imaging

For axon terminal imaging, we processed the TIF files using the Python implementa-

tion of Suite2P [164]. Briefly, TIFs underwent rigid registration using regularized phase

correlations. Regions of interest were extracted via clustering correlated pixels, and were

manually checked based on location, morphology, and ∆F/F activity. A specific config-

uration of Suite2P was used that is optimized for detecting axon processes [165]. After

defining ROIs, we used custom code (MATLAB) to check that the same axon process

was not sampled multiple times (for ROIs with Pearson correlation > 0.5, one ROI was

excluded).

3.3.6 Analysis of calcium data

To avoid low pass filtering of heading tuning curves due to slow calcium dynamics, we

used a MATLAB implementation of a sparse, nonnegative convolution algorithm (OASIS)

on ∆F/F traces [166] with an auto-regressive model of order 1 for the convolution kernel.

For the floating chamber experiments with voluntary control, the Rayleigh vector

length (RVL) was used to determine if a cell was heading selective. The RVL was calcu-

lated for each cell and compared against a shuffled distribution. To create the shuffled

distribution, each cell’s spike data was circularly shuffled and the tuning curve and result-

ing RVL was calculated. This was repeated 1000 times to create a distribution of shuffled

RVLs. Cells whose true RVL met or exceeded the 99th percentile of this distribution were

considered to be heading selective.

For calculation of heading selectivity in the rotating chamber experiments, each cell’s
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spike time series was divided into trials, with each trial representing a single full rotation

of the chamber. To calculate tuning curves, the orientation of the chamber at each frame

was first binned into 60 bins of 6 degrees. Then, the response was calculated for each trial

using the spike rate of the cell at each heading bin, smoothed by a 15◦moving average

filter. The overall tuning curve was calculated by averaging the responses across all trials.

Next, we determined whether each cell (or axon terminal) was significantly heading

selective. First, the reliability each cell’s heading preference across trials was calculated by

randomly splitting the trials into two groups and calculating the correlation coefficient

between the resulting tuning curves. Then, each trial’s activity was circularly shifted

prior to calculating the correlation coefficient. This was repeated 1000 times for each

cell, creating a real and shuffled distribution, which was compared via a two-sample

Kolmogorov-Smirnov test.

Cohen’s d was calculated to gauge the separation between the two distributions. A cell

was considered reliable if it passed the two-sample Kolmogorov-Smirnov test at p < 0.1

and had a Cohen’s d > 0.8. Additionally, A single-term (for single cue) or two-term (for

dual cue) gaussian was fit to the trial averaged tuning curve as well as the trial averaged

shuffled tuning curves. As before, the tuning curves were shuffled and fit 1000 times.

The goodness of fit (r2) of the true fit was compared against the 90th percentile of r2

for the shuffled fits to determine if the cell’s tuning curve had the proper shape. These

threshold values were chosen so that the combined significance value of the two measures

is p = 0.01. When repeating these procedures using pre-shuffled data, no cells passed

these criteria, suggesting that the number of heading selective cells is accurate, and not

due to chance.

To compare tuning curves across cells regardless of preferred direction, a cross-

validated alignment was performed. For each trial, the responses from every other trial

was used to construct a tuning curve, and the peak index of that tuning curve was used to
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align the held out trial. For light-on and light-off experiments, individual tuning curves

for each condition were first calculated by only averaging trials that belonged to each

light condition. Cross-validated alignment was performed on the light-on tuning curves,

and the offsets applied to the light-off tuning curves, so that the same circular offset was

applied to both conditions.

Calculation of coherent remapping

To determine whether or not a population of neurons remapped coherently, we created

cross-validated procedure for testing individual cells. For each neuron in a recording, the

difference between its preferred direction in the first and second context was calculated.

Next, all other cells in the recording were used to calculate an “expected offset” by

taking the median across all cell pair differences in preferred direction across contexts.

Lastly, the difference between the neuron of interest and the median difference was taken

to determine if the neuron of interest remapped coherently with the remainder of the

population. This procedure can be summarized as follows:

∆phase offsetn = (pref(A, n) − pref(B, n))− (p̃ref(A, [0, N ] ̸=n) − p̃ref(B, [0, N ] ̸=n)) (3.3)

where prefA and prefB is the preferred direction in context A or B, respectively, of neuron

n and N is the total number of neurons. p̃ref denotes the median of preferred directions.

Perfect remapping would result in a difference of 0, suggesting that each neuron exhibited

the exact same heading offset as the rest of the population. This process was repeated

for each recording to measure the amount of coherent remapping for each neuron in each

recording. These values were compared against a shuffled distribution, in which random

neurons were chosen and compared, rather than defined cell pairs.

69



Coregistration of heading to visual cues in retrosplenial cortex Chapter 3

Clustering of RSC soma responses

To categorize the response profiles of RSC somata, unsupervised clustering was per-

formed. First, all cells were fit with a sum of Gaussians as defined below for both light-on

and light-off conditions:

f(x) = a0 + a1 × e−((x−b1)/c1)2 + a2 × e−((x−b2)/c2)2 (3.4)

where a0 is the baseline offset, a1, b1, c1, a2, b2, and c2 are the amplitude, location, and

standard deviation for the first and second peaks, respectively. The coefficients a1, a2, c1

and c2 for each the light-on and light-off tuning curves were fit with an 8 component

Gaussian mixture model (GMM). Coefficients b1 and b2 were omitted so that the loca-

tion of the peak was not a determining factor in clustering. A cluster evaluation using

silhouette analysis was performed to determine the optimal number of clusters, which

reported a local maximum at k = 3 clusters, resulting in a 3 component Gaussian mix-

ture model (GMM). Following clustering by the GMM, an additional exclusion step was

performed to remove cells with poor tuning curves. The archetypal cluster response was

created by averaging all the tuning curves within a single cluster, and the correlation

coefficient between each member and the archetypal response was calculated. Individual

cells with a correlation < 0.5 were moved to an unclassified cluster.

Because of the high dimensionality of the GMM components, a dimensionality reduc-

tion was performed for visualization (Figure 5B). First, the GMM was used to generate

100,000 data points from the three defined components. An LDA was trained on these

data points, and the weights from the trained model were used to reduced the dimen-

sionality of the real data to the first two dimensions for visualization.
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Calculation of light sensitivity

Light sensitivity was calculated as an index based on the Rayleigh vector length

(RVL) of each tuning curve. Because the RVL considers both direction and magnitude,

we first used an angle doubling procedure to turn bimodal distributions into unimodal

distributions, similar to previous work [155]. The RVL index was then calculated for the

light-on and light-off tuning curves as follows:

RV Lindex = (RV LON −RV LOFF)/(RV LON +RV LOFF) (3.5)

where RV LON is the cell’s RVL in light-on and RV LOFF is the cell’s RVL in light-off.

This index ranges from [−1, 1], with values closer to -1 indicaitng stronger tuning in

light-off, value closer to 1 indicating stronger tuning in light-on, and values around 0

indicating equal strength tuning in both conditions.

Calculation of bimodality

To represent the bimodality of a neuron, we used a flip score metric also described

previously [155]. Briefly, an autocorrelation of each cell’s tuning curve was performed.

A bimodal cell resulted in a peak centered at 180◦, which was absent in unimodal cells.

The flip score was then calculated as follows:

Flip Score = CC180◦ − (CC90◦ + CC270◦)/2 (3.6)

where CC180◦ , CC90◦ , and CC270◦ are the correlation coefficients of the autocorrelation

at the 180◦, 90◦, and 270◦positions, respectively.
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Calculation of input index

An input index was calculated to determine the degree of similarity between each RSC

soma’s tuning curve and ADN or visual axonal responses. First a two-term Gaussian

was fit to tuning curves from the ADN or visual cortical axonal responses, similar to for

clustering rsc soma. Then a Gaussian mixture model was independently fit to each of

the datasets, so that there was a single GMM for the ADN axonal data and another for

the visual cortical axonal data. Next, the Mahalanobis distance was calculated for each

rsc soma to each GMM. Finally, the input index was calculated as follows:

Input Index = (DVIS −DADN)/(DVIS +DADN) (3.7)

: where DADN is the Mahalanobis distance between each cell and the center of the GMM

fit to the ADN axon data, and DVIS is the same, but for the visual cortical axon data.

Scores closer to -1 indicate that the cell has tuning more similar to ADN and scores closer

to 1 indicate that the cell has tuning more similar to visual cortical projections.

3.3.7 Decoding RSC somatic activity

Preprocessing and alignment of calcium data

In order to aggregate trial data across all recordings, the follow preprocessing steps

were performed. First, each rest period in which the chamber does not rotate between

light-on and light-off conditions was identified. Individual trials were then defined as full

rotations either preceding or following the rest period, so that each trial contained a full

rotation of the chamber. For light-off to light-on conditions, the rest period was identified

that separated light-off from light-on periods. By defining full trials about the rest period,

each trial was ensured to fully span 360◦. Next, minor variations in the speed of rotation
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between individual trials were accounted for by resampling both the heading information

and neural data to be equal length (200 bins) across all trials in all recordings. Last, to

ensure that the training data were not used for decoding, we calculated each cell’s tuning

curve on a trial by trial basis, including all data except those associated with that trial.

Therefore, each trial had an associated tuning curve constructed of that cell’s response

in all trials except the one currently being decoded.

For single recording decoding (Figure 1J), recordings with fewer than 10 heading cells

were excluded.

Decoding strategy

After preprocessing, the data were aggregated and used to decode heading on a trial

by trial basis [167]. First, a population-level likelihood curve was constructed as follows:

likelihoodt = ( ⃗FRt × T )⊘
∑

( ⃗FRt × T ) (3.8)

where ⃗FRt is a vector of firing rates of all neurons at time t, T is a matrix containing

the tuning weights of all neurons, and ⊘ represents element-wise division. The index of

the maximum likelihood of the curve was used to determine the decoded heading bin at

each time point.

Calculating decoder performance metrics

Because each pseudopopulation had uneven numbers of neurons, we first performed

a bootstrapping procedure prior to calculating performance metrics. We sampled, with

replacement, neurons from each group, with the number of neurons determined by the

size of the smallest group (n = 162 cells). The analysis was performed on sampled

subpopulations for 1000 iterations to calculate the mean and bootstrapped s.e.m. at
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each time point.

The decoder error for each frame was calculated as follows:

Decoder Error = |Hdecoded −Hactual| (3.9)

where Hdecoded is the decoded heading at each frame and Hactual is the actual heading

at each frame. Because of the overrepresentation of 180◦errors due to the landmark cell

contribution, we found that the average decoder error did not well represent the actual

trial performance. Therefore, in addition to decoder error, we calculated the decoder

accuracy for each trial as follows:

Decoder Accuracy =
∑

(Decoder Error < 18◦)/Nframes × 100 (3.10)

where Nframes is the total number of frames in the current trial.

Decoder accuracy was displayed as bootstrapped plots with error bars denoting the

2.5th and 97.5th percentile. If the confidence interval did not overlap chance (0.18), the

decoder accuracy was deemed to be statistically significant. The specific decoding and

decoder error examples in the Figure 6 plots were taken from the iteration with median

performance based on decoder accuracy to illustrate a representative decoding session.

3.3.8 Statistical Information

To test decoding error across recordings, paired t-tests were performed. To test

whether angular data were clustered around a mean angle, a V-test was performed (Cir-

cular Statistics Toolbox, MATLAB). To compare the differences between two distribu-

tions, a two-sample Kolmogorov-Smirnov test was performed. For all other significance

testing, bootstrapped 95% confidence intervals were calculated. The confidence intervals
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were then compared against either other confidence intervals or reference numbers. If

there was no overlap between the confidence interval and the reference, it was consid-

ered to be statistically significant. When performing bootstrapping, data were randomly

sampled with replacement. Statistical comparisons between groups were performed as

two-tailed tests.

3.3.9 Code Availability

Th-e code for generating all figures is available on the following GitHub repository:

https://github.com/kevinksit/HeadDirectionProject

3.4 Results

3.4.1 Neurons in the RSC represent heading in the absence of

physical head movements

In order to investigate the interaction of visual input and heading using 2-photon

imaging of somata and axon terminals, we developed a preparation in which mice are

head restrained in a moving environment (Figure 3.1A). To clarify our terminology, in

previous studies the relative orientation of the head to the environment was generally de-

termined by physical movement of the animal’s head in a stationary environment, leading

to the term “head direction cells”. Since our experiments have the head immobilized,

we define tuned neurons as “heading” cells, since they represent the relative orientation

of the stationary head to a moving environment. Heading responses have been found in

invertebrates in preparations in which the head is immobilized [114, 115, 116], but to

date all experiments investigating HD cells in mammals have incorporated physical head

movement [131, 130, 132, 133]. Virtual reality systems [168, 169, 132, 170] are commonly
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used for navigation tasks in head-fixed preparations, but have some significant draw-

backs, such as a lack of depth cues, somatosensory feedback, and limited proprioceptive

input. To address these limitations, we opted to use a walled circular chamber that floats

on an air table [171], and contains an array of sensors to collect measurements from the

chamber, including linear position, angular orientation, and speed (Figure 3.1A, D, see

Methods). This approach holds vestibular input constant, while allowing the mice to

experience the visual and proprioceptive inputs associated with movement relative to the

environment.

To determine if mammalian RSC neurons show tuning for heading even when the head

is stationary, we allowed head-fixed mice to ambulate within a floating chamber while

simultaneously imaging from the posterior dysgranular RSC (n = 4 recordings over 3

mice, Figure 3.1B). Posterior dysgranular RSC was chosen because it receives direct

projections from visual cortex [150, 157, 172]. To avoid excessive smoothing of heading

responses due to the slow temporal dynamics of calcium imaging, we deconvolved the

calcium traces and inferred spikes for all analyses (Figure 3.1C). We then measured the

response of each neuron as a function of the angular position of the cue card, revealing

that a proportion of neurons in RSC faithfully represent heading (14.0%, 373/2665 neu-

rons; Figure 3.1D-E), similar to the proportion found in freely moving rodents [118, 119].

However, we observed that mice did not always fully sample the entirety of the cage in

each recording (Figure 3.2). Additionally, mice may have been able to use other sensory

cues besides vision, such as odor, to determine their heading.

To isolate the visual contribution to heading representations, we transitioned to a

controlled rotation design. We used guide bearings to limit translation while rotating

the chamber with a motorized wheel (Figure 3.1F). This approach has three distinct

advantages: 1) it creates a regular trial structure in the data, 2) it ensures equal sampling

of the entire range of headings, and 3) it reduces changes in the appearance of the visual
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Figure 3.1: Individual neurons in the RSC exhibit heading responses in the absence
of physical head movement. A) Schematic of the imaging set up. B) Left: Example
widefield image. Scale bar = 1 mm. Right: Example two-photon image. Scale bar
= 200 µm. C) Top: Spike inferencing method. Gray traces show the ∆F/F trace
and the green trace shows the inferred spikes. Inset: Zoomed section of the blue box
on the left. Bottom: Example inferred spikes. D) Example chamber tracking data
from a single experiment. E) Example rate maps (top) and tuning curves (bottom)
from neurons recorded from RSC. F) Schematic of the controlled rotation set up.
G) Left: Example of a single neuron’s response to rotation in the chamber. Right:
Average tuning curve across all trials. H) Tuning curves of all responsive neurons.
I) Schematic of the decoding method. ⊙ represents elementwise multiplication. J)
Decoding of heading from population responses from a single recording.
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Figure 3.2: Schematic of procedure for determining whether a cell is heading re-
sponsive. A) Sankey diagram showing the percentage of cells passing each selection
criteria for determining heading responsiveness. All cells first pass through a reliability
threshold, followed by a Gaussian fit threshold. Both thresholds were calculated via
a shuffling procedure (see Methods). Only cells which pass both thresholds were in-
cluded in analyses. B) Schematized reliability threshold using an example cell. Left:
Trial-by-trial tuning curves for a reliable neuron showing a prominent peak in the
same location over trials. Below are histograms comparing bootstrapped reliability
of this cell versus a shuffled distribution. Right: Same as left, but for an unreliable
cell. C) Schematized procedure for Gaussian fit threshold. Left: Cells are fit with
a single term Gaussian. A shuffled distribution of r2 is created by circularly shifting
tuning curves from each trial (see Methods). The distributions of r2 are shown with
a dotted line denoting the 99th percentilie and the blue arrow showing the reliability
of the current cell. Right: Same as left, but for a poorly fit cell.
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Figure 3.3: Neurons in the controlled rotation condition represent heading faithfully
over multiple trials. A) Left, top: Recorded heading over time, color coded by the
current heading. Left, bottom: An example neuron’s spike rate over the same duration,
with the color of the line matched to the heading shown above. The similar color of
the peaks show that the neuron is responding to the same heading on each trial. Right:
Tuning curve from the example neuron constructed across all trials. For clarity, only
a single block of consecutive trials is shown here for each neuron. B-F) Same as A
for additional example neurons.

cues due to variable proximity during chamber translation. To take advantage of the

trial structure of our data, we created a new method with a low false positivity rate to

determine if a neuron was heading selective (Figure 3.3, see Methods).

Using this method, we found a similar percentage heading neurons as in the exper-

iments without controlled rotation, comprising 14.2% (452/3179 neurons) of the total

number of cells recorded (n = 16 recordings over 5 mice, Figure 3.1G, Figure 3.4). We

wanted to ensure that the recorded cells were not simply activated by the passing of the

visual cue over a visual receptive field. We aligned all the cells using their cross-validated

preferred direction (see Methods), showing that heading-responsive cells tile the entire
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Figure 3.4: RSC neurons represent heading during locomotion in the floating chamber.
A) Left: Example spike rate heat map of a single neuron, showing the neuron’s
response as chamber moves around the mouse. Right: Example tuning curve from the
same neuron. B-L) Same as A for additional example neurons.

circumference of the chamber, even when the cue card is outside of the visual field of the

mouse; though we note there is overrepresentation of responses when the cue is centered

in front of the mouse at 0◦ (Figure 3.1H).

This suggests that the cells that we recorded are not simply relaying visual infor-

mation. Next, we created a decoder to confirm that the population of recorded cells in

a single recording contained sufficient information to accurately represent the heading

of the animal. Briefly, the decoder uses the tuning curve of each neuron scaled by the

activity at each time point to construct a population likelihood of perceived heading, and

then selects the maximum likelihood as the predicted heading for that time point (Figure
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3.1I). Using all of the heading cells in single recording, the decoder was able to predict

the location of the cue card significantly above chance over multiple trials. (t8 = 5.4,

p = 6.6×10−4, paired t-test; Figure 3.1J). Together, these results suggest that the visual

and proprioceptive input from the rotating chamber sufficiently drive dysgranular RSC

neurons to accurately represent heading, even in the absence of vestibular modulation.

3.4.2 Heading cells exhibit similar preferred directions during

rotation of the animal or the environment

Previous research has emphasized the importance of vestibular information for the

function of the heading network [173], so we next investigated whether the same neurons

exhibit matched tuning during head fixation in a rotating environment versus during

rotation of the head in a fixed environment. To address this, we added a belt-driven

rotation collar to the previous experimental set up, allowing physical rotation of the

mouse head plate with the window centered underneath the imaging objective (Figure

3.5A). The rotation had a constant, low angular velocity to allow the animal to walk

along as the head plate was rotated. This approach allowed us to compare responses in

the same neurons across two conditions: 1) in which the head rotates but the chamber

is fixed or 2) in which the chamber rotates while the head is fixed (n = 5 recordings

across 4 mice; Figure 3.5B). Since the head is physically rotating under the microscope

objective, we first registered each frame to a template calculated from the average frame

during the chamber rotation recording (Figure 3.5C). After registration, we defined a

single set of ROIs across the two recordings and manually checked the quality of each

ROI for size, shape, and brightness to identify ROIs that contained the same cell across

conditions (Figure 3.5D). We found that many neurons, though not all of them, exhibit

similar tuning across the two conditions, with small differences in preferred direction
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Figure 3.5: Neurons in the RSC retain similar tuning in head-rotation or chamber-ro-
tation conditions. A) Example of the adapted head-rotation set up for comparisons
between head-rotation and chamber-rotation experiments. In addition to the mo-
tor-driven wheel that can rotate the chamber while the head is immobilized, there is
a separate rotation collar that can be used to rotate the mouse over the stationary
chamber. Inset: Zoom in of the rotation collar assembly. The rotation collar contains
an x-y translator to shift the axis of rotation to the center of the imaging field. A
belt-drive connects the collar to a motor for controlled rotation. B) Schematic of the
two experimental conditions. Either the chamber or the head rotates independently,
shown with a red arrow, while the other remains stationary, shown with a dashed gray
capped line. In both cases, this causes the visual cue card to move across the visual
field in the same direction. C) Example of derotation process for image timeseries.
Each of the three raw images is rotated to match the template on the right. Colored
borders show the position and rotation of each individual image. The final template
shown on the right is after all the images have been registered for the recording. D)
Example of three matched ROIs from the recordings. Purple denotes greater bright-
ness in the chamber-rotation recording, whereas green denotes greater brightness in
the head-rotation recording. White denotes equal brightness and suggests good align-
ment of the ROIs across recordings. HR: Heading rotation, CR: chamber rotation E)
Three example tuning curves from pairs of ROIs showing similar tuning preferences.
The tuning curve in the head rotation condition is shown in green, whereas the tuning
curve in the chamber rotation condition is shown in purple. F) Histogram showing
the difference in peak heading preference across recordings for matched ROIs. The
zero-centered peak in the data (green) indicates that cells remained tuned to the sim-
ilar heading angles independent of head- or chamber-rotation. Shuffled distribution is
shown in gray. ***: p < 0.001, V-test for circular nonuniformity against 0◦.
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Figure 3.6: The heading network coherently remaps when visual cues are changed.
A) Schematic showing coherent remapping across two different contexts. Because
each individual neuron’s preferred heading is mapped as a relative offset to visual
landmarks, the relationships between neuron offsets would be expected to be preserved
across contexts, leading to a coherent population shift. B) Three example neurons
showing a unified shift in preferred heading from context A to context B. Tuning
curve from context A is shown in green, while tuning curve from context B is shown
in purple. Arrow shows the phase offset between contexts. C) Histogram showing that
neurons coherently remap across conditions. For each recording session, a neuron’s
coherence with the population was calculated as the difference between the neuron’s
degree of remapping and averaged degree of remapping across the remainder of the
population (see Methods). The peak around 0 suggests in the real data (purple) shows
that individual neurons are shifting preferred directions in a similar amount to the
rest of the population in each recording. Shuffled distribution is shown in gray. ***:
p < 0.001 , V-test for circular nonuniformity against 0◦.

(V (32) = 14.1, p = 2.5× 10−4, V-test for nonuniformity against 0◦; Figure 3.5E). Across

all recordings, matched ROIs on average have the same heading preference with respect

to wall pattern across conditions, suggesting that cells accurately represent heading with

respect to the chamber’s visual cues irrespective of head or chamber rotation (Figure

3.5F). Not all cells retain the same heading preference, possibly due to distal visual

cues past the walls of the chamber, which are not informative in the chamber rotation

condition, but provide potential landmarks in the head rotation condition.
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3.4.3 Changing visual cues elicits coherent remapping in RSC

neurons

The previous experiment demonstrates that many of the neurons we found that are

tuned to changes in head angle are also tuned for changes in the rotation of the envi-

ronment. Next, we wanted to confirm that heading-tuned neurons observed during head

rotation exhibit similar population dynamics as HD cells. HD cells have been found to

remap in different environments, while maintaining a constant angular offset between

pairs of HD cells. As a consequence, moving an animal to an environment with new

visual landmarks elicits “coherent remapping” [174], as the entire population rotates to

align to the new landmarks, while retaining the same relative offsets between neurons

(Figure 3.6A). To test whether heading cells in the rotating environment also have this

quality, we replaced all of the visual cues on the chamber wall between recordings to alter

the local landmarks and elicit remapping, creating two separate contexts. When com-

paring the same cells across the two contexts, we found that the majority of heading cells

indeed shift by the same angular offset (n = 12 recordings over 4 mice; Figure 3.6B).

The angular offset is not consistent across different recordings because the remapping

due to changing contexts is random. Therefore, to compare across recordings, we first

calculated the “phase offset” of each neuron, defined as the difference in preferred head-

ing across conditions. Then, iterating through each neuron, we subtracted each neuron’s

phase offset to the averaged phase offset of all other neurons in the same recording (“∆

phase offset”; see Methods) to determine whether the neuron coherently remapped along

with the population. When combining measurements across all recordings, we found

that changing contexts caused the population of heading cells to coherently remap, as

indicated by low ∆ phase offsets (V (66) = 25.6, p = 4.9× 10−6, V-test for nonuniformity

against 0◦; Figure 3.6C).
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In summary, we show that heading cells retain their tuning whether vestibular signals

are modulated (in head rotation) or not modulated (in chamber rotation). Additionally,

we show that the heading network in a head-fixed preparation as a whole exhibits the

same functional properties as in freely moving animals. Together, these results show that

modulation of vestibular input is not necessary for eliciting heading responses in RSC if

vision and proprioception are spared. Rather, many of the same heading neurons remain

active and accurately represent the animal’s heading relative to the moving environment.

Importantly, these results also show that the mammalian heading network is capable

of representing the animal’s heading relative to the environment even when the head is

immobilized.

3.4.4 The ADN and visual cortex send distinct information to

RSC

In our previous experiments, we found that not all cells would retain their preferred

direction across conditions or coherently remap, suggesting that there is significant het-

erogeneity in RSC, which may be due to differences in the inputs it receives from other

brain regions. Previous anatomical tracing studies [148, 150] have shown that RSC re-

ceives direct projections from both ADN and the visual cortex which likely contribute

to RSC heading representations. However, the responses of these projections has not

been studied in freely moving animals, and the information that each area sends to RSC

is not known. To measure the responses from RSC-projecting neurons in each of these

regions, we microinjected an AAV expressing GCaMP7b into ADN or the higher visual

areas AM/PM in separate cohorts of wild-type mice. We chose AM and PM since they

provide the major input from visual cortex to RSC [93] as well as their role in the visual

hierarchy [52]. We then imaged the axon terminals arising from ADN (n = 17 recordings
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Figure 3.7: Imaging projections from ADN and visual cortex reveal distinctly
tuned responses sent to RSC. A) Top: Example of injection sites in separate co-
horts of mice. AAV-Syn-GCaMP7b was injected into either ADN or anteromedial
(AM)/posteromedial (PM) of WT mice. Middle: Example imaging field in RSC of
axon terminals originating from ADN. Bottom: Example ∆F/F traces and inferred
spikes for imaged ADN terminals it RSC. B) Example schematic of experimental
conditions. The single white cue card has been replaced with paired symmetric cues
on the floating chamber, which is driven by a motorized wheel. Neurons from RSC
are recorded across light-on and light-off phases. C) Schematic of expected axonal
responses. Left: Axons terminals encoding heading independent of visual cues are
expected to have unimodal tuning curves across both conditions that are not affected
by the light condition. Right: Axons terminals responding to visual cues are expected
to show a single peak in a single-cue condition, but dual peaks in the paired symmetric
cue condition. In both cases, the responses will be reduced in the light-off condition.
D) Responses of ADN axons across recordings. Top: Heat maps in the light-on (left)
and light-off (right) condition. Each row represents the aligned response of a single
axon, and axons are organized by similarity to a group mean in the light-on condition.
Bottom: Averaged response across all ADN axons, showing an aligned unimodal peak
in both light-on and light-off conditions. Traces shown are mean ± s.e.m.a E) Same
as D, but for visual cortex axons. Averaged response shows a bimodal peak in the
light-on condition, and no response in the light-off condition.
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over 4 mice) or AM/PM in RSC (n = 7 recordings over 3 mice; Figure 3.7A). In order

to distinguish classical visual responses from heading responses, we used a pair of sym-

metric cues on opposite sides of the chamber so that an identical visual stimulus would

pass in front of the mouse twice for each full chamber rotation. We also recorded in

both light-on and light-off conditions to selectively gate visual input (Figure 3.7B). We

postulated that projections carrying heading signals would exhibit unimodal peaks that

persist in the light-off condition, accurately representing heading regardless of light con-

dition or cue symmetry. On the other hand, projections communicating visual landmark

signals would exhibit a light-sensitive and bimodal tuning curve, with peaks separated

by approximately 180◦ due to the symmetry of the visual stimulus (Figure 3.7C).

We found that responses from ADN and visual cortical projections exhibit distinct

responses in these conditions. In the light-on condition, ADN axons show a unimodal

tuning curve, whereas visual cortical axons show a bimodal tuning curve (Figure 3.7D, E).

In the light-off condition, ADN axons maintain their response for several trials, whereas

visual cortical axons lose their tuning. These results show that the information from the

visual cortex is highly sensitive to environmental cues and cannot be entirely sufficient

for driving heading responses, as any symmetrical environment would result in an inac-

curate heading representation. The accurate internal heading representation regardless

of environmental symmetry suggests that the information from the visual cortex must

be processed prior to being integrated into the heading network. Together, these results

indicate that ADN and visual cortex send distinctively tuned projections to RSC, which

provide a basis for aligning the heading signal with external cues.
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Figure 3.8: Neurons in the RSC have responses that cluster into three distinct profiles.
A) Histogram of flip scores between the single cue experiments (orange, Figure 1)
and paired cue experiments (green). B) Histogram of flip scores in the paired cue
experiments comparing light-on (green) and light-off (gray) conditions. C) Example
tuning curves for heading cells aligned by their preferred direction (pref), next to their
position on the reduced dimensional space scatter plot. Each cell’s position is shown
with a large outlined dot. D) Same as A, but for landmark cells. E) Same as A, but
for alignment cells.
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3.4.5 A functional class of RSC neurons coregisters visual and

heading signals

How do neurons in RSC combine the disparate responses from ADN and visual cortex?

We imaged calcium activity in RSC cell bodies using the same experimental conditions,

allowing us to determine whether RSC responses resemble thalamic or visual cortical

inputs (n = 36 recordings over 6 mice). We found a diversity of responses in RSC that

resembled both visual cortical inputs (discernible by a second peak in light) and ADN

inputs (discernible by a single peak in the dark) (Figure 3.9A, Figure 3.8A-B). To help

classify RSC responses, we fit a sum of Gaussians to the data then performed unsuper-

vised clustering on the coefficients using a GMM to separate the cells into functional

classes (Figure 3.9B; see Methods). We found that the data were optimally clustered

into three functional classes (see Methods), although we note that the responses span a

continuum rather than fully isolated clusters.

The model returned a prominent class of cells that mirrored the tuning curves of

ADN axons, with a unimodal peak that is stable in either light-on or light-off conditions,

which we call “heading cells” (Figure 3.9C). We also found another class that mirrored

the tuning curves of visual cortical axons, with a bimodal peak in the light-on condition

that disappears in the light-off condition, which we call “landmark cells” (Figure 3.9D).

Finally, the clustering returned a third major class of cells, which combined the responses

of ADN and visual axons, exhibiting bimodal responses in the light-on condition, but

changing to a more unimodal response profile in the light-off condition, which we call

“alignment cells” (Figure 3.9E). The light-off peak in these alignment cells was always

at the same location as one of the two peaks in the light-on condition, suggesting that

landmark and heading responses are precisely coregistered in the alignment cells. Of the

total number of tuned cells (13%), landmark cells made up the plurality of cells (35%),
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Figure 3.9: Unsupervised clustering of neural responses in the RSC reveals distinct
functional classes. A) Heat maps of the responses of all somas imaged in RSC. B)
Left: Example of a two-term Gaussian fit on an aligned and normalized tuning curve.
Right: Scatter plot of clusters. C) Top: Heatmaps showing the aligned responses
of the heading neurons. Bottom: Average responses of the neurons in the heading
cluster. Traces are shown as mean ± s.e.m. D) Same as C for landmark neurons.
E) Same as C for alignment neurons. F) Pie chart showing the proportion of cells in
each cluster. G) Distributions of light sensitivity across cell types. H) Distributions
of bimodality across cell types. I) Distributions of input index across cell types. J)
Proposed model, dotted lines suggest putative projections. *: non-overlapping 95%CI.
Center dot is the median and bars span from 25th to the 75th percentile.
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followed by alignment (28%), and heading cells (12%) (Figure 3.9F, Figure 3.8). We

then compared the cell classes in measures of light sensitivity and bimodality (Figure

3.9G, H). Across the classes, landmark cells showed significantly greater sensitivity to

light condition (mean RVL index = 0.83, 95% CI = [0.81, 0.84]) than either alignment

(mean RVL index = 0.25, 95% CI = [0.20, 0.30]) or heading cells (mean RVL index =

0.17, 95% CI = [0.10, 0.24]). Although alignment and landmark cells differed in their

light sensitivity, alignment and heading cells did not, suggesting that alignment cells are

robust to changes in light, like heading cells. On a measure of bimodality, landmark cells

exhibited the highest flip scores due to their dual peaks (mean flip score = 0.82, 95% CI

= [0.74, 0.89]), being significantly greater than both alignment (mean flip score = 0.56,

95% CI = [0.49, 0.63]) and heading cells (mean flip score = 0.19, 95% CI = [0.10, 0.28]).

Since ADN and visual cortex send tuned projections to RSC, we hypothesized that

the somatic responses would be a result of specific combinations of tuned connections.

To show this, we computed an input index that compares each RSC neuron’s response

to the average response from ADN and visual cortical axons (Figure 3.9I). Comparing

across clusters shows the responses of heading cells are most similar to ADN axons while

landmark cells are most similar to visual cortical axons. Alignment cells have widely

distributed input indices, suggesting that they may receive information from both sources,

or from intra-RSC projections. These results support the contention that projections

from visual cortex and ADN synapse with specific targets in RSC, leading to a functional

class of cells capable of coregistering visual cues and heading (Figure 3.9J).
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3.4.6 Contributions of distinct classes to representation of head-

ing

The functional classes observed would be expected to lead to very different represen-

tations of head direction. We sought to understand the contributions of each functional

class to the population-level coding of heading. First, we confirmed that the heading

network was able to accurately represent the animal’s heading, even in an environment

with symmetric visual information, by decoding heading from populations of cells within

a single imaging frame. To combine multiple recordings, we created pseudopopulations

of neurons by aligning trials across recordings and then randomly sampling a subset

of these cells, determined by the number of cells in the smallest class (see Methods).

Restricting decoding to subpopulations of cells within single imaging frames (of 100 ms

duration) increased the dynamic range in decoder performance and allowed us to directly

compare performance between classes. In the light-on condition, there is a systematic

over-representation of 180◦ errors due to the symmetric visual cues. To prevent 180◦

decoding errors from biasing the performance metric, we opted to measure performance

using “decoder accuracy”, which is defined as the fraction of decoded headings that are

within 18◦ of the actual heading in each time bin. When sampling across all the classes,

the heading network shows remarkable accuracy, even in the presence of symmetric vi-

sual cues (mean decoder accuracy = 0.67, 95% CI = [0.59, 0.76], Figure 3.10A). When

transitioning from light-on to light-off, there is a drop in the performance of the decoder,

although the performance remains above chance, suggesting that the heading network

continues to track heading, albeit less accurately, even in the absence of visual cues (mean

decoder accuracy = 0.40, 95% CI = [0.33, 0.47], Figure 3.10A, bottom). In the transi-

tion from light-off to light-on, we found that the decoder rapidly recovered a high level

of performance in the first trial following the transition (Figure 3.10B). These results
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confirm previous studies which have shown that the heading network gradually degrades

in darkness, but is quickly restored in light [137, 47, 138].

To further parse the contributions of specific functional classes, we also performed

population decoding restricted to cells of one response type (heading, landmark, align-

ment; Figure 3.9C-E). As with the entire pseudopopulation, we can examine the differ-

ences in decoder performance in light-on vs light-off conditions as well as the contribution

of the symmetric visual cues, which manifests as increased 180◦ errors. We found that

heading cells were able to accurately decode in both light-on (mean decoder accuracy

= 0.43, 95% CI = [0.34, 0.50]) and light-off conditions (mean decoder accuracy = 0.35,

95% CI = [0.28, 0.41]), suggesting that they contribute to the heading signal in both

conditions (Figure 3.10C). Because their decoder performance is lower than the pop-

ulation in the light-on condition, heading cells alone may be insufficient for optimally

representing instantaneous heading. As expected based on their tuning curves, heading

cells did not exhibit a preponderance of 180◦ errors (Figure 3.11), suggesting they do

not represent visual information directly and were therefore not affected by the sym-

metric cues. In contrast, landmark cells have very high decoder performance in the

light-on condition (mean decoder accuracy = 0.50, 95% CI = [0.41, 0.59]), with an over-

representation of decoder errors at 180◦ (Figure 3.11), which immediately plummets to

chance in the light-off condition (mean decoder accuracy = 0.22, 95% CI = [0.15, 0.29];

Figure 3.10D). This suggests that landmark cells strongly drive the heading signal when

visual cues are present, but provide almost no contribution in their absence. Lastly,

alignment cells show decoder performance that is between that of heading and land-

mark cells, taking advantage of improved decoding from the visual cues in the light-on

condition (mean decoder accuracy = 0.45, 95% CI = [0.36, 0.54]), but retaining fairly

accurate heading in the light-off condition (mean decoder accuracy = 0.40, 95% CI =

[0.32, 0.49], Figure 3.10E). This suggests that alignment cells can take advantage of
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Figure 3.10: Decoding analysis shows independent contributions of each functional
subclass to the overall heading representation in RSC. A) Pseudopopulation decoding
of neural responses across trials. Top: Predicted heading (blue dots) overlaid on
actual heading (black dotted line), transitioning from the light-on (yellow bar) to the
light-off (gray bar) condition. Bottom: Decoder error (gray dots) and the average
decoder accuracy for each trial (green dots and line)The dashed green line denotes
chance level for decoder accuracy (0.18). Decoder accuracy is plotted as mean ±
s.e.m. B) Same as A, but for light-off to light-on transition. C) Top: Decoder error
(gray dots) and decoder accuracy (green dots and line) for decoder using only heading
cells in light-on to light-off transition. Bottom: Same as top, but for light-off to
light-on transition. D) Same as C, but for landmark cells only. E) Same as C, but
for alignment cells only. F) Schematic of circuit for integration of visual information
into the HD network.
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Figure 3.11: Histograms of decoder error reveal the preponderance of 180◦errors in
decoding landmark and alignment, but not heading, cells. A) Example histograms of
decoder error in light-on and light-off conditions for heading cells only. B) Same as
A, but for landmark cells. C) Same as A, but for alignment cells.

the visual cues in the light-on condition, while retaining accurate decoding in their ab-

sence in the light-off condition, positing that they may be responsible for integrating and

registering visual landmark and heading information. Interestingly, decoding with sam-

pling from the full population of heading cells outperformed any of the individual cell

classes (∆decoder accuracyall v. heading = 0.13 ± 0.04, ∆decoder accuracyall v. landmark =

0.33± 0.04, ∆decoder accuracyall v. alignment = 0.11± 0.04, mean ± bootstrapped s.e.m.),

even with equal pseudopopulation sizes, suggesting that contributions from all three cell

classes are important for an accurate internal heading.

Taken together, we propose a working model to describe the distinct roles played by

heading, landmark, and alignment cells in the registration of heading representations to

visual cues (Figure 3.10F). First, in the light-on condition, all three classes are active, with

landmark cells faithfully representing the position of the visual cues, heading cells relaying

information from the heading network, and a subset of alignment cells coregistering both

sources of information, resulting in a internal heading that is well aligned with the true

external heading. (Figure 3.10F, left). In the light-off condition, the landmark cells

are silenced, leaving the heading cells as the primary driver of internal heading, and

the alignment class exhibiting a response matched to the heading cells (Figure 3.10F,
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center). Moreover, the lack of anchoring visual information causes the heading network

to drift over time, leading to the internal heading to become offset from the true heading.

Upon restoring visual cues in the light-on condition, landmark cells regain their tuning,

relaying this information to the appropriate subset of alignment cells, which are in turn

updated (Figure 3.10F, right). The alignment cells then update the heading cells, and the

broader network via feedback projections from RSC to the ADN, updating the heading

representation throughout the heading system. We propose that the co-registration of

visual landmark and heading signals in the alignment cells thereby plays a critical role

in aligning the heading representation to external visual cues.

3.5 Discussion

One of the key findings of this paper is that heading, the relative orientation of an

animal in an environment, can be encoded separately from physical head direction in

the heading network. This finding is consistent with previous studies in which humans

solve complex virtual navigation tasks without the requirement of physical movement,

suggesting that they can create an abstract mental map of their direction independent of

physical locomotion [175, 176, 177, 178]. Research in invertebrates further supports this

view, as the E-PG (“compass”) neurons of the Drosophila central complex, an analog

of the heading network, is active in virtual environments even when the fly is immobile

[114, 141, 115]. Here, we demonstrate for the first time that a neurons in the mammalian

heading network show a similar capability during head immobilization, using multiple

sensory inputs to accurately represent relative heading. Although previous experiments

have examined the influence of nonvestibular sensory inputs on heading, they have uni-

formly allowed free angular rotation of the head [131, 130, 132, 133]. As compared to

traditional head-fixed virtual reality set ups, our floating chamber designs confers several
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benefits. Beyond providing a three-dimensional visual environment, the floating chamber

maintains somatosensory and proprioceptive cues present during locomotion through a

physical environment. Using a combination of these sensory cues, the heading cells (many

of which would be classified as HD cells in freely moving conditions) appear to be able

to compensate for the absence of vestibular information, although not all neurons main-

tained their tuning between head rotation and chamber rotation conditions. Because

of the heterogeneity of responses in RSC, a subset of RSC heading cells may be more

strongly driven by vestibular input, and therefore lose their response during head fixation;

whereas other, more visually driven, neurons are still responsive. This is reminiscent of

previous studies which found that including additional sensory modalities improves the

coding of AHV [160, 179] and HD [145] cells. However, our results show that, despite the

reduced activity due to absence of vestibular input, neurons of the heading network in

head-fixed mice remain functional and are able to accurately track heading, expanding

the repertoire of experimental approaches.

The HD network has commonly been modeled as a ring attractor network, with

heading represented by neurons as an ”activity bump” that can be shifted by sensory

inputs. Along with the results presented here, other recent work has begun to elucidate

the specific cells and mechanisms that may be responsible for anchoring the activity

bump to visual landmarks. Jacob et al. found a specific class of cells that have bimodal

tuning curves in a two-chamber symmetric environment, called ”within-compartment

bidirectional cells”, that were postulated to develop their responses through Hebbian-

based strengthening of visual information with information from the heading network

[155, 154]. Similarly, LaChance et al. 2022 [180] found bidirectionally tuned cells in the

postrhinal cortex that could represent and discriminate between symmetric visual cues,

suggesting an important role in processing visual landmarks. Lastly, recent modeling

work [181, 182] suggests mechanisms within the RSC that may be specifically responsi-
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ble for anchoring heading to landmarks. However, there are some key differences in our

findings. Previous work in RSC has found bimodal responses in two connected visually

symmetric chambers, but not in a single chamber with symmetric cues [183]. In our

recordings, we found cells in RSC with bimodal tuning curves in a single chamber with

symmetric cues, akin to studies in postrhinal cortex [180]. We postulate that the differ-

ence in bimodal responses in RSC may be due to the mouse being fixed in the center,

removing modulation of both vestibular signals and proximity-dependent visual cue size.

Although our alignment cells may have some similar properties as the cells described

above, we show that this subclass of cells changes from a bimodal to a coregistered uni-

modal tuning curve during the transition from light to darkness, suggesting that they

are able to encode and align visual and heading signals.

Our results show that RSC integrates visual information into the heading network,

but other areas in the HD cell network may also play important roles. The postsubiculum

shares many of the same properties as RSC, as the only other area in the heading network

receiving substantial monosynaptic input from both visual cortex and ADN [184, 185].

Lesioning postsubiculum degrades the heading signal in the ADN and results in an in-

ability to register to visual landmarks, similar to RSC lesions [186]. Recent work has

also suggested that the postrhinal cortex may also play a role, as it contains visually

driven heading cells that can discriminate between visually symmetric landmarks [180].

Additionally, cells with bimodal responses have also been found in the medial entorhinal

cortex [187], which has been show to affect RSC activity [188]. Given that cells in each

of these areas exhibit similar visually-influenced tuning properties, are these systems re-

dundant or complementary? Since the regions are highly interconnected [150, 189], it is

possible that they may redundantly represent the same information, since registration

of visual information is generally important for maintaining heading during spatial pro-

cessing. Alternatively, the processing in each area may be complementary, biased by the

98



Coregistration of heading to visual cues in retrosplenial cortex Chapter 3

strength of their connectivity with other brain regions [152]. For example, areas with in-

put from primary visual cortex receive different signals than areas with input from higher

visual areas. Further studies are necessary to understand how the distributed regions in

the HD cell network interact during navigation.

In conclusion, our study provides evidence that neurons in the HD cell network are

capable of representing the heading of the animal relative to the environment indepen-

dent of physical head direction. The dysgranular RSC is able to combine multisensory

information to create an abstracted map of heading, similar to how place cells can encode

other variables besides position [190, 191, 192]. Finally, we propose a potential circuit

based on a newly discovered class of neurons in RSC that act to coregister visual cues to

the heading network. Future studies of how heading and other spatial signals are aligned

to sensory input will be critical for understanding how internal representations of the

spatial environment are generated, maintained, and updated by sensory information.
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Chapter 4

Retinoic acid inhibitors mitigate

vision loss in a mouse model of

retinal degeneration

4.1 Preface

Because of our heavy dependence on vision as a primary sensory modality, diseases

that impair or abolish vision are particularly deleterious. One class of diseases centers

around the gradual degeneration of rod and cone photoreceptors in the retina, such as

retinitis pigmentosa or age-related macular degeneration. While downstream neurons

survive, they undergo physiological changes, including elevated spontaneous firing in

retinal ganglion cells (RGCs). Recent evidence has shown that retinoic acid (RA) signal-

ing is a molecular trigger of RGC hyperactivity, but whether this interferes with visual

perception is unknown. Here, we show that treatments that target RA signaling improve

behavioral image detection in vision-impaired mice. In vivo Ca2+ imaging shows that

disulfiram sharpens orientation tuning of visual cortical neurons and strengthens fidelity
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of responses to natural scenes. These findings suggest that photoreceptor degeneration

is not the only cause of vision loss in RP. RA-induced corruption of retinal informa-

tion processing also degrades vision, pointing to RA synthesis and signaling inhibitors

as potential therapeutic tools for improving sight in RP and other retinal degenerative

disorders.

4.2 Introduction

Age-related macular degeneration (AMD) and retinitis pigmentosa (RP) are the most

prevalent photoreceptor degenerative disorders, impairing vision or causing blindness in

hundreds of millions of people worldwide [50, 51]. Both AMD and RP progress gradually,

with retinal light responses and visual perception declining over years to decades. Despite

the slow deterioration of rods and cones, most retinal ganglion cells (RGCs) survive and

maintain synaptic connectivity with the brain until late stages in disease [193, 194, 195].

This has made RGCs a potential substrate for artificial vision restoration by optoelec-

tronics [196, 197], optogenetics [198, 199], and optopharmacology [200, 201]. Because

vision restoration technologies supplant light responses initiated by residual rods and

cones, treatments based on these technologies are being deployed only in a small fraction

of people with late-stage retinal degeneration. For patients whose vision is severely im-

paired but not yet eliminated, treatments for improving sight remain an unmet medical

need.

Studies on mouse, rat, and rabbit models of RP show that, while downstream retinal

neurons do survive, they nonetheless undergo morphological and physiological remodel-

ing. Months after photoreceptors are lost, new dendritic branches begin to sprout from

downstream neurons and their cell body positions start to change, mirroring remodeling

events that occur over years to decades in advanced human RP [202, 203, 204, 205]. Much
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earlier, within days of photoreceptor loss, some RGCs become hyperactive, firing spon-

taneously at up to eight times their normal rates in healthy retinas [206, 207]. RGC hy-

peractivity results partly from changes in presynaptic neurons [208, 209] and partly from

changes intrinsic to RGCs, including up-regulation of voltage-gated ion channels, which

increases membrane excitability [210], and up-regulation of ligand-gated channels, which

increases resting membrane permeability [201]. Recent studies indicate that retinoic

acid (RA) is the signal that triggers morphological [211] and physiological [207, 212]

remodeling. Adding exogenous RA to healthy retinas mimics remodeling, adding RA

receptor (RAR) inhibitors to degenerated retinas suppresses remodeling, and increased

RA-induced gene expression can be detected in degenerated retinas [207]. Local atro-

phy of photoreceptors, induced by subretinal implantation of a metallic chip, also caused

elevation of RA-induced gene expression in corresponding RGCs, leading to local hy-

peractivity [213]. This suggests that RA-induced hyperactivity is a common sequel to

photoreceptor loss, whether the underlying cause is hereditary, as in RP, or environmen-

tal, as in many cases of AMD.

The functional consequences of remodeling on information processing and visual per-

ception have remained uncertain [214]. Heightened spontaneous RGC firing could mask

responses triggered by residual photoreceptors, as has been observed in the rd10 mouse

model of RP [207]. However, degeneration-induced hyperactivity [208] and hyperper-

meability [201] apply only to Off-RGCs. Accelerated spontaneous firing in Off-RGCs

is predicted to compress the dynamic range to light decrements that normally provoke

firing and expand the dynamic range to light increments that normally suppress firing.

How these seemingly opposite effects might affect higher-order information processing in

the brain is unknown. The effects of hyperactivity on visual perception are also unclear.

Genetically inhibiting RAR increased light avoidance behavior in vision-impaired rd10

mice [207], but whether this reflects improved visual acuity or enhanced photophobia is
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unknown.

There is circumstantial evidence that retinal hyperactivity also applies to humans

with degenerative blindness [204, 214]. Patients with RP report persistent photopsia

[215, 216] and they have a heightened threshold for perceiving phosphenes induced by

electrical stimulation of the eye, consistent with interference from heightened spontaneous

retinal activity [217]. However, without tools to suppress hyperactivity, it is impossible

to differentiate the direct effects of photoreceptor signal loss from the indirect effects of

increased RGC background firing (i.e., “noise”). Here, we have used a pharmacological

approach to block RA signaling, giving us a way to discriminate the effects of decreased

signal from increased noise. By investigating visual perception with behavioral experi-

ments and higher-order neural processing with functional brain imaging, we show that

RA-induced retinal hyperactivity is a major contributor to vision impairment in the rd10

mouse. Moreover, by inhibiting RA, we reveal a new therapeutic strategy for mitigating

vision loss that may be applicable across a wide range of photoreceptor degenerative

disorders, regardless of the underlying etiology.

4.3 Methods

4.3.1 Animals

C57BL/6J (WT) and rd10 (Pde6β-/- mutant) mice were purchased from the Jackson

Laboratory (strain #000664 and #004297, respectively). All mice were kept in a 12:12

light/dark cycle room, except for experiments including dark rearing (see below). All

animal procedures were approved by the Institutional Animal Care and User Committee

at University of California (UC) Berkeley and UC Santa Barbara.
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4.3.2 Chemicals and solutions

Dissections and ex vivo retinal assays (MEA and imaging) were performed in artificial

cerebrospinal fluid (ACSF) containing 119 mM NaCl, 2.5 mM KCl, 1 mM KH2PO4,

1.3 mM MgCl2, 2.5 mM CaCl2, 26.2 mM NaHCO3, and 20 mM d-glucose. Disulfiram

(tetraethylthiuram disulfide, C10H20N2S4) was purchased from Sigma-Aldrich (#86720)

and formulated in mouse chow by Dyets Inc. (PA, USA) at a final concentration of 2

mg/kg. Food was refreshed every 4 to 5 days during treatment. BSM 493 was purchased

from Tocris (#3509) and stored at -20◦ C in a final concentration of 5 µM in phosphate-

buffered saline (PBS).

4.3.3 RAR reporter

To detect RAR-induced transcription, we used an AAV vector (Vigene Biosciences,

Maryland, USA) that included a cytomegalovirus (CMV) promoter upstream to the

coding sequence for the RFP (“mStrawberry”), followed by a polyadenylate tail and

a stop sequence [207, 213]. A fragment containing three repetitions of the RARE se-

quence followed by the weak promoter SV40 was subcloned from pGL3-RARE-luciferase

(Addgene, plasmid #13458), a gift of the Underhill Laboratory [218]. Last, a GFP

sequence was subcloned downstream to SV40 for a final construct of AAV2-CMV-RFP-

stop-RARE(x3)-SV40-GFP. The presence of inverted terminal repeat sequences was con-

firmed by enzymatic digestion.

4.3.4 Genetically encoded calcium indicator

To measure activity-dependent increases in intracellular Ca2+ resulting from spike

activity, we used a commercially available AAV vector encoding the Ca2+ indicator

GCaMP6s under the control of the CaMKIIa promoter (Addgene, #107790, AAV9-
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CamKII-GCaMP6s-WPRE-SV40), which is expressed in excitatory neurons.

4.3.5 Intravitreal injections

Adult WT and rd10 mice (>P21) were intravitreally injected with drugs or virus.

Before injection, animals were anesthetized with isoflurane (2%), and their pupils were

dilated with tropicamide (1%) and phenylephrine (2.5%). Proparacaine (0.5%) was used

as a topical analgesic. GenTeal was applied under a glass coverslip to keep the cornea

lubricated. An incision was made through the sclera below the ora serrata with a 30

gauge needle. Solutions were injected into the vitreous with a blunt-ended 33 gauge

Hamilton syringe or a 25- to 30-µm tip diameter glass pipette beveled at a 45◦ angle.

After injection, the antibiotic tobramycin (0.3%) was applied to the eye. Injections of

RAR reporter AAV2 were binocular, at a maximal volume of 1.5 µl, and using a titer of

>1014 particles/µl. Injections of vehicle (PBS 1×) and BMS 493 (5 µM) were binocular

or monocular (depending on the experiment), using a final volume of 1.0 µl. Final BMS

493 concentration was 500 nM, assuming a 1:10 dilution in the vitreous volume of the

mouse ( 10 µl).

4.3.6 Retinal dissections

All dissections were performed in ACSF continuously gassed with 95% O2/5% CO2.

Mice were euthanized using saturating levels of isoflurane gas followed by cervical dis-

location. Mice were then enucleated, the cornea was excised from the eye, and the lens

was removed. For live retinal imaging and MEA recordings, retinas were detached from

the RPE and cut in quarters. Each retinal piece was mounted on nitrocellulose paper,

RGCs facing up (imaging), or placed on top of the recording electrodes, RGCs facing

down (MEA). Retinal pieces were kept at 34◦ to 35◦ C.
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4.3.7 Cortical surgery

All surgeries were conducted with the mouse under isoflurane anesthesia (3.5% induc-

tion, 1.5 to 2.5% maintenance). Before incision, the scalp was infiltrated with lidocaine

(5 mg/kg, subcutaneously) for analgesia. Meloxicam (2 mg/kg, subcutaneously) was ad-

ministered preoperatively to reduce inflammation. Once anesthetized, the scalp overlying

the dorsal skull was sanitized and removed. The periosteum was removed with a scalpel,

and the skull was abraded with a drill burr to improve adhesion of dental acrylic. For

mice in the disulfiram experiments, a single 4 mm craniotomy was made over the left

visual cortex. For mice in the BMS 493 experiments, a 4 mm craniotomy was made over

each bilateral visual cortex (centered at 4.0 mm posterior, 2.5 mm lateral to bregma on

each side), leaving the dura intact. We used a motorized microinjector (Stoelting, 53311)

to deliver 0.75 µl of virus AAV9-CamKII-GCaMP6s (titer = 1 × 1013 to 3 × 1013) to

three to four injection sites within area V1 of the cerebral cortex. A cranial window

was implanted over the craniotomy and sealed, first with a silicon elastomer (Kwik-Sil,

World Precision Instruments) and then with a dental acrylic (C&B-Metabond, Parkell)

mixed with black ink to reduce light transmission. The cranial windows were made of

two rounded pieces of cover glass (Warner Instruments) bonded with an ultraviolet-cured

optical adhesive (Norland, NOA61). The bottom cover glass (4 mm) fit tightly inside

the craniotomy, while the top cover glass (5 mm) was bonded to the skull with the den-

tal acrylic. A custom-designed stainless steel head plate (eMachineShop.com) was then

affixed using dental acrylic. After surgery, mice were administered carprofen (5 to 10

mg/kg, orally) every day for 3 days to reduce inflammation. The full specifications and

designs for head plate and head fixation hardware can be found on our institutional labo-

ratory website (https://labs.mcdb.ucsb.edu/goard/michael/content/resources).
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4.3.8 RAR reporter imaging assay

Live retinal pieces mounted on nitrocellulose paper were maintained under oxygenated

ACSF perfusion at 34◦ C. A spinning disk confocal microscope (Olympus IX50) with

a 40× water-submersible objective was used for fluorescence imaging to detect red or

green fluorescence owing to RFP or GFP expression. Optical sections (1.5 µm thick) of

the ganglion cell layer of the retina were compiled to generate Z-stacks. Z-stacks were

flattened and analyzed with ImageJ [National Institutes of Health (NIH)]. Two to three

fields of view were analyzed for each retinal piece, and individual regions of interest

(ROIs) were drawn around every visible cell body, enabling measurement of mean gray

value for both RFP and GFP fluorescence. The GFP/RFP ratio was calculated for each

ROI and averaged across retinal pieces (individual data points) and mice (mean value).

4.3.9 Multielectrode array

Retinas were dissected and maintained in ACSF as described previously. Individual

pieces of retina were placed ganglion cell layer down onto an array with 60 electrodes

spaced 200 µm apart (1060-2-BC, Multi-Channel Systems). After mounting, each retinal

piece was dark-adapted for 30 min under constant perfusion of 34◦ C oxygenated ACSF.

Extracellular signals were digitized at 20 kHz and passed through a 200 Hz high-pass

second-order Butterworth recursive filter. Spikes were extracted using a threshold voltage

of 4 SD from the median background signal of each channel. Spikes were then aligned

and clustered primarily in three-dimensional (3D) principal components space using the

T-Distribution Expectation-Maximization (Offline Sorter, Plexon). Inclusion criteria for

units included distinct depolarization and hyperpolarization phases, interspike interval

histograms with peak values, and at least 50 contributing spikes. Exclusion criteria

included multiple peaks, high noise, and low amplitude in channels with more than three
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detected units.

4.3.10 Electroretinogram

Photopic ERG responses were recorded in adult mice with the HMsERG LAB System

(OcuScience) under isoflurane anesthesia (3.5% induction, 1.5 to 2.5% maintenance) at

a stable rectal temperature of >35.8◦ C. The ground electrode was placed on the back

above the tail, while reference electrodes were placed in the chick under the cheek (all

subdermal). Mouse pupils were dilated with tropicamide (1%) and phenylephrine (2.5%).

Proparacaine (0.5%) was used as a topical analgesic. To create and maintain contact

between the lens containing the recording electrode and the cornea, a small drop of

hypromellose was placed on the eye, and the lens was gently pressed against it. After

recording, GenTeal was applied to both eyes, and mice were allowed to recover from

anesthesia.

Photopic stimulation was performed inside a mini-ganzfeld stimulator including 10

min of light adaptation to background light at 300 cd·s/m2, followed by 32 flashes (fre-

quency = 2.0 Hz, duration = 20 ms) for eight different light intensities ranging from 0.1

to 25 cd·s/m2. Responses were recorded over a period of 360 ms after each flash. Data

were filtered at 50 kHz. The amplitude of the b-wave was measured from the peak of the

first inward voltage deflection (a-wave) to the peak of the first outward voltage deflection

and averaged across 32 flashes per intensity.

4.3.11 Cage design and manipulation

The automated behavioral cages were based on a design developed by E. Pugh [219]

and custom-built by Lafayette Instrument (IN, USA). The cage includes three main

components: (i) a unidirectional running wheel, orienting the mouse toward a computer
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display and a revolutions counter; (ii) a nose poke area with an infrared sensor, connected

to a peristaltic pump triggering delivery of a water droplet reward; and (iii) a Raspberry

Pi minicomputer and 1366 pixel by 768 pixel liquid crystal display (LCD) screens. Screens

were calibrated to have the same brightness. Custom software linked image display with

wheel running and reward availability. Cages were used in a dark room, and experiments

were conducted throughout the night. The involvement of the animal handlers was

minimal (introduction and retrieval), while protocol implementation and data acquisition

were fully automated.

4.4 Behavioral experiment design and data

4.4.1 Analysis

Adult (>P35), male and female WT and rd10 mice, in littermate tandems, were used

for these experiments. The cohort of rd10 mice used in disulfiram experiments (Fig. 4)

was reared under 14:10 light/dark conditions. The cohort of rd10 mice used in BMS

493 experiments (Fig. 5) were dark-reared from <P10 to P55 to P65 (depending on

training and testing) and under 14:10 light/dark conditions afterward. Mice were water-

deprived for >9 hours ahead of each experiment. Mice learned the task through operant

conditioning. Training and testing sessions were conducted for 12 hours (6 p.m. to 6

a.m.). During the habituation protocol, the visual stimulus (a full-contrast grating with a

0.51 cycle per degree frequency) associated with reward availability is continuous, and the

mouse can poke and receive 10% sucrose water ad libitum. During training, running on

the wheel gates the visual stimulus, displayed on the screen. This is paired with unlocking

of the nose poke, enabling the mouse to obtain the reward. The reward availability period

and the duration of pump activation are shortened during training sessions to increase
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response stringency. During testing, stimuli have the same total luminance, but the

contrast is randomly chosen from nine different possible steps, including 0, 1, 2, 4, 8, 16,

32, 64, and 100%.

In all sessions, latency was defined as the elapsed time between onset of the visual

stimulus to nose poke. The mean latency to the 100% contrast stimulus during the first

contrast sensitivity test was used as a reference to assess performance in response to all

other contrasts and for all subsequent tests. A successful response was defined as one with

mean latency falling within the ±2 SD of the latency during the reference test. Exclusion

criterion during training is as follows: if during session 3 success rate was <80% and/or

mean latency was >4 s. Exclusion criterion during testing is as follows: if SD > 40%

of the mean (SD/mean > 0.4). Initial analysis was performed with custom software to

extract the data from text files and arrange responses by contrast steps in datasheets.

Analysis of success rate was performed manually.

4.4.2 Visual stimuli

All visual stimuli were generated with a Windows PC using MATLAB and the Psy-

chophysics toolbox [94]. Visual stimuli were presented on two LCD monitors that can

display visual images to either eye independently. Each monitor (17.5 cm by 13 cm, 800

pixels by 600 pixels, 60 Hz refresh rate) was positioned symmetrically 5 cm from each eye

at a 30◦ angle right of the midline, spanning 120◦ (azimuth) by 100◦ (elevation) of visual

space. The monitors were located 3 cm above 0◦ elevation and tilted 20◦ downward. A

nonreflective drape was placed over the inactive monitor to reduce reflections from the

active monitor.

Orientation tuning was measured with drifting sine wave gratings (spatial frequency,

0.05 cycles/deg; temporal frequency, 2 Hz) presented in 1 of 12 directions, spanning from
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0◦ to 330◦ in 30◦ increments. For a single repeat, each grating was presented once for 2

s with a luminance-matched 4 s intertrial gray screen between presentations. This was

repeated for eight repetitions per session.

Natural scenes stimuli consisted of 900 frames from Touch of Evil (Orson Wells, Uni-

versal Pictures, 1958) presented at 30 frames/s, leading to a 30 s presentation time per re-

peat with a 5 s intertrial gray screen. The clip consists of a single continuous scene with no

cuts, as has been previously described and is commonly used as a visual stimulus (https:

//observatory.brain-map.org/visualcoding/stimulus/natural_movies). Each pre-

sentation was repeated 30 times, with a 5 s intertrial gray screen.

4.4.3 Two-photon imaging

After >2 weeks of recovery from surgery, GCaMP6s fluorescence was imaged using a

Prairie Investigator two-photon microscopy system with a resonant galvo-scanning mod-

ule (Bruker). For fluorescence excitation, we used a Ti:sapphire laser (Mai-Tai eHP,

Newport) with dispersion compensation (DeepSee, Newport) tuned to λ = 920 nm. For

collection, we used GaAsP photomultiplier tubes (Hamamatsu). To achieve a wide field

of view, we used a 16×/0.8 numerical aperture microscope objective (Nikon) at ×1 (850

µm by 850 µm) or ×2 (425 µm by 425 µm) magnification. Laser power ranged from

40 to 75 mW at the sample depending on GCaMP6s expression levels. Photobleaching

was minimal (<1%/min) for all laser powers used. A custom stainless steel light blocker

(eMachineShop.com) was mounted to the head plate and interlocked with a tube around

the objective to prevent light from the visual stimulus monitor from reaching the pho-

tomultiplier tubes. During imaging experiments, the polypropylene tube supporting the

mouse was suspended from the behavior platform with high-tension springs (Small Parts)

to reduce movement artifacts.
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4.4.4 Two-photon post-processing

Images were acquired using the Prairie View acquisition software and converted into

TIF files. All subsequent analyses were performed in MATLAB (MathWorks) using

a custom code (https://labs.mcdb.ucsb.edu/goard/michael/content/resources).

First, images were corrected for X-Y movement by registration to a reference image (the

pixel-wise mean of all frames) using 2D cross-correlation. To identify responsive neu-

ral somata, a pixel-wise activity map was calculated using a modified kurtosis measure.

Neuron cell bodies were identified using local adaptive threshold and iterative segmenta-

tion. Automatically defined ROIs were then manually checked for proper segmentation

in a graphical user interface (allowing comparison to raw fluorescence and activity map

images). To ensure that the response of individual neurons was not due to local neu-

ropil contamination of somatic signals, a corrected fluorescence measure was estimated

according to:

Fcorrected(n) = Fsoma(n)− α(Fneuropil(n)− F neuropil) (4.1)

where Fneuropil was defined as the fluorescence in the region < 30µ m from the ROI border

(excluding other ROIs) for frame n. F neuropil is Fneuropil averaged over all frames. α was

chosen from [01] to minimize the Pearson’s correlation coefficient between Fcorrected and

Fneuropil. The ∆F/F for each neuron was then calculated as:

∆F/F = (Fn − F0)/F0 (4.2)

where Fn is the corrected fluorescence (Fcorrected) for frame n and F0 defined as the mode

of the corrected fluorescence density distribution across the entire time series.
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4.4.5 Blinding to experimental condition

For disulfiram experiments, disulfiram-containing chow or control chow of the same

composition (Dyets Inc.) were given neutral codes by an investigator not involved in

the study and administered to the mice with the experimenter blind to experimental

condition. For BMS 493 experiments, vials of drug and vehicle were given neutral codes,

and each solution was used for one eye. In both cases, the experimental condition was

revealed only after the primary analysis was complete.

4.4.6 Orientation tuning

Neural responses to the orientation tuning stimulus were first separated into trials,

each containing the response of the neuron across all tested queried orientations. For each

neuron, we averaged the baseline-subtracted responses to each orientation, creating an

orientation tuning curve for each trial. To calculate the OSI in a cross-validated manner,

we first separated the orientation tuning curves into even and odd trials. We then aligned

the even trials using the maximal response of the averaged odd trial for each neuron and

vice versa, resulting in aligned responses. We then calculated the OSI from the averaged

tuning curves for each neuron using the following equation

OSI =
Rpref −Rpref +π

Rpref +Rpref +π

(4.3)

where Rpref is the neuron’s average response at its preferred orientation, defined by

cross-validation on a different set of trials using the above procedure. Aligning the

orientation tuning curves of the neurons using cross-validation provides a more accurate

measurement of the orientation tuning of the neuron, as it prevents nonselective neurons

from having high OSI values due to spurious neural activity.
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4.4.7 Naturalistic movies reliability

Neural responses to the naturalistic movies were first separated into trials, with each

trial containing the full response of the neuron to the entire presented movie. The

reliability of each neuron to the naturalistic movie was calculated as follows

Rc =
T∑
t=1

CC(rc, t, rc, [1, T] ̸= t)/T (4.4)

where R is the reliability for cell c, t is the trial number from [1, T ], CC is the Pearson

correlation coefficient, rc, t is the response of cell c on trial t, and rc, [1, T] ̸= t is the average

response of cell c on all trials excluding trial t. To separate neurons by reliability deciles,

we independently calculated the decile cutoffs for each condition and then binned neurons

into their respective deciles.

4.4.8 Naturalistic movies decoding analyses

To decode naturalistic movie responses from the population data, we first randomly

selected neurons of a given pool size (pool sizes: 2, 4, 8, 16, 32, 64, 128, 256, or 512

neurons) from across all recordings. The neural responses to natural movies within that

pool were then divided into even and odd trials. The average population activity across

even trials was used to calculate a “template” population vector for each frame of the

movie. We then estimated the movie frame (FDecoded) from the population activity of each

actual frame (FActual). To accomplish this, we calculated the population vector from the

odd trials during FActual and compared to the template population vectors (even trials)

for all of the frames. The frame with the smallest Euclidean distance between population

vectors was chosen as the decoded frame (FDecoded). This process was repeated for each

frame (FActual) of the movie. For each pool size of neurons used, the entire procedure was

iterated 1000 times, picking new neurons for each iteration. This resulted in a confusion
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matrix that describes the similarity of neural activity patterns for each frame between

nonoverlapping trials. To assess decoder performance, we measured the percentage of

decoded frames that fell within 10 frames of the actual frame (chance level = 7%).

4.4.9 Statistical analysis

For data shown in Figures 4.1, 4.2, 4.8, 4.9, and 4.10, we used gLMEMs to account

for the individual differences between mice in our statistical analyses. The formula for

these models is as follows

y = Xβ + Zb+ ϵ (4.5)

where y is the response vector, X is the fixed-effects design matrix (denoting treat-

ment condition), β is the fixed effects vector, Z is the random-effects design matrix

(denoting different mice), b is the random effects vector, and ϵ is the observation error

vector. After fitting the models for each experiment, we performed F tests on the appro-

priate contrasts to determine significance. For data presented in Figure 4.2 (D and H),

significance between cumulative probabilities was tested using the Kolmogorov-Smirnov

test. For data presented in Figure 4.4, 4.6, 4.7, 4.3, and 4.5, comparison between groups

used nonparametric tests (Mann-Whitney U test for independent samples or Wilcoxon

sign test for paired data), unless the data passed the normality test (Shapiro-Wilk) and

could be analyzed with parametric tests (two-tailed t test).
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4.5 Results

4.5.1 Inhibitors of RA synthesis or RA signal transduction re-

duce degeneration-induced gene expression in the retina

of rd10 mice

We intervened at two different steps in the RA signaling pathway in an attempt to

suppress or reverse degeneration-induced remodeling of RGCs in the rd10 mouse model

of RP (Figure 4.1A). RA is a retinoid, derived from dietary retinol (vitamin A). Retinol

is converted into retinaldehyde by retinol dehydrogenase, which is expressed in retinal

pigment epithelium (RPE) cells and Müller glial cells [220, 221, 222]. 11-Cis retinalde-

hyde, the opsin chromophore for rod and cone phototransduction, can be regenerated

after photoisomerization by enzymes of the visual cycle, which are also expressed in RPE

and Müller glial cells. However, retinaldehyde can also be converted into RA by the en-

zyme retinaldehyde dehydrogenase (RALDH), which is expressed in choroid, RPE, and

retina [223, 224]. RA crosses cell membranes and binds to RAR, a nuclear protein that

heterodimerizes with the retinoid orphan receptor (RXR). The complex, in conjunction

with other coactivator proteins, then binds to specific DNA sequences to enhance tran-

scription of genes [225, 226, 227]. RAR and RXR are expressed in many cells, but because

physiological changes intrinsic to RGCs can account for much of degeneration-induced

hyperactivity [207], we focused specifically on RGCs.

To assess pharmacological inhibition of degeneration-induced gene expression, we

used a reporter gene construct delivered to RGCs with an adeno-associated virus (AAV)

vector (Figure 4.1B). The construct encodes red fluorescent protein (RFP), which is ex-

pressed constitutively in all virally transduced cells, and green fluorescent protein (GFP),

which is expressed only upon RAR activation by RA [207, 213]. Because GFP expression
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Figure 4.1: Disulfiram and BMS 493 reduce signaling through the RA pathway in
the degenerated retina. A) RA signaling pathway. RDH, retinol dehydrogenase. B)
Design of RAR reporter. CMV, cytomegalovirus promoter; RFP, red fluorescent pro-
tein; P2A, 2A self-cleaving peptide; RARE, RA response element; SV40, simian virus
40 promoter; GFP, green fluorescent protein. C) Design of disulfiram experiment. D
Flattened Z-stacks of the ganglion cell layer showing cells expressing RFP and GFP.
E) Quantification of RA-induced expression. The bar graph is mean ± SEM. Control:
n = 733 cells from 15 retinal samples from 6 eyes in 3 mice; disulfiram: n = 535 cells
from 15 retinal samples from 6 eyes in 3 mice. F1,1266 = 12.51, ***p = 4.20 × 10−4;
two-tailed F test. F) Design of the BMS 493 experiment. G) Representative images
for (F). H) Quantification of RA-induced gene expression similar to (E). Control: n
= 385 cells from 15 retinal samples from 8 eyes from 4 mice; BMS 493: n = 448 cells
from 15 retinal samples from 8 eyes from 4 mice. F1,831 = 66.44, ***p = 1.32× 10−15;
two-tailed F test.
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reflects the level of RAR activation and RFP expression reflects the level of viral trans-

duction that can vary between retinas, the GFP/RFP ratio can be used as a metric of

degeneration-induced RA signaling [207]. Our first target for intervention was RALDH.

RALDH is a member of a large family of enzymes known as aldehyde dehydrogenases

(ALDHs). Disulfiram (Antabuse) is a Food and Drug Administration (FDA)–approved

irreversible inhibitor of ALDHs [228], including all members of the RALDH subfamily

[229]. Disulfiram is usually prescribed for chronic alcoholism and is taken orally. Ingested

ethanol is converted into acetaldehyde, which is broken down by ALDHs. By preventing

its breakdown, disulfiram allows buildup of acetaldehyde, discouraging alcohol consump-

tion by causing severe hangover symptoms, known collectively as the disulfiram ethanol

reaction. In the absence of alcohol use, treatment with disulfiram causes infrequent

adverse reactions that resolve completely after stopping treatment [230].

To assess whether disulfiram can inhibit degeneration-dependent activation of the RA

pathway, we injected the eyes of rd10 mice with the RAR reporter virus early in degen-

eration (Figure 4.1C). We continuously provided them with ad libitum regular food or

food containing disulfiram (2 mg/kg) for 20 to 30 days and imaged their retinas later in

degeneration (Figure 4.1D). RGCs in disulfiram-treated mice showed a GFP/RFP of 0.33

± 0.02, significantly lower than control mice with a ratio of 0.42 ± 0.04 (F1,1266 = 12.51,

p = 4.20× 10−4; generalized linear mixed-effects model (gLMEM): fixed effect for treat-

ment, random effects for mouse and retina grouped by mouse; Figure 4.1E). These find-

ings establish that orally administered disulfiram can be absorbed in the gastrointestinal

tract, cross the blood-retina barrier, and reach the retina at a concentration sufficient to

suppress RA-induced gene expression.

Our second target for intervention was RAR. We used BMS 493, a high-affinity inverse

agonist of all RAR isoforms [231]. We showed that BMS 493 increases the response of

RGCs to photostimulation of residual rods and cones in rd10 mice [207], supporting our
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conclusion that RA, signaling through RAR, mediates degeneration-induced physiological

remodeling.

To test whether BMS 493 can inhibit degeneration-dependent activation of the RA

pathway, we injected rd10 mice with the RAR reporter virus early in degeneration (Figure

4.1F). In each mouse, we delivered BMS 493 in one eye and vehicle in the contralateral

eye by intravitreal injections. Last, we imaged the retinas isolated from these mice

(Figure 4.1G). RGCs in BMS 493–injected eyes had a mean GFP/RFP value of 0.12 ±

0.01, significantly lower than RGCs in vehicle-injected eyes with a ratio of 0.38 ± 0.07

(F1,831 = 66.44, p = 1.32× 10−15; gLMEM: fixed effect for treatment, random effects for

mouse and retina grouped by mouse; Figure 4.1H). These findings establish that delivery

of BMS 493 through intravitreal injection suppresses RA-induced gene expression even

more effectively than orally administered disulfiram.

4.5.2 Disulfiram and BMS 493 reduce RA-induced RGC hyper-

activity without affecting residual photoreceptor function

We next asked whether inhibiting the RA pathway could suppress RGC hyperactiv-

ity in the rd10 retina. We used mice midway through the photoreceptor degeneration

process (P40 to P45) when RGCs are already hyperactive [207, 232]. Oral disulfiram

must cross several barriers to inhibit RA synthesis and subsequent downstream effects in

the retina, so we assessed its effects on hyperactivity after 40 days of continuous treat-

ment (Figure 4.2A), sufficient time to inhibit RA-induced gene expression (Figure 4.1E).

Control littermates were given food without disulfiram for the same period.

After treatment, we isolated the retina and prepared flat-mounted samples for mul-

tielectrode array (MEA) recordings of spontaneous RGC activity. Recordings showed

less spontaneous firing in darkness in samples from disulfiram-treated mice than from
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Figure 4.2: Disulfiram and BMS 493 reduce hyperactivity in the degenerating retina.
A) Early-degeneration rd10 mice (P40 to P45) were given food with or without disul-
firam (2 mg/kg) for 40 days. B) MEA recording from retinal samples ( 15 mm2
each) from control and disulfiram mice. Raster plots show spontaneous activity of
individual units. Bottom: Mean firing rates across all units. C) Violin plots show
mean firing frequency for every recorded unit. The bar graph shows means ± SEM.
Control: n = 531 units from 11 retinal samples from eight eyes in four mice; disulfi-
ram: n = 443 units from 10 retinal samples from six eyes in three mice. F1,972 = 4.36,
p = 0.037; two-tailed F test. D) Cumulative probability of firing frequencies from
control and disulfiram retinas as in (C). Disulfiram (orange) resulted in a leftward
shift in the curve, indicating reduced firing across all units (***p = 1.75× 10−5, Kol-
mogorov-Smirnov test). E) Early-degeneration rd10 mice (P40 to P45) were injected
intravitreally with 1 µl of vehicle (PBS ×1) in one eye and 1 µl of BMS 493 (5 µM) in
the other eye. At 4 to 6 days after injection, retinas were obtained for MEA recording
as in (A). F) Retinal MEA recordings from vehicle- and contralateral BMS 493–in-
jected eyes from one mouse. G) Firing frequencies similar to (C). Vehicle: n = 271
units from seven retinal samples; BMS 493: n = 135 units from six retinal samples;
from a total of six eyes in three mice. F14,404 = 20.87, ***p = 6.53×10−6; two-tailed F
test. H) Analysis of spontaneous activity, similar to (D). Cumulative probability plot
as in (G). The left shift in the BMS 493 curve (light blue) is statistically significant
(* p = 0.001, Kolmogorov-Smirnov test).
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control mice (Figure 4.2B). Overall, mean firing frequency across all units was 5.34 ±

0.54 Hz with disulfiram, significantly less than 7.90 ± 0.78 Hz for control (F1,972 = 4.36,

p = 0.037; gLMEM: fixed effect for treatment, random effects for mouse and retina

grouped by mouse; Figure 4.2C). Cumulative probability analysis shows that disulfiram

scales down firing in highly active units (p = 1.75×10−5, Kolmogorov-Smirnov test; Fig-

ure 4.2D). In disulfiram-treated retinas, we detected a mean value of 44.3 spontaneously

active units per retinal sample, as compared to 51.6 active units in control retinas, a

reduction of 14.2%.

Next, we assessed BMS 493 (Figure 4.2, E to H). One eye of each mouse was injected

with BMS 493 and the contralateral eye with vehicle, allowing intra-animal comparisons

(similar to Figure 4.1F). We again used mid-degeneration rd10 mice (P40 to P45), but

because the drug was injected directly into the eye and administered only once, inhibition

of RA signaling begins much more quickly and is more transient. Therefore, recordings

were obtained much earlier in the life of the mice, at 4 to 6 days after injection (P45

to P50) (Figure 4.2E). This is long enough to substantially inhibit RA-induced gene

expression (Figure 4.1H), but at a younger total age than in the disulfiram experiments,

accounting for the lower-baseline firing rate (compare Figure 4.2, B versus F).

Retinas obtained from eyes injected with BMS 493 showed less spontaneous activity

than retinas from contralateral eyes injected with vehicle (Figure 4.2F). The mean firing

rate of BMS 493–treated retinas was 1.71 ± 0.34 Hz, significantly lower than in vehicle-

injected retinas of 3.31 ± 0.35 Hz (F1,404 = 20.87, p = 6.53 × 10−6; gLMEM: fixed

effect for treatment, random effects for mouse and retina grouped by mouse; Figure

4.2G). Cumulative probability analysis of all units shows that similar to disulfiram, BMS

493 decreased the probability of encountering high–firing frequency RGCs p = 0.001,

Kolmogorov-Smirnov test; Figure 4.2H). In BMS 493–treated retinas, the mean number

of spontaneously active units per retinal sample was 22.5, while the same value was 38.7
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in the vehicle-injected counterpart eye of the same mouse, a decrease of 41.9%.

RAR expression is abundant in the outer retina, particularly in cone photoreceptors

[233]. Hence, it seemed possible that disulfiram and BMS 493 might affect events in the

outer retina, independent of their effect on RGCs. To address this possibility, we recorded

the photopic electroretinogram (ERG) in rd10 mice [234]. We focused on the b-wave,

which reflects light-modulated synaptic transmission primarily from cones to bipolar cells,

because the rods are largely degenerated at this age (P60 to P80). We found that neither

disulfiram (Figure 4.3, A and B) nor BMS 493 (Figure 4.3, C to E) caused a significant

change in the amplitude of the b-wave across a range of photopic intensities. These results

suggest that inhibiting RA does not affect events in the outer retina, leaving events in

the inner retina as the primary mechanism of RA-induced hyperactivity.

4.5.3 Disulfiram and BMS 493 enhance behavioral detection of

images in rd10 mice

Genetically interfering with RA signaling augments light avoidance behavior in rd10

mice [207], but whether inhibiting RA signaling can improve image-forming vision has

remained unknown. To investigate this, we used a contrast sensitivity test involving

operant conditioning, inspired by a previous paradigm for measuring visual threshold

[219]. We used a behavioral cage outfitted with a unidirectional running wheel, orienting

the mouse toward a computer display (Figure 4.4A). The cage also has a nose poke

sensor, which, when engaged, triggers delivery of a water droplet reward (10% sucrose).

Running on the wheel digitally gates the onset of a full-contrast grating displayed on the

screen, while simultaneously unlocking the nose poke. Mice are water- and food-deprived

before each session, providing motivation for finding the association between the visual

stimulus and availability of reward. The period of reward availability was shortened
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Figure 4.3: The ERG b-wave is unchanged by treatment with disulfiram or BMS
493. A) Electroretinogram (ERG) recordings of P80-90 rd10 mice treated for 40 days
with disulfiram (orange) vs control (grey). B) Intensity-response curves. Recordings
were obtained from 3 control mice (6 eyes) and 4 disulfiram mice (8 eyes) and are
shown as mean ± SEM. n.s. - non-significant difference, p>0.05, 2-tailed t-test. C)
ERG recordings 4-6 days after injecting vehicle (PBS ×1, grey) into one eye and
BMS 493 (blue) into the contralateral eye. D) Responses from BMS 493-injected and
vehicle-injected eyes in all 5 mice tested. E) Intensity-response curves showing no
significant effect of BMS 493. Recordings were obtained from 5 mice (10 eyes), one
eye injected with BMS 493 and the contralateral eye with vehicle. n.s. non-significant
difference, p>0.05, 2-tailed paired t-test.
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during three successive training sessions to increase response stringency (Figure 4.4B).

Only those mice achieving a criterion level of success during training (>80% of trials

with a response latency of <4 s) with 100% contrast were carried forward for subsequent

testing of contrast sensitivity. This involved randomly varying the image contrast over

nine distinct values over the course of a testing session (Figure 4.4C). All images were

equiluminant irrespective of contrast, and monitors across different cages were calibrated

for uniform brightness (see Methods).

Figure 4.4 (D to F) exemplifies the behavioral responses of an individual wild-type

(WT) mouse during training and testing. During training, the mouse learns to associate

the full-contrast image with the availability of reward (Figure 4.4D). At the beginning

of training session 2, response latencies were prolonged and inconsistent, but by the

end, responses occurred within 2 to 3 s of stimulus presentation. The response latency

remained at 2 to 3 s during training session 3 when the reward availability period was

reduced (Figure 4.4E), further reinforcing the association.

We tested contrast sensitivity on a mouse that had achieved the criterion level of

success during training. We presented stimulus images at different contrasts, randomized

from trial to trial. Low-contrast images elicited responses with longer and more variable

latencies than high-contrast images (Figure 4.4F). The mean latency of five WT mice

subjected to the contrast sensitivity test is gradually reduced from 8 s at 1% contrast to

2 s at 100% contrast (Figure 4.4G). The mean latency at 100% contrast was used to set

the range of responses considered as successful ones for all other contrasts and subsequent

tests (Figure 4.4F, “Test 100% contrast”). A nose poke was considered successful if it

happened at a time range of -2 SD to +2 SD of the mean (a mouse with a response SD ≥

40% of the mean was excluded from analysis; see Methods). Success rate was then used

to generate a full contrast sensitivity curve (Figure 4.4H). To test the possibility that

mice might fail the test because of behavioral extinction, we tested the same five mice 40
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Figure 4.4: Measuring behavioral image detection in mice. A) Apparatus for operant
conditioned image detection. B) Training to 100% contrast images occurs over three
sessions (each 12 hours) with decreasing reward intervals, shaping response latency.
C) Test condition. D) to F) Responses of an individual wild-type (WT) mouse
during training sessions 2 (D) and 3 (E) and to three different contrasts (0, 8, and
100%) during contrast sensitivity test (F). G) Grouped data showing full contrast
sensitivity curve. (n = 5 WT mice, P60). H) Same as (G), but for success rate. I)
Comparison of response speed and success rate in the same group of WT mice at P60
versus P100. Individual data for each mouse are shown in gray; mean ± SEM values
are shown in green (latency) and red (success rate), respectively. P > 0.05, Wilcoxon
rank sum test.
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Figure 4.5: Testing disulfiram and BMS 493 in wild-type mice with normal vision.
A) Left: experimental design. Mice were fed a regular diet without disulfiram and
tested for contrast sensitivity (test #1), after which their food was switched to that
containing disulfiram (2 mg/Kg) for 40 days. At P100 they were tested for the second
time (test #2). Right: success rate for each contrast tested before (green) and after
(pink) disulfiram treatment. B) Similar to A, above. Mice were trained and tested
at P60, and then injected intravitreally in both eyes with 1 µl of vehicle (PBS x1) or
BMS 493 (5 µM). At 4-6 days postinjection, they were tested for a second time.
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days apart with no “refresher” training session in between (Figure 4.4I). We found that

their response latency and success rate did not differ in the second test from the first,

demonstrating that, once they learn, mice are able to retain this visually guided operant

conditioning for long periods of time.

Next, we carried out the same procedure to quantify the effects of disulfiram on

contrast sensitivity. Mice younger than P35 run on the wheel infrequently and are poor

learners of this task. Therefore, we started training at P35 to P40, when some photorecep-

tor degeneration had already begun (Figure 4.6A) but early enough to ensure consistent

short-latency responses to the 100% contrast image (Figure 4.6, B and C, left). All mice

were first trained and tested in the absence of any pharmacological manipulation and

were randomly assigned to treatment or control groups ahead of the second test.

Figure 4B shows the behavior of a trained rd10 mouse early (test #1) and late

(test #2) in degeneration. Without drug treatment, short-latency responses disappeared

nearly completely because of vision loss. However, in a mouse receiving disulfiram, short-

latency responses were retained (Figure 4.6C). Group data from early degeneration rd10

mice show the already impaired contrast sensitivity caused by partial death of photore-

ceptors (compare Figure 4.6D to Figure 4.4H). After test #1 was complete, mice were

randomly assigned to the control or disulfiram group, but retrospective analysis of their

performance in test #1 showed similar contrast sensitivity (p > 0.05, Mann-Whitney

test). However, when tested for the second time 40 days later, mice fed with disulfiram-

containing food (2 mg/kg) performed significantly better than control when reacting to

high-contrast images (64 and 100% contrast; p = 0.005 and p = 0.002, respectively,

Mann-Whitney test). As expected, experiments on WT mice showed no significant effect

of disulfiram on behavioral contrast sensitivity (Figure 4.5A), consistent with disulfiram

acting specifically by inhibiting RA synthesis.

A similar series of tests were conducted to assess the efficacy of BMS 493 in boosting

127



Retinoic acid inhibitors mitigate vision loss in a mouse model of retinal degeneration Chapter 4

Figure 4.6: Disulfiram, a RALDH inhibitor, improves visual contrast sensitivity in
rd10 mice. A) Experimental design. Rd10 mice were trained and tested at P35 to
P40 (test #1), randomly separated into control or disulfiram groups, and tested again
40 days later at P75 to P80 (test #2). B) and C) Responses of individual mice in the
control (B) and disulfiram (C) groups. D) Results of 13 mice on test #1. Success rate
is plotted as a function of contrast; values are shown as means ± SEM. Retrospective
analysis of mice for test #1, according to condition in test #2, found no significant
differences p > 0.05 for all contrasts, Mann-Whitney test). E) Contrast sensitivity
curve obtained later in degeneration and following 40 days of treatment with disulfiram
or no treatment in control mice. * p < 0.01 (for 64% contrast, p = 0.005; for 100%
contrast, p = 0.002), Mann-Whitney test.
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contrast sensitivity in degenerative rd10 mice (Figure 4.7A). Similar to experiments with

disulfiram (Figure 4.6), rd10 mice were trained and tested and then randomly assigned

for binocular intravitreal injections of BMS 493 or vehicle. An individual rd10 mouse re-

ceiving intravitreal BMS 493 showed more short-latency responses than an age-matched

rd10 mouse injected with vehicle (Figure 4.7, B and C). Contrast sensitivity curves show

that BMS 493 treatment preserved short-latency responses to 100% contrast stimuli (Fig-

ure 4.7, D and E), while almost none of these responses were seen in vehicle-treated mice

p = 0.041, Mann-Whitney test). Control experiments on WT mice showed no augmenta-

tion of vision after BMS 493 treatment (Figure 4.5B). This is consistent with our previous

studies showing little or no ongoing RA-induced gene expression in healthy retinas of WT

mice [207], supporting the conclusion that BMS 493 improves vision specifically by block-

ing RAR. Together, these findings indicate that behavioral vision loss can be alleviated

by inhibiting the RA pathway, consistent with RA-induced remodeling, making a major

contribution to corrupting vision in retinal degenerative disorders.

4.5.4 Inhibiting the RA pathway sharpens the tuning of cortical

neurons to complex visual stimuli

Behavioral evaluation of image-forming vision in mice requires days of training and

testing, but physiological evaluation of neuronal responses can be characterized rapidly,

without behavioral training, through functional Ca2+ imaging. Ca2+ imaging has the ad-

ditional advantage of providing responses from many neurons simultaneously. Responses

to a wide range of visual stimuli, from bars of specific orientation to movies with com-

plex naturalistic scenes, can be elicited in a single session. Cortical imaging can provide

a more thorough description of how photoreceptor degeneration degrades visual func-

tion and how the RA pathway inhibitors disulfiram and BMS 493 might alleviate vision
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Figure 4.7: BMS 493, an RAR inhibitor, improves visual contrast sensitivity in rd10
mice. A) Experimental design. B) and C) Responses of individual mice in the
vehicle (B) and BMS 493 (C) groups. D) Results of 12 mice before administration
of drug during test #1. Success rate is plotted as a function of contrast; values
are shown as means ± SEM. Retrospective analysis of mice for test #1, according
to condition in test #2, found no significant differences p > 0.05 for all contrasts,
Mann-Whitney test). E) Contrast sensitivity curve obtained later in degeneration
and following treatment with vehicle or BMS 493. p = 0.041, Mann-Whitney test.
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impairment.

To test the effect of disulfiram, rd10 mice were given a diet with or without the drug

for 28 days, beginning early in the process of degeneration and ending late, after visual

function was severely impaired (Figure 4.8A). Midway through the treatment period, we

performed a surgical procedure (a hemicraniectomy) under anesthesia to facilitate intra-

cortical injection of an AAV encoding the Ca2+ indicator GCaMP6s, which included the

Ca2+/calmodulin-dependent protein kinase II (CaMKII) promoter to target expression

to excitatory neurons (see Methods). Following injection, we inserted a glass cranial

window to provide optical access for subsequent imaging of GCaMP6s expressing neu-

rons at the end of the treatment period. Imaging data were collected blind to treatment

conditions.

Many excitatory neurons in the primary visual cortex respond selectively to stimuli

of a particular orientation [6]. To determine whether disulfiram treatment influences ori-

entation tuning, we measured responses to drifting periodic gratings presented to the eye

contralateral to the cranial window (Figure 4.8, B and C). We found that a lower per-

centage of neurons were orientation-tuned in rd10 mice (16.06%) than typically observed

in WT mice using a similar approach (30% in [235]), but the fraction tuned was signif-

icantly increased with disulfiram treatment (22.69%). In addition, disulfiram treatment

caused significantly stronger orientation tuning as compared to control (F1,1127 = 4.77,

p = 0.029; gLMEM: fixed effect for treatment, random effect for mouse; see Methods;

Figure 4.8, D and E). This was quantified with a cross-validated orientation selectiv-

ity index (OSI) measure that compares the magnitude of response to preferred versus

nonpreferred orientations, where the preferred orientation is determined using a separate

subset of trials to eliminate spurious orientation tuning due to bursts of activity (see

Methods).

We next asked whether inhibiting the RA pathway can improve the detection of
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Figure 4.8: Disulfiram treatment sharpens orientation coding of visual cortical neu-
rons. A) Experimental timeline for disulfiram experiments. B) Example traces from
individual neurons in response to the drifting grating stimulus, showing responses to
specific orientations. C) Example imaging of field from the two-photon microscope,
with neurons pseudo-colored by preferred orientation (color map on the right). Scale
bar, 100 µm. D) Aligned and averaged cross-validated tuning curves across neurons
in each condition. Preferred orientation is determined using odd trials and averaged
responses are shown for even trials. E) Disulfiram-treated neurons have significantly
greater orientation selectivity indices (OSIs) than control neurons. Control: n = 605
neurons across five mice; disulfiram: n = 1791 neurons across seven mice. Values
shown are means ± SEM. F1,1127 = 4.77, p = 0.029; two-tailed F test.
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responses to complex naturalistic stimuli. To investigate this, we presented a 30 s nat-

ural scene (http://observatory.brain-map.org/visualcoding/stimulus/natural_

movies) that contains a rich diversity of visual information. Others have found that

individual neurons in the mouse visual cortex respond preferentially at different time

points in the movie, reflecting their tuning to different combinations of higher-order fea-

tures [236]. By presenting the same clip to the mouse many times, we could measure the

response reliability across trials while remaining unbiased to any specific visual feature

(Figure 4.9A). A highly reliable response suggests that a neuron is coding information

about that particular frame with high fidelity.

We found high variability in the response properties of cortical neurons in rd10 mice,

with many exhibiting low reliability. However, the distribution of reliability values was

shifted significantly by disulfiram treatment, with an increase in the proportion of neurons

showing high reliability (F1,1610 = 4.79, p = 0.029; gLMEM: fixed effect for treatment,

random effect for mouse; Figure 4.9B). On average, reliability across the population was

increased by >1.7 fold, from 0.1022 to 0.1751 by disulfiram, consistent with higher-fidelity

detection of high-order visual features. Because of the high variability in response prop-

erties, we questioned whether disulfiram affected all cells equally (an additive shift) or

unequally (a multiplicative shift). To answer this, we first calculated deciles of the relia-

bility for each population of neurons and then separated and compared reliability within

each matched decile group under control and disulfiram conditions (Figure 4.9C). We

found a significant interaction between treatment condition and decile group, suggesting

that the effects of disulfiram treatment differentially affect neurons, depending on their re-

sponse fidelity (treatment and decile group interaction: F1,1610 = 223.61, p = 2.13×10−37;

gLMEM: fixed effect for treatment and decile, random effect for mouse).

We next reasoned that sharpened feature selectivity would improve the population-

level representation of the naturalistic movie stimulus. To test this, we used an ideal
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Figure 4.9: Disulfiram treatment improves coding of naturalistic scenes in V1. A)
Top: Example frames from the movie clip presented to rd10 mice. Bottom: Example
responses from three different neurons to repeated presentations of the movie. Each
row is the response to a single presentation. Different neurons show varying amounts
of response reliability to repeated presentations. B) Comparison of the response re-
liability of neurons from disulfiram-treated versus control-treated mice (experimental
design similar to Fig. 6A). Neurons in disulfiram mice show significantly greater
reliability compared to neurons from control mice. C) Comparison of reliability seg-
mented by deciles. Reliability is similar in lower deciles but becomes significantly
greater for disulfiram-treated mice in higher deciles. D) Performance of a popu-
lation-level decoder across control (left) versus disulfiram-treated (right) mice. E)
Across all population sizes used for decoding, disulfiram treatment shows significantly
improved performance (predicted frame within 10 frames of actual frame) compared
to control. (B, C, and E) Values shown are means ± SEM. Control: n = 1006 neurons
across seven mice; disulfiram: n = 2075 neurons across nine mice. Two-tailed F test
in (B), F1,2066 = 5.27, p = 0.022; in (C), F1,2064 = 58.08, ***p = 3.82× 10−14; in (E),
F1,79 = 16.20, ***p = 1.30× 10−4.
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observer analysis to decode the current frame of the movie based on the neuronal pop-

ulation responses (Figure 4.9D; see Methods). We carried out this analysis over many

iterations, using different sized pools of randomly selected neurons from both disulfi-

ram and control mice. To quantify the performance of the decoder, we calculated the

percentage of iterations in which the decoded frame was within 10 frames (1 s) of the ac-

tual frame (Figure 4.9E). We found that decoding in disulfiram-treated mice consistently

outperformed that of control mice across neuronal pool sizes (treatment group effect:

F1,79 = 16.20, p = 1.30× 10−4; gLMEM for treatment and pool size). These experiments

indicate that disulfiram treatment leads to more robust encoding of complex features

found in naturalistic scenes, consistent with improved visual perception.

We next repeated these analyses to ask whether inhibiting RAR with BMS 493 could

also improve visual processing of complex stimuli (Figure 4.10A). For these experiments,

each mouse was anesthetized and BMS 493 was injected intravitreally into one eye while

the contralateral eye received vehicle. At 4 to 6 days after injection, we compared re-

sponses of cortical neurons to visual stimuli displayed individually to each eye. We

recorded Ca2+ responses from the monocular zone of the primary visual cortex, which

selectively receives information from the contralateral eye. This procedure allowed a

within-mouse comparison of cortical response properties, eliminating possible concerns

about variability in the degree of retinal degeneration between individual mice.

Comparison across treated and untreated neuronal populations showed significantly

increased OSIs in neurons receiving input from the BMS 493–treated eye than from the

vehicle-treated eye (F1,1076 = 10.67, p = 0.001; gLMEM: fixed effect for treatment, ran-

dom effect for mouse; Figure 4.10, B and C). These neurons also exhibited markedly in-

creased response reliability to the naturalistic movies (F1,1961 = 102.51, p = 1.61× 10−23;

gLMEM: fixed effect for treatment, random effect for mouse; Figure 4.10D). As with disul-

firam, comparing reliabilities across deciles also suggested a multiplicative effect of BMS
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Figure 4.10: Intravitreal BMS 493 injection improves visual processing in contralateral
V1. A) Experimental timeline for BMS 493 experiments. B) Aligned and averaged
cross-validated tuning curves across neurons in each treatment condition. Preferred
orientation is determined using odd trials, and averaged responses are shown for even
trials. Injection of BMS 493 results in increased response amplitude at the preferred
orientation compared to vehicle. C) Neurons contralateral to the BMS 493–treated
eye show increased OSI as compared to neurons contralateral to the vehicle eye. Values
are shown as means ± SEM. Control: n = 1428 neurons across 13 mice; BMS 493: n
= 1577 neurons across 13 mice. F1,1076 = 10.67, * p = 0.001; two-tailed F test. D)
Neurons contralateral to the BMS 493–treated eye show significantly higher average
reliability compared to neurons contralateral to the vehicle treated eye. Control: n =
1429 neurons across 13 mice; BMS 493: n = 1599 neurons across 13 mice. F1,1961 =
102.51, ***p = 1.61×10−23; two-tailed F test. E) Comparison of reliability segmented
by deciles. Reliability is similar in lower deciles but becomes significantly greater for
BMS 493 neurons at higher deciles. F1,1959 = 191.58, ***p = 1.23× 10−41; two-tailed
F test. F) Performance of a population-level decoder across vehicle (left) and BMS
493–treated (right) populations. G) Across population sizes, BMS 493 treatment
exhibits improved decoding performance as compared to vehicle. F1,144 = 14.49,
***p = 2.08× 10−4; two-tailed F test.
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493 (treatment and decile group interaction: F1,1959 = 191.58, p = 1.23×10−41; gLMEM:

fixed effect for treatment and decile, random effect for mouse; Figure 4.10E). Last, ideal

observer analyses showed much greater decoding accuracy in V1 neurons contralateral to

the BMS 493–treated eye compared to neurons contralateral to the vehicle-treated eye

(F1,144 = 14.49, p = 2.08×10−4; gLMEM for treatment and pool size; Figure 4.10, F and

G). Together, these experiments indicate that BMS 493 can rescue responses to complex

visual stimuli in downstream cortical neurons during retinal degeneration.Comparison

across treated and untreated neuronal populations showed significantly increased OSIs

in neurons receiving input from the BMS 493–treated eye than from the vehicle-treated

eye (F1,1076 = 10.67, p = 0.001; gLMEM: fixed effect for treatment, random effect for

mouse; Figure 4.10, B and C). These neurons also exhibited markedly increased re-

sponse reliability to the naturalistic movies (F1,1961 = 102.51, p = 1.61× 10−23; gLMEM:

fixed effect for treatment, random effect for mouse; Figure 4.10D). As with disulfiram,

comparing reliabilities across deciles also suggested a multiplicative effect of BMS 493

(treatment and decile group interaction: F1,1959 = 191.58, p = 1.23 × 10−41; gLMEM:

fixed effect for treatment and decile, random effect for mouse; Figure 4.10E). Last, ideal

observer analyses showed much greater decoding accuracy in V1 neurons contralateral to

the BMS 493–treated eye compared to neurons contralateral to the vehicle-treated eye

(F1,144 = 14.49, p = 2.08×10−4; gLMEM for treatment and pool size; Figure 4.10, F and

G). Together, these experiments indicate that BMS 493 can rescue responses to complex

visual stimuli in downstream cortical neurons during retinal degeneration.

4.6 Discussion

As photoreceptors degenerate, the retina undergoes morphological and physiological

plasticity, some of which is thought to be adaptive, but much of which is maladaptive. In
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certain respects, downstream circuit function is resilient. Selective loss of rods leads to

compensatory changes in the rod synaptic pathway to restore synaptic strength [237, 238],

and loss of cones leads to similar changes in the cone pathway [239]. However, our studies

have shown that RA-induced hyperactivity is maladaptive, adding background noise that

obscures signals that are already attenuated by the loss of photoreceptors [207]. Here,

we find that RA-induced hyperactivity impairs not only simple light detection but also

higher-order visual capabilities, such as reliable detection of specific visual scenes.

Visual information is ordinarily transmitted from the retina to the brain in the form

of an RGC spike frequency code. Hypothetically, the code might be replicable with pros-

thetic devices or optogenetic tools that artificially stimulate RGCs in response to light

[240]. However, accurate replication of the code is limited by the background firing rate of

RGCs. If artificially stimulated firing is superimposed on hyperactive spontaneous firing,

then the proper encoding of input stimuli will be altered, corrupting the accurate repre-

sentation of visual features. Corrupted neural processing masks visual system function

at multiple levels, from RGC responses [207] to orientation tuning and representation of

scenes by the visual cortex to behavioral image recognition. The loss of photoreceptors is

the ultimate cause of vision loss, but our findings indicate that physiological remodeling

in downstream neurons contributes significantly to visual decline. Moreover, inhibiting

RA-induced changes can mitigate impairment of simple or complex visual functions, even

in mice with late-stage photoreceptor degeneration. These findings suggest RA synthesis

or signaling inhibitors as tools for therapeutic improvement of low vision in humans.

Indirect evidence strongly suggests that RA-induced retinal hyperactivity contributes

to human vision impairment [214]. Direct evidence, however, will be difficult to obtain

because methods for detecting hyperactivity are invasive and therefore inappropriate for

humans. In animal models of RP, hyperactivity can be detected directly with electro-

physiological recordings from isolated retina, but RP is a rare disease, greatly restricting
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the availability of postmortem human retinal samples for possible electrophysiological

recording. Noninvasive methods appropriate for the intact human visual system include

field potential recordings from retina (ERG) or brain (electroencephalogram) and radi-

ological methods such as functional magnetic resonance imaging or positron emission

tomography scans. However, at least currently, these methods are designed to report

stimulus-evoked responses, not background activity.

Likewise, directly detecting heightened RA in the human eye is fraught with difficul-

ties. RAR binds to all-trans RA with a dissociation constant in the subnanomolar range

[Kd = 0.4 nM [225]], suggesting that the ambient concentration of RA is very low. In

addition, RA is labile owing to rapid enzymatic degradation by enzymes of cytochrome

P450 family 26 (Cyp26) [241]. The combination of low concentration and short half-life

makes direct measurement of RA practically impossible, particularly in subregions of

the retina (e.g., in regions of geographic atrophy). An alternative is indirect detection,

for example, with a RAR reporter gene incorporating the RA response element (RARE)

sequence to drive fluorescent protein expression. However, delivery of a nontherapeu-

tic reporter gene is considered too invasive and risky for implementation in humans, at

least at present. Unfortunately, nonhuman primates with RP have been found only very

recently (two individual macaques) [242], limiting direct validation of heightened RA

signaling to other mammalian models.

These issues make our results with disulfiram particularly exciting and compelling.

Because disulfiram is FDA-approved with safety that has been established over decades

[228], it should face low regulatory hurdles for trials in humans with RP or other similar

disorders. Our results on vision-impaired mice show that disulfiram improves behavioral

contrast sensitivity, sharpens cortical neuron representations of spatial orientation, and

increases the fidelity of responses to naturalistic scenes, all consistent with improved vi-

sual perception. Whether disulfiram will improve vision in humans remains to be seen,
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but the barriers to answering this question seem relatively low. If disulfiram shows effi-

cacy, then it could be administered orally, but local ocular delivery involving a new drug

formulation might ultimately be more appropriate for avoiding the undesired systemic

consequences associated with alcohol consumption. Disulfiram nonselectively inhibits all

ALDH isozymes, but new drug candidates selectively targeting RALDH isoforms in the

retina [224] might also help remove these concerns.

Our results show that inhibiting RAR also improves vision. We used BMS 493, a

pan-RAR inverse agonist that acts on RAR co-repressor protein [225, 231]. BMS 493

is potent and effective, but there is a rich pharmacopeia of other small-molecule agents

that also interact with the RA binding site on RAR, the co-repressor or the coactivator,

acting as agonists, antagonists, or inverse agonists. There are also agents that inhibit

RXR, a protein that forms an obligate dimer with RAR before binding to DNA [243].

Determining which agent will have the most appropriate pharmacological properties for

therapeutic vision rescue requires further studies of efficacy, toxicity, pharmacokinetics,

and pharmacodynamics.

RAR expression or activity can also be inhibited by gene therapy. We have shown

that a dominant-negative mutant of the RARα isoform (RARDN), delivered to RGCs

with a targeted AAV vector, suppresses hyperactivity and augments light responses in

rd10 mice [207]. AAV-mediated gene delivery has the advantage of allowing cell type

targeting, which may benefit from the discovery of gene regulatory elements that may be

expressed preferentially in retinal neurons that are most severely affected by RA-induced

remodeling. However, in nonhuman primates, AAV-mediated gene delivery is limited

by uneven penetration of the virus across the inner limiting membrane, restricting viral

transduction to a ring of RGCs surrounding the fovea [244]. This scenario will presumably

apply to humans as well. To avoid viral delivery limitations, other genetic tools may

be appropriate for suppressing RAR expression, including RNA-interfering molecules
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such as antisense oligonucleotides (ASOs) and small interfering RNAs (siRNAs). These

molecules are much smaller than viruses, and after lipid modification, they can cross the

inner limiting membrane and inhibit gene expression across the lateral extent of the retina

[245, 246]. ASOs and siRNAs are in clinical trials for other eye disorders, and advances

in their design may generally benefit this strategy for suppressing RA signaling.

In principle, light responses could be unmasked and vision could be improved by di-

rectly inhibiting the ion channels that underlie hyperactivity. Gap junction proteins [247],

P2X receptors [201], and hyperpolarization-activated cyclic nucleotide-gated (HCN) chan-

nels [210] have all been implicated in remodeling, making them potential drug targets for

vision improvement. However, these channels are all normally expressed in the healthy

retina, and it might be impossible to block them without affecting normal function. It is

possible that RA is the common signal for up-regulating these channels, in which case,

a single RA inhibitor might reduce their expression in a coordinated manner. RAR is

largely inactive in adult RGCs [207], so an RAR inhibitor might reverse hyperactivity

in degenerated regions of the retina without affecting normal function in regions with

healthy photoreceptors.

Outer segments of rods and cones completely disappear in no–light perception patients

with end-stage RP. However, at least some patients retain cone cell bodies that continue

to express cone-specific genes, and these cells remain synaptically connected to bipolar

cells [248]. The hyperactivity of downstream RGCs may obscure small light responses

produced by these remnant cones, raising the possibility that elevated RA might obscure

perception. Thus, there is the possibility that RALDH or RAR inhibitors might awaken

light perception in patients otherwise considered completely blind.

Because RAR is relatively inactive in healthy RGCs, RAR inhibitors should act pref-

erentially on regions of the retina where degeneration has taken place, bypassing healthy

retinal regions. RA-induced gene expression is not limited to inherited retinal degener-
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ation; it also occurs in response to photoreceptor degeneration caused by photodamage

[211] and local physical detachment from the RPE [213]. This suggests that corruption

of retinal processing may apply to many disorders that can cause loss of rods and cones,

including retinal detachment, photodamage, and perhaps AMD.

Rescue of visual function by RAR may extend useful vision for months or years, but

there is no evidence that it will slow photoreceptor degeneration itself. The strategy

of rescuing vision with RA inhibitors is distinct from the strategy of restoring vision

with retinal prosthetics, optogenetic and optopharmacological tools, or cell-based ther-

apies. Vision restoration therapies are aimed, at least for now, at the small fraction of

patients with end-stage photoreceptor degeneration, but treatments targeting the RA

pathway may be relevant to the much larger patient population with low vision. More-

over, reducing RGC hyperactivity with RA inhibitors might be beneficial even after all

the photoreceptors have degenerated and light perception is absent. Responses evoked by

optoelectric [249, 250], optogenetic [198, 251], or optopharmacological [252, 253] stimu-

lation of the degenerated retina are superimposed on the heightened background activity

of RGCs, curtailing the encoding of visual images. The combination of a light-sensitive

actuator with an RAR inhibitor could have a synergistic effect, boosting neural signals

to more effectively restore visual function to patients with no light perception.
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Chapter 5

General Conclusion

5.1 Summary of experimental results

Organization of coherent motion responsiveness in mouse visual

cortex

In the primate visual cortex, only specific areas, such as areas MT and MST [29],

are responsive to coherent motion, forming a highly localized and specialized processing

pathway. First, we showed awake mice a coherent motion stimulus while simultaneously

recording from the entire visual cortex. Unlike primate visual cortex, in which only

specific HVAs are responsive to coherent motion, we found that all measured visual areas

showed at least some responsiveness to coherent motion, including V1.

Next, we examined each visual area’s responsiveness to coherent motion to screen for

specialization as in primate visual cortex. Indeed, we found that the responsiveness to

coherent motion was not equal across visual areas, rather that putative dorsal stream

HVAs (AL, PM, RL, and AM) show enhanced coherent motion responsiveness as com-

pared to ventral stream areas (LM and LI). Although the differences were not as striking
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as in primate cortex, the separation of areas into putative dorsal and ventral streams

suggests a conserved functional organization of visual cortex across species.

By using widefield microscopy to measure across large spatial scales, we discovered

that there are significant differences in coherent motion responsiveness within each visual

area as well. Rather than being randomly distributed, neural responses to coherent

motion were highly anticorrelated with visual elevation, forming a retinotopy-dependent

mapping of coherent motion responsiveness. This effect was prominent in V1, but also

across HVAs, particularly those that spanned a large visual elevation.

Influences of visual information on the HD network

One major use of visual information in rodents is to guide spatial perception, and as a

result many HVAs directly synapse onto brain regions involved in navigation. We sought

to understand how this visual information can be integrated with cognitive variables to

support successful navigation, focusing on the HD network. Contrary to previous studies,

we found that vestibular modulation was not necessary for driving the HD network.

Instead, the confluence of other sensory systems, such as visual, somatosensory, and

proprioceptive were sufficient for faithfully activating HD neurons. We found that visual

stimuli were particularly important in the absence of vestibular information.

Next, we used a two-photon microscope to record, for the first time, the projections

from ADN and HVAs to the RSC. Unlike previous approaches, the combination of calcium

imaging and genetically-defined cell types enabled us to specifically measure only those

projections from upstream areas to RSC, leading to a highly specific measurement of

responses from each area. To separate the responses from heading versus visual areas,

we utilized a bilaterally symmetric environment and manipulated the lighting conditions.

We found that the responses from ADN and HVAs were very different from each other.
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Responses from ADN faithfully represented the animal’s heading with a unitary peak

that persisted in darkness. On the other hand, HVA responses were strongly influenced

by the bilateral symmetry of the environment, resulting in dual peaks that disappeared

in darkness. These results demonstrate that the RSC receives multiple nonoverlapping

sources of highly tuned responses.

We found that neurons in the RSC were organized into three functional clusters: 1)

heading, 2) landmark, and 3) alignment. Heading neurons faithfully represent the ani-

mal’s heading, and resemble responses in HD areas, such as ADN. Landmark neurons, on

the other hand, are strongly influenced by visual stimuli, and strongly resemble the re-

sponses recorded from the visual terminals. Finally, alignment neurons exhibit responses

that seem to be a combination of the heading and landmark neurons. Alignment neurons

have a response similar to the landmark neurons in the light-on condition, with dual

symmetric peaks, but resemble heading neurons in the light-off condition. Interestingly,

rather than the single light-off peak being randomly distributed, we found that the light-

off peak was always aligned with one of the peaks from the light-on condition, suggesting

that the alignment cells integrate co-tuned responses. Therefore, these cells may be

particularly important for aligning heading tp visual cues in the external environment.

These results show that there are unique emergent functional responses in the RSC that

are particularly important for registered heading and visual information.

Targeting the RA signaling pathway reduces RGC hyperactivity

and rescues cortical visual responses

Retinal disorders are one of the most prevalent causes of vision loss; therefore, under-

standing their disease mechanism and potential treatment avenues is crucial to improv-

ing the quality of life of hundreds of millions of people worldwide. Using FDA-approved
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retinoic acid inhibitors, we were able to significantly improve visual processing across

multiple scales. First, we showed that blocking retinoic acid signaling reduced hyperac-

tivity in RGCs, enhancing their sensitivity to flashes of light. Next, we trained mice on a

contrast detection task, and demonstrated that the treatment improved their task perfor-

mance. Lastly, we performed calcium imaging in awake mice and found that treatment

with retinoic acid inhibitors improved neural encoding and processing of visual informa-

tion across multiple stimuli. These results present a thorough study of the mechanism

and effects of retinoic acid inhibitors on photoreceptor degenerative disorders, increasing

our understanding and enabling future treatment options for this family of diseases.

5.2 General Discussion of results

Differences in physiological measurements

Many of the claims presented here require the assumption that the optical measure-

ment of calcium indicators is functionally analogous to electrophysiological recordings of

neural activity, as previous studies of the visual cortex in primates is entirely based on

these types of recordings. As a result, it is important to consider potential differences

when comparing across two species as well as measurement modalities. However, signif-

icant previous work has shown that the neural activity inferred from calcium imaging

reasonably reflects ground truth electrophysiological data [99]. Additionally, several ex-

periments that have directly compared calcium imaging and electrophysiology and found

that the neurons’ functional responses are conserved [254].

One last important point to note is that calcium imaging does not have the temporal

resolution to represent time coding [12]. Therefore, any information that may be present

in the precise timing of spikes relative to either each other or to an external stimulus
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cannot be captured with current optical physiological techniques.

Despite these limitations, calcium imaging remains a favorable physiological technique

for recording from large populations of neurons simultaneously. A new technique that

utilizes much of the same technology is voltage imaging, which uses voltage sensitive

dyes or proteins to provide a direct measurement of the neurons’ membrane potential

[255, 256, 257]. These voltage indicators tend to be significantly faster than calcium

indicators, and may provide a unitary method that leverages the advantages of both

systems with minimal drawbacks.

Transformation of visual stimuli in the mouse cortex

Understanding how visual stimuli are processed and transformed in the cortex has

been a fundamental topic of study in systems neuroscience. Compared to other sen-

sory systems, visual stimuli are easily manipulated and presented to animals, allowing

for a high degree of stimulus control. Furthermore, extensive previous research has laid

the groundwork necessary for understanding the basic neural computations in the vi-

sual cortex. By understanding how the visual cortex processes sensory information, we

hope to apply these principles of cortical computation to other sensory and cognitive

systems to increase our general understanding of the brain. Our results show that mouse

visual cortex, as in primates, has specific regions in the brain that are optimized for pro-

cessing coherent motion, demonstrating that this functional organization is consistent

across mammalian species. What is the purpose of compartmentalizing the processing of

stimulus features to certain brain regions? One potential benefit may be that it enables

specific anatomical connectivity between neurons that is highly specialized for processing

this type of information. Furthermore, it enables parallel processing of visual stimuli,

allowing for highly efficient and fast derivation of important stimulus parameters for
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ethological behaviors. However, we also found that the mouse visual cortex is signifi-

cantly less compartmentalized than primate visual cortex. Neurons in V1 are already

responsive to coherent motion; whereas, in primates this property does not emerge until

reaching specialized areas in the dorsal stream (namely MT and MST). Previous studies

have also found a similar processing “compression” in the early visual system of mice as

compared to primates [57, 87, 88]. One potential reason for this is the reduced number of

HVAs found in the mouse visual cortex, requiring each area to have more roles in sensory

processing.

Interestingly, there is no necessity for similar neurons to be grouped together into

brain regions. Indeed in other neural systems [258], the anatomical proximity of neurons

does not necessarily predict their functional connectivity. However, the brain has canon-

ical grouping of similar neurons into brain regions, suggesting that there must be some

kind of either computational, developmental, or metabolic advantage. Future research is

important to understand the exact reasons, advantages, disadvantages, and mechanisms

of the ordering of brain regions, particularly sensory areas, into processing hierarchies of

multiple specialized brain regions.

Most surprisingly, we also found that there is significant heterogeneity in responses

within each visual area as well. These retinotopic gradients in feature selectivity may

represent optimizations of the visual cortex for biased processing of visual scenes. For

example, because rodents are close to the ground, the majority of ethologically relevant

coherent motion is found in their lower visual field, although a lower visual field bias

for motion processing has been found in other species as well [110, 111]. Alternatively,

the biased coherent motion information in the lower visual field may be the progenitor

for driving connections that make these neurons more coherent motion responsive. One

potential method of teasing apart these two potential possibilities is to use an optical

element, such as a prism, to bias the upper visual field to coherent motion. If this
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bias is developmentally driven, then we should expect no difference in the gradient of

coherent motion responsiveness. However, if the gradient reverses, i.e. upper visual field

selective neurons are more coherent motion responsive that would suggest that the bias

is experience dependent.

Besides the implications for visual processing, the retinotopic dependence may also

enable a simple connectivity schema for transferring stimulus information up a processing

hierarchy. By following retinotopic gradients, neurons in the visual cortex also exhibit

a graded response to coherent motion, so that neurons with high sensitivity to motion

are anatomically and spatially separated from neurons with low sensitivity. As a result,

a connectivity pattern with specific downstream areas preferentially sampling different

anatomically defined areas of upstream areas would result in a simple mechanism for gen-

erating specialized areas with unique response properties. Outside of the visual cortex,

many sensory areas also exhibit some kind of topographic mapping, such as the tono-

topic map in primary auditory cortex [259, 260]; therefore, this mechanism may have

widespread implications for understanding how specialized higher processing areas can

be generated from primary sensory areas.

Integration of visual information into the HD network

Previous tracing studies have shown that one of the major projections from the HVAs

is to an area called the RSC, which is an important cortical area in the HD network.

[118, 119] Although previous anatomical [148, 149, 150, 151] and functional [152, 153,

154, 155, 156, 157] studies have demonstrated the importance of visual input in the HD

network, the mechanism by which this information is integrated has remained elusive.

Because visual information only reaches a few cortical HD areas, there has been a strong

focus on these areas in the past few years. One limitation of previous studies is that the
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proportion of HD responsive cells in these areas is low compared to subcortical HD areas,

such as the ADN. As a result, it is difficult to understand the population level mechanisms

that are involved in integrating sensory information into the HD network. In our study, we

used the high throughput of calcium imaging to record simultaneously from hundreds of

cells, allowing us to not only examine the responses of single cells, but also the interactions

between cells across large spatial scales. Importantly, we showed that the HD network

can still faithfully represent an animal’s orientation in its environment despite a lack of

vestibular modulation, allowing the use of head-fixed preparations. These findings enable

new approaches to study HD network utilizing cutting edge microscopy and virtual reality

systems to probe the HD network in previously impossible ways. Our results suggest that

specific connectivity among tuned cells from different populations may be the inherent

mechanism for integrating information across neural systems. Previous research has

suggested that cells that share tuning properties are more likely to be anatomically

connected [261], although these studies have largely been limited within a single region.

As many sensory processes are performed by networks of areas, rather than individual

areas, a similar connectivity pattern may emerge between related cortical areas, linking

tuned neurons not just within brain regions, but across brain regions.

Effects of targeting RA signaling

Many higher level cognitive systems, including navigation, rely on vision for their

primary window to the outside world. Therefore, visual impairments have a dispro-

portionately strong effect on the proper function of these systems. One set of diseases

that causes blindness are photoreceptor degenerative diseases, such as RP and AMD.

Our study provides the most comprehensive understanding of the mechanism and impli-

cations of treatments targeting the RA signaling pathway. Although these treatments
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cannot recover the photoreceptors that have already degraded, the progressive nature of

these diseases means that managing the symptoms and recovering sight is highly feasible.

By reducing the hyperactivity of RGCs in the retina caused by RA signaling, we were

able to recover cellular responses in the retina, visual coding in the cortex, and behavioral

output. Besides treating these diseases directly, these results are also complementary to

other strategies for restoring vision loss, such as retinal implants, by reducing stimulusn

independent noise in hyperative RGCs [262].

5.3 Future directions

Distribution of other visual stimulus features

Although we focused on the processing of coherent motion, visual stimuli also contain

many other stimulus features that may share a similar processing strategy. For example,

ventral stream areas in primates are specialized to process textures, and research in

mice suggests a similar specialization of HVAs. As a result, a similar set of experiments

can be performed as above to see whether texture processing also follows a retinotopic

gradient within visual areas. Furthermore, this strategy could be applied to other sensory

systems, although the types of sensory transformation present in other systems is less well

understood. Together, these experiments would support that an anisotropic organization

of stimulus feature processing is a fundamental cortical strategy.

Understanding how retinotopically correlated stimulus features

aids transfer of information

What is the purpose of topographic organization? For simple stimulus features, such

as receptive field location, a topographic organization may be beneficial for local pro-
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cessing of information. However, for more complex features that no longer parallel the

physical world, the necessity of a topographical organization is diminished. One potential

purpose of this organization is in order to facilitate transfer of information along a hierar-

chical processing stream. In order to test this, we could perform retrograde tracing from

specific HVAs to map which areas preferentially project to them. In line with our results

above, we would expect that HVAs that are particularly responsive to coherent motion

should receive projections from anterior V1, which contains more motion-sensitive neu-

rons. These experiments can help to reveal a general principle of how specifically tuned

information is passed between brain regions utilizing a simple and biologically feasible

connectivity pattern.

Dissecting circuit mechanisms of visual integration into HD net-

work

Although our experiments have started to identify potential key cell types for integrat-

ing visual information in the HD network, the exact mechanism and specific connectivity

between these cell types is still unclear. In order to understand the contributions of each

cell type in the overall representation of heading, we can dissociate their inputs. As a

first step, we can repeat similar experiments as above, but use a cage with a separated

bottom, allowing the visual cues on the walls to independently rotate from the bottom of

the cage. Because we postulate that the heading cells primarily receive information from

non-visual sources (given that they retain tuning in darkness), we expect that they will

track the movement of the bottom of the cage; whereas landmark cells will follow the

rotation of the visual cue. We can then examine how the responses of the alignment cells

respond to this manipulation. Another possibility is taking advantage of our head-fixed

preparation to use holographic stimulation of specific functionally defined cells in order to
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understand the fine-scale connectivity between individual neurons or groups of neurons.

Together, these experiments can help elucidate the specific connections in the RSC that

support its role in registering internal heading to the external world.

Future treatments of photoreceptor degenerative disorders

One important result from our experiments is that we used FDA-approved drugs to

target the RA signaling pathway. As a result, there is high potential for clinical trials to

see if a similar pathway is affected in human disorders, and, importantly, whether these

treatments can improve visual processing in human patients. Combined with other vision

restorative treatments, such as artificial retinae, significant improvements in the quality

of life for those affected by photoreceptor degenerative disorders is very likely.

5.4 Conclusion

Understanding how sensory stimuli can be integrated into cognitive processes is a

fundamental goal of neuroscience. In these studies, we leveraged state-of-the-art tools

to examine and understand sensory processing at scales that were previously inaccessi-

ble. Moving forward, the continued development of new tools will further enable greater

measurement and manipulation of larger populations of neurons, resulting in increased

understanding of how visual processing works. These results have important implica-

tions not just for basic science but also to help provide groundwork for treating sensory

processing disorders. In the end, our continued investigation and understanding of the

processing of visual information along the cortical hierarchy provides a tractable and

fruitful avenue for unravelling more general rules of sensory and cortical processing.
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[253] K. Hüll, T. Benster, M. B. Manookin, D. Trauner, R. N. Van Gelder, and
L. Laprell, Photopharmacologic Vision Restoration Reduces Pathological Rhythmic
Field Potentials in Blind Mouse Retina, Scientific Reports 9 (dec, 2019).

[254] I. Nauhaus, K. J. Nielsen, and E. M. Callaway, Nonlinearity of two-photon ca 2+
imaging yields distorted measurements of tuning for V1 neuronal populations,
Journal of Neurophysiology 107 (feb, 2012) 923–936.

[255] Y. Adam, J. J. Kim, S. Lou, Y. Zhao, M. E. Xie, D. Brinks, H. Wu, M. A.
Mostajo-Radji, S. Kheifets, V. Parot, S. Chettih, K. J. Williams, B. Gmeiner,
S. L. Farhi, L. Madisen, E. K. Buchanan, I. Kinsella, D. Zhou, L. Paninski, C. D.
Harvey, H. Zeng, P. Arlotta, R. E. Campbell, and A. E. Cohen, Voltage imaging
and optogenetics reveal behaviour-dependent changes in hippocampal dynamics,
Nature 2019 569:7756 569 (may, 2019) 413–417.

[256] A. S. Abdelfattah, T. Kawashima, A. Singh, O. Novak, H. Liu, Y. Shuai, Y. C.
Huang, L. Campagnola, S. C. Seeman, J. Yu, J. Zheng, J. B. Grimm, R. Patel,
J. Friedrich, B. D. Mensh, L. Paninski, J. J. Macklin, G. J. Murphy, K. Podgorski,
B. J. Lin, T. W. Chen, G. C. Turner, Z. Liu, M. Koyama, K. Svoboda, M. B.
Ahrens, L. D. Lavis, and E. R. Schreiter, Bright and photostable chemigenetic
indicators for extended in vivo voltage imaging, Science 365 (aug, 2019) 699–704.
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