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ABSTRACT OF THE DISSERTATION

Machine Learning Methods for Personalized Healthcare

by

Kimmo Karkkainen

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2023

Professor Majid Sarrafzadeh, Chair

The escalating cost of healthcare and the growing prevalence of chronic diseases have cre-

ated an urgent need for new solutions. Machine learning has the potential to revolutionize

healthcare by providing more personalized and efficient care. However, there are unique chal-

lenges associated with applying machine learning in healthcare. Privacy concerns prevent

data sharing across institutions, which limits available training data, and collecting indi-

vidual features for patients may be invasive or expensive, as they may involve lab tests or

medical imaging. In addition, machine learning models must be explainable so that medical

professionals can understand how they arrive at a certain diagnosis. Despite these chal-

lenges, machine learning presents new opportunities in healthcare, both in hospitals and in

remote health monitoring. In hospitals, machine learning can improve efficiency by assisting

medical professionals with patient diagnoses, while in remote health monitoring, the vast

quantities of data from personal and wearable devices open new opportunities for preven-

tative care. However, processing and extracting meaningful insights from healthcare data

require novel techniques. This dissertation investigates solutions for personalized health-

care in both hospital and remote healthcare settings, including adaptive data acquisition,

unsupervised medical image segmentation, and remote health monitoring algorithms and

applications. Overall, these solutions have the potential to improve patient outcomes and

reduce healthcare costs.
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CHAPTER 1

Introduction

Healthcare expenses in the United States reached 4.3 trillion dollars in 2021 (18.3% of the

gross domestic product, GDP), and these costs have been rising at a faster rate than GDP

since 1970 [37]. While approximately half of the increase can be attributed to rising prices of

services and medications, other factors such as aging population and increasing prevalence

of chronic diseases also play a major role [59]. For instance, over half of American adults

have been diagnosed with a chronic disease, such as diabetes, hypertension, or cancer, with

27% of American adults having multiple chronic diseases [20]. To keep healthcare expenses

manageable, it is necessary to improve preventative care and lower the cost of treating

patients.

Advances in artificial intelligence (AI) and machine learning (ML) have already trans-

formed many traditional industries. However, healthcare field has seen a slower adoption of

new technologies due to the unique challenges it poses. For example, privacy concerns make

obtaining training data challenging, which necessitates the development of novel unsuper-

vised and semi-supervised machine learning models that can be trained using limited data.

Furthermore, healthcare datasets are often highly imbalanced because of how rare certain

diseases are. Additionally, the approval process of medical technologies is slow, sometimes

taking multiple years, as extensive evidence of safety and efficacy is needed [32]. Lastly,

many machine learning algorithms are difficult to interpret due to the black box nature of

them, which makes it challenging to determine how the prediction was made. This lack of

transparency makes clinicians less likely to choose a treatment or prescribe a drug recom-
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mended by these algorithms if they do not understand what information the prediction was

based on. This highlights the importance of using interpretable algorithms in healthcare.

Despite the challenges, researchers have proposed various machine learning models to

address a multitude of healthcare problems. In a hospital setting, machine learning can

be utilized to analyze medical images [10, 29, 47, 86, 88, 109, 153], predict patient outcomes

[40, 51, 101, 176, 186], diagnose diseases [2, 5, 147, 173], or predict readmissions [73, 123, 151].

Machine learning can also aid in better utilizing patient’s medical records, as the process of

manually reviewing them can be time-consuming for clinicians. By summarizing the patient’s

clinical notes [161], machine learning can help clinicians make more informed decisions.

Machine learning can also provide benefits outside of the clinical setting, as many indi-

viduals carry a variety of sensors with them throughout the day. Modern smartphones are

equipped with sensors such as microphones, light sensors, global positioning systems (GPS),

and accelerometers, while smart watches, smart rings, and fitness trackers provide additional

physiological signals, such as heart rate, respiration, and temperature. By analyzing sensor

data from various sources, it is possible to gain a comprehensive understanding of an indi-

vidual’s daily habits and potential risks. This can be used to track a wide range of health

problems, such as depression and anxiety [125,134], Parkinson’s disease [179], or schizophre-

nia [183]. Additionally, medical device manufacturers have developed specialized wearable

devices for tracking specific diseases. For example, people with diabetes may wear a con-

tinuous glucose monitor (CGM) to keep track of their blood glucose levels, while wearable

electrocardiograms (ECG) can be worn to identify heart problems, such as atrial fibrillation,

and wearable blood pressure monitors can inform how blood pressure is changing throughout

the day. All of this data can be used to provide highly personalized care to patients.

This dissertation presents a range of solutions for personalized healthcare in various

settings. The first part of the dissertation focuses on improving the efficiency of hospital

care. In Chapter 2, we propose an algorithm that can determine which diagnostic tests

should be performed based on the currently known information, while taking into account the
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varying cost of acquiring different features. Chapter 3 proposes an algorithm for unsupervised

intracranial hemorrhage segmentation, addressing the challenge of segmenting images when

training data is difficult to acquire due to privacy concerns. The remaining sections focus on

remote health monitoring that uses data from personal or wearable devices. In Chapter 4, we

introduce a novel neural network architecture that can use continuous glucose monitoring

data, along with an individual’s medical history, to determine daily activities. This can

be used to track adherence to sleep and physical activity guidelines for individuals with

Type 2 diabetes and enable new intervention and diabetes management techniques. In

Chapter 5, we present a mobile sensing application that collects behavioral data to identify

individuals at high risk of substance use or risky sexual behaviors. This information can

be used to determine which individuals may benefit from an intervention. Together, these

algorithms and applications have the potential to improve healthcare comprehensively both

inside hospitals and in remote healthcare setting.
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CHAPTER 2

Cost-Sensitive Feature-Value Acquisition Using

Feature Relevance

2.1 Introduction

Traditionally, research on machine learning algorithms has focused on achieving accurate

predictions on fully available feature sets. However, in the real world, data is often incom-

plete and acquiring additional feature values will incur a cost. For example, when making a

medical diagnosis, a doctor examines the patient and determines what further information is

needed to make a diagnosis. The next question to ask has to be chosen out of a vast number of

possibilities, but the number of potentially useful follow-up questions can be narrowed down

with the answers received for each question. Once the doctor has acquired enough informa-

tion on the patient, they make a diagnosis and choose the appropriate treatment. Acquiring

information could mean, for example, performing medical tests (blood tests, imaging, etc.)

or asking the patient for more subjective information on their symptoms. In this case, there

are monetary costs for each test as well as for the doctor’s time, and these costs can be very

different. Asking the patient for information is fast and cheap, whereas performing medical

tests can have a high cost.

Money is not the only type of cost that needs to be taken into account. Medical tests can

have negative side-effects or they can cause patient discomfort. In the field of mobile health,

acquiring data can have an impact on the mobile device’s battery life. Individuals might

also be uncomfortable disclosing specific information, in which case there is a privacy cost

4



for acquiring data. There could even be a cost based on how much human time is required

to acquire a feature value. The approaches proposed in this chapter can be used with any

type of cost, as long as the costs are quantifiable on a linear scale.

There is a wide range of existing research on minimizing the costs associated with machine

learning. We categorize these approaches into four different categories. The first category

is feature selection, where the number of features is minimized in the training phase so that

the cost becomes lower without affecting the prediction accuracy too much [39]. The second

category is cascade algorithms, where at each step a decision is made to either acquire the

next feature or stop and make a prediction [42, 175,181, 188]. The third category is trees of

classifiers, in which the new information affects which feature is acquired next [104,182,187],

and the last category is fully adaptive algorithms, which can choose any feature based on

what is most valuable in the current situation [43,63,97,98]. There are only a few algorithms

in the last category, and they tend to have a high computational cost.

The algorithms proposed in this chapter belong to the last category, where any unknown

feature can be chosen for acquisition. Furthermore, the feature acquisition decisions are

based on the knowledge of the existing features. We have chosen to use neural networks

as our predictive model, as they have been shown to perform well across many domains.

We use generic neural network architectures to demonstrate that our proposed algorithms

do not depend on domain-specific structures. To choose which features to acquire next, we

derive our approach from the recent research on relevance propagation [12, 124]. The focus

of that line of research has been to explain why a neural network made a specific prediction,

but we show that a similar approach can give us valuable information on the importance of

missing feature values as well. To the best of our knowledge, relevance propagation has not

been used in active feature acquisition previously. The benefit of our approach is the ease of

training a model and the relatively low computational cost in both the training and testing

phases.

In this chapter, we propose two algorithms for active feature acquisition. The first algo-
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rithm achieves high accuracies at a low computational cost. The second algorithm improves

the results of the first one at the expense of a slightly higher computational cost. Our main

contributions can be summarized as follows:

• We demonstrate how relevance propagation can be utilized for the active feature ac-

quisition problem.

• We develop an efficient algorithm that uses feature relevance information for feature

acquisition. We show through experiments that feature relevances can give us valuable

information on the usefulness of missing features with a very low computational cost.

• Based on the first algorithm, we develop a second algorithm that provides better results

at a slightly increased computational cost.

• We compare our results with other state-of-the-art algorithms and show that our ap-

proach achieves a high accuracy with a lower cost on three realistic datasets.

2.2 Related Work

Feature value acquisition cost can be reduced in multiple ways. The most straightforward

approach is to select a subset of features before or during the model training phase. This

means choosing the most valuable (i.e. low cost and high informativeness) features and

acquiring only them when making predictions. As there is such a wide range of feature

selection algorithms, we will not describe them in detail, but an interested reader can find

a survey on them from e.g. [39]. Some recent approaches can perform cost-sensitive feature

selection implicitly by taking feature cost into account when training the model [129, 130].

The challenge of performing feature selection in the training phase is the lack of adaptability.

These approaches acquire the same set of features for every input even though the acquired

feature values could give information on which other features are useful. For some inputs,

only a fraction of the features is enough to make an accurate prediction, whereas more
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complicated inputs need more features. The benefit of these approaches, however, is that all

the necessary computation is performed in the training phase, which makes the prediction

phase computationally fast.

One approach for minimizing the feature acquisition cost for each input individually

is to build a cascade of classifiers. In this approach, the algorithms have two options:

make a prediction with the current classifier or request more features and move to the

next classifier. With more features available, each classifier can improve on the prediction

accuracy of the previous classifier. This approach has been used by e.g. [42, 175, 181, 188].

In cascade algorithms, the number of classifiers depends on the number of features, which

makes it computationally expensive if the dataset contains a large number of features. It is

possible to reduce the computational cost by requesting multiple features at once, but it will

increase the cost of moving to the next classifier.

A more dynamic approach is to replace the static feature order with a tree of classifiers

[104, 187]. In this approach, each node of a tree represents a classifier. Each child node

will require additional features to improve the prediction, so moving further down the tree

increases the total cost. At each node, a decision is made to either make a prediction with the

current knowledge or to move down to one of the child nodes. The benefit of this approach

is that the selected set of features can be different for each input. Again, a large number

of classifiers is needed, which makes the training-time computational cost high when there

is a large number of features. Similar to classification trees, [182] use a directed acyclic

graph where each node is a classifier using a subset of features, and there are edges to other

classifier nodes that gradually add more features to the requested feature set. This approach

allows sharing the same classifiers in multiple paths but still requires training a large number

of classifiers.

A number of approaches have been proposed to make the feature acquisition even more

flexible. One of them is to try different values for each missing feature to see how much

they can change the prediction. An example of this approach is FOCUS [63] which defines

7



expected prediction utility of each feature and chooses the feature with the highest util-

ity, penalized by the cost of acquiring that feature. Another approach is to use Bayesian

networks, which make predictions with partially known feature sets easy. [48] presented an

idea of same-decision probability, which determines the probability of prediction staying

the same with additional known features. This idea has been used for feature selection in

e.g. [43, 50]. While these approaches provide good results, the computational complexity of

choosing a feature makes them intractable for many real-world datasets with a large num-

ber of features. Recently, using sensitivity analysis on neural networks [97] and using deep

reinforcement learning [90,98] have also been proposed for feature acquisition.

Lastly, [128] proposed a different type of an approach for reducing the feature acquisition

cost. Their algorithm uses two classifiers with a gating function to reduce the average

prediction cost. First of these classifiers uses a small subset of the features and it is used

only for the easy inputs. The second classifier can make accurate predictions for the more

complicated inputs but it has a higher cost. They train the low-cost model together with a

gating function, which determines when it is appropriate to use the high-cost model. This

approach has been shown to have good results with a very low average cost.

2.3 Relevance Propagation

The approach proposed in this section is related to the recent research on layer-wise relevance

propagation (LRP) [12]. The goal of LRP is to show how large an impact each of the input

features had on the prediction, which is a non-trivial task on neural networks due to their

non-linearities. To simplify this problem, relevances are propagated back to the input layer

one layer at a time following a few specific rules. First, the relevance of the output layer is

set to the predicted output value:

Rout = f(x) , (2.1)
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where f(x) is the output of our neural network with an input vector x.

Second, each layer should also have the same total relevance:

Rout =

Nl∑
i=1

Rl
i =

Nl−1∑
i=1

Rl−1
i = . . . =

N1∑
i=1

R1
i , (2.2)

where Rl
i is the output relevance of neuron i belonging to layer l and Nl is the number

of neurons in layer l. This constraint guarantees that all of the relevance on the higher

layer will be distributed to the neurons on the lower layer without adding or removing any

relevance between layers. However, the distribution of the relevance within the layers can

differ. Doing this at every layer means that the total relevance on the input layer is equal

to the relevance on the output layer. Furthermore, the output relevance of a neuron should

be equal to the sum of relevances of lower-level neurons that are directly connected to it:

Ri =
∑
j

Ri←j , (2.3)

where Ri←j is the amount of relevance attributed from a higher-level neuron j to neuron

i. These rules are fulfilled when a neuron distributes its output relevance entirely to its

inputs according to specific rules.

There are multiple approaches for distributing the relevances to the lower layer. The

approach proposed by [12] is to distribute the relevance of one neuron to the input neurons

in the same proportion as the input values received from each neuron:

Ri←j =
zij∑
j′ zij′

·Rj , (2.4)

in which zij = xiwij, xi is an input value for the neuron, and wij in the corresponding

weight. As this rule might not be numerically stable with small activation values, they

present a few alternative approaches to mitigate the problem, but the overall idea remains

the same.
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[124] proposed another way to propagate relevances while still following the other rules

defined by [12]. Their approach, called Deep Taylor Decomposition, approximates each

neuron using a first-order Taylor series approximation to determine how much relevance

should be propagated to each neuron input. Using this approach, they derive three rules

for propagating the relevance based on the neuron’s input domain. When the neuron has

unconstrained input, the propagation rule becomes:

Ri =
∑
j

w2
ij∑

i′ w
2
i′j

Rj . (2.5)

If the input is constrained to have only positive values, as is the case when the previous

layer contains rectified linear units (ReLU), the propagation rule is:

Ri =
∑
j

z+ij∑
i′ z

+
i′j

Rj , (2.6)

where z+ij = xiw
+
ij , and w+

ij is the positive part of the weight wij. The positive part of a

vector is defined as a vector that has all the negative values replaced by zeroes. Finally, if

the neuron input is known to have specific upper (hi) and lower (li) bounds, as is often the

case in the first layer, the rule becomes:

Ri =
∑
j

zij − liw
+
ij − hiw

−
ij∑

i′ zi′j − li′w
+
i′j − hi′w

−
i′j

Rj . (2.7)

Full derivations of these rules can be found in [124].

2.4 Our Approach

2.4.1 Problem Definition

We start by considering a case where a feature vector xfull has all feature values available,

but only part of these values are known to us at any time. We know the value of xpartial =
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xfull ⊙ kt, where kt is an indicator vector containing values 1 or 0 depending on whether

the corresponding feature value is known to us at time t. The number of known features at

time t is therefore |kt|0. To acquire a new feature, we have to pay feature acquisition cost

ci, which can be different for each feature i.

The feature acquisition algorithm will then take the following steps. First, the algorithm

should determine the most valuable feature using the knowledge of the acquired feature

values, the current prediction, and feature costs. This feature value is then requested from

an oracle that is able to give any value for a cost, and the value is added to the feature

vector of known values xpartial. The cumulative cost at each time step is therefore
∑

i cik
t
i .

This process is repeated until a stopping condition is reached. Possible stopping conditions

can include, for example, the model certainty reaching a predefined level, the total cost

becoming too high, or all of the feature values having been acquired. The appropriate

stopping condition should be decided based on the problem domain. For example, in the

medical domain it might be more appropriate to stop only when the model certainty is high

enough, even if it leads to a higher cost. In less critical domains, minimizing the total cost

could be more important.

An outline for a generic, incremental feature acquisition algorithm is shown in Algo-

rithm 1. The goal of this algorithm is to acquire feature values until an accurate prediction

can be made while minimizing the cost. This algorithm assumes that it is possible to acquire

each missing feature for a cost. This requirement can be relaxed by skipping the highest

scoring feature values that can not be requested (e.g. the cost is prohibitively high or a

specific test cannot be performed in that particular situation).

Our goal is then to define a value function value(xpartial, ŷ,c), which uses the currently

known features, the current prediction, and the feature costs to determine the value of

acquiring each unknown feature. This function should give the highest value for features

that increase the prediction accuracy the most while simultaneously having a low cost.

In this section, we propose two methods for cost-sensitive feature acquisition where rele-
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Algorithm 1: Outline for the feature acquisition algorithm

Input: Feature vector xpartial, model M , cost vector c

repeat

t← t + 1

ŷ← M .predict(x)

v← value(xpartial , ŷ, c)

next feature ← argmax i(v)

xt+1
partial ← acquire(xt

partial , next feature)

until Stopping condition is reached

return M.predict(x)

vance propagation is used to determine feature informativeness. On a high level, the goal of

these algorithms is to define which unknown feature is the most important for our current

prediction at any given time. This importance should reflect our current knowledge of the

available feature values. Our first method propagates the predicted value directly similar

to how relevance propagation has been used to determine features’ impact on prediction in

prior works. Our second method propagates relevance through each output node separately

to determine which feature is the most important over any potential class.

2.4.2 Direct Propagation

We start by training a neural network model M with fully available features. Having fully

available features is not a strict requirement but we choose to use them to make the results

comparable with the existing research in this field. The model M takes an input vector

x ∈ Rm and produces a prediction ŷ ∈ Rn. Our algorithm receives an input vector xpartial ,

which has no known values initially. To keep track of which feature-values have been acquired

already, we introduce an indicator vector k ∈ Rm, which has value 1 if the corresponding

feature-value has been acquired and value 0 otherwise. The goal is then to request these
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feature values one-by-one until a prediction can be made. First, we fill in the missing values

of the given input vector xpartial :

xfilled ← k⊙ xpartial + (1− k)⊙ E[x] , (2.8)

where ⊙ is the Hadamard product. The true expected value of x is not known, so

we estimate it using the training data. This gives us a feature vector where the missing

values have been replaced with the expectation for those values. We then propagate xfilled

forward through our model M to acquire a prediction ŷ. This prediction is then used as the

starting point for relevance propagation. Using the Deep Taylor Decomposition propagation

rules described in Section 2.3, ŷ is propagated backward to the input nodes. This gives us

relevances ri for each input node, which is demonstrated in Figure 2.1.

Input Layer Hidden Layer Hidden Layer Output Layer

Figure 2.1: Relevance is propagated from the output layer (on the right) to the input layer

(on the left). Darker color indicates a higher relevance.

Next, we will introduce an adjusted relevance score to take into account the constraints

that our problem has. First, we need to notice that the relevances can have either positive

or negative values, depending on whether the corresponding feature increased or decreased

the predicted value. High impact in either direction can be important, so we will use the

absolute value. Next, we need to take into account the feature costs. Two features could

provide the same amount of information but have a vastly different cost, so we will normalize
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the earlier value using the corresponding feature cost. Finally, we are only interested in the

unknown features, which leads us to the adjusted relevance r̂ where individual values are

defined as:

r̂i ← (1− ki) ·
|ri|
ci

. (2.9)

This defines all known feature values to have zero relevance, whereas unknown feature

values have a relevance value depending on the magnitude of their original relevance as well

as the associated feature acquisition cost. The relevance of known features is set to zero

to avoid acquiring the same features multiple times. Finally, we acquire the feature value

xj, where j = argmax(r̂). The direct propagation approach is shown in Algorithm 2. This

approach performs one forward and one backward propagation for each acquired feature, so

the computational complexity is O(m).

Algorithm 2: Direct propagation algorithm

Input: Feature vector xpartial, model M , cost vector c

t← 0,k← 0

xt
filled ← k⊙ xpartial + (1− k)⊙ E[x]

repeat

ŷ←M.predict(xt
filled)

r← abs(get relevances(xt
filled , ŷ))

r̂← (r⊙ (1− k))⊘ c

next feature ← argmax i(r̂)

xt+1
filled ← acquire(xt

filled , next feature)

knext feature ← 1

t← t + 1

until Stopping condition is reached

return M.predict(xt
filled)
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2.4.3 Multiple Propagations

Our second algorithm modifies the direct propagation algorithm to take into account relevant

features for each output node ŷi. The intuition behind this approach is that some output

nodes might receive a low predicted value due to some unknown input feature, which can

cause that input feature to have a low relevance in the direct propagation algorithm. By

propagating relevance through each output node separately, we can avoid such a situation

at the cost of increased computational complexity.

The problem setting is the same as in our first algorithm. However, when the relevance

was propagated backward in the previous method, this time we set ŷi = 1 for one i, while

ŷj = 0,∀j ̸= i. This is then propagated backward using the same rules as previously. This

process is repeated for all values of i, so in total the backward propagation is performed n

times, once for each output class. We then choose the globally maximal adjusted relevance

r̂i, and acquire the value of feature i.

The multiple propagations method is shown in Algorithm 3. This method is compu-

tationally more demanding than the first method, as each feature acquisition requires one

forward pass and n backward passes, thereby making the computational complexity O(nm).

However, the algorithm can be modified to perform the backward passes in parallel, as they

do not depend on each other. For clarity, only the serial method is shown here.

2.4.4 Implementation details

We implement our algorithm using a fully-connected neural network, where the number of

layers and number of neurons, as well as other hyperparameters, are chosen by optimizing

the network to have as high accuracy as possible on the fully available training data. We use

PyTorch [140] for our implementation, in which we have extended the necessary neural net-

work layers to support relevance propagation. In addition, we use as high L2 regularization

as possible without decreasing the validation accuracy. Based on our empirical observations,
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Algorithm 3: Multiple propagations algorithm

Input: Feature vector xpartial , model M , cost vector c

t← 0,k← 0

xfilled ← k⊙ xpartial + (1− k)⊙ E[x]

repeat

best relevance ← −∞

best feature ← 0

for i← 0 . . .n classes do

relevance out← 0

relevance out i ← 1

r← get relevances(xt
filled , relevance out)

r̂← (abs(r)⊙ (1− k))⊘ c

if max(r̂) > best relevance then

best feature ← argmax (r̂)

best relevance ← max(r̂)

end if

end for

xt+1
filled ← acquire(xt

filled , best feature)

kbest feature ← 1

t← t + 1

until Stopping condition is reached

return M.predict(xt
filled)
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proper regularization improves the feature acquisition results, even if it does not affect the

prediction accuracy on fully available data.

2.5 Experiments and Results

We evaluate our approaches on three cost-sensitive datasets: diabetes prediction, heart dis-

ease prediction, and Yahoo! Learning to Rank Competition dataset (LTRC). Summary of

these datasets can be found in Table 2.1.

Table 2.1: Dataset statistics

Dataset Examples Features Classes

LTRC 30000 500 5

Diabetes 25474 581 3

Heart 49509 245 2

2.5.1 Diabetes Prediction

As medical diagnosis is an area where active feature acquisition can be highly beneficial, the

first two experiments use medical datasets. We have derived two datasets from The National

Health and Nutrition Examination Survey (NHANES), which is a long-term program that

has collected health and nutrition data from a nationally representative group of 5000 people

between years 1999–2016 [34]. The full dataset contains questionnaire answers as well as

results from physical and laboratory examinations. As this dataset contains data on a

wide range of medical problems, we will first focus on predicting whether an individual has

diabetes, prediabetes, or no diabetes.

To predict the level of diabetes, we look at the blood glucose levels and define an in-

dividual as healthy if their fasting plasma glucose level is below 100 mg/dL, prediabetic if
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the level is between 100 and 125 mg/dL, and diabetic if the level is over 125 mg/dL. These

ranges have been defined by the Centers for Disease Control and Prevention (CDC) [33]. We

filter out features that are directly related to our target variable, i.e. any variable measuring

blood glucose, as they would make the prediction trivial. We also leave out variables that

have missing values for over 25% of the subjects. We define feature costs based on a rough

estimate on how much money and effort is needed to acquire that feature. The feature costs

are listed in Table 2.2. The dataset is provided in the supplemental materials with the code

to reproduce our results. The data was split into a training set (70%) and a test set (30%)

randomly. Both sets were balanced by oversampling to have an equal number of examples

from each class. All features were normalized to range [0, 1].

Table 2.2: Feature costs for NHANES dataset

Feature type Cost

Demographics 1

Questionnaire answer 5

Physical examination 10

Laboratory test 100

We compare our approach to four other algorithms: The Greedy Miser [188], AdaptAp-

prox [128], FACT [97] and Opportunistic Learning (OL) [98]. We selected these algorithms

based on their good performance and the availability of reference implementations. The

Greedy Miser is an algorithm for learning cost-sensitive classification and regression trees.

AdaptApprox learns a gating function to decide whether to use a cheap or an expensive

classifier. FACT uses neural network’s sensitivity to determine which feature is most likely

to change the prediction. Opportunistic Learning uses reinforcement learning to learn what

features to ask. The results of the first experiment can be found in Figure 2.2.

In this experiment, both of our proposed algorithms (Relevance-DP, Relevance-MP) pro-

vide nearly identical results. Initially, FACT provides similar results to our algorithms, but
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Figure 2.2: Prediction accuracy on diabetes dataset.

converges to a lower accuracy. Opportunistic Learning (OL) improves its accuracy very

slowly after the initial features. AdaptApprox reaches a good accuracy but slightly slower

than our algorithms. The Greedy Miser has to acquire a large number of features before

finally achieving similar accuracy to the other algorithms. In this experiment, our algorithms

provide a fast convergence and a high final accuracy, thereby combining the best aspects of

the other algorithms.

2.5.2 Heart Disease Prediction

Our next dataset is also derived from the NHANES dataset [34]. This time the goal is to

predict whether an individual has a heart disease, such as congestive heart failure, or has

had a heart attack. We use the same costs and data preprocessing steps as in the previous

dataset, shown in Table 2.2.
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The results are shown in Figure 2.3. This time there is a significant difference between our

proposed algorithms. Using multiple propagations (Relevance-MP) provides faster conver-

gence than using direct propagation (Relevance-DP). Again, FACT provides similar results

to our Relevance-MP algorithm initially but converges to a lower accuracy. Opportunistic

Learning (OL) starts slightly slower and converges to a similar accuracy with FACT. Adapt-

Approx starts with more expensive features, therefore staying at a low accuracy for longer.

The Greedy Miser suffers from the same problem, but also reaches a good accuracy later.

This experiment shows the benefit of using multiple propagations instead of the more simple

algorithm.
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Figure 2.3: Prediction accuracy on heart disease dataset.
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2.5.3 Learning to Rank Competition

The goal of Yahoo! Learning to Rank Competition (LTRC) dataset is to predict how relevant

a specific document is given a query [41]. The relevance is defined by an expert using a five-

step scale. The feature vectors consist of features describing the query and the document.

These features include e.g. how many times a document has been clicked on the result list,

how recent the page is, how well the document’s text matches the query, and so on. Each

feature has an associated feature extraction cost between 1–200, which has been defined by

Yahoo!. The split into training and evaluation sets has been defined in the original dataset

and was used as-is for our experiments.

Normalized Discounted Cumulative Gain (NDCG) has been suggested as a measure of

quality for the predictions on this task [41]. This metric was introduced by [92], and it

compares the relevance of the predicted result order to the optimal order. It has also been

used by previous feature acquisition papers [187, 188], so we will use it to measure the

performance of our algorithms as well.

As the ranking problem is different from the traditional classification problem, we com-

pare our results to the algorithms that have been designed for this problem and have demon-

strated the best performance: Cost-Sensitive Tree of Classifiers (CSTC) [187], Cronus [42]

and Early Exit [27]. CSTC builds a tree of classifiers, where the chosen path determines

which features will be used for prediction. Cronus builds a cascade of classifiers so that the

easy inputs will be handled by the earlier classifiers in the cascade with a low cost, and the

more complicated inputs will go through more classifiers leading to a higher cost. Early Exit

scores documents gradually, dropping out the ones with too low scores before fully evaluating

them.

The results are shown in Figure 2.4. As can be seen, feature acquisition with relevance

propagation reaches a higher NDCG@5 score than the other approaches. In addition, using

multiple propagations (Relevance-MP) converges to a high score significantly faster than
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using the direct propagation algorithm (Relevance-DP).
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Figure 2.4: NDCG@5 score on Yahoo Learning to Rank Competition dataset.

2.6 Discussion

In this chapter, we have presented two active feature acquisition algorithms that outperform

prior algorithms in terms of accuracy and cost. We compared our algorithms to various

algorithms based on neural network sensitivity analysis [97], reinforcement learning [98],

classification trees [187,188], and gating algorithms [42,128], and our multiple propagations

algorithm consistently outperformed the prior algorithms. Our single propagation algorithm

performed well in most cases, but it did not reach as good results with the heart disease

prediction and LTRC dataset. We believe this to be due to its focus on the class with the

highest predicted probability. This may lead the algorithm to focus on non-optimal features

if the initial prediction is wrong. In contrast, the multiple propagations algorithm avoids
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this problem by evaluating all target classes one-by-one. This, however, leads to higher

computational cost. This may not be a significant problem in practice, as the backward

passes can be performed independently and they are therefore easily parallelizable. Our

results also demonstrate that our algorithms converge at the same or higher accuracy than

prior algorithms, making our models competitive at any budget.

Our results could be further improved by using more advanced feature imputation tech-

niques. While our algorithms used mean imputation to ensure that the evaluation focused on

the performance of the feature acquisition algorithm and not on the imputation technique,

this simple imputation method may not always lead to realistic imputed values. In situations

where the feature value distribution is bimodal or follows some other non-normal distribu-

tion, the imputation technique could be improved by incorporating the known values. This

can be done, for example, by using denoising autoencoders [180].

One limitation of our work is that the evaluation was based on retrospective datasets,

so further research is needed to evaluate the algorithms’ performance in a real hospital

setting. It is especially important to evaluate how active feature acquisition algorithms

may affect treatment when the physician disagrees with the algorithm’s proposed test or

diagnosis. Another limitation is that the proposed algorithms are greedy, which means that

they choose a single feature with the best informativeness and cost. However, in the real

world, costs and informativeness are not always independent across features. For example,

performing multiple laboratory tests at the same time may be cheaper than performing them

individually. In addition, making certain diagnoses may require information from multiple

tests, and knowing the results of an individual test might not be highly informative by itself.

This myopia may in some situations mean that the algorithm does not choose features in the

globally optimal order. A simple solution is to identify feature groups that should always

be acquired together. However, with more complex data, this may not be feasible. There

may be a need to have overlapping feature groups, which may lead to a large number of

groups. Future work is therefore still needed to explore solutions that are able to handle
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feature groups efficiently.

While our research aims to improve hospital care by assisting medical personnel in deci-

sion making, these same algorithms can be applied to any situation where data acquisition

is expensive. For instance, these algorithms could be used to reduce battery consumption

when using machine learning on mobile phones, or they could reduce the network load

when collecting data from Internet-of-Things (IoT) devices. Additionally, they could be

used when processing power is the limiting factor, such as when extracting features from a

high-resolution video stream.

2.7 Conclusion

In this chapter, we have presented a novel approach to the cost-sensitive active feature

acquisition problem that has the potential to make hospital care more efficient by assisting

medical professionals in selecting optimal tests. Our approach uses missing feature relevance

as the core idea for choosing which features to acquire. We have presented two different

feature acquisition algorithms using this approach. First of them provided good results with

one forward and one backward propagation per acquired feature, while the second algorithm

improved the results further at the expense of a slightly increased computational cost. We

evaluated the proposed algorithms on three realistic datasets: Yahoo! Learning to Rank

Competition dataset and two health datasets derived from the National Health and Nutrition

Examination Survey (NHANES) dataset. Our results show that our first algorithm (direct

propagation) performs well in most cases, while our second algorithm (multiple propagations)

is more robust and out-performs the existing algorithms.
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CHAPTER 3

Unsupervised Intracranial Hemorrhage Segmentation

With Gaussian Mixture Models

3.1 Introduction

Intracranial hemorrhage is a life-threatening condition that can be caused by either physical

trauma or by various medical conditions, such as high blood pressure or an aneurysm [81]. It

is the cause of 15-20% of strokes, with an estimated 5 million cases per year globally [103,192].

Depending on the type of the hemorrhage, the mortality rate can be as high as 57% [78].

Approximately half of the deaths occur within the first 48 hours, which is why the treatment

must be started as early as possible [24]. Before the treatment can be started, the hemorrhage

must be diagnosed from medical images. This process, however, is very time-consuming

due to the large number of images per patient and the complexity of the task. Therefore,

automating the analysis process allows us to make the diagnosis faster which leads to faster

treatment.

Intracranial hemorrhage is typically diagnosed by Computed Tomography (CT) imaging.

CT produces a number of cross-sectional slices by combining information from X-ray images

taken from different angles. The intensity value of the voxels indicates how much the X-ray

was attenuated, and it can be used to determine the type of the tissue at each location.

Attenuation is measured in Hounsfield Units (HU) which ranges from -1000 for air to 0 for

water and to +2000 for dense bones. Brain matter is typically between 20-45 HU while

hemorrhage usually starts with a slightly higher attenuation (e.g. 75-85 HU for subdural
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hemorrhage) but drifts closer to the attenuation levels of the healthy brain matter over

time [142]. In practice, however, there can be a significant overlap in the intensity values of

hemorrhage and healthy tissues. In addition, intracranial hemorrhages can differ in shapes

and sizes which further complicates the analysis.

There are five categories of hemorrhages with distinct locations and shapes: subdural,

epidural, subarachnoid, intraparenchymal, and intraventricular (sample images are shown in

Figure 3.1). One patient can have more than one type of hemorrhage at once. Both epidural

and subdural hemorrhage occur close to the skull and they can be distinguished by their

shapes: epidural hemorrhage typically has a lentiform shape while subdural hemorrhage has

a crescent shape. Intraparenchymal hemorrhage occurs within the brain tissue and typically

has a rounded shape. Intraventricular hemorrhage is located inside the brain cavities that

are otherwise shown as darker areas close to the center of the brain. Finally, subarachnoid

hemorrhage occurs in the space surrounding the brain tissue. While each of these types

can have different causes and symptoms, they are typically visible as lighter-than-expected

regions in the scan. Other indicators include unusual shapes caused by the pressure, such as

a midline that has been pushed slightly in the opposite direction from the hemorrhage.

In this chapter, we propose a fully-unsupervised algorithm for acute intracranial hemor-

rhage segmentation based on the idea of Mixture Models. We start by demonstrating how to

extract the brain from a CT scan containing various tissues and noise. Next, we show how the

brain can be represented as a mixture of probability distributions where the location and in-

tensity of different tissue types follow different probability distributions. This representation

allows us to find the optimal distribution parameters using the Expectation-Maximization

algorithm. We then provide an algorithm for fitting the model when the number of hem-

orrhage clusters is unknown. Finally, we evaluate our algorithm against other unsupervised

and supervised algorithms using publicly-available datasets and provide a visual comparison

of the results to demonstrate how the algorithms differ.
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(a) Epidural (b) Subdural

(c) Intraparenchymal (d) Intraventricular

(e) Subarachnoid

Figure 3.1: Types of intracranial hemorrhage
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3.2 Related Works

There are both unsupervised and supervised algorithms for intracranial hemorrhage seg-

mentation. Unsupervised algorithms typically utilize the prior knowledge that hemorrhage

voxels tend to have a higher intensity value than healthy voxels. The naive approach would

be to determine a hard threshold and mark all voxels above that threshold as hemorrhage

and all voxels below that threshold as healthy. In practice, this approach would lead to

inaccurate segmentation due to the large overlap of voxel intensities between healthy tissue

and hemorrhage. Depending on the chosen threshold, some low-intensity parts of the hem-

orrhage could be segmented as healthy while some high-intensity parts of healthy tissues

could be segmented as hemorrhage. Therefore, intensity threshold alone is not sufficient for

segmentation, but many algorithms use it as a starting point and refine the results with

other techniques.

In earlier works, there have been many suggestions on how to determine the initial inten-

sity threshold. Some techniques include performing Fuzzy C-Means or K-Means clustering

on the intensity levels [18,19,69,115,126,152], using Otsu’s method [3,167], or comparing the

histogram to the expected histogram [143]. Once an appropriate threshold has been deter-

mined, the results can be refined by using active contouring [18,19,110], statistical analysis

of the clusters [126], analysis of voxel neighborhoods [52], or region growing [115].

A different approach proposed by [71] is to compare the brain scan to a healthy template

scan. As each brain scan is unique, the scan must first be transformed into a normalized

image. This normalized image is then compared to a template and the differences are scored.

Once an abnormal region is detected, the image is transformed back into the original space

to be visualized.

There are also multiple supervised techniques that have been proposed for hemorrhage

segmentation. For example, traditional classifiers, such as random forests or logistic re-

gression, have been trained using hand-crafted features on voxels and their neighborhoods
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[4, 127, 149]. These hand-crafted features have included, for example, voxel intensity, statis-

tics of the voxel’s neighborhood (mean, standard deviation, skew, kurtosis), percentage of

high-intensity pixels in the neighborhood, difference of intensity to the opposite side of the

brain, and many more. With the recent advancements in deep learning, there have also been

many proposed variants of the U-Net [145] architecture [10, 47, 86, 88, 109, 153] as well as

other neural network architectures [76, 89]. While supervised algorithms can provide accu-

rate segmentations, they depend on the availability of vast quantities of segmented training

data which is rarely published due to privacy concerns.

3.3 Methodology

3.3.1 Data

To develop our algorithm, we used images from a large-scale CT scan dataset published

by the Radiological Society of North America (RSNA) as a part of a Kaggle competition

[99]. The images in this dataset are not segmented but the dataset contains labels for

each slice determining the type of the hemorrhage which allows for a visual evaluation of

the results. However, the lack of ground-truth segmentations makes it unsuitable for an

objective comparison of algorithms.

We therefore used two other publicly-available datasets for our evaluations. The first

dataset has been published by Qure.ai under the Creative Commons license [46]. This

dataset consists of 491 CT scans, each scan belonging to a different patient. In addition, each

cross-sectional slice has been annotated by a radiologist to denote the type(s) of hemorrhage

present in that slice. Out of the 491 patients, 205 patients were labeled as having some type

of hemorrhage while the remaining patients were healthy. The mean age of the patients

was 48.08 years, and 178 of the patients were female and 313 were male. The scans were

collected using six different CT scanner models: GE BrightSpeed, GE Discovery CT750

HD, GE LightSpeed, GE Optima CT660, Philips MX 16-slice, and Philips Access-32 CT.
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The annotations were provided by three senior radiologists and the ground truth label was

determined by majority vote. In addition, this dataset has been developed further by [144] to

include the bounding boxes of hemorrhages within each slice. This bounding box annotation

was performed by three trained neuroradiologists. It should be noted that the bounding

boxes only indicate where the hemorrhage is located and how large it is approximately, but

it does not show us the exact outline of the hemorrhage. Our evaluation will therefore only

consider the overlap between our segmention and the bounding box which might contain

healthy regions as well.

The second dataset used for evaluation has been published by [85, 86] and is publicly

available on PhysioNet [74]. This dataset consists of 82 CT scans with 36 of them containing

hemorrhage. Regions with hemorrhage have been delineated by two radiologists who both

agreed on the ground-truth segmentations. The mean patient age was 27.8 years with a

standard deviation of 19.5. There were 46 male patients and 36 female patients. The CT

scanner model was Siemens SOMATOM Definition Edge. As this dataset is very limited in

size compared to the Qure.ai dataset but provides accurate outlines of the hemorrhages, we

used it only for a visual comparison of the segmentation results.

3.3.2 Preprocessing

First, the scan is loaded from DICOM [58] or NiFTI [133] files and converted into a 3-

dimensional array. An example of one slice of this array is shown in Figure 3.2a. Due to

the large range of intensity values (air having very low values while bone having very high

values), the small intensity variations within the brain are not visible without preprocessing

and all brain tissue looks similar. Then, we perform windowing which removes the very high

and very low intensity values which are known to be irrelevant to the segmentation task:
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(a) Original image (b) Windowed image (c) Extracted brain (d) Segmented brain

Figure 3.2: Image processing pipeline

intensitywindowed =


imin ,when intensity < imin,

imax ,when intensity > imax,

intensity , otherwise

(3.1)

where imin and imax are the window boundaries. The boundaries should be chosen s.t. we

remove as much of the irrelevant variations as possible without losing any information related

to the brain tissue and hemorrhage. In our experiments, we have chosen conservative limits

of imin = 0 and imax = 100, which is a wide enough range to cover all of the brain matter and

blood while at the same time ignoring the intensity variations of the other tissues, such as

bones. It also makes visual evaluation of the images feasible, as we can focus on the minor

differences in this narrow range. An example of a windowed image is shown in Figure 3.2b.

After windowing, all of the bone tissue has the same intensity, which makes it easier

to remove. We start by selecting all tissues with intensity imax as the removal mask. This

mask might have gaps due to possible skull fractures, so we fill the small gaps by using

morphological closing. The areas covered by this mask are then set to imin. After removing

the skull, there are still some soft tissues which are not part of the brain. We remove them

by finding the largest contiguous region which we assume to be the brain. We set all regions

that are not connected to the largest contiguous region to imin. In addition, a narrow slice
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along the edge of the brain is removed by using morphological erosion, as it often has a

higher intensity and might be mistakenly detected as hemorrhage. An example of a fully

preprocessed image can be seen in Figure 3.2c.

3.3.3 Mixture Model

After all non-brain voxels have been removed from the scan, our goal is to determine which

voxels correspond to healthy tissues and which voxels correspond to hemorrhage. Our model

makes the assumption that different tissue types follow different distributions and therefore

we can represent the brain scan using a mixture model. This mixture model should take

into account both the location and the intensity of the voxel. For example, a high intensity

value could be caused by either hemorrhage or noise depending on whether it is surrounded

by a larger region of high-intensity voxels or not. We also make the assumption that the

hemorrhage voxels follow a Gaussian distribution in both the coordinate and the intensity

space, i.e. the hemorrhage voxels are located close together and have similar intensity values.

However, healthy voxels are spread evenly throughout the brain, so we assume that their in-

tensity values follow a Gaussian distribution but the location follows a Uniform distribution.

This approach differs from the earlier algorithms that start by considering only the intensity

values and then refine the results by taking coordinates into account as a secondary step.

Our algorithm is able to optimize the results in both spaces simultaneously.

Similar intensity values typically represent similar tissue types regardless of the location,

so we start with the assumption that the voxel intensity is independent of the voxel location:

P (int, x, y, z|c) = P (int|c)P (x, y, z|c) (3.2)

Here, int is the intensity of a voxel in coordinates (x, y, z) and c is the cluster index.

For convenience, we define that the first cluster always corresponds to the healthy tissue

and there might be additional clusters that correspond to hemorrhage. We also make the
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assumption that the intensity of each cluster c follows a Gaussian distribution:

P (int|c) ∼ N (µc, σc), (3.3)

where µc and σc are the mean and standard deviation of the intensity values of cluster

c respectively. If there are multiple hemorrhage clusters, this allows them to have different

intensity distributions, which is necessary because the intensity values could differ based on

the type and age of the hemorrhage. As mentioned earlier, we make the assumption that the

location of healthy voxels follows a uniform distribution while the location of hemorrhage

voxels follows a Gaussian distribution:

P (x, y, z|c) ∼


U(0, Nbv) ,when c = 0

N (µloc,c,Σloc,c) ,when c ≥ 1

(3.4)

Nbv is the number of brain voxels (excluding skull and outside areas), µloc,c is the center

of cluster c, and Σloc,c is the covariance matrix of the location. To determine the optimal

parameter values, we use the Expectation Maximization (EM) algorithm [56], which is an

iterative approach for finding the missing parameters by alternating between calculating the

expected cluster membership values (E-step) and calculating the missing parameters (M-

step). Using the previously defined distributions, the update rule for the cluster memberships

(E-step) becomes:

γi,c =
πcp(i|c)
p(i)

=


πcN (µint,c,σint,c)U(0,nbv)

p(int,x,y,z)
, when c = 0,

πcN (µint,c,σint,c)N (µloc,c,Σloc,c)

p(int,x,y,z)
, otherwise

(3.5)
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For simplicity, we represent voxels using one-dimensional indices i. Here, γi,c is the

probability of voxel i belonging to cluster c, and πc is the probability of cluster c. The

cluster memberships are soft, i.e., each voxel can be a partial member of multiple clusters

during the optimization process. We can then derive the update rules for the unknown

parameters as follows (M-step):

Nc =
N∑
i=0

γi,c

πc =
Nc

N

µloc,c =
1

Nc

N∑
i=0

γi,ccoordi

Σ2
loc,c =

1

Nc

N∑
i=0

γi,c(coordi − µloc,c)(coordi − µloc,c)
T

µint,c =
1

Nc

N∑
i=0

γi,cinti

σ2
int,c =

1

Nc

N∑
i=0

γi,c(inti − µint,c)(inti − µint,c)
T

(3.6)

where Nc is the effective number of elements in cluster c, πc is the proportion of voxels

belonging to cluster c, coordi is a vector containing the coordinates for voxel i, and inti is

the intensity of voxel i.

Traditional EM algorithm iterates between the E- and M-steps until the solution con-

verges. However, the algorithm expects that the number of clusters is known ahead of time,

which is not the case with previously unseen CT scans. Therefore, we need to add an ad-

ditional step to determine if there are any hemorrhage clusters in the beginning and if we

should add more clusters to better represent the hemorrhage regions once the EM algorithm

has converged.

First, we can use prior knowledge of the problem domain to determine which voxels we

have a high certainty about. Typically, brain tissue has lower intensity values, so we start
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by initializing all voxels with intensity values below 40 to belong in the healthy cluster.

Determining which voxels contain hemorrhage is more challenging because high intensity

values could be either hemorrhage or noise. Therefore, we look for large contiguous regions

with high intensity values (> 50 HU). If one exists, we create a new cluster containing

these voxels. This allows us to calculate the initial cluster statistics and start optimizing

the clusters by using the EM algorithm. After optimizing these clusters, we look for any

remaining large high-intensity regions that do not belong to hemorrhage clusters, and we

create new hemorrhage clusters for them. This process is repeated until we have no remaining

high-intensity regions that do not belong in hemorrhage clusters. As a result of this approach,

we can have a contiguous hemorrhage region that is represented by multiple clusters if the

shape cannot be represented by a single Gaussian distribution (for example, crescent or V

shapes). Therefore, the number of clusters does not necessarily correspond to the number of

distinct hemorrhage regions.

3.3.4 Post-processing

After the EM algorithm has finished, we have a soft clustering where each voxel can belong in

multiple different clusters with certain probabilities and there might be multiple hemorrhage

clusters. Our goal, however, is to mark each voxel either as healthy or as hemorrhage. To

do so, we take the sum of the probabilities of all hemorrhage clusters and compare it to the

probability of the healthy cluster. If the combined probability of the hemorrhage clusters is

higher than the probability of the healthy cluster, we mark the voxel as hemorrhage:

labeli = I(
∑
c≥1

p(c|i) > p(c = 0|i)), (3.7)

where I is the indicator function. Typically, post-processing is also needed to remove

noise from the segmentation results. However, as the optimization process already takes into

account the pixel neighbourhoods, i.e., a high-intensity voxel is only marked as hemorrhage if

35



it is located near other high-intensity voxels, our approach is unlikely to mark noisy voxels as

hemorrhage. If a noisy voxel is located near hemorrhage, it would be difficult to distinguish

from actual hemorrhage even for a human annotator. Therefore, we did not find it beneficial

to perform noise removal with our algorithm. However, in some cases, the hemorrhage

regions contain low-intensity holes, which we fill by performing morphological closing. This

will fill the small holes while leaving the larger gaps intact, which corresponds with how a

radiologist would outline the hemorrhage.

Our entire algorithm is outlined in Figure 3.3.

3.4 Experiments And Results

3.4.1 Quantitative Evaluation

We compare our algorithm to Fuzzy C-Means (FCM40, FCM45), PItcHPERFeCT [127], and

DeepBleed [153]. FCM is an unsupervised algorithm that finds clusters based on the voxel

intensity. It fits multiple Gaussian distributions on the intensity distribution and marks the

clusters with a high mean intensity as hemorrhage. For the purposes of our comparisons,

we provide results for FCM using two intensity thresholds: 40 and 45. The first threshold

was chosen because it achieved the highest Dice scores in our experiments while the second

threshold was chosen because it is less likely to include noise in the results. Our implementa-

tion of FCM uses the same preprocessing pipeline as our proposed algorithm and its results

are postprocessed with morphological opening to eliminate noisy voxels. PItcHPERFeCT

and DeepBleed are supervised models that have an open source implementation available,

and we use the pretrained models published by the original authors.

We first evaluate these algorithms using the CQ500 dataset. The dataset contains 205

hemorrhage patients but we chose to exclude 9 of them who had chronic hemorrhage. Acute

and chronic hemorrhages manifest differently and therefore need different approaches, and

none of the algorithms in our comparison have been designed for detecting chronic hemor-
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Figure 3.3: Hemorrhage segmentation process
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rhages. As a result, we had 196 hemorrhage patients in our comparison for whom we had

bounding boxes delineating the hemorrhage regions in each cross-sectional slice. To evaluate

the correctness of the segmentation, we calculate the Dice score which determines the level

of similarity between two segmentations and is defined as:

Dice =
2 ∗ |X ∩ Y |
|X|+ |Y |

, (3.8)

where X and Y are sets of voxels that have been marked as hemorrhage. While Dice

score typically ranges from 0 (no matching voxels) to 1 (perfectly matching voxels), our

experiments compare segmented images to bounding boxes which typically include healthy

tissue as well. As a result, the score of a perfect segmentation would be lower than 1 in

practice.

The results can be found in Table 3.1. We first show the results using all of the patients

and then by dividing the patients into subgroups based on their hemorrhage types. As one

patient can have one or more types of hemorrhage, we further divide the subgroups into

patients who have a certain hemorrhage type and possibly other types as well, and into

patients who have only a certain hemorrhage type.

Table 3.1: Dice scores on CQ500 dataset

Our Model FCM40 FCM45 PItcHPERFeCT DeepBleed

Hemorrhage type Mean Max Std Mean Max Std Mean Max Std Mean Max Std Mean Max Std

All patients (N=196) .197 .814 .222 .149 .563 .137 .110 .504 .129 .090 .556 .143 .141 .684 .184

Patients w/ intraparenchymal (N=137) .237 .814 .218 .162 .476 .138 .128 .504 .136 .123 .556 .162 .207 .684 .200

Patients w/ subdural (N=64) .244 .733 .241 .190 .563 .130 .139 .406 .119 .056 .345 .081 .066 .402 .101

Patients w/ epidural (N=6) .245 .499 .180 .191 .364 .010 .176 .364 .128 .118 .342 .123 .142 .402 .145

Patients w/ subarachnoid (N=113) .221 .814 .233 .175 .563 .140 .119 .432 .123 .074 .556 .113 .092 .563 .129

Patients w/ intraventricular (N=40) .363 .814 .229 .272 .465 .129 .213 .504 .136 .170 .556 .175 .194 .594 .192

Patients w/ only intraparenchymal (N=45) .128 .554 .172 .059 .386 .082 .045 .399 .096 .108 .507 .169 .265 .684 .226

Patients w/ only subdural (N=22) .197 .733 .256 .177 .496 .127 .139 .406 .128 .040 .222 .063 .035 .189 .061

Patients w/ only epidural (N=1) .027 .027 .000 .019 .019 .000 .032 .032 .000 .000 .000 .000 .000 .000 .000

Patients w/ only subarachnoid (N=28) .022 .275 .065 .056 .244 .067 .017 .169 .041 .014 .163 .041 .012 .244 067

Patients w/ only intraventricular (N=0) - - - - - - - - - - - - - - -
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As the results show, our model reaches higher mean and maximum scores than the other

models in all but one hemorrhage type. In the case of intraparenchymal hemorrhage, Deep-

Bleed is able to segment the hemorrhages more accurately than our model, but our model still

outperforms FCM40, FCM45, and PItcHPERFeCT models. The most significant differences

between our model and the supervised models occur with the subdural and subarachnoid

hemorrhage types.

3.4.2 Detection Rate Analysis

To further understand the situations where the models provide differing results, we inspect

the detection rate of bounding boxes based on the hemorrhage characteristics. First, we

compare the results on different bounding box sizes (see Figure 3.4). The results show that

all models perform better with larger hemorrhage sizes, which is as expected, as the smaller

hemorrhages are more difficult to distinguish from noise. The size has a large effect especially

on PItcHPERFeCT (increase from 4% to 56%) and DeepBleed (increase from 21% to 56%),

while FCM models (86% to 99%, 48% to 88%) as well as our model (62% to 78%) are slightly

less affected. While FCM40 provides the highest detection rate with all hemorrhage sizes,

it should be noted that it is more likely to include noise as well, which is evidenced by the

lower Dice scores.

When comparing the results on different maximum intensities (see Figure 3.5), we can

again see that all the algorithms perform worse on low-intensity hemorrhages as expected.

The most common situation where the intensity is low is when the hemorrhage is older,

but in some less-frequent situations even acute hemorrhages can have a low intensity. The

detection becomes more challenging in these cases, as the intensity is similar to healthy brain

tissue’s intensity, and therefore a radiologist might have to look for other signs of hemorrhage.

As FCM40 and FCM45 are focused on the voxel intensities, their detection rate increases

rapidly as the intensity level increases. Our model’s detection rate increases very early as

well, while DeepBleed and PItcHPERFeCT reach high detection rates only when the voxel
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Figure 3.4: Comparison of hemorrhage detection rates based on bounding box size.

Figure 3.5: Comparison of hemorrhage detection rates based on maximum intensity.

intensities are over 70 HU.

Finally, when looking at the hemorrhage types (see Figure 3.6), we can see that the

FCM models provide similar results on each type. This is to be expected, as they only look

at voxel intensities without taking the shape or location of the hemorrhage into account.

PItcHPERFeCT and DeepBleed show lower detection rates on subarachnoid and subdural

hemorrhages, which matches with our observations on the lower Dice scores as well. Our

model shows small variations on the detection rates with the highest detection rates occurring

on subarachnoid and epidural hemorrhages.
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Figure 3.6: Comparison of hemorrhage detection rates based on hemorrhage type.

3.4.3 Visual Evaluation

Next, we perform visual analysis on the results to better understand where each model

succeeds or fails. For the visualizations, we use the smaller PhysioNet dataset which provides

ground truth segmentations so we can see precisely how each model’s results differ from a

radiologist’s segmentation. We have hand-selected a set of CT scans that contains both

successful and failed segmentations. The original and segmented images can be seen in

Figure 3.7. It should be noted that all of the chosen algorithms perform their detection on

the full three-dimensional CT scan even though we only show one slice from each scan.

First, Image 3.7a shows a wide subdural hemorrhage region on the right side along the

skull. Our model matches the ground truth very accurately and only misses a small region

at the top part of the hemorrhage as well as narrow slices along the edges. In the top

part of the image, the hemorrhage’s intensity becomes very similar to other brain tissue’s

intensity which makes it challenging to detect correctly. DeepBleed fails to detect most

of the hemorrhage while PItcHPERFeCT only detects the highest-intensity regions of the

hemorrhage leaving gaps at the locations that have a lower intensity. FCM40 detects most

of the hemorrhage but includes large noisy regions along the edges of the brain and FCM45

misses the low-intensity regions of the hemorrhage.
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(a)

(b)

(c)

(d)

(e)

Figure 3.7: Visual evaluation of the models. From left to right: 1) Original image, 2) Our

model, 3) DeepBleed, 4) PItcHPERfeCT, 5) FCM 40, 6) FCM 45. Green indicates correctly

segmented voxels, red indicates false negative voxels, and blue indicates false positive voxels.
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Image 3.7b contains epidural hemorrhage on the lower-left part of the image. Again, our

model matches the ground truth nearly perfectly while only missing a narrow slice along the

right edge of the hemorrhage. DeepBleed and PItcHPERFeCT both leave out the top part

of the hemorrhage, most likely due to the slightly lower intensity within that area. FCM40

misses the areas along the top-right edge of the hemorrhage while marking small regions

along the edges of the brain as hemorrhage. FCM45 does not detect any incorrect regions

but misses large parts of the hemorrhage due to the lower intensity.

Image 3.7c shows a subdural hemorrhage close to a skull fracture. Our algorithm de-

tects most of the hemorrhage but misses a small, detached region below the fractured area.

DeepBleed and PItcHPERFeCT miss most of the hemorrhage presumably because it is a

very narrow region and has only a slightly higher intensity than the healthy brain tissue.

DeepBleed also marks part of the edema located outside the skull as hemorrhage which

indicates that the brain extraction did not work correctly with a fractured skull. Again,

FCM40 misses part of the hemorrhage while including noise and FCM45 misses most of the

hemorrhage.

Image 3.7d demonstrates a more complicated situation where the skull is fractured and

significant parts of the hemorrhage have a somewhat similar intensity to the other brain

tissue. As the top-most part of the hemorrhage is close to higher-intensity brain tissue, our

model mistakenly marks some of the healthy tissue as hemorrhage. At the same time, our

model does not detect the lower regions of the hemorrhage which have a lower intensity.

DeepBleed and PItcHPERFeCT show the opposite behavior, as they only detect the lower

region while missing the top parts of the hemorrhage. Both FCM40 and FCM45 perform

poorly because the hemorrhage’s intensity is very close to other brain tissue’s intensity. Note

especially the midline which has a higher intensity than most of the actual hemorrhage and

which was incorrectly detected by FCM40, FCM45, and PItcHPERFeCT

Finally, Image 3.7e shows a situation where all the models fail. It contains a very narrow

hemorrhage region along the right side of the skull, which is hard to distinguish from noise,
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as even healthy patients typically have a slightly higher intensity near the edges of the brain.

Instead of detecting this region, our model incorrectly detects the lower region which has a

high intensity. DeepBleed and PItcHPERFeCT do not detect anything in this image while

FCM40 and FCM45 incorrectly mark other regions near the edges as hemorrhage.

3.5 Discussion

As was shown in the previous section, our model can achieve similar or better results than

the existing models on most hemorrhage types. Supervised models are typically expected to

outperform unsupervised models due to their capability of learning more complicated pat-

terns, but to our surprise, there was only one hemorrhage type where DeepBleed performed

better than our model. Even in that category, our model outperformed the remaining mod-

els. There are multiple possible explanations for why the supervised models did not perform

better. For example, their training data could differ from the public datasets that we used for

evaluating the models, but it cannot be verified, as the training data has not been released.

These possible differences could include, for example, a different distribution of hemorrhage

types, different kinds of images (e.g., more high-intensity hemorrhages), or different CT

scanner models. These differences could lead to the models overfitting to certain types of

images and not generalizing well to other datasets.

When comparing the bounding box detection rates, the supervised models were signifi-

cantly worse when the size was small. Our model’s results could be explained by the fact

that many of the smaller bounding boxes tend to be near the edges of a larger hemorrhage

region. Due to our formulation, these regions are easily distinguished from noise as they are

detected as a part of the larger region. This same can also explain part of the differences in

the detection rates of the low-intensity bounding boxes.

Our model was also able to perform better than the FCM models. This was the expected

outcome, as the FCM models are focused on the intensity levels, while our model is able to
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take into account the voxel neighborhood as well. As can be seen from the visual comparisons

in the previous section, our approach was able to avoid most of the high-intensity noise

while simultaneously including the low-intensity parts of the hemorrhage as long as it was

connected to a larger hemorrhage region. In general, our algorithm shows a good ability

to adapt to hemorrhages with different intensities and shapes due to how the hemorrhage

distributions are represented in our model.

Some of the most significant remaining challenges are 1) very small hemorrhage regions,

2) nearly-isodense hemorrhages, and 3) high-intensity healthy regions. The very small hem-

orrhages are not detected due to our algorithm’s minimum threshold for hemorrhage sizes,

which is necessary to avoid including noise. Detecting some of the smaller hemorrhages could

be possible by requiring a larger intensity if the hemorrhage is small, but even this approach

would be missing some hemorrhages which are small and have a low intensity. Detecting

nearly-isodense hemorrhages and ignoring high-intensity healthy regions are closely related

problems. In both cases, hemorrhage and healthy tissue look very similar, and correct de-

tection might require additional information. For example, it could be possible to take into

account that certain regions of the image are likely to have higher intensities in general, for

example, the edges and the midline. The algorithm could have different intensity require-

ments for these regions, but it requires further analysis of the image to detect, for example,

the midline correctly. For simplicity, we have not included this in the proposed algorithm.

While we have shown that unsupervised techniques can perform well in many situations,

to further improve performance, future work should explore semi-supervised techniques that

can leverage a small number of labeled images together with a larger number of unlabeled

images. Hospitals may have access to a vast quantity of prior medical images, but manu-

ally labeling all of them is not practical. Semi-supervised techniques can help utilize the

unlabeled images with a limited number of labeled images. Additionally, by obtaining data

sharing consent from a small group of patients, multiple hospitals could use the same pub-

licly available labeled images together with their private data to train highly accurate models
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without compromising patient privacy. This approach may be more feasible than sharing

entire training datasets.

3.6 Conclusion

In this chapter, we have presented a novel unsupervised algorithm for segmenting intracranial

hemorrhage within CT scans. This allows radiologists to perform their work more efficiently

because there can be dozens of images per CT scan, each of which has to be inspected

separately. While many supervised techniques have been proposed for this problem, the lack

of publicly-available training data makes them inaccessible to most. Our proposed algorithm

is based on the mixture models and can adaptively choose the appropriate number of clusters

so that the hemorrhage is represented accurately. We have provided a comparison of our

algorithm and a number of earlier algorithms which shows that our results are consistently

better than the prior algorithms in nearly all of the categories.

46



CHAPTER 4

Sleep and Activity Prediction for Type 2 Diabetes

Management Using Continuous Glucose Monitoring

4.1 Introduction

As of 2021, an estimated 536.6 million people worldwide had diabetes, and the number is

expected to increase [166]. Among people with diabetes, as many as 90-95% have Type 2

diabetes (T2D) [35], which appears to be caused by complex interactions of genetic, environ-

mental, and lifestyle factors, such as lack of physical activity and being overweight. T2D is

characterized by insulin resistance and pancreatic beta-cell dysfunction which leads to higher

blood glucose levels once the pancreas can no longer keep up with increased demand [131].

While medical care is improving, people with T2D are at high risk for serious microvascular

(diabetic retinopathy, neuropathy, nephropathy) and macrovascular (cardiovascular disease,

peripheral artery disease) complications [36]. Costs incurred due to diabetes-related medical

expenses and reduced productivity were estimated to be $327 billion in the US in 2017 [7].

Daily actions, such as physical exercise, healthy eating, and sufficient sleep, are important

factors in both preventing and delaying the onset of T2D as well as its management. For

example, The Diabetes Prevention Program [171] was able to reduce diabetes incidence

rates by 57% with a lifestyle intervention which included weight reduction/maintenance and

regular physical activity. The American Diabetes Association’s (ADA) Standards of Care

(SOC) recommends at least 150 minutes of moderate-to-vigorous physical activity per week

spread out evenly throughout the week [8]. The relationship of sleep with diabetes has
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received little attention in the continuous glucose monitoring (CGM) literature, but there is

a clear bi-directional relationship between sleep and T2D. Multiple studies have shown that

sleep restriction, poor sleep quality, and irregular sleep cycles can lower insulin sensitivity

[148,158] while increasing sleep quantity has been shown to improve insulin sensitivity among

healthy individuals [106]. Moreover, poor sleep habits and sleep disorders are highly prevalent

among adults with T2D, and low-quality sleep is associated with poor diabetic outcomes.

Conversely, T2D and its common complications may adversely affect sleep and sleep quality.

In recent years, CGM data has been used in many ways to assist people with diabetes,

with the main focus being on Type 1 diabetes (T1D). Much of this work has focused on

preventing dangerous conditions such as hypoglycemia [16,55,94,118,150] and hyperglycemia

[118], in which the blood glucose level goes outside the safe range. These techniques can

provide individuals with an early warning or they can directly control their insulin pump to

prevent potentially dangerous scenarios before they occur. Some studies have also predicted

the glucose levels directly [80, 177]. In addition, CGM data has been used to determine

additional insulin dose requirement at mealtimes [132].

In this chapter, we demonstrate the strong connection between CGM signal and daily

activities, as inferred by an activity tracker. We do this by training a neural network model

which can predict sleep, walking, and elevated heart rate directly from the CGM signal.

Being able to predict activities may expand the utility of the CGM device in diabetes man-

agement. In addition, this can be used to analyze CGM and activity jointly to better

understand their relationship and effects on health outcomes. We then develop the model

further to include demographic information as well as medical claims data, and we show that

this additional information further improves the physical activity prediction results.

A few prior studies have used CGM data to determine people’s daily actions. For example,

CGM data has been used to determine adherence to daily insulin injections [172], and to

detect eating activities [17, 136]. We are not aware of any studies that have predicted sleep

from CGM data and to the best of our knowledge, only one study has used CGM data to
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predict physical activity [11]. In that study, self-reported meal and exercise activities were

predicted for 11 people with T1D using their glucose and insulin data. A separate recurrent

neural network model was trained for each person using a part of their data and the model

was evaluated by predicting activities in the remaining data. This differs from our study in

multiple ways: our focus is on T2D, we demonstrate the results using orders of magnitude

larger dataset, and we do not assume that any training data is available for an individual

before making predictions, thus making our results more generalizable.

The main contributions of this chapter are:

1. Demonstrating on a cohort of 6981 people with T2D that the sequence of daily activi-

ties, such as sleep and physical activity, can be determined from a CGM signal without

the need for additional activity tracking devices.

2. Designing a neural network architecture for time-series data which can also utilize static

or low-frequency variables, such as demographics and medical claims data, and demon-

strating that this additional data improves the physical activity predictions compared

to a model which only uses CGM data.

4.2 Methods

4.2.1 Dataset

Our dataset consisted of de-identified CGM, fitness tracker, medical claims, and demographic

data collected from individuals in a commercial diabetes care program between October 2019

and April 2022. Individual medical histories were captured by medical claims starting from

January 2016 to April 2022. Individuals in this program had T2D diagnosis in the last

24 months or had been prescribed certain glucose-lowering medications, and the program

provided them lifestyle interventions, digital self-care tools, and wearable technology with

the goal of increasing glucose time in range, lowering HbA1c, and minimizing reliance on
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medication where possible. As some individuals did not wear the devices consistently, we

ensured data quality by only using data for calendar days where the individual had at least

22 hours of overlapping CGM and fitness tracker data. In addition, we required them to

have at least 1 hour of sleep during that day to ensure the fitness tracker was collecting data

accurately. We used data for all individuals who had at least one day of data.

4.2.2 Data Preprocessing

Glucose Data

Glucose level was measured using a CGM device which provided interstitial glucose mea-

surements every 5 minutes. In addition to glucose measurements, the device calculated the

current trend, i.e., how rapidly the glucose value was increasing or decreasing. We only used

days that had at least 22 hours of overlapping glucose and fitness tracker data, and missing

values were imputed using linear interpolation.

Activity Data

Physical activity and sleep data were collected using a Fitbit fitness tracker which reported

the average heart rate and step count once a minute, as well as the intervals when the

individual was determined to be asleep based on their heart rate and accelerometer data.

Systematic reviews have shown that Fitbit devices similar to ones used in our study are fairly

accurate at detecting sleep and measuring heart rate and steps. However, they may slightly

overestimate the total sleep time (9-11.6 minutes on average) [77], and they may slightly

underestimate heart rate (-2.99 beats per minute) and steps (-3.11 steps per minute) [45].

Due to the difference in time sampling frequencies compared to the CGM data, fitness

tracker data was aggregated by taking the average measurements for each 5-minute time

block to match the CGM. Sleep was treated as a boolean value which indicated whether the

individual was asleep or awake at the beginning of each 5-minute block. Missing activity
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labels were also imputed using linear interpolation.

Heart rate values were converted to heart rate zones because the absolute heart rate

values corresponding to different activity levels can differ significantly between individuals.

This conversion was performed using personalized zones determined by the fitness tracker,

which determined them by using an estimate of the maximum heart rate as well as the

measured resting heart rate. The zones were Out of Range (lowest), Fat burn, Cardio, and

Peak (highest). These zones were further binarized to two values: Fat burn or higher, and

Cardio or higher. These two zones were approximately equivalent to moderate and vigorous

activity levels that are used in physical activity guidelines. We did not create a separate

class for Peak zone because of the very small number of individuals reaching high enough

heart rates (on average, 2% of individuals’ days had Peak activity).

Walking activity was binarized using a threshold of 400 steps per five minutes. Typical

moderate-intensity walking pace is about 100 steps per minute [155], so we chose a limit that

was slightly below it to reliably capture all moderate-intensity walking even if the individual

had to stop for a very short time (e.g., waiting to cross a road).

To reduce noise in the activity labels, we filtered out individual positive values, thereby

only considering activities that lasted 10 minutes or longer at a time. This time limit was

chosen to be the same as the American Diabetes Association’s recommendation for the

minimum duration of a physical activity [8].

Medical Claims Data

We accounted for medical history by means of medical claims data. Medical claims were

de-identified administrative claims data for Medicare Advantage and commercially insured

individuals. This database contained medical (emergency, inpatient, outpatient) claims for

services submitted for third party reimbursement, available as International Classification of

Diseases (ICD) [184] claims. These claims were aggregated after completion of care encoun-
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ters and submission of claims for reimbursement. We grouped similar ICD codes together

by only considering the first 3 letters/numbers of each code.

Demographics Data

Demographics data included each individual’s age, gender, height, weight, and BMI. Age and

gender were collected at the time of enrollment and were assumed to remain constant (very

few individuals had more than a year of data), while height and weight were self-reported

using the fitness tracker app and the values might have changed over the data collection

period. If the individual did not report any height or weight measurements, we imputed

them using the mean value. BMI was calculated using the height and weight measurements.

4.2.3 Model

Our model was based on the U-Net architecture (see Figure 4.1) [146], which was designed

for 2-dimensional medical image segmentation. Modified versions of the U-net architecture

have been shown to be effective for a wide variety of tasks, such as volumetric medical

image segmentation [53, 122], image denoising [93, 112, 113, 137], audio source separation

[91,159,169], speech enhancement [49,139], and physiological signal imputation [23,30,38,82].

As our goal was to transform a sequence of glucose measurements to a sequence of daily

activities, we modified the original U-net architecture to use 1-dimensional convolutions

instead of 2-dimensional convolutions. The input matrix X was a sequence of 288 glucose

measurements (24 hours * 12 measurements/hour) along with the rate of change computed

by the CGM device. These two values were combined as separate channels, i.e., X ∈ R2×288.

Prediction targets included four activities: sleep, walk, heart rate in fat burn zone or higher,

and heart rate in cardio zone or higher. These values were measured at the same time

intervals as the glucose values and treated as separate channels, therefore the target matrix

Y ∈ R4×288. The prediction was treated as a multi-label classification task, i.e., multiple
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Figure 4.1: Modified U-Net architecture with an encoder for demographics and medical

claims.

target values were allowed to be positive simultaneously (e.g. walking and high heart rate).

Next, to incorporate claims data into the model, we converted the ICD codes that oc-

curred prior to the current time window into vectors xicd ∈ R300. This conversion was done

using pretrained ICD2Vec embeddings [105], which transformed the high-dimensional one-

hot encoded data into a lower dimensional mapping. These embeddings were trained using

text descriptions of ICD codes and therefore ICD codes with similar descriptions had similar

representations. As our hypothesis was that some ICD codes might be more relevant for the

prediction task than others, we wanted the model to be able to learn which ICD codes to

use. In addition, we wanted the model to be able to distinguish between acute and chronic

diseases, as acute diseases might be relevant only for a few days or weeks while chronic ones

could have effects across many years. Including ICD codes into the model was implemented

using a multi-head attention layer [178] as shown in Figure 4.2. Time was first converted
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into larger time blocks to avoid overly sparse time values (see Figure 4.3). These time blocks

were generated using conversion:

f(t) = ⌊log(t)⌋ (4.1)

where t is the number of days between the current time window and the claim, and ⌊·⌋

is the floor function. This time block was then converted into a vector t ∈ R50 using step

encoding shown in [178]:

tpos,2i = sin

(
pos

100002i/dt

)
tpos,2i+1 = cos

(
pos

100002i/dt

) (4.2)

where dt is the dimensionality of vector t. The resulting vector was concatenated to

the ICD vector xicd. The resulting vector was used as both the key k and value v for the

attention layer while a constant vector was used as the query q.

We evaluated including the combined ICD representations in three locations within the

U-Net model: in the input layer, between encoder and decoder, as well as before the last

convolutional layer. We call these locations early, middle, and late in the results section.

These vectors were concatenated with the U-Net’s internal representation and passed through

a convolution with size 1 and a rectified linear unit (ReLU) layer. The resulting vector

was then returned to the same location of the U-Net model where the original vector was.

Demographics (age, gender, height, weight, BMI) were standardized and combined with the

internal representations the same way.

4.2.4 Training

We randomly divided individuals 60%-20%-20% to training, validation, and test sets respec-

tively. Models were trained using AdamW [116] algorithm with learning rate 1e-3 for 35
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Figure 4.2: Combining ICD vectors using Multi-Head Attention and adding the combined

vector along with demographics to U-Net’s internal representation. The results were returned

to the U-Net model at the same location where the original internal representation was.

epochs, which was enough to reach convergence. In each training epoch, a random day of

CGM data was chosen for each individual such that each individual appeared exactly once

in each epoch but different epochs might have used different time windows. In validation

and test phases, one day of data was picked for each individual to be used in every epoch

and experiment to ensure that the results were consistent across different experiments and

each individual had an equal impact on the results.
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Figure 4.3: Claim dates were incorporated into the model by considering how many days

prior to the current time window the claim occurred. The numbers of days were grouped

into larger time blocks, which were then converted into time encodings.

4.3 Results

4.3.1 Dataset Statistics

Our dataset consisted of 6981 individuals, with an average of 65.1 days of data (median 28,

standard deviation 85.6). The mean age of individuals was 54.3 years (median 55, SD 9.1),

distribution of female/male was 51.3%/48.7%, and the mean body mass index (BMI) was

34.7 (median 33.4, SD 8.9). On average, individuals had medical claims on 64.5 unique days

(median 49, SD 56.8), and a total of 172.9 ICD codes (median 127, SD 166.4), 40.9 of them

being unique (median 36.0, SD 24.1).

4.3.2 Model Evaluation

We trained the model to predict a sequence of daily activities (sleeping, walking, heart rate

in fat burn zone or higher, heart rate in cardio zone or higher) from a sequence of CGM

values. We first evaluated our model with and without using demographics and ICD codes.

We also performed an ablation experiment to determine how the results changed based on
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the location where demographics and ICD codes were incorporated. We used one day of

data for each person in the test set and bootstrapped the test data 100 times to determine

the mean Area Under Receiver Operating Characteristics Curve (AUROC) along with the

confidence intervals. Results of these experiments can be seen in Table 4.1.

As the results show, CGM data was highly predictive of sleep, and incorporating demo-

graphics or ICD codes did not provide significant improvements. In addition, CGM data

was moderately predictive of walking and increased heart rate. Incorporating ICD codes and

demographics was beneficial to physical activity predictions, and incorporating them in the

later parts of the model was found to be better than incorporating them in the early parts.

We hypothesize that incorporating ICD codes and demographics improved physical activity

predictions because they can provide information about overall activity levels (e.g., a health

condition which prevents physical activity) and how heart rate is affected by physical activity

(e.g., due to age and health conditions). The lower results for heart rate predictions may be

caused by the noisy labels, as our heart rate zones are based on personalized estimates.

Due to the significant class imbalance, we also evaluated area under precision-recall curve

(AUPRC) scores, which show a similar pattern. The highest AUPRC score for sleep pre-

diction was 0.884 (2.9 times higher than prevalence), for fat burn zone prediction 0.401

(1.9 times higher than prevalence), for cardio zone prediction 0.026 (3.0 times higher than

prevalence), and for walk prediction 0.052 (8.7 times higher than prevalence).

Figure 4.4 shows an example of an individual’s glucose values and activity predictions for

one day. This figure shows that the model was very confident in the sleep predictions except

in the beginning and end of the sleep period. The lower confidence in both ends can be

partially explained by the noise in the ground truth data, as the sleep times were estimated

by the fitness tracker based on movement and heart rate patterns. Walking probabilities

were skewed toward zero because of the rarity of the event, but despite the miscalibration

the model did give higher probabilities when the individual was truly walking. However, the

probability sometimes increased at other times also, possibly when the individual was doing
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Table 4.1: Comparison of AUROC scores using demographics and ICD codes at different

parts of the model. The first row shows results without demographics or ICD codes, the

following rows show results when either ICD codes or demographics or both are added at

different locations (early, middle, late).

Demographics ICD

Codes

Sleep

AUROC

HR Fat Burn

AUROC

HR Cardio

AUROC

Walk

AUROC

- - 0.946

(±0.001)

0.708

(±0.001)

0.727

(±0.004)

0.776

(±0.003)

- Early 0.936

(±0.001)

0.687

(±0.001)

0.707

(±0.003)

0.770

(±0.004)

- Middle 0.945

(±0.001)

0.704

(±0.001)

0.715

(±0.004)

0.790

(±0.003)

- Late 0.945

(±0.001)

0.719

(±0.001)

0.744

(±0.004)

0.804

(±0.003)

Early - 0.942

(±0.001)

0.669

(±0.001)

0.740

(±0.004)

0.809

(±0.002)

Middle - 0.945

(±0.001)

0.716

(±0.002)

0.758

(±0.006)

0.797

(±0.003)

Late - 0.946

(±0.001)

0.716

(±0.001)

0.752

(±0.004)

0.820

(±0.003)

Late Late 0.947

(±0.001)

0.722

(±0.001)

0.768

(±0.005)

0.817

(±0.003)

other physical activities which had a similar impact on the glucose measurements as walking.

Similarly, heart rate predictions had higher values when the heart rate was elevated, but the

predictions were slightly noisy.
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Figure 4.4: One individual’s CGM signal and predictions for one day. X-axis shows hours

starting from midnight.
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4.3.3 ICD Attention Weights

Next, we analyzed how the best-performing model was using ICD codes. ICD codes were

incorporated through an attention layer which learned how much weight to give to each

ICD embedding while also taking into account how long ago the ICD codes appeared. To

determine which ICD codes the model was relying on the most, we provided all ICD codes to

the attention layer simultaneously at all time points and compared their relative attention

weights. The highest attention weights and their corresponding ICD categories are shown in

Table 4.2.

We found that the model was giving the most attention to various infections that had oc-

curred recently as well as leg injuries which had occurred a long time ago. It should be noted

that while the table shows only one time block per ICD code, the weights changed smoothly

over time and the neighboring time blocks typically had very high attention weights also.

Therefore, for example, more recent leg injuries had a significant impact on the predictions

as well. We hypothesize that the recent infections were relevant because they increased the

heart rates, and they might have also reduced the amount of physical activity. Infections

can also cause metabolic changes [165] which could have altered the CGM data. Leg injuries

likely reduced the amount of walking and other physical activities. Interestingly, the model

also gave relatively high attention to code S69 (Wrist, Hand and Finger Injuries), which

could be explained by different types of injuries having very similar pretrained embeddings,

as the pretraining relied on the text descriptions of the codes. Alternatively, wrist injuries

could have also affected the reliability of the data collected by the fitness watch.

4.3.4 Differences Between Individuals

To determine how the model performed on individual people, we computed AUROC scores

for each individual in the test set using their entire data. The distribution of individuals’

AUROC scores is shown in Figure 4.5. As can be seen, sleep predictions were very accurate
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Table 4.2: Highest relative attention weights given to different ICD categories. Time Block

column shows which time block received the highest attention weight for this ICD code.

ICD-10 Code Time Block Attention

Weight

(×0.01)

J04 – Acute Laryngitis and Tracheitis 1 (3-7 days) 0.82

J22 – Unspecified Acute Lower Respiratory Infection 1 (3-7 days) 0.61

J02 – Acute Pharyngitis 1 (3-7 days) 0.43

J01 – Acute Sinusitis 1 (3-7 days) 0.41

S99 – Other and Unspecified Injuries of Ankle and

Foot

7 (Over 1097 days) 0.41

J06 – Acute Upper Resp Infections of Multiple and

Unsp. Sites

1 (3-7 days) 0.38

H65 – Nonsuppurative Otitis Media 1 (3-7 days) 0.27

S89 – Other and Unspecified Injuries of Lower Leg 7 (Over 1097 days) 0.26

S80 – Superficial Injury of Knee and Lower Leg 7 (Over 1097 days) 0.25

S69 – Other and Unspecified Injuries of Wrist, Hand

and Finger(s)

7 (Over 1097 days) 0.25
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for most of the people, with 89.6% having AUROC scores of 0.9 or higher. Walk predictions

were also good for many individuals, with 26.4% having an AUROC score of 0.9 or higher

and 62.4% having a score of 0.8 or higher. It should be noted that these distributions did

not take into account individuals who never had positive values (i.e., sedentary individuals

who were never physically active for 10 minutes at a time), as AUROC score is not defined

in that situation. In those cases, it would have always been possible to choose a high enough

threshold to get perfect (negative) predictions, so the distributions might underestimate the

real accuracy of the models to some extent.
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Figure 4.5: Distribution of individuals’ AUROC scores on each task.

We also evaluated which demographic factors differentiated people who had high AUROC
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scores (highest 25%) from people who had low scores (lowest 25%). In every task, the

model made slightly better predictions for women, although the only statistically significant

differences were in sleep prediction (highest AUROC scores contained 54% women, compared

to 45% in the lowest 25% group, p=0.025) and fat burn zone prediction (56% women vs. 46%

women, p=0.009). In addition, the group with high sleep prediction scores contained slightly

younger people (52.6 years vs. 54.9 years, p=0.001) and slightly lighter people (224lbs vs.

233lbs, p=0.03).

4.3.5 Ablation Study

To determine which factors affected our prediction results, we evaluated various modifications

of our model. Results for these experiments are shown in Table 4.3.

Our first experiment evaluated whether a more simple model could reach good prediction

results as well. We tested this by training a neural network with a single linear layer which

was trained the same way as our proposed model. As the results show (“Linear model” in

the results table), our model performs significantly better than a simple model. However,

a simple model was still able to make decent predictions in some cases, especially when

predicting sleep. We hypothesize that these predictions rely heavily on the time of day

rather than the CGM signal itself, as the linear model is not capable of capturing more

complicated patterns in the signal.

To evaluate how much our model depended on the time of day, we performed two ex-

periments. In the first experiment (“Randomized time”), we randomized the time windows

by shifting each individual’s data by 0-23 hours at random. A new model was trained using

this modified data but the model used the same architecture and training process as our

best-performing model. While the scores were lower in most cases (with the exception of

walk prediction), they were still relatively close to the original scores. This shows that the

model was able to learn the meaning of various patterns in the CGM signal rather than

simply relying on the time of day. The second experiment (“No CGM”) evaluated how much
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Table 4.3: Ablation study results. Results of the modified models were significantly lower

(p < 0.05) in nearly all cases when compared to our model, with the only exception being

walk prediction with randomized time.

Model Sleep

AUROC

HR Fat Burn

AUROC

HR Cardio

AUROC

Walk

AUROC

Our model 0.947

(±0.001)

0.722

(±0.001)

0.768

(±0.005)

0.817

(±0.003)

Linear model 0.917

(±0.001)

0.636

(±0.001)

0.614

(±0.004)

0.743

(±0.004)

Randomized time 0.891

(±0.001)

0.690

(±0.002)

0.691

(±0.006)

0.817

(±0.003)

No CGM 0.911

(±0.001)

0.703

(±0.002)

0.701

(±0.005)

0.713

(±0.004)

Mean ICD 0.944

(±0.001)

0.713

(±0.002)

0.756

(±0.004)

0.811

(±0.003)

Non-pretrained ICD 0.945

(±0.001)

0.706

(±0.002)

0.709

(±0.004)

0.813

(±0.003)

information is contained in the time of day when the CGM signal is not available. As in

the previous experiment, the model architecture remained the same, so the model was aware

of the medical claims and demographics and the only difference was that the CGM signal

was replaced with zeros in both training and evaluation. Results for this experiment were

slightly higher than for the previous experiment (with the exception of walk prediction) but

again significantly lower than our proposed model. These results show that the time of day

can be very useful for the predictions, and both time of day and CGM signal are needed to

achieve the best results.

64



The last two experiments evaluated different ways of incorporating medical claims into

the model. The first experiment (“Mean ICD”) evaluated whether medical claims should be

incorporated using an attention layer or if they could be combined by taking the average

of the embedding vectors. The results show that using an attention layer improved the

scores slightly, which means that the model was able to learn which ICD codes were more

relevant for the predictions. However, using the mean embedding still provided improvements

over a model which did not use ICD codes at all. The last experiment (“Non-pretrained

ICD”) evaluated the effect of using pretrained ICD embedding vectors. In this experiment,

ICD embeddings were trained from scratch during the model training process. According

to the results, training ICD embeddings during model training did not provide as good

results as using pretrained embeddings. This is most likely due to the limited amount of

training data, as most ICD codes appear relatively infrequently in our dataset. If more data

were available, this approach could potentially reach better results than using pretrained

embeddings because it would allow the model to distinguish between codes that have a

similar description but which have different effects on the prediction targets. For example,

the model could learn that a hand injury and a leg injury have different effects on walking.

4.4 Discussion

In this chapter, we have shown for the first time using a large cohort of people with T2D

that CGM data is highly predictive of sleep and moderately predictive of physical activity

or certain indicators of physical activity, as inferred by an activity tracker. To do so, we

developed a neural network architecture for predicting daily activities using CGM, demo-

graphics, and claims data. We first modified the U-Net architecture so that it can be used

with 1-dimensional CGM signals, and then incorporated claims data using an attention layer

which allowed the model to learn which claims were important for the task. We showed that

physical activity predictions improved when demographics and medical claims were incorpo-
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rated into the model which we hypothesize to be because they can inform the model as to the

presence of conditions which may affect heart rate, or they can show that the individual had

physical restrictions (e.g., a leg injury) which lower the overall probability of being physically

active. Sleep prediction did not benefit from the additional information.

A limitation of our study is that the data used for ground truth is collected by an

activity tracker as opposed to the gold standard measurements, such as polysomnography.

Since activity tracker data may sometimes be an inaccurate predictor of sleep or physical

activities, our model may capture what is perceived by the activity tracker as sleep or

physical activity rather than the true activities. Thus, comparing CGM to gold standard

measurements remains an important direction for future work. Our work should also be taken

into account in the context of people with T2D, and future work is needed to understand

whether the results are generalizable to the entire population. For example, it is not unusual

for individuals with diabetes to be on calcium channel blockers, beta blockers, or other

medications that may blunt the heart rate response to activity. Another limitation of our

study is that many individuals were mostly sedentary. For example, approximately half of

them never walked for 10 consecutive minutes at a moderate pace and 10% of them never

reached the fat burn zone. This limited the amount of data that could be used as positive

examples of physical activity in both model training and evaluation.

In our future work, we will investigate using alternative approaches to determine physical

activity, such as combining heart rate and walking into a more informative label, as neither

of these labels is a perfect measure of physical activity on its own. For example, walking

is not the only type of physical activity for many people and it might have a similar CGM

pattern as other physical activities. On the other hand, estimated heart rate zones can

be imprecise for some of the individuals. In addition, we will explore incorporating other

types of data, such as medications, into the model. We expect these changes to improve

our physical activity predictions. Another potential future direction is to personalize the

models. For example, models could be fine-tuned for individuals by keeping track of their
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daily activities for a short period of time before relying on the predictions from the model.

This could be done by either wearing a fitness watch temporarily or by keeping track of

the daily activities manually. Heart rate zones could also be improved by asking individuals

to perform a short, moderate-intensity walk to determine what their heart rate is during a

moderate physical activity.

4.5 Conclusion

In this chapter, we have presented a novel neural network architecture that can determine

daily activities, including sleeping and physical activities, using CGM data while also con-

sidering other relevant information with varying time frequencies, such as medical history

and demographics. Our results indicate that CGM data is highly predictive of sleep and

has the potential to provide accurate predictions of physical activities if more precise labels

were available. These results open new opportunities for the utilization of CGM devices in

remote health monitoring for people with T2D.
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CHAPTER 5

Identifying Substance Use and High-Risk Sexual

Behavior Using Mobile Phone Data

5.1 Introduction

Men who have sex with men (MSM) are at higher risk of substance use and sexually trans-

mitted infections (STIs) than the general population. For example, MSM are twice as likely

to use illicit drugs [119], which may be used to cope with negative life events and thoughts, or

to enhance pleasure during sex [22]. In addition, over half of new human immunodeficiency

virus (HIV) infections occur among this population, which can be attributed to high-risk sex-

ual behaviors and intravenous drug use (IDU) [67, 83]. Research suggests that these health

disparities in substance use and HIV are generated by unjust social conditions [138, 154]

and increased exposure to minority stressors [25, 121]. MSM are also at higher odds of

mental distress and depression [75], which in turn may increase substance use as a coping

mechanism [22].

Systematic reviews of intervention studies tailored for MSM have shown that interven-

tions can be effective on methamphetamine- and sexual health-related outcomes, such as

having sex without a condom or under the influence of drugs [100], and participants find

them useful for gaining new knowledge and skills [120]. In addition, participants find them

useful for self-reflection [120], which may lead to behavior change. However, a global survey

among substance-using MSM found that only 11% of respondents had access to substance

use treatment programs and 5% participated in such a program [65]. In the US, only 6.5%
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of people who needed substance use treatment received it in 2020 [162]. Majority of people

who were determined to need treatment did not recognize the need themselves, but among

the ones who wanted treatment, the main reasons for not receiving it were affordability

due to the lack of health care coverage, not finding an appropriate program, and fear of

others having a negative opinion of them. Mobile- and eHealth-based interventions could

improve the accessibility of interventions, as they can be accessed regardless of geographic

location. In addition, the added privacy of eHealth interventions may reduce the concerns

about treatment affecting other people’s perception about the participant.

Mobile and eHealth interventions may also open new opportunities for personalization

through increased availability of data about participants. Prior studies have shown success in

providing personalized HIV interventions to MSM and people using substances [60,87,163].

However, this personalization typically depends on participants reporting behaviors manually

which may become tedious. For example, one such study asked participants to respond to

either daily or biweekly surveys, which many participants reported to be too repetitive or

frequent regardless of the frequency [168]. However, the group receiving daily surveys found

them to be more useful than the group receiving biweekly surveys, as it better reflected

the frequent changes in behavior. This indicates that there may be a benefit in continuous

monitoring of behaviors, but the monitoring should not depend on receiving frequent input

from the participant. Therefore, being able to automate some or all the behavior monitoring

could reduce the burden for participants.

In this chapter, we investigate how machine learning techniques can help identify risky

behaviors among MSM from passively sensed mobile phone data. Prior studies have predicted

HIV risk using Twitter [191], electronic health record (EHR) [102,117], or smartphone survey

data [185]. Similarly, substance use risk has been predicted using survey data about personal

characteristics [95], cognitive test results [1], Instagram profile data [79], and social media

posts [135]. To the best of our knowledge, this is the first study to predict risky behaviors

among MSM using passively collected mobile phone data, which allows for frequent data
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collection with minimal effort required from the participant.

We first develop a mobile sensing application which tracks participant’s daily actions,

such as their location, messaging, and app use. We then train machine learning models to

detect risky behaviors from this data and evaluate their performance on predicting different

behaviors. Lastly, we analyze how different risky or protective behaviors manifest in mobile

phone data.

The main contributions of this chapter are:

1. Demonstrating how passively collected mobile phone data can be used for risk predic-

tion and identifying limitations of this approach.

2. Evaluating which types of data should be collected to identify risky behavior by train-

ing machine learning models using different subsets of the data, as well as analyzing

differences between participants’ data.

3. Determining how accurately different behaviors can be identified from mobile phone

data.

5.2 Methods

5.2.1 Participant Recruitment

Participants were recruited using a variety of methods, including online outreach, in-person

outreach, and through referral. Online outreach consisted of targeted, paid advertising

on social media sites and websites such as Facebook, Instagram, Grindr, and Craigslist.

Additionally, study staff created study-specific social media accounts and posted about the

study on Facebook, Instagram, and through specific online communities that engage with

MSM who use substances. In-person outreach included distributing recruitment materials

such as business cards, flyers, and palm cards at events and locations attended by MSM,
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such as sexual health clinics, community centers, substance use treatment centers, non-profit

organizations, retail businesses, and Gay Pride festivals.

To be eligible for the study, participants had to meet the following criteria:

1. Be age 18 to 29

2. Identify as a sexual or gender minority

3. Have had anal or oral sex in the past 3 months

4. Have used substances (such as alcohol, marijuana, poppers, methamphetamines, heroin,

cocaine, ecstasy, etc.) in the past 3 months

5. Have had sex while using substances in the past 3 months

6. Have a negative or unknown HIV status

7. Have used a dating app to meet sexual and substance use partners in the past 3 months

8. Own a smartphone

9. Reside in the United States

10. Be willing to participate in a 12-month study

11. Be able to provide informed consent

Consent was obtained during the onboarding and enrollment process, which took place

on Zoom for all participants. The consent document provided details of what types of data

were collected by the data collection app and the survey instruments. The consent document

also provided information on how the participant’s data would be protected and stored. If

the participant consented to participate, their agreement was recorded by the interviewer,

and they were emailed a copy of the consent to keep for their records.

71



Participants received up to US $350 in e-gift cards or web-based payment (i.e., PayPal,

Venmo, Cash App, or Amazon gift cards) for their participation. The payments corresponded

to completion of study activities, and not remote/passive app data collection.

5.2.2 Data Collection App

We developed a mobile app called eWellness for Android [9] phones to collect data on par-

ticipant’s mobile phone use activities. The app was based on the Aware Framework [64],

which has been used in numerous earlier eHealth studies, for example to predict depression

and anxiety [125, 134], progression of Parkinson’s disease [179], or alcohol use events [13].

We asked participants to install our app on their personal phones and to give it all the

necessary permissions to collect data in the background. After installing the eWellness app,

participants were asked to leave it running in the background to collect their keyboard and

location data throughout the entire time they were participating in the study. In addition

to collecting keyboard data when participants typed text, the app collected information on

which app they were typing the text in or, if they were using a browser, which website they

were on.

The app also contained a sexual behavior and substance use survey (shown in Figure 5.1a)

which the participants were asked to fill when they joined the study and once every three

months after that. The survey was adapted from the U.S. Centers for Disease Control and

Prevention (CDC)’s HIV/Pre-exposure prophylaxis (PrEP) clinical practice guideline [66].

The survey contains questions on one’s substance use and sexual behaviors, which yields

a total score indicating one’s perceived risk of HIV infection and PrEP eligibility. The

questions and answer options were:

1. How old are you today? (Enter number)

2. In the past 3 months, have you used substances such as crystal meth or injectable

drugs not prescribed to you by a physician? (Yes, methamphetamines; Yes, injectable
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drugs not prescribed; Yes, used both; Neither; Decline to answer)

3. In the past 3 months, were you in a substance use in-patient or out-patient treatment

program? (Yes; No; Decline to answer)

4. In the past 3 months, did you inject cocaine? (Yes; No; Decline to answer)

5. In the past 3 months, did you inject methamphetamines? (Yes; No; Decline to answer)

6. In the past 3 months, did you use needles? (Yes; No; Decline to answer)

7. In the past 3 months, did you share injection equipment? (Yes; No; Decline to answer)

8. In the past 3 months, did you inject in a group setting? (Yes; No; Decline to answer)

9. Do you currently take PrEP? PrEP stands for pre-exposure prophylaxis and it is a

medication that helps prevent HIV transmission. (Yes; No; Decline to answer)

10. In the last 3 months, how many men have you had sex with? (Over 10; 6-10; 1-5; 0;

Decline to answer)

11. In the last 3 months, how many times did you have receptive anal sex (you were the

bottom) with a man when he did not use a condom? (1 or more times; 0 times; Decline

to answer)

12. In the last 3 months, how many of your male sex partners were HIV-positive? (More

than 1 HIV+ male partners; 1 HIV+ male partner; 0; Don’t know; Decline to answer)

13. In the last 3 months, how many times did you have insertive anal sex (you were the

top) with a man who was HIV-positive when you did not use a condom? (5 or more

times; 0-4 times; Decline to answer)

To keep the participants engaged, the app also provided other useful information, such as

a map of nearby resources, such as pharmacies, testing clinics, and substance use resources

(Figure 5.1b), and the study timeline and incentives (Figure 5.1c).
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(a) Sexual behavior and sub-

stance use survey

(b) Map of nearby resources,

such as pharmacies and test-

ing clinics

(c) Study timeline and incen-

tives

Figure 5.1: Screenshots of the data collection app.

The app sent the collected data to our secure server every 30 minutes whenever internet

connection was available. Highly sensitive information, such as passwords, were filtered out

and the research team had no access to them. The server did not contain other identifying

information, and only a randomly assigned participant identifier was included in the data.

Mapping between personal information and participant identifiers was stored on separate

computers and all the analysis was performed using only de-identified data.
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5.2.3 Data Preprocessing

Keyboard Data

The eWellness app collected information about the currently active text field’s contents on

every keystroke. As a result, our database contained multiple rows of data for every full

line of text that the participant wrote. For example, typing “Hello” might have been stored

in the database as rows containing text values: “H”, “He”, “Hel”, “Hell”, and “Hello”. In

addition, the participant could have changed earlier parts of the text or used autocorrection,

which means that this same text could have appeared as database rows: “H”, “He”, “Hel”,

“Helo”, “Hello”. As a result, the earlier row was not always a substring of the next one.

To remove duplicate rows, we repeated the following steps for each individual participant’s

text data until there were no more rows to remove:

1. Compare each row to the next row and if the first row is a substring of the second one,

remove the first row.

2. Calculate the Levenshtein similarity between each row and the following row, and if

the similarity is larger than 0.6, remove the first row.

Levenshtein similarity between two strings a and b is defined as:

sim(a, b) = 1− dist(a, b)

max(len(a), len(b))

where dist(a,b) is the Levenshtein distance [107] which counts the minimum number

of single-character modifications (insert, delete, substitute) that are necessary to make the

strings identical:

dist(a, b) =


len(a), if len(b) = 0, or vice versa

dist(tail(a), tail(b)), if a[0] = b[0]

1 + min(dist(tail(a), b), dist(a, tail(b)), dist(tail(a), tail(b)))
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where a[0] refers to the first character of string a, and tail(a) refers to a substring of

a which contains everything except the first character. We calculated the similarity score

using the TextDistance Python library [111].

App Data

For every row of text data, we had a package name of the app where the text was typed in

as well as the Uniform Resource Locator (URL) of the website if the participant was using

a web browser. In many cases, online services can be accessed both through an app and

through a website, so we combined these data sources by extracting the domain name from

the URL and mapping the commonly appearing URLs to the corresponding package names

using a manually curated list of domain name - app pairs. If a domain name was not in this

list, the domain name itself was used as the package name. Apps and websites were treated

in the same manner in analysis and model training.

Location Data

The eWellness app saved GPS coordinates periodically whenever the phone moved to a differ-

ent location. The app avoided unnecessary data collection to reduce battery consumption by

only collecting location data when the phone was moving. This meant that if the participant

remained in the same location, we did not receive location data until the participant started

moving again. As we were only interested in locations where the participant spent time in

rather than locations that the participants moved by, we removed data points where the

participant was moving and only retained the last location once the movement had ended.

5.2.4 Feature Extraction

After cleaning the dataset using the previously shown steps, we manually extracted various

features from each of the data sources to be used with the machine learning algorithms.
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These feature extraction techniques are described in the following subsections.

Text Data

In our dataset, participants were active for different numbers of days, and for individual

participants, different days had sometimes vastly different amounts of text data. This made

the direct application of traditional text processing techniques challenging. In addition,

the words and phrases used by MSM population sometimes differed from the ones used

by the general public, so for optimal results, the techniques had to be tailored for this

population. We only considered text data collected from social media, dating, or messaging

apps/websites, as text data from other sources was found to contain more noise than useful

information (for example, product names in shopping apps or location names in navigation

apps).

The first set of features extracted from the text data was the frequencies of individual

words used. Participants’ text was first lemmatized, which means that inflected word forms

were transformed to their base forms (e.g., “walking” -> “walk“, “better” -> “good”) to

avoid having the same word appear in multiple forms in our set of features. Lemmatization

was performed using WordNet Lemmatizer from Natural Language Toolkit (NLTK) [36].

Then, we removed words defined in NLTK’s stop word list, commonly appearing placeholder

texts (e.g., “Enter message”, “Say something”), as well as words used by fewer than five

people. For each remaining word, we calculated the frequency of word use:

freq(w) =
# days with word w

# days with text data

The second set of text features only considered words and phrases associated with drug

use or sexual behaviors. We used a phrase list which had been found effective for identifying

MSM HIV risk behavior as well as substance use by an earlier study [135], and we used our

previously defined frequency formula to determine frequencies for both individual phrases

as well as for higher-level phrase categories (i.e., different types of substance use or sexual
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behavior).

A third set of features was computed by Linguistic Inquiry and Word Count (LIWC)

software [114], which uses built-in dictionaries to capture social and psychological states. It

computes features describing how much an individual talks about a variety of topics, such as

money, physical intimacy, or leisure activities, and it also computes higher-level descriptive

features to measure factors, such as analytical thinking, authenticity, and emotional tone.

It has been used in numerous studies to, for example, analyze fake news [193], social media

posts [108], online reviews [190], and college admission essays [6]. We used it to generate

features for each individual day, and we calculated the average across all days for each

individual participant.

Our last set of text features was generated using the Bidirectional Encoder Representa-

tions from Transformers (BERT) language model [57]. We used a model that was pretrained

for sentiment analysis using Twitter data [14], as we expected Twitter data to use similar

language as other social media and messaging platforms. We removed the last fully con-

nected layer of the model so that it could be used to generate text embeddings, and we

applied it to each individual day of data. These text embeddings were then averaged across

all days of data for individual participants.

App Data

We captured app usage by looking at apps where the user wrote text. We generated one set

of features by calculating how frequently each app was used:

freq(app) =
# days using app

# days using any apps

We also considered a subset of these frequency features which only contained social media,

dating, and messaging apps, as we expected other types of apps to be less relevant to our

prediction task. Other apps (e.g., maps, music, or shopping) were expected to be noisy and
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therefore to have a negative effect on the model’s predictive performance.

Location Data

Before extracting features from location data, we clustered GPS coordinates for each indi-

vidual participant by using the Mean-Shift algorithm [44]. This algorithm moves all points

repeatedly towards the mean value of their neighborhood (determined by window radius r)

until all points have converged. Points that converge to the same coordinates are defined to

belong in the same cluster, thus allowing the algorithm to find the appropriate number of

clusters. As the generated clusters depend on the window size, we determined the appropri-

ate size by visually inspecting the clustering results. We also assumed that the most visited

location was the participant’s home.

We then computed the features describing individual’s mobility, such as how far from

home they travelled, how many locations they visited per day, and how many of these lo-

cations were unique. These features were selected such that they were potentially related

to participant’s risk level either directly or indirectly. For example, number of unique loca-

tions may be associated with having many partners, while having very few unique locations

could be related to methamphetamine use due to the limited number of locations where the

participant could safely use it. The full list of location-based features is shown below:

1. Maximum/mean/median distance from home

2. Percentage of days spent over 10 or over 50 miles away from home

3. Percentage of days (or 2 or 3 consecutive days) spent entirely away from home

4. Percentage of days spent away from two or three of the most common locations

5. Percentage of days with more than one or two location(s)

6. Average number of locations visited
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7. Number of unique locations visited

5.2.5 Model Training

We used Scikit-learn [141] to train logistic regression [54] and gradient boosting [68] classifi-

cation models to predict participants’ answers for each survey question. These models were

chosen to represent a simple linear model as well as a more advanced non-linear model. To

determine which types of data could be useful for the prediction task, we trained separate

models using individual data categories, such as location data, app use, and risky word use.

We then evaluated combinations of these features, focusing on feature combinations that

we believed to give a comprehensive view to the participant’s activities without including

redundant data (e.g., not including social media apps and all apps in the same model). Mod-

els were evaluated using leave-one-out cross-validation due to the relatively small number of

participants.

5.3 Results

5.3.1 Data Statistics

We collected data from 65 participants between November 25, 2020 - January 9, 2023.

Dataset statistics are shown in Table 5.1. Among all the apps, we manually identified 66

social media, dating, and messaging apps which were later used to analyze participants’

messaging data. It should be noted that apps include unique websites as well (grouped by

domain name).

We used data for all participants who had at least 30 days of data available. If a partic-

ipant’s answer to a survey question was “Decline to answer” or “I don’t know”, this answer

was not included in the model training or evaluation. This did not, however, exclude their

other survey answers from being used. Statistics for survey responses are shown in Table 5.2
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Table 5.1: Dataset statistics.

Total Mean Median SD Min Max

Lines of text 2,176,879 32,983.0 20,944 27,865.8 2,529 110,803

Locations 905,127 15,341.1 5,566 22,765.9 509 93,024

Unique apps 1,828 85.3 72 59.0 20.0 338.0

Age 25.4 26 3.4 18 41

(full questions and answer options are shown in Section 5.2.2).

5.3.2 Model Performance

We trained classification models to predict answers to each question. As some questions

had partially overlapping answer options, we split them to multiple distinct questions and

trained separate models for each of them. For example, the answer options for substance use

included methamphetamine use, injectable drug use, and both, so we trained separate models

for predicting methamphetamine use and injectable drug use. Individuals who responded

that they used both were given a positive label for both prediction tasks. In addition, some

questions had a very low number of positive responses (for example, only two participants

were in a substance use treatment program) or were determined to not always indicate high-

risk behaviors (for example, having a HIV+ partner), so the focus of our discussion will be

on the five questions which we determined to be the most informative.

Results for predicting survey responses using both individual feature types as well as

combinations of them are shown in Table 5.3. Feature combinations were selected both

based on their individual results and based on whether they were presumed to provide non-

overlapping information.

As the results show, methamphetamine use could be predicted well using just the text

data. Multiple text-based approaches worked well, including LIWC, BERT, and word fre-
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Table 5.2: Survey response statistics.

Positive Negative Total

Methamphetamine use 22 (34%) 43 (66%) 65

Injectable drug use 8 (12%) 57 (88%) 65

Injects cocaine 3 (5%) 62 (95%) 65

Injects in group 4 (6%) 61 (94%) 65

Shares injection equipment 3 (5%) 62 (95%) 65

Injects methamphetamine 6 (9%) 59 (91%) 65

Condomless receptive sex 45 (69%) 20 (31%) 65

Condomless insertive sex w/ HIV+ partner 5+ times 3 (5%) 54 (95%) 57

HIV+ partners 6 (11%) 51 (89%) 57

Over 5 partners 34 (52%) 31 (48%) 65

Over 10 partners 21 (32%) 44 (68%) 65

Takes PrEP 31 (48%) 34 (52%) 65

In substance use treatment program 2 (3%) 63 (97%) 65

quency model. Combining multiple feature types improved the results only very slightly.

Similarly, PrEP use could also be predicted well using either text data or location data, but

combining multiple feature types improved the results. Predicting having many partners

worked also reasonably well when combining all feature types. Predictive models were only

moderately successful in determining whether the participant had condomless receptive sex

or used injectable drugs, the latter of which had very few positive responses.

Combining multiple feature types rarely improved the performance by a noticeable amount.

This could be because in many cases the feature groups might provide redundant informa-

tion, so using only one highly informative feature group was enough. In addition, increasing

the number of features could lead to overfitting, as the number of features can become much
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larger than the number of participants.

5.3.3 Feature Analysis

Next, we analyzed how the participant data differed depending on the survey responses. We

show the differences for the most predictive tasks, which were methamphetamine use, taking

PrEP, and having 6+ partners.

App Use

Figure 5.2 shows how frequently participants used apps from different categories. We con-

sidered any apps that are used for communicating with other people and divided them into

three categories: messaging apps (e.g., Messages, WhatsApp, Telegram), social media apps

(e.g., Facebook, Instagram, Reddit), and dating apps (e.g., Tinder, Grindr, Adam4Adam).

Methamphetamine users were less likely to use social media apps than non-users (p=0.01).

Participants who had 6+ partners or who used PrEP were consistently more active in all

social app categories, but these differences were not statistically significant. The largest

difference in both cases was in the use of dating apps (p=0.09 and 0.06 respectively).

Risky Words

Figure 5.3 shows differences in risky word use. We divided the list of risky words to sex-

related and drug-related words. Methamphetamine users had a higher occurrence of sex-

related words, but due to the relatively small number of methamphetamine users, this dif-

ference was not statistically significant (p=0.19). There was only a very minor (statistically

insignificant) difference in the frequency of drug word use. People with 6+ partners and

PrEP users were both more likely to use sex-related words (p=0.04 and 0.08 respectively).
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(c) PrEP use

Figure 5.2: Differences in app use among different groups. X-axis represents the percentage

of days when the participant communicated using an app from a certain category.
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Figure 5.3: Differences in risky word use among different groups. X-axis represents the

percentage of days when the participant used words or phrases from a certain category.
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Location

Figure 5.4 shows how location data differed for different groups. Due to the large number of

location-based features, we chose a smaller subset of features which contained less overlapping

information. Methamphetamine users were less likely to spend time over 50 miles from home

(p=0.02) and their trips were not as far away (p=0.05). In addition, they visited slightly fewer

distinct locations, although the difference was not statistically significant (p=0.15). People

having 6+ partners were more active overall, visiting more locations (p=0.003), traveling

further (p=0.03), and spending multiple days in a row away from home more frequently

(p=0.05). PrEP users were also more likely to visit more locations (p=0.001), and they were

more likely to travel far away from home (p=0.001).

LIWC

Lastly, in Figure 5.5, we compare LIWC features among different groups. Again, due to

the large number of distinct features, we show results only for some of the super-categories

which we expected to show differences. Methamphetamine users were more likely to use

social (p<0.001) and affect words (p=0.007) and less likely to use drive related words

(p=0.006). People having 6 or more partners were slightly more likely to use drive related

words (p=0.03), and PrEP users were more likely to use cognitive process words (p=0.009).

5.4 Discussion

5.4.1 Principal Results

In this chapter, we have shown that mobile sensing data can be used to identify multiple

risky behaviors as well as preventative measures taken by the individuals. More specifically,

our participants’ text and location data were highly informative of methamphetamine use,

taking PrEP, and having many sexual partners. In addition, the results were promising for
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Figure 5.4: Differences in location data among different groups. Values have been scaled

such that the largest individual value for each feature becomes 1 to be able to show all

values in the same figure.
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Figure 5.5: Differences in LIWC features among different groups. Original values have been

scaled to fit in the same figure.
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some of the less common risky behaviors, such as injectable drug use, and more data may

help improve the results further. As some of these behaviors are quite infrequent among the

MSM population, a more targeted participant recruitment may be needed to gather sufficient

amount of data.

In addition to determining which behaviors can be predicted, our second goal was to

determine what data is useful for these predictions. We have shown that text-based features

were the most informative for most behaviors, which was an expected result because par-

ticipants might, for example, look for partners on dating apps or discuss substance use in

private messages with other people. This matches with the findings of [135], which showed

that certain types of substance use may be predicted from social media messaging data. In

most cases, collecting all text data was not necessary and better results were achieved by uti-

lizing pre-determined word lists, such as LIWC or risky word list defined in [135]. Therefore,

an intervention app may improve its privacy by collecting a more limited set of messaging

data.

In addition, we have shown that more recent language modeling techniques, such as

BERT, can often provide similar results as the traditional techniques based on pre-determined

word lists and word frequencies. However, the more abstract nature of these representations

may complicate the interpretation of the results, as individual values do not have a human-

interpretable meaning. On the other hand, BERT representations can also help improve

privacy, as they do not reveal which exact words the participants used. Due to the small

number of participants, training a language model using our dataset was not feasible, so we

relied on a model that had been trained on Twitter data. While we expect the language

use to be mostly similar across datasets, training a language model using data from the

target population could improve the results if enough data were available, as people might

use different words and phrases in Twitter compared to dating apps or private messages.

We were also able to detect behavioral differences between groups of people with different

survey responses. For example, methamphetamine users were more likely to use sex-related

90



words in their messages. Earlier research has shown that methamphetamine users have more

sexual partners [70] and may be engaged in more risky sexual behavior, such as unprotected

sex, although it is not clear whether methamphetamine use is causing the behavior [26].

This increased sexual activity is likely also causing an increase in sex-related discussions.

Methamphetamine users were also less likely to travel far from home. This may be related

to their lower household income level [96], which could make traveling far unaffordable. They

also used more affective and social words and fewer drive-related words, which may be partly

related to the higher prevalence of co-occurring mental health problems [96].

We also found that people with many sexual partners were more active users of all types

of social apps (messaging, social media, dating). Earlier studies have shown that users of

geosocial networking apps, such as Grindr, have more sexual partners in general [72, 84],

and MSM with more partners have larger social networks [156], which may explain the more

frequent use of social apps. Being more social may similarly explain more time spent away

from home and in many different locations. People with many sexual partners also used

more sex- and drug-related words. Substance use has previously been found to be associated

with a larger number of sexual partners [31].

PrEP users were found to be more active users of dating apps, which shows that MSM

who were looking for sexual partners were also more likely to take precautions against the

risks. This finding is in line with an earlier study which showed that Grindr users were more

likely to take PrEP than MSM who did not use the app [84]. We also found PrEP users to

be more likely to use both sex- and drug-related words. Substance use may be related to

PrEP use because substance users are more likely to have more sexual partners [84] and have

unprotected sex [21], which increases their HIV risk. In addition, injectable drug use also

increases HIV risk and therefore users are more likely to have a prescription for PrEP [160].

However, relatively few participants in our study reported using injectable drugs. PrEP

users were also found to travel further from home and visit more distinct locations. This

may be related to PrEP users having a higher income level on average and therefore having
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the means to travel more [28,164]. Their LIWC score for cognitive processes was also higher

which indicates higher complexity in writing [170]. This may be due to PrEP users being

older on average, as the youngest adults are less likely to use PrEP than older adults relative

to their risk level [28,157].

5.4.2 Comparison with Prior Work

The closest work similar to ours is [135] which identified HIV as well as amphetamine,

methamphetamine and tetrahydrocannabinol (THC) use from social media messaging data.

Our work differs from this by using a wider range of data sources collected through partici-

pants’ mobile devices. For example, our study used text typed in any mobile app and website

which allowed us to identify risky behaviors in traditional messaging apps and less common

dating apps in addition to the most popular social media apps. In addition, we utilized

location data, which allows us to analyze participants’ daily movement patterns and their

relation to risky behaviors. We also attempted to identify a wider range of risky behaviors,

especially related to sexual health. The only shared prediction target between these papers

was methamphetamine use, which the earlier paper was able to predict with F1 score of 0.85.

This is very close to our result (0.86), which provides support for these findings.

Another similar study is [79] which predicted alcohol, tobacco, prescription drug, and

illegal drug use from Instagram data. They were able to detect alcohol use with statistical

significance, but they had less success in predicting other types of substance use. Our better

prediction results may be attributed to having access to more personal messaging data,

as many people may avoid discussing substance use on public platforms. This shows that

choosing the appropriate data collection methods is very important for accurate results.

Other studies have implemented personalized MSM interventions using survey data [15],

identified how effective MSM-targeted mobile app interventions are [189], or evaluated the

feasibility and acceptability of mobile sensing among MSM population [61,62,174]. However,

these studies have not evaluated whether mobile sensing data can be used to inform and

92



personalize interventions, which was the goal of our study.

5.4.3 Limitations

One limitation of our study was that we only included participants who had an Android

smartphone. We chose to only include Android users because iPhones have more restrictions

on what data can be collected, and therefore collecting text data would have been unfeasible.

Many potential participants had to be excluded from the study because of their mobile device,

which may skew the demographics to some extent. In addition, as the data was collected

using personal devices, there were some interruptions in data collection. For example, some

participants turned off or deleted the app during the study while others upgraded to a

new phone without re-installing the app. In addition, some Android phones were found to

have a rather aggressive battery saving functionality which occasionally turned off the data

collection. To avoid data collection issues, we kept track of when each participant’s device

had last sent us data and contacted participants after a few missing days to make sure the

data collection would be resumed.

Another limitation was that the text data only included what the participants typed on

their phones. This approach may miss the context of some messages, as the responses were

not collected. It could be informative to know what content participants consumed online

or what messages they received from others. In addition, participants might have messaged

with people using multiple devices (e.g., a computer or a tablet in addition to their phone),

so our data collection approach might not have been able to track all social media usage and

messaging for some participants.

Lastly, some of the outcomes that we set out to predict were very infrequent which made

the task impossible. For example, only two of our participants were in a substance use

treatment program, which was not enough for training and evaluating a machine learning

model. Therefore, we had to focus on questions which had a reasonable number of both

positive and negative responses.
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5.4.4 Future Work

Our future work will explore providing personalized interventions using predictive models to

determine which types of interventions may be appropriate. We will, for example, investigate

sending participants resources that may help them in their current life situation, such as

providing information about PrEP to individuals who may be at elevated HIV risk based on

their substance use or sexual behavior but who are not yet taking it.

5.5 Conclusion

In this chapter, we have presented a mobile sensing application which can identify certain

types of substance use, high-risk sexual behavior, and protective actions from passsively

collected smartphone data. We have shown this data to be highly predictive of metham-

phetamine use, having many sexual partners, or taking PrEP. While further work is still

needed to evaluate how effective interventions based on automatic behavior tracking are,

these results show that mobile sensing applications could be used to personalize interven-

tions for high-risk individuals. This can reduce the burden of participating in intervention

programs, as the daily behaviors can be tracked with minimal effort from the participants.
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CHAPTER 6

Conclusion

In this dissertation, we have presented algorithmic and technological solutions for providing

personalized healthcare in both hospital and remote settings. In a hospital setting, our

proposed algorithms aim to assist medical professionals in making decisions more efficiently.

Specifically, we proposed algorithms that can adaptively choose the order of medical tests to

perform accurate diagnosis at a low cost, and we also proposed an algorithm that can assist

in segmenting medical images which reduces the radiologist’s workload.

However, healthcare is not limited to hospital care. Therefore, we also presented solutions

for remote health monitoring, which enables personalized care throughout individuals’ daily

lives and may allow for earlier interventions. Specifically, we demonstrated how continuous

glucose monitors can be used to determine individuals’ daily activities to inform diabetes

management and interventions, and we explored how mobile phone data can be used to

identify individuals at high risk of substance use or high-risk sexual activities so that they

can receive targeted interventions.

Given the wide range of healthcare-related issues, there is a need for further research to

propose new solutions to other healthcare problems. A special focus should be placed on

preventative measures that can identify future health problems before they become difficult

to treat. This can be achieved through the use of personal sensors such as mobile phones,

smart watches, or specialized physiological sensors which can be used to track individuals,

or by analyzing medical history, including previously diagnosed health problems, laboratory

test results, and medications, to identify individuals at high risk of future health problems.
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