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Abstract

Key Challenges in EUV Mask Technology: Actinic Mask Inspection and Mask 3D Effects
by
Yow-Gwo Wang
Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Andrew Neureuther, Chair

This dissertation focuses on issues related to extreme ultraviolet (EUV) lithography mask
technology: mask inspection and mask 3D effects on imaging performance. Actinic (at-
wavelength) mask inspection (both blank and patterned mask) is of critical concern for
EUV lithography. In this dissertation, systematic studies exploring the optimal optical
system design to improve the defect detection sensitivity for both actinic mask blank and
patterned mask inspection tools using EUV light are presented. For EUV mask blank in-
spection, a complete discussion is conducted to compare the conventional bright field method
and the Zernike phase contrast method on their phase defect detection sensitivity by thin
mask simulations and experiments using the SHARP EUV microscope at Lawrence Berke-
ley National Laboratory (LBNL). The study shows that higher defect detection sensitivity
and in-focus inspection capability can be achieved by the Zernike phase contrast method,
while the conventional bright field method needs through-focus scanning and results in lower
defect detection sensitivity. Experimental results show that a programmed defect as small
as 0.35 nm in height is detected at best focus with a signal-to-noise ratio (SNR) ~ 8 by
the Zernike phase contrast method. With the considerations of various noise sources and
system design, the thin mask simulation results show that the dark field method has better
detection efficiency in inspection mode, while the Zernike phase contrast method is better in
review mode (pixel size < 25 nm). Further, the impact of pixel size, EUV source type, and
photon collection efficiency for a dark field based actinic blank inspection tool is discussed
by thin mask simulation. The simulation results show the complex correlation between each
parameter on defect inspection efficiency and also show that 10-watt EUV source power and
100 nm pixel size are needed to capture a phase defect of height 0.5 nm.

For EUV patterned mask inspection, the possibility of using the optimum phase shift in
the pupil plane to improve inspection efficiency is discussed using a thin mask model. Then
the nature of the EUV mask pattern defect is analyzed by its near field distribution using
a thick mask model. The simulation results indicate that, as a result of 3D effects leading
to phase artifacts, pattern defects cannot be simply treated as ideal absorber defects. The
results can affect the choice of optimal patterned mask inspection tool design. Moreover, a



study of a bright field based EUV actinic pattern inspection tool design using a hybrid (2D
+ 3D) model is presented, showing that the impact of noise sources and optical design on
critical pattern defects detection sensitivity. The study shows that introducing a —50 nm
defocus into the inspection system can improve the SNR by 50%.

The impact of EUV sub-resolution assist feature (SRAF) on mitigation of mask 3D effects
is discussed by rigorous 3D modeling. The simulation results show that introducing SRAFs
in the mask design induces even stronger effective single pole aberration into the imaging
system to balance the Bossung curve. Asymmetric SRAFs pattern placement can achieve
a 21% improvement of the process window. Moreover, the complex interaction between the
main feature and the SRAFs is analyzed by systematic position sensitivity studies. Bossung
tilt sensitivity with respect to the relative positions between main feature and SRAFs is
shown, which indicates that different location precision requirements are needed for SRAFs
during the mask-making process.
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Chapter 1

Introduction

1.1 Background

To extend Moore’s law down to signal digit nm scale, semiconductor processing technology
especially lithography needs new ways to print the desired circuit pattern, as shown in Fig.
1.1. To improve the optical resolution (R) of a lithography system as shown in Eq. 1.1, we
can either increase the numerical aperture (NA) or decrease the wavelength (\) of the light.
For deep ultraviolet (DUV) lithography, immersion lithography techniques have been used
to further improve the resolution by utilizing the refractive index of the water at 193 nm
wavelength to create an effectively larger NA. Also, multiple patterning techniques have been
used to push the resolution beyond even the immersion NA limit. However, for the 7 nm
node and beyond, the complexity introduces by multiple patterning for DUV lithography
increases the need for new lithography technique to reduce the burden on semiconductor
processing [1].
A

— 1.1
RO(NA (1.1)

Extreme ultraviolet (EUV) lithography uses 13.5 nm wavelength light, providing a 15x
gain in wavelength limited resolution relative to 193 nm. However, to build the eco-system
of EUV lithography, the development of stepper, photoresist, and photomask needs to be
addressed simultaneously.

For the stepper, the optical elements used at EUV wavelength are completely different
from the conventional projection lithography system. Multilayer reflective optics are needed
instead of refractive lenses. Moreover, the source power and the tool availability determine
the productivity of the tool and thus the economics metrics of EUV lithography. Higher
throughput by larger source power and higher tool availability can reduce the cost per
wafer for EUV lithography and makes it more attractive compared with the current DUV
lithography and multiple patterning approaches. As shown in Fig. 1.2 and Fig. 1.3, the
current status of the EUV source shows promising results. 125 Watt (W), which is equivalent
to 85 wafers per hour, has been demonstrated in the field, and ASML has achieved 210 W
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Figure 1.1: The lithography road map [5].

in their labs, which is equivalent to 125 wafers per hour [2]. For tool availability, the average
lifetime improves 3x for the Tin (Sn) droplet generator and the collector mirror lifetime is
also improved by a factor of 1.5 in 2016. The average availability of the stepper has reached
80% in the field in 2016. These results are close to the target performance (250 W, 90%
availability) for EUV lithography to be ready for high-volume manufacturing at 7 or 5 nm
node for logic device [3, 4].

For the photoresist, the polymer-based chemically amplified photoresist (CAR) has been
studied for years to be used in EUV lithography. However, the RLS (resolution, line edge
roughness (LER), sensitivity) tradeoff limits the CAR performance. Pattern collapse is
also another challenging issue. On the other hand, the metal-oxide photoresist from Inpria
provides a different solution which demonstrates high resolution and low line width roughness
(LWR), but at lower sensitivity, as shown in Fig. 1.4 [6]. The metal photoresist utilizes Sn
as the primary metal to have high EUV photon sensitivity and etch resistance which leads
to a thinner photoresist film to avoid pattern collapse. For 7 nm block mask, the photoresist
thickness can be reduced from 40 nm to 18 nm. The best exposure result from Inpria
photoresist has achieved a 13 nm half-pitch at 30 m.J/cm? The result shows promising
performance on photoresist resolution for the upcoming 5 nm logic device.
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Figure 1.4: Latest Inpria metal photoresist performance in 2016 [3].

For the photomask, the multilayer mirror provides the required reflectivity at the EUV
wavelength, and absorber materials are used to form the desired pattern on top of the
mirror. Defects from the multilayer mirror or the patterned absorber can cause unexpected
distortion of the layout aerial image, which can ruin the device performance on the wafer.
For now, the EUV actinic (at-wavelength) mask blank inspection tool and mask qualication
tool are ready for commercialization [7, 8]. Moreover, the quality of the mask blank has
been approved. 7 nm defect-free test masks have been demonstrated by Intel, as shown
in Fig. 1.5 [9]. However, EUV actinic patterned mask inspection still does not have a
clear path for development. Beyond mask defectivity, mask 3D effects in EUV lithography
can be another challenging issue for image performance and process window enhancement.
Due to the comparable size of the EUV wavelength and the mask structure, and also the
oblique 6° illumination of the EUV lithography system, the mask 3D effects have a profound
impact on both pattern design and the choice of absorber material to get desired aerial image
performance, as shown in Fig. 1.6. Currently, tantalum-based (Ta) material system is the
choice for the EUV mask absorber, but other materials like Nickel (Ni) have been proposed
as alternatives which can reduce mask 3D effects by virtue of their lower material-induced
phase and stronger absorption [10, 11]. Also, sub-resolution assist features (SRAFs) provide
another approach to mitigate the mask 3D effects [12].
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1.2 Motivation

For the EUV mask blank inspection, an actinic inspection tool with high throughput is
important to make EUV lithography ready for mass production, and high defect detection
sensitivity is valuable to deal with tighter mask quality requirements for the future advanced
node. When EUV lithography is ready for high-volume manufacturing, the actinic blank
inspection tool needs to be able to efficiently identify mask blank defects with surface height
< 1 nm.

For EUV patterned masks, because of the limiting resolution from the DUV inspection
tool and the insertion of the EUV pellicle which significantly complicates the non-actinic
inspection technique, the development of actinic pattern mask inspection tool is needed.
Therefore, a detailed actinic inspection tool design option is explored in this dissertation.

For imaging performance on the wafer, the application of sub-resolution assist feature
(SRAF) to mitigate the deleterious effect of mask 3D effects on the process window is ex-
plored. The industry has widely used SRAFs in DUV lithography. Unlike other proposed
solutions which potentially require significant mask-making infrastructure changes, SRAF's
can address mask 3D effects locally for different pattern designs and are compatible with
current EUV mask fabrication process. Therefore, there is a need to provide physical insight
into the optical mechanisms of EUV SRAFs at play that enable mask 3D effects mitigation.
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1.3 Dissertation contributions

This dissertation is focused on the development of the EUV mask technology, especially on
optical inspection technique using EUV light and the study of EUV SRAFs on the mitigation
of mask 3D effects for process window enhancement.

A systematic study of the optical configuration for EUV actinic blank inspection is con-
ducted in Chapter 2, including bright field, dark field, and the Zernike phase contrast meth-
ods. Both simulation and experimental results show that for a high-resolution imaging
system, the Zernike phase contrast method is a better inspection method than the conven-
tional bright field method. Turning instead to lower resolution (scattering type systems),
the results show that dark field imaging is preferred method compared to the Zernike phase
contrast method. Therefore, a detailed tool design study of an actinic blank inspection tool
utilizing dark field imaging is also conducted. Various parameters such as illumination con-
dition, optical NA, source type and source power are shown to have different impacts on the
SNR and the final tool design.

The possibility of using optimum phase shift in the pupil plane to improve inspection
efficiency is discussed to address issues around EUV patterned mask inspection. The simu-
lation results show that the EUV mask pattern defect is not an ideal absorber defect due to
the nature of the absorber materials. By showing the defect near field distribution and defect
signal through-focus behavior, the impact of the choice of the absorber materials and pupil
design on defect detection sensitivity is discussed. At the end of Chapter 3, a bright field
based EUV patterned mask inspection tool design study is conducted. The impact of noise
sources such as speckle noise, camera noise, and photon shot noise on defect detection sen-
sitivity are discussed step by step to show which noise source is the key factor in improving
the SNR to capture the critical defects on the EUV mask. Moreover, comparison between
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the bright field method and the optimum phase shift method shows that even though the
optimum phase shift method can improve defect signal, it is not the most effective inspection
method when all noise sources are taken into consideration.

For the EUV SRAF study, the scattered order analysis shows that extra aberration is
introduced into the imaging process by the SRAFs. However, with the combined contribu-
tion from the illumination sources and the effect of oblique illumination, balanced Bossung
curves and larger process window can be achieved. The simulation results also show that
SRAFSs have a different impact on the overall imaging process, which might result in different
restrictions on the SRAF position for the mask-making process.

Finally, the Fresnel zoneplate pattern generation algorithm used for the EUV mask blank
inspection experiment is presented. The algorithm can generate zoneplate patterns efficiently
for conventional or exotic imaging modes, and there are features in the algorithm to improve
the yield of the zoneplate by optimizing its fabrication conditions. This code has been
generalized and made available to researchers who want to use Fresnel zoneplate as their
imaging optics.

1.4 Dissertation structure

In Chapter 2, the possibility of enhancing the phase defect detection sensitivity using EUV
actinic blank inspection is discussed. The thin mask simulation result at EUV wavelength
is presented to compare the inspection efficiency between the bright field method and the
Zernike phase contrast method. Through-focus defect aerial images and the defect SNR
calculation are used to compare the defect detection sensitivity. The experimental results
from a programmed bump defect mask using the SHARP EUV microscope are then pre-
sented to verify the simulation results. The experimental data also shows the nature of
the defect extracted using a phase retrieval algorithm, showing that the multilayer defect
is transformed from a pure phase defect to a mixed (phase + absorption) defect as defect
size increases. A comparison between the Zernike phase contrast method and the dark field
method is conducted, and the results show that the dark field method is better configuration
for inspection mode due to higher defect SNR. With this result, the inspection tool design
study is conducted for EUV actinic blank inspection using the dark field configuration at
the end of Chapter 2, discussing the impact of optical system design parameters including
pixel size, photon collection efficiency, and EUV source type on SNR performance. The re-
sults are compared with Lasertec’s tool design [7] and possible paths to improving the defect
sensitivity are proposed.

Chapter 3 focuses on patterned mask inspection. First, the possibility of using optimum
phase shift to improve inspection efficiency by identifying both phase and amplitude defects
simultaneously is discussed. Then the phase effects of pattern defects is analyzed, trying to
utilizing the material-induced phase from the absorber material to increase defect detection
sensitivity. Chapter 3 ends with an assessment of the impact of various noise sources and
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optical design on pattern defect detection sensitivity for a bright field based EUV actinic
pattern inspection tool.

By analyzing the Bossung curves and the aerial images of a semi-isolated 2-bar pattern,
the impact of SRAFs on process window enhancement is presented in Chapter 4. Moreover,
the physics of why EUV SRAF's can mitigate EUV mask 3D effects is explained by analyzing
the scattered orders retrieved from the pupil plane of each illumination pole. The simulation
results on SRAFS’ positions further show the role of each SRAF in the overall imaging
process.

Finally, Chapter 5 shows the detail process flow of a new algorithm developed to gener-
ate the desired Fresnel zoneplate pattern. The GDSII (Graphic Database System) pattern
images are shown alongside with the process flow to demonstrate the algorithm. Moreover,
a new rendering algorithm which can transfer the pattern into multiple file formats for the
lithography process is presented to show the flexibility on the computation time and the
precision of the desired pattern. Scanning electron microscope (SEM) images of the Fresnel
zoneplate from the experiment show the capability of the algorithm at the end of Chapter
5.



Chapter 2

Enhancing Phase Defect Detection
Sensitivity for Extreme Ultraviolet
Actinic Mask Blank Inspection

In this chapter, EUV actinic blank inspection tool development configuration options are
studied. Section 2.1 describes the motivation for EUV mask blank inspection. Section 2.2
discusses the possibility of using the Zernike phase contrast method to increase the phase
defect detection sensitivity. Section 2.3 shows experimental demonstration of the Zernike
phase contrast method using the SHARP EUV microscope at (LBNL). This section includes
the impact of the Zernike phase contrast method on signal-to-noise ratio (SNR) enhancement.
In Section 2.4, a direct performance comparison of the Zernike phase contrast method and
the dark field method is presented. Finally, Section 2.5 describes the impact of system
configuration on the dark field imaging mode considering the impact of pixel size, EUV
source type, and photon collection efficiency on defect SNR performance.

2.1 Background

Figure 2.1 shows the general mask-making process flow. After mask blank fabrication, in-
spection is needed to ensure the mask quality and locate critical defects and their position
before blank suppliers deliver the mask blanks to the mask shop. After receiving the blanks,
mask shops conduct another blank inspection to verify the mask quality and the defect infor-
mation provided by the blank supplier before patterning. After mask patterning, a pattern
inspection is conducted by the mask shops to identify pattern defects before the mask is sent
to the wafer fab for wafer printing. When the patterned mask is used in the fab, pattern
inspection is conducted routinely to ensure continued quality.

Figure 2.2a shows a schematic diagram of an EUV mask blank with absorber on top of it.
Due to low reflectivity of materials at 13.5 nm EUV lithography wavelength, an EUV mask
blank is made out of a multilayer mirror consisting of 40 molybdenum (Mo) and silicon (Si)
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Figure 2.1: The process flow of photomask fabrication [14].

bi-layers. The substrate is a low thermal expansion material (LTEM) to ensure a low spatial
fluctuation under continued EUV light exposure. Moreover, surface flatness and substrate
defectivity are both critical factors for the mask blank quality. Scratches or particles on the
substrate can turn into phase-dominated blank defects even after multilayer deposition [15],
as shown in Fig. 2.2b. These phase defects are hard to identify and can cause unexpected
CD variation on the desired pattern. On top of the multilayer mirror, a ruthenium (Ru)
capping layer with the thickness of 2.5 nm is used to prevent the oxidation of Si layer. The
EUV mask blank structure is optimized to maximize the reflecitivity at 13.5 nm wavelength.
The theoretical peak reflectivity is around 72%, but the state-of-the-art is less than 70% [16,
17]. In addition to the multilayer, blank suppliers also typically deposit EUV absorber and
anti-reflection coating before they send the EUV mask blank to the mask shop. Ta-based
absorber material is commonly used in current EUV mask design, but other novel structures
or materials have been proposed to further improve the imaging performance by increasing
contrast or reducing the mask 3D effects [18].

Since 2009, the EUV mask blank defectivity has been considered one of the most chal-
lenging problems facing EUV lithography because it significantly limits the mask yield [19].
The size and the number of the blank defects need significant improvement in order to be
ready for high-volume manufacturing. In the past few years, major progress has been made
on both the EUV mask blank and EUV mask blank inspection tools. For EUV mask blanks,
the mask quality has been improved and the number of critical defects is finally down to
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Figure 2.2: (a) Schematic diagram of EUV mask blank with absorber on top of it. (b) EUV
mask blank defect types [15].

single digit, as shown in Fig. 2.3. By utilizing mask pattern shift methods, one can hide all
the defects under the absorber. Both N7 and N10 defect-free masks have been demonstrated
[4]. However, meeting the manufacturing defect specifications will require an actinic blank
inspection tool with high defect sensitivity and precise defect location capabilities [20]. How-
ever, a commercially available actinic blank inspection tool is not yet ready, even though a
tool has been developed and demonstrated by EIDEC, as shown in Fig. 2.4.
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2.2 Simulation study of the impact of the Zernike
phase contrast microscopy on phase defect
detection sensitivity

Critical phase defects for advanced nodes may represent height deviations at the top of the
multilayer of only a fraction of a nm. This makes actinic inspection critical, but even for
actinic inspection, finding such small phase defects on a blank can be extremely challenging.

Zernike phase contrast microscopy has been developed for many years and is one of the
most useful methods to observe phase objects [21]. The performance of a Zernike phase
contrast microscope can be explained using what is known as a phasor diagram, as shown in
Fig. 2.5a. Here, the length of the vector indicates the magnitude of the electric field and the
direction or angle represents the relative delay of the sinusoidal wave. Rotating the angle a
quarter circle clockwise represents a quarter wavelength delay known as a 90° phase shift.
This diagram allows electric field contributions from multiple waves with various delays to
be summed up by simply adding the directed vector lengths of each wave.

As shown in Fig. 2.5a, a phase object or phase defect typically has very little absorption
of background light (B). However, it can create an additional electric field component (D) due
to the optical path difference created by the refractive index difference between the object
and the environment as light passes through it. The object information (D) in the case of
a 90° phase shift is perpendicular to B. The resulting vector sum (M) is nearly unchanged
in length. This means that the object (D) is nearly undetectable in measuring the light
intensity, which is proportional to the square of the length of M. However, if the phase of B
is changed by rotating B 90° counter clockwise, the length of M is reduced by the size of D
and the light intensity is reduced to (M — D)?, as shown in Fig. 2.5b. Figure 2.5¢ shows the
case of a clockwise rotation of B leading to an increase in light intensity to (M + D)?. Figure
2.5d shows the improvement in the relative intensity variation by attenuating the collection
of the reference background B with what is known as apodization of the lens. Here B is
reduced to B’ and when the D vector is added only M’ remains. Thus the light intensity
goes from (B’)? to (M’')? which is typically a larger dynamic range. This method can be
applied to phase defects on EUV mask blanks, which similarly only changes the optical path
of the light that is projected on it with little absorption.

2.2.1 Simulation settings and parameters for modeling EUV
mask blank inspection

The simulation study uses a thin mask 2D model to generate the EUV (13.5 nm) images.
To model the defect and mask roughness which are shown in Fig. 2.6, the single surface
approximation is used to describe the phase function of the object [22]. The defect and mask
roughness images are simulated independently to account for the impact of defect signal and
speckle noise respectively. Since a defect can be viewed simply as an extreme event in the
mask roughness height distribution, the defect height profile is not directly added to the mask
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Figure 2.5: Phasor diagram for phase object: (a) The conventional bright field (0° phase
shift). (b) The Zernike phase contrast method with +90° phase shift. (c¢) The Zernike
phase contrast method with —90° phase shift. (d) The Zernike phase contrast method with
+90° phase shift and apodization. (B: Background intensity, D: Defect wave, M: Measured
intensity, 0: Original phase shift)

roughness height profile. Gaussian-shaped phase defects with height ranging from 0.5 to 1.5
nm and an FWHM ranging from 10 to 100 nm are used [9]. The defect shape definition is
shown in Fig. 2.7. The mask roughness is assumed to be 77 pm in root-mean-square (RMS)
with a correlation length ~ 100 nm [23, 24, 25].

For the imaging conditions, an outer NA of 0.2 and a disk illumination NA of 0.1 are
used as described in Ref. [26]. In order to include phase shift and apodization to improve
the defect sensitivity, the pupil function is modified with a +90° or +180° phase shift which
has a shape matched to the disk illumination in order to manipulate the background light.
Apodization is defined as the electric field transmission of the background level of the pupil
function, ranging from 25% to 100%.

Defect signal strength and defect SNR are defined in Eq. 2.1 and Eq. 2.2. In this section,
the noise sources are simplified to speckle noise and system noise. Speckle noise is induced
by mask roughness and is calculated by the standard deviation of intensities resulting from
the image of a rough mask blank. System noise is a constant accounting for all the other
noise sources which are independent of the mask, such as electrical noise from the camera.
Larger SNR means the defect is more distinguishable from the noise, which leads to a higher
capture rate:

Defect Signal = Peak Intensity — Reference Intensity

Reference Intensity

Defect SNR = Defect Signal

Speckle Noise 4+ System Noise
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Figure 2.6: (a) The phase of the mask roughness. (b) The phase of the Gaussian-shaped

defect.
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Height

Figure 2.7: Schematic diagram of the multilayer defect, and the definition of the Gaussian-
shaped defect.

2.2.2 Impact of the Zernike phase contrast method on phase
defect detection sensitivity

Figure 2.8 shows the aerial images at different defocus levels for both bump and pit de-
fects, with the conventional bright field and the Zernike phase contrast method. The defect
height /depth is 1 nm and the width is 60 nm [9]. Due to the +90° phase shift added to
the background wave, the defect sensitivity has been improved at best focus for the Zernike
phase contrast method, while the phase defect is invisible under bright field imaging.

The defect signals at different defocus levels are shown in Fig. 2.9a. With the Zernike
phase contrast method, both bump and pit defects have their peak signal strengths at best
focus and the signal strength can be improved by 30% at the best scenario. This shows
the potential to do an in-focus inspection for phase defects with a higher sensitivity. The
differences in the peak defect signal between bump and pit defects are due to the fact that
in both cases the +90° phase shift is applied to the pupil. This means that the bump defects
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Figure 2.8: Aerial images for phase defect at different defocus levels with the Zernike phase
contrast method (490° phase shift) and the conventional bright field: (a) Bump defect
(Height: 1 nm, FWHM: 60 nm). (b) Pit defect (Depth: 1 nm, FWHM: 60 nm).
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Figure 2.9: (a) Defect signal at different defocus levels using the Zernike phase contrast
method (solid curve) or the conventional bright field method (dash curve). Defect Height /
Depth = 1 nm. Defect FWHM = 60 nm.(b) Phasor diagram for bump defect and pit defect
with a +90° phase shift to its background. (B: Background intensity, D: Defect wave, M:
Measured intensity) (c) Defect signal at different defocus levels under different phase shifts
in the pupil plane: 0° (Black), +90° (Red), and +180° (Blue). Defect Height = 1 nm. Defect

FWHM = 60 nm.

interfere constructively with background light, whereas the pit defects interfere destructively,
as shown in Fig. 2.9b. Figure 2.9¢ shows the bump defect’s through-focus behavior for 3
different phase shifts in the pupil plane. At +180° phase, the through-focus behavior is the
opposite compared to the conventional bright field (0°) situation.

The defect signal increases with an increase in the defect height, as shown in Fig. 2.10a.
Interestingly, with same defect height /depth at 1.5nm, the bump defect signal is 1.4 whereas
the pit defect signal is only 0.9. The pit defect signal sensitivity is different from the bump
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defect as the defect height /depth varies. This is due to the fact that pit defect is utilizing a
different mechanism to improve the defect signal compared to bump defect. For pit defects
with a +90° phase shift, the largest destructive interference occurs when the background
intensity has the same amplitude as the defect and both get canceled out. Thus based on
our definition, the largest signal strength for destructive interference is 1, which explains
why pit defects have lower signal strength than bump defects under a +90° phase shift. If
a —90° instead of a +90° phase shift is applied to the pupil function, bump defects utilize
destructive interference to improve the defect signal and have lower sensitivity to the defect
height variation. Pit defects, which utilize constructive interference to enhance the defect
signal, have larger signal strength than bump defects and higher sensitivity to the defect
height variation. The orientation of the phase shift determines the defect signal sensitivity
to the defect height.

Moreover, the defect signal increases first then decreases with an increase in the defect
width, as shown in Fig. 2.10b. At the first stage, below the resolution limit, scattered light
from the defect cannot be collected by the pupil due to its large diffraction angle. As the
defect size increases, the scattering angle becomes smaller and more light is collected by the
pupil, thus the defect signal increases. At the second stage, the scattering angle decreases
with an increase in the defect size. Part of the scattered light gets into the central phase-
shifted region which is used to phase shift the background intensity, thus the phase contrast
effect is reduced. This indicates that a proper pupil design is necessary in order to maximize
the defect signal from the target defect. Moreover, if the defect width is varied, the peak
defect signal position varies for the conventional bright field method, but stays at the same
position for the Zernike phase contrast method, as shown in Fig. 2.10c. This shows another
advantage of the Zernike phase contrast method: the largest signal at best focus can be
collected without any dependence on the defect shape.

To further improve contrast, the apodization method is utilized to reduce the background
intensity level. Figure 2.11 shows the result of a bump defect with different apodization
levels. For the case with only 25% background electric field transmission (0.25 APD), the
defect signal has a 6x enhancement compared with the case with 100% background electric
field transmission (1.0 APD). However, the pit defect suffers from the use of destructive
interference. This will be discussed in the Section 2.4, but the result is that apodization is
not the best way to improve the pit defect signal.

2.2.3 Impact of the Zernike phase contrast method on phase
defect SNR

As shown in the previous section, the defect SNR is defined as defect signal divided by
speckle noise plus system noise. Therefore, the Zernike phase contrast method has to not
just improve the defect signal, but it must also not increase the speckle noise.

Fig. 2.12a shows the speckle noise through-focus behavior under the Zernike phase con-
trast method and the conventional bright field method. Since the mask roughness is also
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Figure 2.10: (a) Defect signal of the bump (Blue) and the pit (Red) defects at best focus
with different defect heights using the Zernike phase contrast method. Defect FWHM = 60
nm. (b) Defect signal of bump defects at best focus with different defect widths using the
Zernike phase contrast method. Defect Height = 1 nm. (c) Peak defect signal position using
the Zernike phase contrast method (Red) or the conventional bright field method (Black).
Defect Height = 1 nm. Defect FWHM = 60 nm.
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Figure 2.11: Defect signal of bump defect at best focus with different apodization conditions
using the Zernike phase contrast method. Defect Height = 1 nm. Defect FWHM = 60 nm.
1.0 apodization means the background electric field transmission is 100%. 0.25 apodization
means the background electric field transmission is 25%.

phase-dominated, a similar trend as defect signal is expected. This indicates that both de-
fect signal and speckle noise at best focus are amplified with a +90° phase shift in the pupil
plane. Even though the signal and noise are increased at the same time, the defect signal has
a stronger enhancement than speckle noise, thus resulting in larger SNR at best focus. With
the consideration of system noise, the noise is increased by 2x while the signal is increased
by 16x, which results in an overall 7.7x enhancement on defect SNR at best focus.

Comparing the best scenario between these two different approaches, the defect SNR at
best focus using the Zernike phase contrast method is still 18% higher than the best defect
SNR that can be achieved by the conventional bright field method, as shown in Fig. 2.12b.
The results shown here indicate that a higher defect sensitivity and in-focus inspection can
be achieved by the Zernike phase contrast method to improve inspection efficiency of the
actinic blank inspection tool.

The other aspect in the defect SNR enhancement by the Zernike phase contrast method
is the role of the system noise. As shown in Fig. 2.12c¢, the magnitude of the system noise
determines the impact of the Zernike phase contrast method on SNR. If the system noise is
the dominant noise source, the impact of the Zernike phase contrast method is mainly on the
defect signal while the noise term stays almost constant, thus resulting in larger SNR. On
the other hand, if the speckle noise is the dominant noise source, the impact of the Zernike
phase contrast method can be on both the defect signal and the speckle noise, which changes
the noise terms in Eq. 2.2 accordingly. Therefore, it can result in smaller SNR enhancement.

Figure 2.13a shows the signal, speckle noise, and defect SNR results at best focus with
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Figure 2.12: (a) Noise at different defocus positions using the Zernike phase contrast method
(Red) and the conventional bright field method. The list shows the signal, noise, and SNR
at best focus by these 2 methods. (b) Defect SNR at different defocus positions by the
Zernike phase contrast method (Red) and the conventional bright field method (Black).
Defect Height = 1 nm. Defect FWHM = 60 nm. System Noise = 5%. (c) Defect SNR
at best focus by 2 different methods under different system noise. The ratio indicates the
relative enhancement by the Zernike phase contrast method over the conventional bright
field method. Defect Height = 1 nm. Defect FWHM = 60 nm.

+90° and apodization. Without normalizing the defect signal and speckle noise to the
background level at different apodization conditions, their absolute values are lower as the
background transmission decreases. However, the speckle noise drops faster than the defect
signal. The difference is due to their frequency distribution. In this analysis, the phase defect
FWHM is 60 nm, while the mask roughness correlation length is ~ 100 nm. The width and
the correlation length are mask features determined by the multilayer deposition process.
As shown in Fig. 2.13b, the mask roughness has a dominant low-frequency component.
This is the reason why by applying the apodization in the pupil design can have a stronger
reduction in speckle noise than defect signal thereby improving the SNR. Note that this
conclusion would change, should the relative spectral content between defects and mask
roughness change.
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Figure 2.13: (a) Defect signal (Black, solid), speckle noise (Black, dash), and defect SNR
(Blue) under different apodization conditions. The x-axis shows the reduced transmission or
background electric field level. The signal and noise shown here are not normalized to the
background level. Defect Height = 1 nm. Defect FWHM = 60 nm. System Noise = 5%.
(b) Surface roughness power spectrum density (PSD) by scatterometry measurement of the
EUV mask.

The results shown here indicate that the Zernike phase contrast method has some advan-
tages over the conventional bright field method for blank inspection. However, the benefit
of apodization on defect SNR depends on the type of defect. Moreover, if apodization is
applied to the pupil plane design and further lowers the background transmission to 0, the
imaging system enters the dark field configuration. The defect SNR behavior in the dark
field method is different from the Zernike phase contrast method and needs to be discussed.
A detailed study on a comparison between the dark field method and the Zernike phase
contrast method is conducted in Section 2.4.

2.3 Experimental result of the Zernike phase contrast
method on programmed defect mask using the

SHARP EUV microscope

First, defect SNR comparison between the conventional bright field method and the Zernike
phase contrast method is presented for the smallest defect found on a programmed defect
test mask using the Zernike phase contrast method. Then data is presented from a variety
of defect sizes, and the impact of absorption on defect signal through-focus behavior is
discussed. Finally, through-focus defect images are shown for the inspection of a native
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Figure 2.14: (a) Simulation results of defect signal at different defocus positions using the
conventional bright field method: Pure phase defect (Black), phase defect with 50% electric
field absorption (Red), phase defect with 75% electric field absorption (Blue). (b) Simulation
results of defect signal at different defocus positions using the Zernike phase contrast method
with the same labeling conventions as in (a).

bump defect under various apodization conditions.

2.3.1 Background on interpreting measured defect information

To determine the actual defect information on the programmed mask, a phase retrieval
algorithm based on the weak object approximation is used [27]. The extracted defect data
will enable quantitative comparison of the experimental results to expected and modeled
results.

Although for convenience phase and absorber defects are considered separately, in reality,
true defects are almost always a combination of the two types [28]. To address this fact, the
effectiveness of the Zernike phase contrast method in the presence of such real world mixed
defects is discussed. The simulated through-focus impact of increasing defect absorption
in the conventional bright field method is shown in Fig. 2.14a. The defect signal at best
focus increases with the absorption. Despite this significant change in behavior with defect
absorption, the Zernike phase contrast method can still manipulate the phase component of
the defect and enhance the defect sensitivity, as shown in Fig. 2.14b.
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Figure 2.15: The measured programmed defect height (Black) and FWHM (Blue) on the
surface by AFM. The defect information for defects with a width 40 nm and 45 nm on the
substrate are below AFM detection sensitivity.

2.3.2 Experimental settings and parameters

The test sample for the experiment is a programmed defect mask [29]. The substrate defects
are defined by electron-beam lithography using a 48 nm thick hydrogen silsesquioxane (HSQ)
photoresist with a square shape on a quartz substrate. The target defect sizes are from 40 to
75 nm and are considered effectively isolated defects. Figure 2.15 shows the height and the
FWHM of the programmed defects on the multilayer surface as measured by atomic force
microscopy (AFM). The surface height is in the range of 0 to 4 nm and the FWHM on the
surface ranges from 40 to 60 nm. As previously reported [29], the defects below 50 nm in
width on the substrate fall below the AFM detection sensitivity limit and thus have been
omitted from the plot presented here.

The experiment is conducted using the SHARP tool [31], a synchrotron-based EUV mi-
croscope for photomask research located at LBNL, as shown in Fig. 2.16. Unlike most of the
commercially available EUV lithography tools, The SHARP EUV microscope uses diffractive
optics instead of reflective optics for its imaging lens. This enables the possibility of easily
including various pupil designs for different applications [30]. Zone displacement is used to
create the phase shift at the desired locations in the pupil and absorbing blocks along each
zone are used to modulate the transmission efficiency thereby controlling the apodization.
A detailed description of the zoneplate pattern generation algorithm is presented in Chapter
5. SEM images of the fabricated Zernike phase shift SHARP zoneplates are shown in Fig.
2.17. The quarter wavelength (%) displacement in the zone, indicated by the dash lines in



CHAPTER 2. ENHANCING PHASE DEFECT DETECTION SENSITIVITY FOR
EXTREME ULTRAVIOLET ACTINIC MASK BLANK INSPECTION 25

ALS Beamline 1132
M, KB E M,KB H

beam
diagnostics

ellipsoidal

condenser pupil fill

monitor

ZP array

visible

‘ micmuopc/

Figure 2.17: The SEM images of the off-axis Fresnel zoneplates implemented in the SHARP
EUV microscope: (a) 90° phase shift and 100% transmission. (b) 90° phase shift and 69%
transmission. (c) 90° phase shift and 41% transmission. (d) 90° phase shift and 20% trans-
mission. (e) 90° phase shift and 8% transmission.
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Fig. 2.17a, represents a relative 90° phase shift between these two regions in the pupil plane.
The ratio of the blocks along the lines in Fig. 2.17a to Fig. 2.17e shows the intensity modu-
lation from 100% down to 8% for Fig. 2.17e. The reported intensity transmission values are
directly measured in the SHARP EUV microscope. The 4xNA of the bright field and the
Zernike phase contrast zoneplates is 0.33. The illumination condition for the experiment is
disk illumination with a sigma value of 0.3 or 0.5 depending on the situation. A focus range
of £5 um in 500-nm steps is used.

2.3.3 Enhanced defect SNR using the Zernike phase contrast
method

Figure 2.18 shows the complex electric field amplitude and phase from the programmed
defect with a width 40 nm on the substrate. The electric field is extracted from the through-
focus aerial images using a phase retrieval algorithm [27]. From the complex field of the
defect, the effective defect height can be recovered. With a 19° phase shift, the effective
height of the 40 nm defect is 0.35 nm. It is interesting to note that this defect is not
readily measurable by AFM in the presence of surface roughness. Figure 2.19 shows the
measured through-focus SNR of the 40 nm defect (0.35 nm effective height) using zoneplates
with phase shifts of 0° and 90°. At 0° (the conventional bright field method), the through-
focus behavior qualitatively matches the expected behavior for a pure phase defect with its
minimum sensitivity at best focus. On the other hand, at 90° (the Zernike phase contrast
method), strong signal strength is observed at best focus with an SNR of 8. The results
demonstrate the ability to control the through-focus behavior of multilayer phase defects by
adding the phase shift in the pupil plane and verify the simulation results in the previous
section that the Zernike phase contrast method can be used to improve inspection efficiency
of the phase-dominated multilayer defects with a single scan at best focus. More importantly,
an SNR ~ 8 is achieved for a phase defect which is below the AFM noise level. This shows
the importance of actinic blank inspection, which can detect a defect at EUV wavelength
that cannot be identified by physically scanning the surface.

2.3.4 Change in nature of programmed defects with size and
inspection implications

Figure 2.20a shows the extracted defect electric field amplitude and phase from the SHARP
measurements for programmed defect widths ranging from 40 nm to 75 nm on the substrate.
The electric fields show that small defects have little amplitude attenuation but the atten-
uation grows and thereby transmission decreases nearly linearly with size. This change in
nature of the programmed defects with size can also be seen in the measured SNR through-
focus behavior for particular defect sizes for bright field inspection. Specifically, Fig. 2.20b
shows the defect through-focus SNR from the SHARP measurements for the 40 and 60 nm
defects. The 40 nm defect has negligible absorption and the defect SNR is unacceptably
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Figure 2.18: Electric field amplitude and phase extracted from through-focus defect aerial
images by phase retrieval algorithm. The phase shift degree can be related to the height of
the defect.
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Figure 2.19: Defect SNR at different defocus positions for the 40 nm defect (0.35 nm effective
height) with the conventional bright field method (Black) and the Zernike phase contrast
method (Red).
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low at best focus. On the other hand, the 60 nm defect has a more substantial absorption
component and is detectable in focus and has its minimum SNR shifted out of focus.

The Zernike phase contrast method can manipulate the phase component of the multi-
layer defects to provide adequate SNR at best focus for both small and large defects. Figure
2.21 shows the comparison between the bright field method and the Zernike phase contrast
method measurements from the SHARP EUV microscope for 40 nm and 60 nm defects. Both
cases indicate that with the Zernike phase contrast method, the defect SNR at best focus is
better than the bright field situation even for the attenuated phase defect, as shown in Fig.
2.21b. The results show that as long as the defect has a significant phase component, the
Zernike phase contrast method is effective at enhancing in-focus inspection capabilities with
high defect sensitivity. On the other hand, if the restriction of in-focus inspection is lifted,
the Zernike phase contrast method can outperform the conventional bright field method by
a higher peak SNR at optimum defocus position, as shown in Fig. 2.21b. Table 2.1 tabulates
a subset of the data in focus from 40 nm to 70 nm defects by both methods, showing the
impact of defect absorption on SNR improvement by the Zernike phase contrast method.

Method and Defect

40 nm

50 nm

60 nm

70 nm

Bright field

0.7

3.6

12.3

17.1

Zernike phase contrast

7.8

11.6

21

20

Ratio

11x

3.2%

1.7x%

1.1x

Table 2.1: Programmed defect tabular measurements of SNR at best focus by the bright
field method and the Zernike phase contrast method.

The SNR at best focus for defects with widths ranging from 40 nm to 70 nm is shown in
Fig. 2.22 for the conventional bright field method and the Zernike phase contrast method.
The behavior depends on the combination of defect height, width, and absorptivity. The
defect height determines the optical path length which means it determines the amount of
phase component of the defect. Detecting this phase with the Zernike phase contrast method
gives a major improvement and provides acceptable SNR for programmed defects below 60
nm. The defect width on the surface determines the scattering angle of the defect diffraction
as described in Fig. 2.10b. A narrower defect has a larger range of scattering angles and
thus not all the photons can be collected by the pupil. A wider defect has a smaller range
of scattering angle but more of the scattered light passes through the central phase shifted
region thus the effect of phase contrast for this portion of the light can be negated. The
absorption component of the defect improves the in-focus component for large defects to the
point that a nearly similar and adequate SNR is obtained in focus for larger defects. The
position of minimum SNR and the asymmetric peak SNR value both are strongly dependent
on the absorption of the defect and, in fact, can be used to recognize the nature of the phase
versus amplitude of the defect.
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Figure 2.20: Programmed defect measurements (a) Effective height (Black) and transmis-
sion/amplitude (Blue) for programmed defects with a width ranging from 40 nm to 75 nm
on the substrate. (b) Defect SNR at different defocus positions for the 40 nm defect (0.35
nm effective height, black) and the 60 nm defect (1.24 nm effective height, red) from bright
field images.

(a) (b)

i N — Bright field P s —— Bright field
s === Phase contrast

+ Vv === Phase contrast

L}
]
)

SNR
SNR

-6‘-4--2.0‘2‘4‘6 -6-:1-2024 6
Defocus Position (um) Defocus Position (um)

Figure 2.21: Programmed defect measurements for SNR, at different defocus positions for
the Zernike phase contrast method (Dash) compared to the bright field method (Solid): (a)
40 nm defect (0.35 nm effective height). (b) 60 nm defect (1.24 nm effective height).
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Figure 2.22: Programmed defect measurements of SNR at best focus by the bright field
method (Black) and the Zernike phase contrast method (Blue) for defects with widths ranging
from 40 nm to 70 nm on the substrate.

2.3.5 Impact of apodization on defect signal, noise, and defect
SNR

In order to further improve the SNR, apodization is applied in the pupil to suppress the
low-frequency components of the speckle noise from surface roughness while at the same
time increasing the contrast of the defect image by lowering the background intensity level
as discussed in the previous section. For this case, a native defect found on the mask
with an effective size of 1.23 nm x 120 nm is used. The effective size is extracted using a
phase retrieval method [27] and is shown in Fig. 2.23. Five different apodization intensity
transmission values are examined: 100%, 69%, 41%, 20%, and 8% for the 90° Zernike phase
shift case and are compared with the conventional bright field result. The illumination for
this set of data is a disk with a sigma value of 0.5.

Figure 2.24 shows the list of the aerial images of the native defect at different defocus
positions using different zoneplates on the SHARP EUV microscope. The background in-
tensity is normalized to a clear field value of unity in order to compare the defect signal in
these different situations. The defect intensity from the conventional bright field method
(0°/100%) nearly disappears at best focus, while the results for the Zernike phase contrast
method (90°/100%) has peak sensitivity at best focus as expected. Moreover, as the back-
ground intensity transmission value is lowered to 8%, the defect signal strongly increases to
nearly 3.5x the background level, but the speckle noise from the substrate phase roughness
is also observed to increase.
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Figure 2.23: Electric field amplitude and phase for a native defect extracted from through-
focus aerial images using the phase recovery algorithm. The effective height is 1.23 nm based
on the phase of the defect.

Oum |[+2um | +4 um
oo [l T EH B
w00 [l I B B B
o6 [l B EH B B
o4% [l B B B B -
o2 [l B K B B W
oo @ 0 EE B

Figure 2.24: Aerial images from the SHARP EUV microscope for a native defect (1.23 nm
effective height) at different defocus positions under different pupil designs. The effective
height is 1.23 nm based on the phase of the defect.



CHAPTER 2. ENHANCING PHASE DEFECT DETECTION SENSITIVITY FOR

EXTREME ULTRAVIOLET ACTINIC MASK BLANK INSPECTION 32

16

.g 1.0}

o 414

Z

~ 08}

@ 412

= 14

o %6F =

(7]

- 410

o

N o4}

®© 48

£

-

o o0z}

z Il [l 1 [l Il 6

04 0.6 0.8 1.0

e
=3
o
Y

Transmission

Figure 2.25: Defect signal (Black, solid), noise (Black, dash), and defect SNR (Blue, solid)
for a native defect (1.23 nm effective height) as measured on the SHARP EUV microscope
at best focus under different transmission of the 0.5 sigma apodization in the phase shifted
region.

The change in the defect signal and speckle noise versus apodization levels as measured
on the SHARP EUV microscope is shown in Fig. 2.25. The vertical axis on the left is used
for both signal and noise. It is normalized to the value for the 100% transmission and a 90°
phase shift case without normalizing to their individual background levels. Both signal and
noise start from 1 at the transmission of 1. As expected, the normalized signal decreases with
a decrease in the transmission (stronger apodization). There are two important observations.
The first observation is that although the signal decreases with decreasing transmission, the
rate of decrease is quite low. The signal level is still 43% when the transmission apodization is
only 8%. This is due to most of the scattered light from the defect falling in the unattenuated
region between the central apodization and the edge of the pupil. The second important
observation is that the noise is decreasing faster than the signal with a decrease in the
transmission. This is because most of the diffracted light from the phase noise roughness
is scattered at low angles that fall within the apodized pupil region. The speckle noise is
decreased by a factor of 2 more than the defect signal and results in doubling the defect SNR,
from 7 to 14 at an apodization transmission of 8%.



CHAPTER 2. ENHANCING PHASE DEFECT DETECTION SENSITIVITY FOR
EXTREME ULTRAVIOLET ACTINIC MASK BLANK INSPECTION 33

2.4 Phase defect inspection efficiency comparison

between the Zernike phase contrast method and
the dark field method

In the previous sections, the simulation and experimental results show the advantages of the
Zernike phase contrast method over the conventional bright field method on phase defect
inspection. In this section, comparison between the Zernike phase contrast method and
the dark field method on the phase defect inspection efficiency is presented. The impacts
of defect type, resolution, and photon density on both methods’ inspection efficiency are
discussed respectively. Moreover, the photon shot noise and the camera noise are included
in the SNR calculation, instead of a simplified constant system noise assumption used in the
previous sections. In the end, the pupil design matrix study shows the phase defect SNR
performance under various phase shifts and apodization conditions.

2.4.1 Simulation settings and parameters

The simulation study uses a thin mask 2D model to generate the EUV (13.5 nm) images. To
model the defect, Gaussian-shaped phase defects height or depth are 1 nm and their FWHM
are 60 nm are used [9]. The mask roughness is assumed to be 60 pm with a correlation length
~ 100 nm [24, 25]. The defect and mask roughness images are simulated independently to
account for the impact of defect signal and speckle noise. Since a defect can be viewed simply
as an extreme event in the mask roughness height distribution, the defect height profile is
not directly added to the mask roughness height profile.

For the imaging conditions, an outer NA of 0.2 and inner NA (central obscuration) of
0.1 and a disk illumination NA of 0.1 are used as described in Ref. [26]. In order to include
phase shift and apodization in the discussion, the pupil functions with phase shifts ranging
from 0° to +180° whose shape is matched to the disk illumination is used. Apodization
is defined as the electric field transmission of the background level of the pupil function,
ranging from 10% ~ 100%. Moreover, to account for the impact of photon levels and pixel
size, 1 photon/nm? is used as the bright field level photon density.

To get a better understanding of defect SNR performance, the system noise sources are
divided into photon shot noise induced by defect signal and background intensity, and a
camera noise from the dark current of the CCD camera, thus Eq. 2.2 is redefined as:

Defect Signal

Defect SNR =
eree Speckle Noise + Photon Shot Noise + Camera Noise

(2.3)
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Figure 2.26: Defect Signal for bump and pit under different apodization conditions: 10%
(Blue), 50% (Black), and 100% (Red) background transmission. The defect signal doesn’t
include pixel size into consideration.
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Figure 2.27: Defect Signal for bump defect under 10% (Blue) background transmission by
the Zernike phase contrast method, and the dark field method (Red). The defect signal
image doesn’t include pixel size into consideration.
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Figure 2.28: Defect SNR (Black) by the Zernike phase contrast method with 10% background
transmission at different photon levels. The enhancement (Blue) is the defect SNR ratio
between the Zernike phase contrast method and the dark field method. Enhancement > 0
means the Zernike phase contrast method has better defect SNR. Pixel size: 25 x 25 nm?.

2.4.2 Impact of defect type, resolution, and photon level on
defect SNR by the dark field method and the Zernike
phase contrast method

Figure 2.26 shows the impact of apodization on different defect types. Even though the
apodization can reduce the background intensity level to improve the image contrast and
suppress the speckle noise by filtering its low-frequency component, the bump and pit phase
defects have different results. Bump defect has better image contrast while the pit defect
signal saturates at one point and the peak signal switches sign as the apodization increases.
The reason is, under same phase shift condition (+90°), a bump defect experiences construc-
tive interference and has a peak signal larger than the background level, while a pit defect
experiences destructive interference and has a peak signal lower than the background level.
Therefore, pit defect signal saturates at the bottom of the bright field level and switches
sign as the apodization increases, since the intensity always has to be positive. The results
indicate that to detect both types of phase defects using the Zernike phase contrast method,
apodization should not be applied to the pupil design.

Pixel size is another important factor in inspection efficiency calculation. Smaller pixel
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size gives a better image resolution on the mask, thus has higher detection sensitivity. Larger
pixel size reduces the inspection time under fixed scanning speed, thus improves the through-
put of the inspection system. Figure 2.27 shows the sub-resolution image (pixel size = 1
nm/pixel) by the Zernike phase contrast method and the dark field method. For the defect
signal obtained by using the Zernike phase contrast method, the side lobes of the defect
signal can cancel out the peak signal enhancement, depending on the pixel size. At smaller
pixel size, the side lobe is not included and results in a higher defect signal. At larger pixel
size, the side lobes below the bright field level are included in the same pixel and compensate
the enhancement on peak defect signal, thus resulting in a smaller defect signal. For the de-
fect signal by the dark field method, a similar situation does not exist since the background
intensity is 0. Therefore, the defect signal increases accordingly with an increase in the pixel
size. The results shown here indicate that the advantage of defect signal strength by the
Zernike phase contrast method over the dark field method is pixel size dependent.

The photon density (source power) impacts the defect SNR enhancement as well. As
shown in Fig. 2.28, even though larger photon density increases the defect SNR by using
the Zernike phase contrast method, the enhancement is smaller compared with the dark
field method. This is due to the increasing photon shot noise from the background intensity
with an increase in photon density for the Zernike phase contrast method. Therefore, the
Zernike phase contrast method with 10% background transmission only has better defect
SNR performance than the dark field method when the photon level is < 2 photons/nm?.
As the photon level increases, the dark field method shows better defect detection sensitivity.

2.4.3 DMatrix study on the defect SNR performance under
different pixel sizes, phase shifts, and apodization
conditions

Systematic study of pupil design and pixel size shows the inspection efficiency comparison
between the Zernike phase contrast method and the dark field method in Fig. 2.29. Ratio
> 1 indicates the Zernike phase contrast method has better performance. Each plot contains
9 different pixel size settings from 10 nm to 500 nm. FEach pixel size settings has various
phase shifts and apodization conditions. The x-axis shows different phase shifts in the pupil
plane, ranging from 0° to 180°. The y-axis shows different background transmission, ranging
from 10% to 100%.

As discussed in the previous section, Figure 2.29 shows that the Zernike phase contrast
method can have better phase defect detection sensitivity over the dark field method when
the pixel size < 25nm, and roughly a 90° phase shift without apodization in the pupil plane.
Moreover, since the bump and pit defects experience different types of interference under
the same phase shift condition, the detection sensitivity is different for them even under the
same pupil and pixel size condition. The result shown here indicates that the dark field
method is the better configuration since it can operate at larger pixel size with high defect
SNR on both types of phase defects from inspection efficiency perspective.



CHAPTER 2. ENHANCING PHASE DEFECT DETECTION SENSITIVITY FOR
EXTREME ULTRAVIOLET ACTINIC MASK BLANK INSPECTION 37

(a) Bump Defect
- l 400 nm l 300 nm

os]
s
os
"o
i &

. o 20 0 ) = 100

Ii . 125nm Iﬁ E 100 nm ©
' ] i’il | o
B i P
50 nm I 25 nm lﬁ 10nm M
(b) ~Pit Defect
gg E oo |E
250 nm !j . 125nm Ii ©
»m F o oC
50 nm If Ii

s
Mo eo tes @ o lp

Figure 2.29: Defect SNR for (a) Bump and (b) Pit defect under different pixel sizes. The
ratio is defined as the defect SNR by the Zernike phase contrast method over the dark field
method. Ratio > 1 means the Zernike phase contrast method has better defect SNR. X-axis:
phase shifts in the pupil plane (0° ~ 180°). Y-axis: apodization conditions (10% ~ 100%
background transmission).
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2.5 Impact of tool design on defect detection
sensitivity for a dark field based actinic blank
inspection tool

Nearly defect-free mask blanks, and thus high sensitivity defect detection, are crucial to the
commercial viability of EUV lithography. In addition to high sensitivity, high throughput is
also critical to mask blank inspection. Here the design study exploring the design tradeoff
for an actinic blank inspection tool is reported.

In the previous section, the dark field configuration was found to be the most effective
method to get the best overall defect detection sensitivity on a range of defect types. There-
fore, the dark field configuration is used to study the impact of tool design choices in 3
categories: pixel size, EUV source type, and photon collection efficiency.

First, this section examines the impact of pixel size on the relationship between signal
and noise. Situations in which different noise sources dominate such as speckle noise or
photon shot noise can result in different optical designs to maximize the defect SNR. Next,
the impact of EUV source type on the choice of optics NA and illumination condition is
discussed. The results show that increased photon density can compensate for the loss of
the defect signal at larger partial coherent illumination for plasma-discharged sources, thus
larger partial coherent illumination is the preferred setting. The impact of photon collection
efficiency is also discussed by varying the outer NA or increasing photon density, showing
that the impact of outer NA is pixel size dependent and increasing photon density cannot
always result in higher defect SNR.

2.5.1 Simulation settings and parameters

In this section, a thin mask 2D model is used to generate the EUV (13.5 nm) images. The
defect and mask roughness images are simulated independently to account for the impact
of defect signal and speckle noise respectively. Since a defect can be viewed simply as an
extreme event in the mask roughness height distribution, the defect height profile is not
directly added to the mask roughness height profile. The data process flow is shown in Fig.
2.30 and also described in Ref. [32]. First, pixel-binning of the densely-sampled aerial image
is utilized to mimic the results under different inspection pixel sizes for both defect and
surface roughness images. Then the simulated detected image intensity is scaled in photons
based on the illumination settings. Finally, the defect signal and the speckle noise can be
calculated from these images, and the SNR is computed, as shown in Eq. 2.4.

Defect Signal

Defect SNR =
eree Speckle Noise + Photon Shot Noise + Camera Noise

(2.4)

As shown in Fig. 2.31a, Gaussian-shaped phase defects with height either 0.5 nm or 1
nm and an 60 nm FWHM are used based on the typical results describe in Ref. [9]. For
speckle, the mask roughness is assumed to be 60 pm which is within the range (50 ~ 70



CHAPTER 2. ENHANCING PHASE DEFECT DETECTION SENSITIVITY FOR
EXTREME ULTRAVIOLET ACTINIC MASK BLANK INSPECTION 39

Defect Image

100 x 100 nm?

Roughnessimage Roughnessimage
Pixel Size = 100 nm Pixel Size = 500 nm

Image size: 10 x 10 um?  Zoom-in: 200 x 200 nm?2

Image size: 10 x 10 um?

1. Thin mask image simulation 2. Image pixel binning for different
(Densely-sampled image) pixel sizes

5. Calculate defect SNR 4. Calculate defect signal 3. Scale image to expected
based on Eq. 1 & speckle noise intensity in photons

Figure 2.30: Data process flow. Images shown in this figure are in the dark field imaging
mode. Tmages physical size: 10 x 10 um? (zoom-in images physical size: 200 x 200 nm?).
Roughness image in raw image section is in log-scale to improve the visibility. The rest of
the images are in linear scale. Binned defect images are not shown in the figure since the
defect intensity distribution is smaller than the pixel size and thus the ideal binned defect
image contains only a single bright pixel in an otherwise completely dark field.
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Figure 2.31: (a) Defect information. (b) Optics and illumination definition.



CHAPTER 2. ENHANCING PHASE DEFECT DETECTION SENSITIVITY FOR
EXTREME ULTRAVIOLET ACTINIC MASK BLANK INSPECTION 40

pm) for a typical high-quality EUV mask blank [24], and the correlation length of the mask
roughness is &~ 100 nm based on experimental results [25]. For the imaging conditions, a
dark field configuration is assumed as described in Ref. [26] with an outer NA of 0.15 to
0.5, inner NA (central obscuration) of 0.025 to 0.25 and a disk illumination NA of 0.01 to
0.25 are used, as shown in Fig. 2.31b. For the detector conditions and photon densities, the
pixel size is in the range of 100 nm to 500 nm in mask scale, and the photon level on the
mask is 0.1 ~ 62.5 photons/nm?. the actual number of photons per pixel detected at the
CCD camera is also noted to be only 1% ~ 5% of the bright field level due to the dark field
configuration, the EUV mirror loss, and the CCD camera efficiency. To consider the impact
of different source types in the following discussion, the DPP (Discharge produced plasma) /
LDP (Laser-assisted discharge plasma) sources are assumed to have a varied photon density
depending on illumination NA, while the compact synchrotron or free electron laser sources
are assumed to have a fixed photon density as a function of illumination NA [33, 34, 35].
Schematic diagrams of the sources are shown in Fig. 2.31. Equation 2.4 defines the defect
SNR used in the following discussion.

2.5.2 Impact of pixel size on defect SNR

Pixel size determines the image resolution and also the inspection efficiency. Pixel size
depends on both CCD camera pixel size and magnification of the optical system. The
impact of pixel size on the defect signal and the noise under fixed optics and illumination
setting is shown in Fig. 2.32. As pixel size increases, more photons per pixel results in
larger signal and noise. A 30% signal strength enhancement is achieved while the noise is
increased by 300% when the pixel size is increased from 100 nm to 500 nm. This is due to
the size of the target defect image being smaller than the smallest considered pixel size, thus
further increasing the pixel size has a minor impact on signal strength compare to speckle
noise. Moreover, the relationship between speckle noise and signal shot noise varies as well.
As shown in Fig. 2.32b, the signal shot noise is the dominant noise source at smaller pixel
size, meaning that the defect SNR can be improved by the larger signal strength coming
from increased photon density. On the other hand, the speckle noise is the dominant noise
source at larger pixel sizes meaning that the signal and noise increase simultaneously with an
increase in photon density. Figure 2.32c shows the defect SNR comparison between various
pixel sizes for different optical configurations. The results indicate that compared with the
NA of the optical system, the pixel size is the dominant factor on defect SNR performance.
The results shown here indicate that there is a trade-off between inspection efficiency and
defect detection sensitivity. Larger pixel size can scan the mask blank faster than the smaller
pixel size configuration, but the defect sensitivity is also lower than the smaller pixel size
configuration .
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Figure 2.32: (a) Normalized defect signal (Black) and noise (Blue) under various pixel sizes,
relative to the value at 100 nm pixel size. Noise includes signal shot noise, speckle noise,
and camera noise. Photon density: 5.6 photons/nm?. Pixel size: 100 ~ 500 nm. Outer
NA / Inner NA / Illumination NA: 0.25 / 0.075 / 0.075. (b) The impact of pixel size on
different noise sources. Signal shot noise (Black) and speckle noise (Red). Photon density:
5.6 photons/nm?. Pixel size: 100 ~ 500 nm. Outer NA / Inner NA / Illumination NA: 0.25 /
0.075 / 0.075. (c) Defect SNR under various pixel sizes at different optical NA configurations.
Photon density: 10 photons/nm?. Pixel size: 100 ~ 500 nm. Defect and roughness used in
this figure: Height = 1 nm, FWHM = 60 nm. Mask roughness: 60 pm.
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2.5.3 Impact of source type on defect SNR

The relationship between partial coherence and collected source power depends on the EUV
source type. Synchrotron type sources allow a new degree of freedom in that the partial
coherence can be adjusted independently of the collected source power. This can be achieved,
for example, using a scanning mirror to create arbitrary pupil-fill patterns from the coherent
beam while maintaining the photon density [31]. On the other hand, for plasma-discharge
sources like LDP or DPP, larger illumination NA increases the partial coherence and at the
same time increased the photon density.

Figure 2.33a shows the impact of larger illumination NA and photon density on defect
signal strength for LDP / DPP sources. The results indicate that larger partially coherent
illumination actually improves the defect signal strength by compensating for the loss of
defect signal from increasing photon density. Therefore, in the signal shot noise dominated
situation, different source types need different illumination settings to reach optimum defect
SNR. As shown in Fig. 2.33b, larger partial coherent illumination results in better defect
SNR for discharge type sources, while coherent illumination results in higher defect SNR for
synchrotron type sources.

In the dark field configuration, the relationship between illumination NA and inner NA
(central obscuration) determines the defect signal strength and thereby the overall defect
SNR. Figure 2.34a shows the impact of the mismatch between illumination and inner NA
on defect signal strength, the defect signal using coherent illumination is down to 0.5% of
the reference value at illumination NA = 0.25 when the optical system is using an inner NA
= 0.25. Therefore, the illumination NA has to match the inner NA (central obscuration) to
maximize the defect SNR, as shown in Fig. 2.34.

2.5.4 Impact of photon collection efficiency on defect SNR

With larger outer NA, more scattered light can be collected by the inspection system, but
this does not necessarily translate to a higher defect SNR. Figure 2.35a shows the trend of
signal and noise as a function of pixel size as the outer NA increases. At pixel size = 100 nm,
which is roughly the size of the defect image, increasing the outer NA initially increases the
signal faster than the noise thereby resulting in higher SNR, but the defect SNR improvement
saturates as the outer NA exceeds 0.3. On the other hand, at pixel size = 500 nm, larger
outer NA increases the noise faster than the defect signal thereby resulting in lower defect
SNR, but the impact on defect SNR also saturates as the outer NA surpasses 0.3. Figure
2.35b shows the impact of outer NA on various noise sources under different pixel sizes. At
pixel size = 100 nm, signal shot noise is slightly larger than the speckle noise and both noise
sources have a similar trend as outer NA increases. At pixel size = 500 nm, speckle noise
is the dominant noise source and therefore determines the trend for the noise shown in Fig.
2.35a. The results here indicate that as pixel size varies, the relationship between various
noise sources varies as well which results in different responses as the outer NA increases.
Also, based on the frequency distribution of the mask roughness and the defect shape, outer
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Figure 2.33: (a) The impact of illumination NA on signal strength (Blue) and photon density
(Green) for a plasma source. The signal is normalized relative to the value at illumination
NA = 0.025. Defect size: Height = 1 nm, FWHM = 60 nm. Pixel size: 100 nm. Outer
NA: 0.5. Inner NA is the same as illumination NA for this plot. (b) Defect SNR at different
optical NA configurations and source types. Defect size: Height = 0.5 nm, FWHM = 60 nm.
Mask roughness: 60 pm. Photon density: 0.1 ~ 62.5 photons/nm? for DPP / LDP source
(10 photons/nm? at illumination NA / inner NA = 0.1). 10 photons/nm? for synchrotron /
FEL source. Pixel size: 100 nm.
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Figure 2.34: (a) The impact of illumination NA on defect signal under fixed inner NA (central
obscuration). Defect size: Height = 1 nm, FWHM = 60 nm. Pixel size: 100 nm. Outer NA
/ Inner NA: 0.5 / 0.25. (b) Defect SNR under various illumination NA and inner NA (central
obscuration) conditions using DPP / LDP source. Defect size: Height = 0.5 nm, FWHM =
60 nm. Mask roughness: 60 pm. Photon density: 0.1 ~ 5.6 photons/nm? (10 photons/nm?
at illumination NA / inner NA = 0.1). Pixel size: 100 and 500 nm. Outer NA: 0.15. (c)
Defect SNR under various illumination NA and inner NA (central obscuration) conditions
using synchrotron / FEL sources. Defect size: Height = 0.5 nm, FWHM = 60 nm. Mask

roughness: 60 pm. Photon density: 10 photons/nm?. Pixel size: 100 and 500 nm. Outer
NA: 0.15.
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Figure 2.35: (a) Normalized defect signal (Black) and noise (Blue) under various outer NA,
relative to the value of NA = 0.15. Noise includes signal shot noise, speckle noise, and
camera noise. Photon density: 5.6 photons/nm?. Pixel size: 100 and 500 nm. Inner NA /
[lumination NA: 0.075 / 0.075. (b) The impact of outer NA on signal shot noise (Black)
and speckle noise (Red). Photon density: 5.6 photons/nm?. Pixel size: 100 and 500 nm.
Inner NA / Illumination NA: 0.075 / 0.075. (c) The impact of photon density on defect SNR
under fixed optical and illumination configurations. Pixel size: 100 nm (Solid curve) and
500 nm (dash curve). Outer NA / Inner NA / [llumination NA: 0.25 / 0.1 / 0.1. Defect and
roughness used in this figure: Height = 1 nm, FWHM = 60 nm. Mask roughness: 60 pm.
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NA beyond 0.3 does not have a significant impact on defect SNR performance. Therefore, in
order to improve the defect SNR, performance, using high NA optics to improve the photon
collection efficiency is not very effective for an actinic blank inspection tool.

To improve the defect detection sensitivity of an existing blank inspection tool, upgrading
the source power might be a cost-effective approach compared to modifying the optical
imaging system. Figure 2.35c shows the impact of photon density on defect SNR under
fixed optical NA configuration. At pixel size = 500 nm, the improvement saturates at less
than 5 photons/nm? with a maximum 30% SNR improvement. At pixel size = 100 nm,
the defect SNR improvement saturates at around 40 photons/nm? with a maximum 270%
enhancement. The difference is due to the relationship between various noise sources, as
shown in Fig. 2.32b. However, when the speckle noise becomes the dominant noise source
as photon density increases, defect SNR saturates for both pixel size conditions. The result
shown here indicates that simply improving the EUV source power (photon density) does
not necessarily lead to better SNR.

2.5.5 How to improve the defect SNR by varying pixel size and
source power under fixed optical configuration

As the technology node advances, the requirement on EUV mask blank defectivity naturally
tightens. In this section, the possibility of improving the critical defect SNR by upgrading the
source power or changing the pixel size under a fixed tool optical configuration is discussed.

The outer NA, inner NA | and illumination NA used in this section are 0.25, 0.1, and 0.1
respectively. The critical defect sizes are 0.5 and 1.0 nm in height, with 1.0 nm representing
the initial EUV technology node requirement and 0.5 nm representing the expected next
generation node requirement. In both cases, a defect width of 60 nm is assumed [9]. The
mask roughness is assumed to be 60 pm with a correlation length ~ 100 nm [24, 25]. The
threshold defect SNR is set to 15 for the critical defects to ensure a high capture rate.

Figure 2.36 shows the defect SNR for both critical defects under various photon densities
and pixel sizes. As discussed in the previous sections, pixel size has the dominant impact on
defect SNR while the impact of photon density saturates in the 5 to 10 photons/nm? range.
For a 1.0 nm height defect, a pixel size of approximately 500 nm and a photon density near
2 photons/nm? is sufficient to reach the target SNR value. However, for a 0.5 nm defect, the
pixel size must be reduced to 100 nm and the photon density increased to 4 photons/nm? to
reach the target. The results also indicate that with a 500 nm pixel size, increasing photon
density does not improve the defect SNR for the 0.5 nm defect. As explained in the previous
section, this is a result of the defect SNR saturating at higher photon densities due to the
speckle noise increasing along with the defect signal.

Figure 2.37 shows the list of the required source power for actinic blank inspection to
reach the desired defect SNR in the same inspection time for the two different critical defect
sizes. Here the 1.0 nm defect is used as the reference case. The effective source power in
the illumination cone and the DPP source power in 27 sr (solid angle) are calculated based
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Figure 2.36: Critical defects SNR at best focus under various pixel sizes and photon densities.
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Figure 2.37: The list showing the EUV source power requirement under fixed inspection
time for EUV actinic blank inspection tool. *With increased CCD camera pixel counts to
cover a larger footprint on the mask which can keep the scanning speed as the same even
under smaller pixel size.
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on published results [26]. For the 0.5 nm defect, there are two scenarios: with or without
increased CCD pixel count, which can lead to different source power requirements. Without
increasing CCD pixel count, the scanning speed of the inspection tool has to increase due
to smaller field size. This also reduces the exposure time for each pixel thus introducing
an additional burden on the source power requirement. A 50X increase in source power is
needed due to the smaller pixel size and higher photon density requirement. With increased
CCD pixel count, a larger footprint on the mask can be covered in order to keep the scanning
speed the same to compensate the impact of the smaller pixel size. With this configuration,
only 2x in source power is needed for the smaller critical defect. For the DPP / LDP source,
a 10 Watt source power in 27 sr (solid angle) is enough under this new configuration for the
0.5 nm defect with an SNR ~ 15.

2.6 Conclusion

In this chapter, potential optical configurations to improve the signal strength of phase defect
and thereby increase inspection tool efficiency were discussed. To leverage the nature of the
defect, the possibility of using the Zernike phase contrast method at EUV wavelength for
phase defect inspection on EUV mask blanks was studied. The simulation results showed that
a higher defect sensitivity (+30%) and in-focus inspection capability can be achieved by the
Zernike phase contrast method, while the conventional bright field method needed through-
focus scanning and resulted in lower defect detection sensitivity. With the consideration of
defect SNR, the Zernike phase contrast method still has higher SNR (+18%) even though
the speckle noise from the phase-dominated mask roughness is also increased. Moreover,
with apodization in the pupil plane, the defect SNR can be further improved by utilizing
the difference in frequency distribution between defect signal and speckle noise. Stronger
reduction on noise than signal improves the overall SNR.

The SHARP EUV microscope at LBNL was used to demonstrate the Zernike phase
contrast method for EUV actinic blank defect inspection. Due to the flexibility of Fresnel
zoneplates, a customized pupil function can be easily introduced into the imaging system
compared to using reflective optics (mirror), which is difficult and costly to fabricate. The
experimental results confirmed the thin mask simulation results regarding the advantages
of the Zernike phase contrast method. Phase defect as small as 0.35 nm in height, which
is below the AFM measurement noise level, was detected with an SNR = 8 at best focus.
Moreover, the impact of mixed (phase + absorption) defects was discussed. Analysis showed
that increasing the absorption component in the defects can change their through-focus
behavior and affect the defect SNR improvement at best focus by the Zernike phase contrast
method. Measurements for a native defect using different apodization conditions showed
that the signal decreases more slowly than the noise with reducing background intensity
transmission. From 100% to 8% intensity transmission, the signal is reduced by 55% while
the noise is reduced by 80%, thus resulting in a 2x enhancement on defect SNR.

The simulation results on inspection efficiency comparison between the Zernike phase
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contrast method and the dark field method were analyzed to gain a better understanding
of the impact of defect type, pixel size, and photon level in the inspection system toward
defect SNR. Instead of using speckle noise and a constant system noise to account for all the
other noise sources in the inspection system, defect SNR was calculated by the consideration
of photon shot noise, speckle noise, and camera noise. The results showed that the Zernike
phase contrast method has different detection sensitivity for bump and pit defects due to
the different physical mechanisms. Moreover, photon shot noise from the background limits
the advantages of the Zernike phase contrast method to small pixel size and low photon
level. This means that the Zernike phase contrast method is only suitable for review mode,
which requires fine image resolution, while the dark field method is the preferred approach
for inspection mode because it can operate at larger pixel size and higher photon density,
which can lead to high throughput and high detection sensitivity.

At the end of the chapter, the impact of various tool design parameters on a dark field
based EUV actinic blank inspection was studied including pixel size, EUV source type, and
photon collection efficiency. The dominance of pixel size on defect SNR was first shown in
the discussion. Increasing pixel size significantly beyond the defect size can collect more
speckle noise than the defect signal, thereby reducing the SNR. The results also showed that
the dominant noise source transitions from defect shot noise to speckle noise as pixel size
increases. Studying the impact of EUV source type showed that a plasma source works best
with larger NA illumination whereas the synchrotron source works best with nearly coherent
illumination, given that the mask illumination photon density is assumed to increase with
collection NA for plasma sources, but be fixed as a function of collection NA for synchrotron
sources. The impacts of increasing the outer NA and photon density were studied as well.
The impact of outer NA saturates at outer NA > 0.3. The impact of increasing photon
density saturates faster with increasing pixel size. The system requirements for future critical
defects showed that a smaller pixel size and a stronger source power are needed to increase
the critical defect SNR.
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Chapter 3

Enhancing Pattern Defect Detection
Sensitivity for Extreme Ultraviolet
Actinic Patterned Mask Inspection

This chapter investigates issues regarding EUV patterned mask defectivity and actinic (at-
wavelength) inspection tool development. In Section 3.2, the multilayer defect detection
sensitivity on EUV patterned mask using the Zernike phase contrast method is discussed.
Also explored is the possibility of improving inspection efficiency for phase and absorber
defects simultaneously by optimizing the phase shift in the pupil. The phase effects in EUV
pattern defects and implications on the Zernike phase contrast method are discussed in
Section 3.3. In Section 3.4, the impact of optical design and noise sources on pattern defect
sensitivity for a bright field based EUV actinic inspection tool is discussed to analyze the
required tool design that can reach the desired defect detection capability.

3.1 Background

Patterned mask inspection is used to assure the image quality of the patterned mask. The
mask-making procedure is shown in Fig. 3.1 [14]. In this flow, patterned mask inspection
occurs at both the mask shop and wafer fab. It plays an important role in ensuring the
cleanliness of the mask, both before it is used and during its use for wafer printing. Any
unexpected defect or contamination must be identified so that appropriate mask cleaning or
repairs can be applied.

For EUV masks, the pattern is defined by the absorber material on top of the Ru-capped
multilayer mirror, as shown in Fig. 3.2. Currently, Ta-based absorber materials, e.g. TaN
and TaBN, are being used due to their high absorption at EUV wavelength. However, other
absorber materials like Ni or Co which have stronger absorption than Ta are also being
considered, as they may enable reduction of mask thickness, and thereby the thick mask
effects [36]. The potential for Ni and Co can be seen in the refractive index data shown in
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Figure 3.2: Schematic diagram of EUV mask.

Fig. 3.11 from their higher absorption and yet similar phase delay of Ta. Moreover, different
patterned mask designs like etched multilayer, multilayer absorber, and etched phase shifting
mask which show better imaging performance than the current EUV patterned mask design
have been proposed [37, 38, 39].

Due to the status of mask blank defectivity, a dark field mask that has limited open
area is commonly used to cover the blank defects by the absorber [19]. However, beyond
the defects from the mask blank, the defects created during the pattern fabrication process
pose a larger problem. To identify the pattern defect, optical inspection using DUV light is
currently the standard approach. Even though the operating wavelength for DUV inspec-
tion (193 nm) is different from the EUV mask (13.5 nm), it still provides enough optical
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Figure 3.3: Optical properties of the elements at 13.5 nm, showing the potential candidate
to replace Ta-based absorber [36].

resolution for the current technology node. However, as EUV lithography marches towards
high-volume manufacturing for the future advanced node (< 7nm), the resolution limitation
of DUV inspection becomes a problem [14]. Electron-beam inspection is an alternative solu-
tion. However, the current low throughput makes this method suitable only for technology
development, but not for high-volume manufacturing [40].

To have a long-term solution for EUV patterned mask inspection, EUV actinic pat-
tern inspection is highly desired. Actinic inspection enables superior optical resolution and
through-pellicle inspection which is not feasible by either DUV or electron-beam inspection
[9]. However, a clear development plan to bring an actinic patterned mask inspection tool
into production has not yet been initiated, even though this concern has been raised in the
past few years.
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Figure 3.4: Schematic diagram of the die-to-database approach for the impact of pattern
defect signal.

3.2 Simulation study of phase-enhanced defect
detection sensitivity for EUV patterned mask
inspection

In patterned mask inspection, both multilayer defects and absorber defects are of concern.
The defect sizes studied here are those deemed to produce critical dimension (CD) variations
of a maximal critical size when projection printed with dipole illumination. For simplicity
in this section, the multilayer defect is assumed to be a pure phase defect, while the pattern
defect is assumed to be pure amplitude.

The simulation study uses a thin mask 2D model to generate the EUV (13.5 nm) images.
In the subsequent analysis, die-to-database inspection is assumed, as shown in Fig. 3.4.
In this section, the defect and mask roughness images with layout pattern are simulated
independently. In defect and roughness images, the impact of the phase defect and the
phase roughness is shown in the space of the dense line pattern under the disk illumination.
The images indicate that the phase defect and phase roughness affect the pattern image
quality. With the ideal (defect free) image of the layout pattern from the database, the
difference caused by the defect and the mask roughness can be identified. Then defect signal
strength and speckle noise can be calculated by subtracting the background pattern signal
to show the effect under various conditions.

With this information, the defect SNR is defined in Eq. 3.1. In this section, the noise
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Figure 3.5: Phase defect (Height: 1 nm, FWHM: 40 nm) signal strength at different defocus
positions. Black: beneath the pattern. Blue: at the edge of the pattern. Red: centered at
the spacing. Solid curves: the Zernike phase contrast method. Dash curves: the conventional
bright field method (Left). The relative position of defects on the pattern (Right).
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sources are simplified to speckle noise and system noise. Speckle noise is assumed to come
from mask roughness and is calculated as the standard deviation of intensities resulting from
the noise image. System noise is a constant to account for all other noise sources which are
independent of the mask such as photon noise and electrical noise from the camera. Larger
SNR means the defect is more easily distinguished from the noise, which leads to a higher
capture rate:

Defect Signal
Speckle Noise + System Noise

To further extend the application of the Zernike phase contrast method beyond the actinic
blank inspection, its application to patterned mask inspection is studied in this chapter.
The impact of the interaction between the multilayer defect and the absorber pattern on
the defect signal while using the Zernike phase contrast method is discussed in Section
3.2.1. The possibility of improving the inspection efficiency for phase and amplitude defects
simultaneously in patterned mask inspection is explored in Section 3.2.2.

Defect SNR =

(3.1)

3.2.1 Impact of multilayer defect location on defect sensitivity
using the Zernike phase contrast method

This section discusses the impact of multilayer defect location on defect sensitivity. The
bump defect used in the thin mask simulation is 1 nm in height and its FWHM is 40 nm.
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The linewidth of the dense line pattern used in the study is 44 nm on the EUV mask (11
nm in wafer scale). The inspection NA is 0.2, and disk illumination with a sigma value of
0.5 is assumed.

As shown in Fig. 3.5, the enhancement of the phase defect peak signal strength depends
on its position relative to the absorber pattern. The improvement in peak signal strength is
larger with less pattern overlap. The peak signal strength has 37.8% enhancement compared
with the maximum value obtained with the conventional bright field method when the defect
is centered in the space, while the enhancement drops to 22.8% and 9.4% when the defect
is at the edge and beneath the absorber line respectively. The results indicate that the
interaction between the phase defect and the absorber pattern compensates the effect of the
Zernike phase contrast method. However, the maximum signal value remains at best focus
when there is a +90° phase shifts in the pupil plane.

3.2.2 Improve inspection efficiency on absorber and phase
defects by varying the phase shifts in the pupil plane

Figure 3.6a shows the signal strength at different defocus positions for a phase defect with
and without the Zernike phase contrast method. As expected, the peak signal strength is at
best focus for the phase defect when the Zernike phase contrast method is applied. However,
as shown in Fig. 3.6b, the position of the amplitude defect peak signal strength is moved out
of focus when the Zernike phase contrast method is used. Therefore, there is only one type
of defect at best focus that can be observed even with the Zernike phase contrast method.

To see if it is possible to observe both types of defects at best focus simultaneously,
the signal strength of phase and amplitude defects at best focus is calculated with different
phase shifts from 0° to +90°. The signal strength shown in Fig.3.6c has been normalized
to its maximum value for both types of defects. The phase defect height is 1 nm and an
FWHM ranges from 20 to 100 nm. The width of the square amplitude defects ranges from
20 to 100 nm. As shown in Fig. 3.6c, phase defects have maximum signal strength with
+90° while the amplitude defect signal strength drops to 25% of its maximum value at +90°.
By choosing a phase shift of ~ +50°, an acceptable trade-off between phase and amplitude
defect signal strengths can be achieved. With optimized phase shift, one can observe both
amplitude and phase defects with a single scan at best focus thereby potentially improving
inspection throughput.

Figure 3.7 shows the defect SNR for phase and absorber defects on a patterned mask
as a function of different phase shifts. These defects are chosen to introduce at least 5%
CD variation at the wafer plane by simulation. The maximum SNR for phase and absorber
defects is found at +90° and 0° phase shifts respectively. At the optimized phase shift, the
SNR for phase defects is 4 and the SNR for absorber defect is 10. The effect of speckle
can increase by a factor of /2 if the effect of surface roughness is based on the die-to-die
comparison. The result shown here indicates the possibility of improving the throughput
of the mask inspection system by detecting phase and absorber defects simultaneously by
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utilizing proper pupil design.

3.3 The study of phase effects in EUV mask pattern
defects

Due to both the oblique illumination of EUV lithography system and strong material-induced
phase from the EUV absorber material, absorber defects on EUV masks cannot be treated
as pure absorption objects. A recent study shows that absorber defects on patterned masks
act like phase defects based on Bossung plot analysis [41]. The results indicate that the
phase effects on the absorber defect needs to be addressed to optimize the printing condition
on the wafer. It is also important for the development of patterned mask inspection tools to
fully understand the defect behavior and options for optimizing sensitivity.

In this section, the impact of illumination conditions, material properties, and defect
sizes on through-focus behavior including defect sensitivity and its peak signal position is
discussed. Potential solutions to reduce the impact of phase effects on absorber defects from
the inspection point of view are explored, including new absorber materials and the optimum
phase shift method.

3.3.1 Background

Unlike the original Zernike phase contrast method which is shown in Fig. 3.8a, the optimum
phase shift method is targeted for defects with mixed (phase + absorber) behavior, like the
EUV mask pattern defect, which is formed by phase-shifting absorber material. As shown
in Fig. 3.8b, the 90° phase shifts on unscattered background light is not aligned with the
scattered light from hybrid defects. Therefore, a more optimal phase shift is needed to
achieve better image contrast, as shown in Fig. 3.8c.

3.3.2 Simulation settings and parameters

Rigorous 3D mask modeling is used to study the EUV mask absorber phase effects [42]. In
order to improve the simulation efficiency, the Fourier boundary condition is used to model
an EUV multilayer mirror. For the default absorber material, a combination of TaN and
TaON is used, as shown in Fig. 3.9. For the inspection optical configuration, an NA of 0.2
is used, and the illumination is set to disk with a sigma of 0.3. The pattern used for the
following discussion is dense line and iso-line (line : space = 1 : 3) pattern with 16 nm half
pitch in wafer scale, and also dense contact pattern with 20 nm half pitch in wafer scale.
Square extrusion and intrusion defects with a size up to 50% of the half pitch of the desired
pattern are used for the discussion. To show the impact of the defect, a die-to-database
defect detection approach is used, as shown in Fig. 3.4.
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Figure 3.6: Defect signal strength at different defocus levels with the Zernike phase contrast
method (solid curve) and the conventional bright field method (dash curve): (a) Bump defect
(Height: 1 nm, FWHM: 60 nm). (b) Amplitude defect (Width: 10 nm). (c)Normalized signal
strength at the focus for both amplitude and phase defects with different phase shifts degree.
Shaded area indicates the optimized phase shift region.
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Figure 3.7: The list of defect SNR at best focus with different phase shifts for different types
of the defect at different locations on the mask by patterned mask inspection.
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Figure 3.9: (a) Side view of a schematic diagram of EUV mask pattern: absorber pattern
height and illumination orientation. (b) Optical properties of the absorber materials at EUV
wavelength (13.5 nm). (c¢) Top-down view of intrusion / extrusion defect definition: Black
is the absorber and white is the spacing.
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3.3.3 Impact of illumination, material property, and defect size
on pattern defect through-focus behavior

To show the impact of different variables on pattern defects, the defect near field (amplitude,
phase) distribution can be used to provide the information, as shown in Fig. 3.10. For both
types of defects, the defect amplitude distribution with oblique illumination is different
from the normal incidence case and has a stronger energy accumulation/consumption in
the defect region. For the phase distribution, the extrusion defect has more structure than
the intrusion defect due to the coupling of neighboring absorber patterns. Also, oblique
illumination changes the phase distribution at the edges of intrusion defects. The through-
focus behavior of both intrusion and extrusion defects is shown in Fig. 3.11. Different defect
types have different sensitivity even under the same illumination condition and defect size.
Moreover, illumination angle is shown to have a significant impact on the results.

The EUV absorber material-induced phase is due to the difference in the real part of
the refractive index (n) between air and the absorber material. The phase effects of EUV
patterned mask has been reported by various researchers, showing the impact on imaging
performance [41, 43, 12]. For defect inspection, the material-induced phase also changes the
defect near field distribution. As shown in Fig. 3.12a, with the real part of the refractive
index intentionally set to 1 while keeping the absorption (k) as the same, the defect amplitude
drops drastically. The energy confinement effect is due to the difference in refractive index
forming a waveguide effect in the defect region. The intrusion defect has stronger energy
confinement in the defect region while the extrusion defect has stronger energy consumption
in the defect. Changing the material properties also changes the through-focus behavior and
sensitivity, as shown in Fig. 3.12b. Less waveguide effect reduces the defect sensitivity, and
less induced phase makes the defect absorption dominated. Both types of defects have lower
sensitivity than the TaN-based pattern defect, and the peak signal position is closer to the
best focus position which indicates the defect is absorption dominated.

The defect amplitude and phase are changed accordingly under various defect sizes, as
shown in Fig. 3.13a. The magnitude and peak position of amplitude and phase distribution
vary as defect size changes. However, defect size only has an impact on defect sensitivity,
not the overall through-focus behavior. As shown in Fig. 3.13b, the different defect sizes
have a similar through-focus trend with different defect signal strengths. This feature can
be utilized by the optimum phase shift method. The same pupil function can be applied to
different defect sizes to enhance their defect sensitivity simultaneously due to the similarities
of their through-focus behavior.

3.3.4 Reduce phase effects on pattern defect by new materials

To reduce the absorber phase effects, alternative EUV absorber material systems with the
real part of the refractive index (n) close to 1, or materials with strong absorption can be
used. These new materials can reduce the absorber height thereby reducing the induced
phase. Table 3.1 shows the alternative material solutions to reduce material-induced phase.



CHAPTER 3. ENHANCING PATTERN DEFECT DETECTION SENSITIVITY FOR
EXTREME ULTRAVIOLET ACTINIC PATTERNED MASK INSPECTION 60

(a) Intrusion Defect

15 ic
Ex_6
@ 1.0 = T Ex_0
s | [
2 gt
= 5
g' 0.5 g o}
< S—
—— 8 AR
S ©
..g 0.0 =
2 o 2}
’0-5 i i i i A -3 = i i i ' I
20 10 0 10 20 20 ET) 0 10 20
Position (nm) Position (nm)
(b) Extrusion Defect
0.5 kY 5
Ex_6 Ex 6
Ex_O 2} Ex_0
o 00} =,
2 5
E i
®
E 05F e °f
"
S 2 f
S A0} =
(=] o 2}
1.5 A e L A I A L A L '3 wd L A L . L A L . 'l
20 10 0 10 20 20 10 0 10 20
Position (nm) Position (nm)

Figure 3.10: Defect near field distribution (a) Intrusion defect: CRA = 6° (Blue) and CRA
= 0° (Black). (b) Extrusion defect: CRA = 6° (Blue) and CRA = 0° (Black). Defect size:
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Figure 3.11: (a) Intrusion defects through-focus behavior: CRA = 6° (Blue) and CRA = 0°
(Black). (b) Extrusion defects through-focus behavior: CRA = 6° (Blue) and CRA = 0°
(Black). Defect size: 8 x 8 nm? in wafer scale.
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Compared to the TaN-based absorber, Nickel (Ni) has stronger absorption and n close to
TaN, and Germanium (Ge) has n closer to 1 with absorption about the same as TaN. In
order to compare the impact of material-induced phase by different absorbers, the absorber
heights for Ni and Ge have been adjusted in the simulation model to match the absorption
of TaN-based material system.

A= 13.5nm

n k

TaN (Ref.)

0.943

0.033

Ni

0.948

0.073

Ge

0.995

0.032

Table 3.1: Refractive index (n + ik) of EUV absorber material at 13.5 nm. Data for Nickel
(Ni) and Germanium (Ge) are retrieved from CXRO/LBNL database.
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Figure 3.13: (a) Intrusion defect near field distribution with different defect sizes: 4 x 4 nm?
(Black), 6 x 6 nm? (Red), and 8 x 8 nm? (Blue). (b) Intrusion (Left) and extrusion (Right)
defects through-focus behavior with different defect sizes: 4 x 4 nm? (Black), 6 x 6 nm?
(Red), and 8 x 8 nm? (Blue). The scale mentioned in the figure is in wafer scale.

The corresponding near field data is shown in Fig. 3.14. Ni exhibits smaller amplitude
due to reduced absorber height, and Ge has smaller amplitude due to the reduced difference
in refractive index between Ge and air. Ni and Ge both have smaller phase in the defect
region compared with TaN-based materials. Figure 3.15a shows the extrusion defect through-
focus behavior for various absorber material systems. With reduced phase effects, Ni and Ge
show a different trend from that of TaN. First, the defect signal is smaller which indicates
reduced impact of the material-induced phase under the same absorption condition. Second,
the material-induced phase is smaller for Ni and Ge compare to TaN and the peak signal
positions are closer to focus, as shown in Fig. 3.15b. For the optimum phase shift method
which improves the defect signal at best focus, Ni-based and Ge-based 8 x 8 nm? intrusion
defects have their optimum phase shifts at —48° and —28° respectively, as opposed to —54°
for TaN-based intrusion defects, as shown in Fig. 3.15c.
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Figure 3.14: Intrusion defect near field distribution with different absorber materials: TaN
(Black), Ni (Blue), and Ge (Red). Defect size: 8 x 8 nm? in wafer scale.
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3.3.5 Improve pattern defect sensitivity by the optimum phase
shift method

In order to improve pattern defect inspection efficiency in the TaN-based material system,
the optimum phase shift method can be used to modify defect through-focus behavior. As
previously reported, the Zernike phase contrast method is utilized to form strong interference
between the background and multilayer defect waves thereby increasing the sensitivity at
best focus [44, 45, 46]. Since multilayer defects on the EUV mask blank are mostly phase
dominated, a 90° phase shift maximizes the defect signal strength. However, the optimum
phase shift is different for an absorber defect on a patterned mask due to the nature of the
defect, which is a combination of phase and absorption.

The optimum phase shift for different defect types on dense line pattern is shown in Fig.
3.16a. Extrusion defects have an optimum phase shift close to —60° among various defect
sizes, while intrusion defects have an optimum phase shift ~ —45°. Moreover, extrusion
defects have larger signal enhancement than intrusion defects, as shown in Fig. 3.16b. The
difference in optimum phase shift and signal enhancement between extrusion and intrusion
defects can be attributed to the difference in mask properties, as shown in Fig. 3.16c. The
extrusion defect has larger footprint than the intrusion defect under the same illumination
condition even though their size on the mask is the same. For an iso-line pattern, similar
defect behavior in terms of optimum phase shift and signal enhancement is observed, as
shown in Fig. 3.17.

For dense contact pattern, the impact of the optimum phase shift method depends on
defect size and location, as shown in Fig. 3.18. With the same defect size, the location
of the defect determines the optimum phase shift. Defects at the right edge of the dense
contact suffer a stronger shadowing effect than the other defects under the same illumination
condition, as shown in Fig. 3.18c. Therefore, these defects have a larger optimum phase shift
and larger signal enhancement than those located at the center or left edge of the contact.
Moreover, the impact of the optimum phase shift method is negligible for defect size < 2 x 2

IlIIl2 .
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Figure 3.16: (a) Optimum phase shift for various defect sizes of extrusion defects (Black) and
intrusion defects (Red) on dense line pattern. (b) Signal enhancement for various defect sizes
of extrusion defects (Black) and intrusion defects (Red) on dense line pattern. (c¢) Extrusion
(Left) and intrusion (Right) defects near field distribution. Defect size: 8 x 8 nm?. The scale
mentioned in the figure is in wafer scale.
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sizes of extrusion defects (Black) and intrusion defects (Red) on iso-line pattern. The scale
mentioned in the figure is in wafer scale.
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and right (Blue) of the dense contact pattern. (b) Signal enhancement for various defect
sizes at left (Black), center (Red), and right (Blue) of the dense contact pattern. (c) Near
field distribution for defects at different locations in dense contact pattern. Defect size: 4 x 4
nm?. The scale mentioned in the figure is in wafer scale.
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3.4 Impact of noise sources and optical design on
pattern defect detection sensitivity for EUV
actinic pattern inspection

In this section, the relationship between various noise sources and the optical design in a
bright field based EUV actinic patterned mask inspection tool is studied. Noise sources in
patterned mask inspection include speckle noise from the surface roughness, camera noise
from the dark current of the CCD camera, and photon shot noise. Additionally, pixel size
and photon level (source power) are critical factors in determining the throughput and defect
sensitivity. With a fixed number of photons per pixel, a larger pixel size might increase the
throughput but lower both the defect signal strength and noise. On the other hand, with
a fixed number of photons per nm?, a larger photon count per pixel achieved by increasing
the pixel size might increase the pixel signal strength but also increase the photon shot noise
from the defect signal and background pattern intensity. Also, even though the optimum
phase shift method can improve defect sensitivity by utilizing the phase component of the
pattern defect as mentioned in the previous section, a detailed SNR calculation is needed to
understand the impact of the optimum phase shift method on various noise sources.

To gain a better understanding of these trade-offs and interplay, in this section the impact
of each noise source and defocus under various pixel sizes and photon densities on defect SNR
is discussed. Defect sensitivity for a set of critical defects is then calculated and the limiting
case which has the smallest defect SNR is identified. To improve the limiting case defect
SNR, the impact of defocus is studied and the possibility of introducing a nominal defocus
into the inspection system to achieve a better defect capture rate is discussed. In the end, a
comparison of inspection efficiency in the conventional bright field method and the optimum
phase shift method is presented.

3.4.1 Simulation settings and parameters

The simulation study presented here uses a hybrid (2D + 3D) mask model to generate the
EUV images. For the imaging conditions, a bright field imaging mode with an NA of 0.16
and disk illumination with a sigma value of 0.3 is used. For the detector conditions, pixel size
ranging from 10 nm to 50 nm in mask scale is used, and a photon level of 1000 photons/pixel
or approximately 10 to 50 photons/nm?, is used for the simulation depending on the pixel
size. The patterns used in the simulation are ideal without the impact of mask line edge
roughness (LER). The goal of actinic inspection of the patterned absorber is to identify
locations where significant deviations from design in the absorber shape occur. Dense line
and iso-line perpendicular to the 6° incident illumination angle with 64 nm half pitch in
mask scale, and also ideal dense contact pattern with 80 nm half pitch in mask scale ared
used for the study. Square-shaped extrusion and intrusion defects with size ranging from
6.4 x 6.4 nm? to 40 x 40 nm? are used. The definition of extrusion/intrusion defect and the
optical properties of the absorber materials used for the EUV mask pattern are shown in
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Figure 3.19: (a) Side view of a schematic diagram of EUV mask pattern: absorber pattern
height and illumination orientation. (b) Optical properties of the absorber materials at EUV
wavelength (13.5 nm). (c¢) Top-down view of intrusion / extrusion defect definition: Black
is the absorber and white is the spacing.

Fig. 3.19. For speckle, the mask roughness used is assumed to be 60 pm with a correlation
length of approximately 100 nm [24, 25]. In the analysis, a die-to-database defect detection
approach is assumed, subtracting the ideal (noise free) background pattern image, as shown
in Fig. 3.4. However, as shown in Section 3.2, instead of simulating pattern defect and
mask roughness images independently, a hybrid (2D 4 3D) model is used to include both
the absorber and substrate properties into the image simulation. Equation 3.2 shows the
defect SNR definition used in the following discussion [47]. Photon shot noise includes the
impact of both defect signal and pattern background intensity.

Defect Signal

NR =
SNR Speckle Noise + Camera Noise + Photon Shot Noise

(3.2)

To include both the absorber and substrate properties into the patterned mask inspection
modeling, the patterned mask electric field from a 3D model is extracted [42] and mixed with
the 2D mask roughness electric field, as shown in Fig. 3.20. The reason to use the 2D mask
roughness model instead of the 3D model is because it has previously been reported that the
multilayer roughness effect can be adequately modeled with the single surface approximation
[48]. This hybrid approach allows us to include not just the mask 3D effects of EUV mask,
but also the interaction between mask roughness and pattern electric field modulation while
keeping reasonable constraints on the size of the computation.

From the densely-sampled aerial image, pixel binning is used to mimic the results under
different pixel sizes for both die and database images. Also, in our modeling of the inspection
process, the effective signal to be derived is based on a 2 x 2 pixel convolution of the image.
Figure 3.20 shows the aerial image as pixel size increases from 10 nm to 30 nm. In the final
step, the system noise such as photon noise and camera noise is included to calculate the
defect SNR from die-to-database images as those shown in Fig. 3.20.

In previous studies [41, 49], it was shown that the impact of the pattern phase effects
due to the phase-shifting of absorber materials causes pattern defects to exhibit a mixed
(phase + absorber) behavior. The impact of this, as shown in Fig. 3.21, is that the peak
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Figure 3.21: Schematic diagram of the defect signal and the speckle noise through-focus
behavior. Defect Type: Dense line intrusion defect with a size ~ 26 x 26 nm? on the mask.
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Figure 3.22: (a) Normalized defect signal and speckle noise under various pixel sizes relative
to the value at 10 nm pixel size. (b) Defect SNR under various pixel sizes, only defect signal,
and speckle noise are taken into the defect SNR calculation. (c) Defect SNR under various
pixel sizes and different defocus positions: Defocus position = —100 nm, 0 nm, and +100
nm. Defect Type: Dense line intrusion defect with a size ~ 26 x 26 nm? on the mask. The
best focus position is defined as the position has minimum speckle contrast, as shown in Fig.
3.21.

defect signal is no longer at the best focus position of an ideal absorber defect. Moreover,
the interaction between mask roughness and patterned mask also causes an asymmetric
through-focus behavior for speckle noise and thus asymmetric through-focus SNR.

3.4.2 Defect signal vs. speckle noise under various pixel sizes
and defocus positions

In the first step, only the defect signal and speckle noise are considered in the SNR calculation
in order to understand the impact of pixel size on both terms. The example defect used here
is a dense line intrusion defect with a size of 26 x 26 nm?. As shown in Fig. 3.22a, the
normalized signal strength and speckle noise drop with an increase in pixel size. Moreover,
Figure 3.22b shows that signal drops faster than speckle noise as pixel size increases, causing
smaller defect SNR when a larger pixel size is used in the inspection tool.
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The drastic change of defect SNR when the pixel size is larger than 25 nm is due to the
pixel area exceeding the optical resolution. The optical resolution limit for our system is
51 nm based on the NA (0.16) and the wavelength (13.5 nm). Therefore, the aerial image
width of the sample defect used here is ~ 50 nm, which is below the resolution limit. Also,
in our modeling of the inspection process, the effective signal is derived from a 2 x 2 pixel
convolution of the raw camera image raising the effective inspection pixel size to 50 nm.
When the camera pixel size is smaller than 25 nm, the defect intensity distribution is larger
than the effective pixel size. Therefore, increasing pixel size also leads to increased peak
signal. When the pixel size becomes larger than 25 nm, the convolved area is larger than
the defect intensity distribution and lowers the defect signal.

As shown in Fig. 3.22c¢, the impact of the phase associated with the pattern defect causes
asymmetric through-focus defect SNR. The best focus position is defined as the position that
has minimum speckle contrast, as shown in Fig. 3.21. Defocus position = +100 nm (image
closer to the lens) has a smaller defect SNR compared with the other 2 cases of best focus
and defocus of —100 nm. The asymmetric behavior is the limiting factor on the defect SNR
performance if the inspection tool is operated near the best focus position.

3.4.3 Defect signal vs. speckle noise and camera noise under
various pixel sizes and defocus positions

The dark current in the CCD camera is a primary noise source that impacts the defect SNR.
For this analysis, the camera noise is assumed to be a constant with varying pixel sizes. As
shown in Fig. 3.23a, the defect SNR at various pixel sizes drops significantly and the trend is
quite different compared with the previous case of speckle noise only. The reason is that the
speckle noise, caused by the phase-dominated mask surface roughness at best focus under
our illumination and optic settings (bright field), is much smaller than the camera noise.
The RMS of the camera noise is 12 (unit:v/ Photons) while the speckle noise at best focus is
only 5.5 (unit:v/ Photons). Therefore, the noise term in Eq. 3.2 is dominated by a constant
camera noise and the overall trend of defect SNR is determined by the defect signal: smaller
signal strength with an increase in pixel size. Figure 3.23b shows the result at various defocus
positions. The results from the best focus and defocus position = —100 nm have similar
defect SNR trend while defocus position = +100 nm has smaller defect SNR performance.
The best focus position is again defined as the position that has minimum speckle contrast,
as shown in Fig. 3.21.

3.4.4 Defect signal vs. speckle noise, camera noise, and photon
shot noise under various pixel sizes and defocus positions
Next, the impact of photon shot noise, originating from the defect signal and background

pattern intensity is considered. With a fixed photon density (source power), larger pixel
size means more photons in a single pixel. For defect signal strength, this means that
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Figure 3.23: (a) Defect SNR under various pixel sizes. Defect signal, speckle noise and with
or without camera noise are taken into the defect SNR calculation. (b) Defect SNR under
various pixel sizes at different defocus positions: Defocus position = —100 nm, 0 nm, and
+100 nm. Photon levels: 1000 photons/pixel, photon shot noise is not included for defect
SNR calculation. Defect Type: Dense line intrusion defect with a size ~ 26 x 26 nm? on the
mask. The best focus position is defined as the position has minimum speckle contrast, as
shown in Fig. 3.21.
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Figure 3.24: (a) Defect SNR under various pixel sizes and photon densities: 10, 20, and
30 photons/nm?. Defect signal, speckle noise, camera noise, and photon shot noise are
taken into the defect SNR calculation. (b) Defect SNR under various pixel sizes at different
defocus positions: Defocus position = —100 nm, 0 nm, and +100 nm. Photon density: 10
photons/nm?. Defect Type: Dense line intrusion defect with a size ~ 26 x 26 nm? on the
mask. The best focus position is defined as the position has minimum speckle contrast, as

shown in Fig. 3.21.
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the signal strength in number of photons is larger simply by virtue of increasing the pixel
size. However, the corresponding photon shot noise (v Photons) from both defect signal
and pattern background intensity increases as well. The interaction between defect SNR
and pixel size under fixed photon density is shown in Fig. 3.24a. There exists an optimum
pixel size to maximize the defect SNR under fixed photon density. This is due to the fact
that the growing defect signal strength is compensated by the increase of photon shot noise.
Moreover, under fixed pixel size, the defect SNR improvement is smaller as photon density
increases. When pixel size is 25 nm, the defect SNR improves 25% with a 2x increase of
photons per pixel from 10 to 20 photons/nm?. However, the defect SNR only improves 8%
with a 1.5x increase of photons per pixel from 20 to 30 photons/nm?.

Figure 3.24b shows the result at various defocus positions when all the noise terms in
the SNR calculation are included, as shown in Eq. 3.2. Under fixed photon density, there
is an optimum pixel size to reach the highest defect SNR. Moreover, due to the asymmetric
impact of defocus, defocus position = —100 nm and best focus position have similar defect
SNR performance and defocus position = +100 nm has the smallest defect SNR.

3.4.5 Ciritical defect case study and how to improve the defect
SNR for limiting case

Based on the results shown in the previous sections, the defect SNR performance is calcu-
lated for defects that cause 10% CD variation on the pattern aerial image. To determine the
critical defects for dense line, iso-line, and dense contact patterns, projection lithography tool
imaging parameters are used, as opposed to the inspection mode parameters described in the
introduction. For inspection mode, the major goal is to identify the defect efficiently, thus
simplified illumination condition and high NA optical system are used. On the other hand,
printing mode is set to print various desired patterns uniformly, thus different customized
illumination settings are used for different pattern designs. In this section, the projection
lithography tool imaging parameters include an NA of 0.33 and dipole illumination with a
sigma value between 0.2 and 0.9 with 90° opening angle for dense line pattern, disk illumi-
nation with a sigma value 0.5 for iso-line pattern, and quasar with a sigma value between
0.2 and 0.9 with 45° opening angle for contact pattern.

Table 3.2 shows the critical defect for each situation. The smallest critical defect is the
extrusion defect for the iso-line pattern, which is ~ 13 x 13 nm? on the mask. Figure 3.25
shows the critical defect SNR results under various pixel sizes and photon densities with
defocus position = +100 nm, which was the worst case studied above. As shown in Fig.
3.25b, the extrusion defect SNR is in the range of 3 to 7 no matter the pixel size and photon
density. This defect would be the limiting case of all critical defects since it has the smallest
defect SNR and thus the smallest capture rate.

Figure 3.26 shows the iso-line extrusion critical defect through-focus SNR result, with
pixel size and photon density of 30x30 nm? and 50 photons/nm? respectively. Precise defocus
range control is needed to reach the desired defect SNR since the defect SNR is sensitive to
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Figure 3.25: Critical defect SNR at defocus position = +100 nm for various patterns: (a)
Dense Line (b) Iso-Line and (c¢) Dense Contact. Legends in (c) indicate the photon density
level for each curve, ranging from 10 to 50 photons/nm?. The best focus position is defined
as the position has minimum speckle contrast, as shown in Fig. 3.21.
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Pattern Type | Defect Type | size (nm?)
Dense Line Intrusion 25.6 X 25.6
Extrusion 19.2 x 19.2
Iso Line Intrusion 19.2 x 19.2
Extrusion 12.8 x 12.8
Dense Contact Intrusion 16 x 16

Table 3.2: Critical defect size for different pattern designs.
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Figure 3.26: Defect SNR through-focus behavior for iso-Line extrusion critical defect. Pixel
size: 30 x 30 nm?. Photon density: 50 photons/nm?. Defocus range: +500 nm. Blue box:
Defocus range: —100 nm ~ 4100 nm. Red box: —150 nm ~ +50 nm. The best focus
position is defined as the position has minimum speckle contrast, as shown in Fig. 3.21.

the defocus position, as shown in Fig. 3.26. Moreover, the defect signal and speckle noise
both have an asymmetric through-focus behavior due to the phase effects of EUV mask. For
the iso-line extrusion critical defect, SNR,,;, = 6.8 at defocus position = +100 nm. However,
if a nominal defocus of —50 nm is introduced to operate the inspection tool in a defocus
range: —150 nm ~ +50 nm. With this new setting, SNR,,;, = 10.3 at defocus position
= 450 nm, a 50% improvement in SNR. Moreover, it is interesting to note that the new
best focus position (defocus = —50 nm) of the inspection tool corresponds to neither the
maximum aerial image contrast nor minimum speckle contrast.
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3.4.6 Comparison between the conventional bright field method
and the optimum phase shift method on pattern defect
SNR

As shown in the previous Section 3.3, the optimum phase shift method can improve pattern
defect signal strength. In this section, the critical defect SNR calculation based on Eq. 3.2
using the optimum phase shift method is presented and compared with the bright field result.

Figure 3.27 shows the behavior of defect signal, speckle noise, and SNR under various
phase shifts and apodization conditions. The defect SNR result shows that even though
apodization can lower the impact of speckle noise, the defect signal is reduced simultaneously
and results in lower defect SNR. On the other hand, phase shift is a better way to improve
the defect SNR by utilizing the different behaviors between defect signal and speckle noise.

However, photon density can change the impact of the optimum phase shift method, as
shown in Fig. 3.28. At higher photon density, defect SNR variation is even more sensitive
to the phase shifts in the pupil plane. A 35% defect SNR reduction is observed as the phase
shift in the pupil plane increases from 0° to —90° at 50 photons/nm?, while the defect SNR
variation is down 20% under the same phase shift variation condition at 10 photons/nm?.
The difference is due to variation in the relationship between defect signal shot noise, speckle
noise, and camera noise as photon level increases.

Figure 3.29a shows the defect SNR enhancement relative to the bright field method
among the critical defects listed in table 3.2. The optimum condition is chosen to maximize
the smallest defect SNR among the critical defects. However, the impact of the optimum
phase shift method on SNR is only in a range between 0% ~ 7% compared to the bright field
method with optimized defocus. The improvement raises to 0% ~ 9% if different phase shifts
and apodization conditions are adopted for each critical defect, as shown in Fig. 3.29b. The
result shown here indicates that even though the optimum phase shift method can improve
the absorber defect signal, it has only minor impact on the overall SNR when various noise
sources are considered. It is not clear that this small change in SNR performance would
warrant the increase in complexity that implementing the optimal phase shift method in an
EUV patterned mask inspection tool would present.

3.5 Conclusion

In Section 3.2, the multilayer defect detection sensitivity on EUV patterned mask while using
the Zernike phase contrast method was studied. The multilayer defect signal improvement is
compensated by the overlap with the pattern. but the defect signal through-focus behavior
remains the same. Moreover, the application of the Zernike phase contrast method is ex-
tended to not just phase defects, but also to absorber defects. When considering both types
of defect, an optimum phase shift can be used in the pupil plane, instead of the conventional
value (£90°), to improve the combined defect detection sensitivity.
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Figure 3.27: (a) Defect signal at best focus under different phase shifts and apodization
conditions. (b) Speckle noise at different phase shifts and apodization conditions. (c) Defect
SNR at best focus under different phase shifts and apodization conditions. Phase shifts
range: 0 ~ —180°. Apodization range: 10% ~ 100% bright field intensity transmission.
Defect Type: Dense line intrusion defect with a size ~ 26 x 26 nm? on the mask. Photon
Density: 10 photons/nm?. Pixel size: 10 nm in mask scale. The best focus position is defined
as the position has minimum speckle contrast, as shown in Fig. 3.21.
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Figure 3.28: Defect SNR at best focus under different photon density: (a) 10 photons/nm?.
(b) 50 photons/nm?. Phase shifts range: 0 ~ —180°. Apodization range: 10% ~ 100%
bright field intensity transmission. Defect Type: Dense line intrusion defect with a size
~ 26 x 26 nm? on the mask. Pixel size: 10 nm in mask scale. The best focus position is
defined as the position has minimum speckle contrast, as shown in Fig. 3.21.

The impact of illumination, material, and defect size on the pattern defect through-focus
behavior was analyzed to discuss the phase effects of EUV mask pattern defects in Section
3.3. Hlumination has different impacts on intrusion and extrusion defect signal strength.
Moreover, the material-induced phase due to the difference in absorber refractive index from
air can cause energy confinement/consumption and accumulate phase at the defect region.
The phase effects of pattern defect increase the defect signal strength and affect the peak
defect signal position, while defect size only changes defect sensitivity and not through-
focus behavior. With alternative absorber materials, the defect behavior can be changed by
reducing the phase effects using stronger absorption or n closer to 1. By adding an optimum
phase shift to the pupil plane to form strong interference between the background and the
pattern defect scattered light, the defect signal at best focus can be improved. For example,
a 29% defect signal enhancement at the focus on a TaN-based 8 x 8 nm? intrusion defect is
achieved using a —54° phase shift.

For the bright field patterned mask inspection tool design study, the impact of various
noise sources and the optical design on defect SNR was discussed in Section 3.4. The
simulation results indicated that signal drops faster than speckle noise as pixel size increases
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Figure 3.29: (a) The list of critical Defects SNR at best focus using the optimum phase
shift method and the enhancement relative to the bright field method. The phase shift and
apodization condition is chosen to maximize the smallest defect SNR among the critical
defects. (b) The maximum SNR enhancement at best focus relative to the bright field
method for the critical defects and its corresponding phase shift and apodization condition.
Photon density: 20 photons/nm?. Pixel size: 30 nm in mask scale. Critical defect size is
listed in table 3.2. The best focus position is defined as the position has minimum speckle

contrast, as shown in Fig. 3.21.
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due to the resolution limit of the defect aerial image intensity distribution. The simulation
results also showed that even though larger pixels can lead to more photons per pixel under
fixed photon density (source brightness), the defect SNR is smaller due to the increase of both
defect signal and photon shot noise (v/Photons) from the defect signal and the background
pattern intensity. The improvement of defect SNR by increasing photon density at a fixed
pixel size also saturates for the same reason. The asymmetric impact of defocus reduces the
defect SNR,,.;, when operating at a defocus position > 0. In the critical defect case study,
the simulation results showed that the smallest critical defect has a narrow defocus range
to operate at high defect SNR (SNR > 10), and a focus offset is required to achieve this.
A 50% improvement in SNR,,;, can be achieved by introducing a —50 nm nominal defocus
into the inspection system. Comparison between the bright field method and the optimum
phase shift method showed that even though the optimum phase shift method can improve
the defect signal, the defect SNR improvement is not significant when all of the noise sources
are included.
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Chapter 4

Impact of Extreme Ultraviolet
Sub-resolution Assist Feature (SRAF)
on Bossung Tilt and Process Window
Enhancement

4.1 Background

As lithography technology improves to print smaller features, the finite height of the mask
pattern becomes significant compared to the wavelength of the light. For DUV lithography,
the absorber thickness on the mask is ~ 80 nm while the wavelength of the light is 193 nm,
and the illumination angle expands to +16.5° due to the increase of NA to 1.35 by immersion
lithography. The comparable size between light, the mask feature, and off-axis illumination
renders the thin mask approximation invalid for the calculation of the aerial image from
the mask. Mask 3D (M3D) effects can result in asymmetric process window, H-V bias, and
polarization induced astigmatism in DUV lithography [10, 50, 51].

EUV M3D effects have an even more profound impact on imaging performance compare
to the case for DUV lithography. The absorber thickness is still around 80 nm while the
wavelength of the light is reduced to 13.5 nm. The impact of off-axis illumination is deteri-
orated due to the 6° chief ray angle (CRA) for the EUV lithography, as shown in Fig. 4.1.
Moreover, the material-induced phase shift due to the Ta-based absorber material system
also introduces an intrinsic aberration to the imaging process.

To address these issues, extensive studies have been focused on identifying the origin of
the M3D effects [10, 41, 51, 52]. Moreover, various solutions have been proposed: absorber
thickness or material optimization to reduce the shadowing effect [13, 43|, source mask
optimization to balance the intensity contribution from each illumination pole [11], etched
multilayer mask to reduce the double diffraction between the absorber and the multilayer
mirror [53], and sub-resolution assist features (SRAFs) to mitigate the Bossung tilt [12]. The
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Figure 4.1: Schematic diagram of the origin of the EUV mask 3D effects [12].

semiconductor industry has used SRAF as a resolution enhancement technique for isolated
features in DUV lithography. With symmetric SRAFs placement, the isolated pattern has
a similar Bossung curve behavior as the dense pattern thereby increasing the overlapped
process window. The interaction between the main feature and the SRAFs can compensate
the scattering light-induced aberration to reduce the M3D effects. However, the EUV SRAFs
studied in Ref. [12] show that along the shadowing direction (horizontal), asymmetric SRAFs
pattern placement can be used to compensate the M3D effects and improve the process
window. This counter-intuitive result from EUV SRAFs needs to be studied.

In this chapter, physical insight into the optical mechanisms at play enabling the M3D
effect-mitigation by asymmetric SRAF distribution is presented. Rigorous 3D modeling is
used to study in detail the printing of a semi-isolated 2-bar pattern with a pitch of 160 nm
and ideal 2 point-source dipole illumination. By analyzing the scattered order distribution
in the pupil plane from each pole, the impact of scattered electric field at various ray angles
with or without SRAFs is studied. The simplified illumination condition also makes it easier
to identify the contribution from each pole to the overall aerial image and its corresponding
impact on Bossung curve.

4.2 Simulation settings and parameters

In this study, rigorous 3D mask modeling with the Fourier boundary condition is used to
model the lithography aerial image [42]. For the mask, 40 pairs of Mo/Si multilayer and a
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Figure 4.2: Proposed solutions for EUV mask 3D effects: (a) Use SRAFs [12]. (b) Reduce
absorber height [13].

70 nm standard Ta-based absorber material are used for simulation. The mask pattern is
an isolated dark field 2-bar 16 nm feature along the shadowing direction (horizontal) with
an 8 nm SRAF. Figure 4.3a shows the mask design with and without SRAF. Main feature
bias and SRAF displacement are optimized to make the aerial image print at the target CD
of 16 nm. As shown in Fig. 4.3b, a delta function dipole illumination with offset values
of +£0.9 sigma and a NA of 0.33 is used for imaging settings. Dipole illumination is not
the conventional illumination setting to print isolated features, but its simplicity is useful in
providing valuable insight into the impact of SRAF on Bossung tilt.

The purpose of the SRAFs studied here is to remove the Bossung tilt. A hypothetical
Bossung plot with and without tilt is shown in Fig. 4.4. The metric used in this study is the
net CD offset between the —60 to +60 nm defocus positions at nominal threshold (dose).
For our illumination settings, the depth of focus is &~ 60 nm. The tilt is of interest because
it is a good indicator of the overall process window performance.
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Figure 4.3: Schematic diagram: (a) Semi-isolated 2-bar mask design for without or with
SRAF situation. All dimensions are in wafer scale. (b) Illumination setting used in the
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Figure 4.4: Bossung tilt definition. Blue curve indicates a balanced Bossung curve which
results in larger process window while red curve indicates an imbalanced Bossung curve
which results in smaller process window.
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Figure 4.5: Bossung curves for without or with SRAF situations. Left: Bottom bar.
Right: Top bar. Each curves represent different doses: Black (0.9xThreshold), blue
(1.0xThreshold), and red (1.1xThreshold).

4.3 Bossung curves, scattered orders, and aerial
images analysis

Figure 4.5 shows the Bossung curve results for both bars from each mask design. Without
SRAFSs, the bottom bar has 4+0.7 nm tilt and the top bar has —4.1 nm tilt. With SRAFs,
the bottom bar has —1.1 nm tilt and the top bar has +0.7 nm tilt. More balanced Bossung
curves show the benefit of including the asymmetric SRAFs into the design as expected.
To further understand the impact of asymmetric SRAFs in the imaging process, Figure
4.6 shows the scattered order distribution from each pole for both cases. Based on the NA
and pitch of the pattern, only the scattered orders that pass through the pupil are included.
The pole offset sigma = 0.9 case has smaller amplitude scattered orders compared with the
pole offset sigma = —0.9. This discrepancy is due to the larger illumination angle ( & 10°)
for the positive pole leading to a stronger shadowing effect. Figure 4.6 also shows the phase
of the scattered orders relative to the 0** order. Larger phase fluctuation is seen for both
poles when the asymmetric SRAFs are included into the mask design. Sigma = —0.9 is
dominated by coma (Z7) and the sigma = 0.9 is dominated by spherical aberration (Zy).
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Figure 4.6: Scattered order distribution for each pole: Sigma = —0.9 (Left) and Sigma = 0.9
(Right) and different mask designs: Without SRAF (Red) and With SRAF (Blue). Phase
of the scattered orders is relative to that of the 0" order for both cases.

The results counter-intuitively indicate that a larger effective aberration is introduced into
the imaging system with the asymmetric SRAFs. From this perspective, the SRAF solution
is quite different from the other proposed solutions for Bossung tilt mitigation. For example,
reduced absorber height or alternative absorber material system mitigates the M3D effects by
reducing the aberration induced by the phase-shifting absorber materials. With asymmetric
SRAFs, stronger aberrations are introduced into the imaging system to mitigate the Bossung
tilt.

Figure 4.7 shows the intensity distribution produced by each pole for the 2-bar pattern.
The bottom bar on the left of the 2-bar image in Fig. 4.7 shows the contribution from
the dipole illumination while top bar on the right of the 2-bar image in Fig. 4.7 is mainly
dominated by the negative pole. This is due to the positive pole suffering from strong
shadowing effect, as shown in Fig. 4.6. Therefore, the bottom bar Bossung curve behavior is
determined by both illumination poles while the illumination pole with less shadowing effect
(offset sigma = —0.9) determines the top bar Bossung curve behavior.

To understand the impact of each pole on the Bossung curve, Figure 4.8 shows the effec-
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Figure 4.7: Aerial image contributed by each pole: Sigma = —0.9 (Left) and Sigma = 0.9
(Right), and with different mask designs: Without SRAF (Red) and With SRAF (Blue).
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Figure 4.8: Effective CD variation for each bar by single pole: Bottom bar (bottom row)
and top bar (top row) by single pole: Sigma = —0.9 (Left) and Sigma = 0.9 (Right), and
with different mask designs: Without SRAF (Red) and With SRAF (Blue).
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Figure 4.9: Overlapping process window for 2-bar without and with asymmetric SRAFs.
Table listed here shows the Bossung tilt result for each pattern design and its corresponding
depth of focus of their process window.

tive through-focus CD variation for the 2-bar pattern from each pole. The same threshold
condition for each pole has been applied to the CD variation calculation for each bar. For the
bottom bar, each pole has a stronger but opposite tilt with the introduction of the SRAFs.
This shows that even though stronger effective aberrations are introduced into the system,
they are compensated by the dipole illumination which has opposite effect on the overall
Bossung curve behavior. Thus a tilt variation from 0.7 nm to —1.1 nm is shown in Fig. 4.5.
For the top bar, even though stronger tilt is observed from the positive pole, it has negligible
influence to the Bossung curve due to its low-intensity contribution to the overall top bar
image formation. The negative pole has a dominant impact on the top bar image and has
a more balanced Bossung curve with the asymmetric SRAFs. As shown in Fig. 4.9, the
overall process window is improved by 21% by adding asymmetric SRAFs.
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Figure 4.10: The aberration variation of each pole for different SRAFs: (a) Top SRAF,
position < 0 means closer to the 2-bar feature. (b) Bottom SRAF, position > 0 means closer
to the 2-bar feature. The number shows along side with the figure is the aberration variation
represented by various aberration sources. Blue: Zg (Spherical), Black: Z; (Coma), Orange:
Z4 (Defocus), Red: Z; (Tilt).

4.4 Sensitivity of SRAF position on Bossung tilt

It is also interesting to note that the main feature has different sensitivities with respect to
the position of each SRAF. Figure 4.10 shows the aberration variation from each pole as the
bottom or top SRAF position is varied. The aberration is used to describe phase variation
by fitting a set of Zernike polynomials to the phase of the scattered orders. As expected,
the bottom SRAF has a stronger impact on the overall phase variation in the pupil plane
than the top SRAF. A 10 nm difference in bottom SRAF position can cause a maximum 300
mWave aberration variation. The difference between two SRAFs can be attributed to the
oblique illumination of EUV lithography, leading one of them to have a smaller contribution
to the formation of the aerial image.

Figure 4.11 shows the impact of SRAF position on Bossung tilt. The bottom bar Bossung
curve is only sensitive to the variation of its neighboring bottom SRAF position, while the
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Figure 4.11: Bossung tilt variation for each bar under various bottom and top SRAF relative
position. (0,0) indicates the default mask design shown in Fig. 4.3a.

top bar is sensitive to the position of both SRAFs. The results show the complex interaction
between the 2-bar main feature and its corresponding SRAFs, and also the necessity to
precisely control the SRAF position to achieve expected process window improvement.

4.5 Conclusion

In this chapter, a 2-bar pattern with and without SRAFs was used to gain physical insight
into the optical imaging mechanism, which enables M3D effects mitigation by asymmetric
SRAFs pattern placement. The delta function dipole illumination shows different shadow-
ing effects on each pole due to the different illumination angles. This can result in different
contributions to the overall image formation. The amplitude scattered orders from the high
off-axis angle are shown to have a reduced magnitude, thus resulting in very poor single
pole imaging of the top bar. Hence the image of the top bar is primarily contributed by the
near-axis illumination pole. Moreover, the simulation results showed that unlike other pro-
posed solutions for M3D effects, the asymmetric SRAF mask design introduces even stronger
effective aberrations into the imaging system to balance the Bossung tilt. As a result, a 21%
improvement on the depth of focus for the overall process window is achieved. Also, a sys-
tematic position sensitivity study showed the complex interaction between the main feature
and the SRAFs. Different Bossung tilt sensitivities with respect to the relative positions
between main feature and SRAFs are shown, thus indicating that different restrictions on
SRAF position are necessary for the mask-making process.
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Chapter 5

Efficient Fresnel Zoneplate Pattern
Data Preparation for High-Resolution
Nanofabrication

5.1 Motivation

The Fresnel zoneplate is an imaging element widely used by the x-ray and EUV community.
In soft x-ray regime, the Fresnel zoneplate with a spatial resolution better than 15 nm
enables the possibilities for biological imaging and material science studies into the sub-
10 nm regime [54]. For EUV lithography mask inspection microscopy, Fresnel zoneplates
provide the opportunity to have superior image resolution while at the same time a flexible
optical design [31].

In the past, papers regarding high-resolution zoneplates have mostly focused on opti-
mizing the fabrication process conditions, rarely mentioned the detail of their pattern data
preparation algorithm [55, 56, 57]. This chapter is focused on the zoneplate pattern genera-
tion algorithm which can generate the desired zoneplate pattern and properly fracture it to
a pattern file based on designed optical properties [58]. Figure 5.1 shows the general process
flow of our algorithm.

In the first section, the generation of the target zoneplate pattern under various settings
is described. Next, the rendering algorithm for the zoneplate pattern to meet fabrication
requirement and optimize its file size and computation time is presented. The rendering
discussion also includes a description of the method used to define the local dose and bias
in the pattern facilitating fabrication control. Finally, a few fabrication examples using the
new algorithm are presented.
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Figure 5.1: The process flow of the zoneplate pattern generation algorithm.

5.2 Background

Fresnel zoneplates are diffractive optics which consist of concentric rings (zones) to construc-
tively interfere light at a specific focus position. The optical path difference (OPD) between
any off-axis source point and the on-axis source point in the first zone is no more than half
the wavelength () to form constructive interference. For n'" zone, the generalized OPD
must satisfy:

VA g < (5.1)

If Eq. 5.1 is written in terms of source point radius (r,), Equation 5.2 shows the desired
radius (r,) for n'* zone based on wavelength ()\), zone number (n), and focal length (f):
— 1A A
(n—l)x)\x(f+¥)<(rn)2<nx)\x(f+%) (5.2)
The optical resolution (R) of a diffraction-limited optical system with a given wavelength
(M) and NA can be described as:

R=-—" (5.3)
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For a Fresnel zoneplate, the outermost zone width (Aw) can be related to NA by con-
sidering its first order diffracted light angle (6):

A A
sin(0) >~ 3w
p is the pitch of the Fresnel zoneplate and for the binary zoneplate p = 2 x Aw. Equation

5.5 shows that the outermost zone width determines the optical resolution of the zoneplate.

(5.4)

_ A A A ey, (5.5)
2NA  2sin(f) 2 A

Moreover, the zone width is inversely proportional to the zone radius [58]. Thus the
primary challenges in making a Fresnel zoneplate with prescribed focal length and optical
resolution are placing the concentric ring structures in the designated locations and precisely
controlling the width of the outermost zones.

For more exotic imaging modes, the zone position can be varied to get an OPD other
than half a wavelength which is shown in Eq. 5.1 for wavefront control. The results can lead
to a phase difference between the light passing through different region of the zoneplate.
For apodization control, one can either vary the zone width or block part of the zone to
control the diffraction efficiency of the zoneplate. The methods to achieve these features in
our algorithm are detailed in the following section.

The next challenge is to translate the ideal arc-shaped zones into a format compatible
with lithography machines which require polygon or trapezoid shapes. The trade-off between
pattern file size, computation time, and prescribed optical tolerances needs to be considered
in the generation of this machine-compatible format. Also, lithography-specific design fea-
tures like the pattern and dose bias are needed along with the zoneplate pattern to improve
pattern yield by optimizing the fabrication conditions. Conversion of the ideal zoneplate
arcs to a machine compatible format is known as pattern data preparation.

R

5.3 Fresnel zone plate pattern generation

5.3.1 Zoneplate radii calculation algorithm

To calculate the zoneplate pattern, the zone radius at every point needs to be defined in
order to determine its contour. Figure 5.2 shows the process flow to determine the zone
radius based on zone number (n), object distance (p), image distance (q), wavelength (),
and also the aberration/phase contrast condition using the Secant method. In numerical
analysis, the secant method is the finite difference approximation of Newton’s method for
finding the zero crossing of a function.

Since the function used in the zoneplate is the OPD for the complete optical system,
an initial guess is needed for the Secant method to determine the correct zone radius. Our
algorithm starts with the assumption in the simple ideal circular zoneplate lens of Eq. 5.2.
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Figure 5.2: The process flow on how to decide the zone radius using Secant method based
on the OPD from geometric, phase contrast, and aberration.

With this initial guess, the non-ideal OPD for the combination of geometry, aberration, and
phase contrast are used to define a difference metric. The secant sequential iteration method
is then used to sequentially find new roots (zero estimates) for this metric that converge to
the spatial location on the zoneplate where the metric is zero.

Metric = (OPDgeometric + OPDaberration + OPDphasecontrast) - OPDzoneplate (56)

This algorithm enables the possibility of (1) Including arbitrary aberrations in the pattern
calculation, and to (2) Determining the balance between precision in locating the zone and
computation time.

5.3.2 Conventional on-axis zoneplate

The process flow to determine a conventional on-axis zoneplate pattern is shown in Fig. 5.3a.
With design information like object distance, image distance, the NA and the wavelength, one
can calculate the location, the width and the total number of zones based on the equations
shown in the previous section. In order to describe the zoneplate pattern, an arc is used to
represent each zone. Figure 5.3b shows the definition of the arc parameters for the zoneplate
pattern representation. For a standard zoneplate, each zone can be represented by one arc
with an opening angle (df) equal to 360°. To enable exotic zoneplate patterns, the opening
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Figure 5.3: (a) The process flow to generate conventional on-axis zoneplate pattern. (b)
Definition of arc parameters for zoneplate pattern representation. (X,., Y, r, Ar, 6, df)
represents the center coordinates of the arc, arc radius, arc width, the starting angle of the
arc, and the opening angle of the arc.

angle of each arc can be varied. The optimization algorithm is detailed in the following
section.

5.3.3 Off-axis zoneplate

Off-axis zoneplates are needed for some specific applications like the SHARP EUV micro-
scope at LBNL [58]. With off-axis zoneplates, the 1°¢ order light can be separated from the
Oth order light in angle space, facilitating the order sorting process. In our algorithm, there
is an extra step for the off-axis zoneplate compared with the on-axis zoneplate. The opening
angle for each zone has to be calculated first based on the user-defined boundary condition.
Then, the zoneplate pattern can be generated in a manner similar to that used for generating
a conventional on-axis zoneplate. Figure 5.4 shows the process flow for off-axis zoneplates
and the GDSII (Graphic Database System) pattern image of an off-axis zoneplate on top of
its parent on-axis zoneplate.

5.3.4 Tilted zoneplate

For tilted zoneplates, the zoneplate orientation is no longer normal to the optical axis, but
each zone on the zoneplate still has to image the object to the same image plane position.
Equation 5.7 shows the OPD calculation for a standard zoneplate:
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Figure 5.4: (a) The process flow to generate off-axis zoneplate pattern. (b) GDSII file
pattern images of an off-axis zoneplate (red) on top of its parent on-axis zoneplate (black).
The zoom-in view is shown on the right-hand side..
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OPD = (\/p?+7r2—p)+ (V@ +r2—q) (5.7)

Here p, q, r represent the object distance, the image distance and the zone radius before
tilt. For tilted zoneplates, these parameters have to be adjusted accordingly. Figure 5.5a
shows a schematic diagram of a tilted zoneplate and the adjustment required to Eq. 5.7.
A titled zoneplate will be stretched on each side of the zoneplate, as shown in Fig. 5.5b.
In order to incorporate the tilted zoneplate situation into the pattern generation code, our
algorithm adjusts the OPD definition which is shown in Fig. 5.5a in the same process flow
as for conventional on-axis zoneplate.

5.3.5 Phase contrast / aberration zoneplate

In general, the zone position is determined by the OPD including the geometric terms,
aberration and phase contrast, as shown in Eq. 5.8:

OPD = Geometric + Aberration + Phase Contrast (5.8)

For a Fresnel zoneplate, in order to utilize the Zernike phase contrast method with a 3
phase shift in the pupil plane, one can simply adjust the zone locations to the desired relative
phase shift. As shown in Eq. 5.1, the OPD for a standard zoneplate is in the range of half a
wavelength which can be transferred to a m phase shift. For a phase contrast zoneplate with
a 5 phase shift, our algorithm has to include quarter wavelength into the OPD calculation
to account for the phase difference. As shown in Fig. 5.6a, the shift of the zones from their
original positions creates the relative phase shift between these 2 areas.

A similar approach can be applied to aberrations. Each point on the zoneplate has
its own relative phase shift based on the input aberration condition. Thus the algorithm
adjusts the OPD calculation accordingly to satisfy the condition at each location. For the
pattern generation algorithm, the input aberration/phase shift map consists of a Zernike
polynomial representation [59]. Thus it can be used to prescribe not only a single aberration
term onto the Fresnel zoneplate, but also a more realistic situation which consists of multiple
aberrations. As a simple example, Figure 5.6b shows the result of adding a defocus aberration
with a weight of half a wavelength to an on-axis Fresnel zoneplate.

5.3.6 Apodization zoneplate

Apodization is used to filter or modify the transmission function of the optical elements
(60, 61]. In order to achieve this in the algorithm, blocks can be added to the ring-shaped
zoneplate to prevent light from passing through the zoneplate, instead of varying the zone
width which might be limited by the fabrication capability. Based on the designed trans-
mission condition in each zone, the percentage of the zone area that needs to be blocked is
calculated. For the situation with n blocks in one zone, the blocks are uniformly distributed

by an 27“ separation, and the initial angle in the zone is chosen randomly, as shown in Fig.
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Figure 5.5: (a) Schematic diagram of the definition of p, ¢, and r based on the original p,
q, and r, and also the tilt angle (3) and its relative angle (#) towards x-axis. (b) GDSII file
pattern images of a tilted on-axis zoneplate (red) on top of its parent standard zoneplate
(black). The zoom-in view is shown on the right-hand side to show the shift of the zone
when you tilt the zoneplate.
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Figure 5.6: (a) GDSII file pattern images of a phase contrast zoneplate with a 90° (quarter
wavelength) phase shift in the central area of an on-axis zoneplate (red) on top of a standard
zoneplate (black). (b) GDSII file pattern images of an on-axis zoneplate with defocus aber-
ration (red) on top of a standard zoneplate (black). Weight: 0.5 wavelength. The zoom-in
view is shown on the right-hand side to show the shift of the zone when you prescribe the
aberration onto the zoneplate.

5.7a. Stronger apodization means lower transmission which leads to more blocks in each
zone. For a constant apodization to be applied to a specific area of the zoneplate, blocks are
randomly and evenly distributed in each zone. Figure 5.7a shows the comparison between a
standard zoneplate and a zoneplate with constant apodization.

For a more complicated situation like applying a Gaussian window to the zoneplate, the
same approach used in aberration control can be applied here as well. In the algorithm,
the intensity transmission can be adjusted by adding blocks at every point in the zoneplate
according to the target apodization function. Figure 5.7b shows an example of off-axis
zoneplate with Gaussian window.

5.3.7 Free-standing zoneplate

To improve zoneplate efficiency, the zoneplates can be fabricated as free-standing structures
instead of onto a membrane. In order to have enough physical strength to support the arc-
shaped zoneplate structure, bridges are required, as shown in Fig. 5.8 to hold the structure
together. In the algorithm, the addition of these bridges is similar to the apodization process.
Moreover, the algorithm randomly distributes the bridges, preventing unexpected frequency
filtering by the Fresnel zoneplate.
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Figure 5.7: (a) GDSII file pattern images of an on-axis zoneplate with constant apodization
aberration (red) in the central region on top of a standard zoneplate (black). The zoom-in
view is shown at the right-hand side of the figure. (b) GDSII file pattern images of an off-axis
zoneplate with a Gaussian window (red) on top of a standard off-axis zoneplate (black).

Figure 5.8: GDSII file pattern images of a free-standing zoneplate (red) on top of a stan-
dard on-axis zoneplate (black). The random distribution of the bridges of the free-standing
zoneplate can avoid unnecessary frequency filtering.
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Figure 5.9: The process flow of the algorithm on how to decide the arc representation of the
zoneplate pattern.

5.4 Fresnel zone plate pattern rendering and bias
control algorithm

5.4.1 Arc-shaped representation of the zoneplate pattern

Once one obtained the desired Fresnel zoneplate pattern, the design must be transferred into
a file that can be read by lithography tools to fabricate the zoneplate. In order to achieve this,
a proper representation of the zoneplate design is needed using arcs or polygons. Therefore,
an algorithm to fracture the zoneplate pattern is needed to balance the trade-off between
file size (computation time) and precision of the polygons/arcs representation.

Figure 5.9 shows the process flow of rendering the zoneplate pattern with arcs. An initial
opening angle for the pattern is used as the initial condition. Then 3 sets of coordinates are
calculated from this zone pattern to define the arc. Along the contour of the zone pattern and
the arc, a coordinate difference is calculated and checked against the user-defined tolerance.
If it is within the range, the algorithm extends the opening angle to use this arc to represent
a larger zoneplate pattern. If not, then a smaller opening angle is used until the condition
is met. This helps us minimize the number of arcs to represent the zoneplate pattern. With
this algorithm, conventional zoneplate with a perfect circular shape can be represented by 1
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arc (opening angle = 360°) as expected. Other zoneplates with exotic design will each have
theirs optimal number of arcs.

5.4.2 'Trapezoid representation of the zoneplate

Even though the arc representation is natural for a curved Fresnel zoneplate pattern, trape-
zoid representation is needed since it is commonly required by most lithography tools. Figure
5.10 shows the process flow on how to transfer the zoneplate pattern representation using
arcs to trapezoids.

The most critical factor for this process is the determination of how many trapezoids
are needed to represent the arc properly. As shown on the right-hand side of Fig. 5.10,
the difference between the edge of the arc and the trapezoid can be used as the metric,
normalized to the arc (zone) width. This tolerance definition keeps the error at every zone
about the same in units of wavelength. The constant phase shift between zones can reduce
the potential to introduce unexpected aberration into the Fresnel zoneplate. Moreover, this
variable allows the user to determine the trade-off between file size (number of trapezoids)
and the error tolerance on their zoneplate pattern design.

Figure 5.11 shows the impact of selected precision on file size for three different zoneplate
sizes (number of zones). For a zoneplate with 1000 zones in it, the file size is within the
range of 302 Mb to 3 Mb for a precision from 0.005% to 50%. For a zoneplate with 3000
zones in it, the file size range increases to 1558 Mb to 15 Mb for a precision from 0.005%
to 50%. Generally, the file size increases linearly with the zone number, and it is inversely
proportional to the precision.

5.4.3 Pattern and dose bias of the zoneplate

To fabricate the zoneplate pattern with desired dimensions, pattern bias and local dose
control can be very useful to account for all the non-idealities in the fabrication process. In
the algorithm, the capability to control the exact dose and bias at each zone width enables
the precise fabrication of the desired pattern, by compensating for photoresist and other
lithography effects. The default setting in the algorithm for pattern bias is a constant bias
for all arcs or polygons, and the default dose compensation in the algorithm is linearly
adjusting the dose as a function of feature width and pattern bias.
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Figure 5.10: The process flow of the algorithm on how to fracture the arc into trapezoids for
zoneplate pattern. The plot on the right shows the metric used to determine the size of the
trapezoid based on user-defined tolerance.
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Figure 5.11: The trade-off between GDSII file size and zoneplate pattern precision under
different number of zoneplates: 1000 zones (Black), 2000 zones (Blue), 3000 zones (Red).
The figure is in log-log scale. The insert figures show the center of the zoneplate pattern
under different precision settings.
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Figure 5.12: SEM image of a standard off-axis zoneplate used by the SHARP EUV micro-
scope. The diameter of the zoneplate is around 100 um.

5.5 Fresnel zone plate pattern fabrication
demonstration

5.5.1 Off-axis, tilted Fresnel zoneplate for the SHARP EUV
microscope and EUV scanning microscope

Figure 5.12 shows an example of a standard zoneplate used by the SHARP EUV microscope.
To avoid imaging unwanted orders scattered from the mask onto the CCD camera, the
SHARP EUV microscope uses an off-axis zoneplate as its imaging optics. By using the
algorithm described in the previous sections, an off-axis zoneplate pattern can be generated
based on specific boundary condition for the SHARP EUV microscope. Imaging performance
of the microscope using the conventional zoneplate is described in Ref. [30]. Comparing the
measured contrast transfer function results presented in Ref. [30] to predict simulation results
for an ideal diffraction limited system (Fig. 5.13), the patterned zoneplate is operating at
the diffraction limit.

Moreover, our algorithm also supports the tilted zoneplate to deal with the nature of
EUV lithography with 6° tilted illumination. With the optimization and rendering algo-
rithm, the Fresnel zoneplate pattern (~ 100 um diameter) with various optical designs (NA,
magnification, tilt, etc) can be generated easily in a few minutes, and reasonable file size for
the subsequent lithography process to realize these zoneplate patterns, as shown in Fig. 5.14
(62].
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Figure 5.13: Contrast vs. CD for dense lines. Simulation results (Blue), and Experiment
data (Red) from Ref. [30]. 4xNA = 0.33, partial-coherence = 0.8. 3.75% of flare is added
into the simulation images.

Figure 5.14: SEM image of a tilted zoneplate used by the scanning EUV microscope described
in [62].

105



CHAPTER 5. EFFICIENT FRESNEL ZONEPLATE PATTERN DATA
PREPARATION FOR HIGH-RESOLUTION NANOFABRICATION 106

5.5.2 Off-axis, phase contrast and apodization Fresnel zoneplate
for the SHARP EUYV microscope

To explore the possibility of increasing multilayer defect sensitivity for EUV mask blank in-
spection, the Zernike phase contrast method was studied by simulation and showed promising
results [44]. In order to demonstrate the idea, the SHARP EUV microscope is used to study
the impact of pupil phase contrast on programmed multilayer defect sensitivity. To introduce
a 90° phase shift to the unscattered light on Fresnel zoneplate, the zone has to be moved by
a quarter wavelength from its original location.

By utilizing our algorithm, specific phase shifts can be introduced onto a designated area
of the zoneplate. Figure 5.15(a) shows the scanning electron microscope (SEM) image of
an off-axis, phase contrast zoneplate. The central circle area has been phase shifted. A
zoomed-in view in Fig. 5.15(b) shows the displacement between the patterns to introduce
the constant phase shifts. In addition to the phase modulation, the intensity transmission
of the zoneplate can be controlled as well. Instead of changing the zone width, which might
introduce unwanted aberration and increase the difficulty of the fabrication process, part of
each zone in the zoneplate is blocked to control the transmission efficiency. As shown in
Fig. 5.15(b), blocks can be added to the desired area on the zoneplate by our algorithm to
control the amount of light passing through each zone. The phase shifts and the intensity
transmission are indicated by the number shown in the figure for each zoneplate. With these
zoneplates, the idea has been demonstrated and similar results were also observed in the
simulation [46].

5.6 Conclusion

In this chapter, a new algorithm to generate fabrication-ready zoneplate patterns was pre-
sented. The algorithm can generate both on and off-axis zoneplate patterns, as well as
arbitrary phase/intensity modulation on the Fresnel zoneplate. Moreover, a user-defined
tolerance setting in the rendering algorithm keeps the flexibility between the computation
time and the precision of the zoneplate pattern. The algorithm also supports features like
pattern bias and dosage control to help optimize fabrication yield. The algorithm were used
to generate Fresnel zoneplates used by the SHARP EUV microscope for standard imaging
and other exotic imaging modes as well as tilted zoneplates for use in a scanning EUV
microscopy tool [62].
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(a)

(b)

90°/ 100%

90°/ 69% 90°/ 41%

Figure 5.15: (a) SEM image of an off-axis zoneplate with phase contrast and apodization in
the central area. (b) The table shows zoom-in SEM images of the SHARP zoneplates with
different apodization conditions to control the transmission as indicated in the table. Circle
area shows the quarter wavelength displacement which creates the 90° phase shifts and the
line indicated the variation on zones intensity transmission by adding blocks.
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Chapter 6

Conclusion

As a next generation lithography technology, with a much shorter wavelength (13.5 nm
vs. 193 nm) and a different optical system (mirror vs. lens), it is important for EUV
lithography to ensure the mask quality and understand the imaging process due to mask 3D
effects. Therefore, in this dissertation, a few critical issues regarding EUV mask technology
have been addressed: EUV mask blank and patterned mask inspection, and also the impact
of EUV SRAF on mitigating mask 3D effects.

For EUV actinic mask blank inspection, a systematic study on the optimum optical con-
figuration was conducted in this dissertation. First, the results showed that the Zernike
phase contrast method has advantages over the bright field method on multilayer defect
detection sensitivity through simulation and experiment. The simulation study showed that
in-focus inspection capability and an 18% enhancement on the SNR,,,, can be achieved by
the Zernike phase contrast method, while the conventional bright field method needs through-
focus scanning and results in lower defect detection sensitivity. Experimental results from
the SHARP EUV microscope showed that a programmed defect as small as 0.35 nm in height
was detected at best focus with SNR =~ 8 by the Zernike phase contrast method. Experimen-
tal results also showed that multilayer defects are not simply pure phase defects, but have
mixed behavior (phase + absorber) depending on their size. After comparing the strengths
and weaknesses of the conventional bright field and the Zernike phase contrast methods, a
comparison between the Zernike phase contrast method and the dark field method was pre-
sented. After taking various noise sources and system design parameters into consideration,
the simulation results showed that the Zernike phase contrast method has higher detection
sensitivity under review mode (small pixel size) and lower photon density, while the dark
field method is more efficient for inspection mode (large pixel size). For the dark field based
actinic blank inspection tool design study, the simulation results showed that 10-watt EUV
source power and 100 nm pixel size are needed to capture a phase defect of height 0.5 nm
for the future advanced node. Future work in this area should consider the impact that a
broader and more complex range of defects including typical native defects might have on
the determination of an optimal detection configuration.

For EUV actinic patterned mask inspection, the nature of the pattern defect was dis-
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cussed, and it was shown that the defect cannot be treated as a pure absorber defect due
to the phase-shifting nature of the absorber material. The mixed defect (phase + absorber)
behavior results in the asymmetric through-focus behavior on defect signal strength, which
can impact the inspection tool design. The possibility of improving the defect signal strength
by utilizing the phase component of the defect was discussed. A phase shift ~ —50° instead
of +90° is needed in the pupil plane in order to improve pattern defect signal strength.
A complete tool design study for a bright field based EUV actinic pattern inspection tool
was conducted. With consideration of the phase effects in pattern defects, the various noise
sources, and the optical design of the system, the role of each noise source and the impact of
tool parameters on inspection efficiency were discussed. The study showed that a 50% im-
provement on defect SNR was achieved by introducing a —50 nm defocus into the inspection
system. In the future, a pattern with a realistic optical proximity correction (OPC) design
or sub- resolution assist feature (SRAF) should be included in the modeling to further refine
the study.

This dissertation also discussed the impact of EUV SRAFs on the Bossung curve and
process window enhancement. By rigorous 3D modeling, the analysis of aerial images and
scattered order distributions showed that unlike other proposed solutions which are focused
on reducing aberrations in the imaging process, the introduction of the EUV SRAF actually
increases the aberrations in the pupil plane, but the impact of aberration is canceled out by
the complementary illumination setting. Therefore, a balanced Bossung curve and a process
window improvement of 21% is achieved by EUV SRAFs. The study also showed that each
SRAF has a different role on the overall imaging performance due to the shadowing effect.
The results indicate that different restrictions on SRAF position are necessary for the mask-
making process. To further extend the study, the impact of EUV SRAFs on 2D patterns
should be considered, given that 2D patterning capability is a primary driver for the adoption
of EUV lithography. Moreover, the impact of EUV photoresist line edge roughness (LER)
on SRAF design and imaging performance should also be included in the analysis.
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