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On the Vector Broadcast Channel with Alternating
CSIT. A Topological Perspective

Jinyuan Chen, Petros Elia and Syed Ali Jafar

Abstract

In many wireless networks, link strengths are affected byyrtapological factors such as different distances, shaupand
inter-cell interference, thus resulting in some links lgegenerally stronger than other links. From an informatioeotetic point
of view, accounting for such topological aspects has reethlargely unexplored, despite strong indications thah agpects can
crucially affect transceiver and feedback design, as wetha overall performance.

The work here takes a step in exploring this interplay bemmtepology, feedback and performance. This is done for the tw
user broadcast channel with random fading, in the preseheesample two-state topological setting of statisticaltyosg vs.
weaker links, and in the presence of a practical ternarybfaeld setting oklternating channel state information at the transmitter
(alternating CSIT) where for each channel realizatiors tBSIT can be perfect, delayed, or not available.

In this setting, the work derives generalized degreeseddom bounds and exact expressions, that capture perfoenss
a function of feedback statistics and topology statistidse results are based on nowepological signal managemerff SM)
schemes that account for topology in order to fully utilizedback. This is achieved for different classes of feedba@ghanisms
of practical importance, from which we identify specific ddack mechanisms that are best suited for different topedod his
approach offers further insight on how to split the effort fcbannel learning and feeding back CSIT — for the strongurs
for the weaker link. Further intuition is provided on the pite gains from topological spatio-temporal diversity)are topology
changes in time and across users.

I. INTRODUCTION

A vector Gaussian broadcast channel, also known as the @adtSO BC (multiple-input single-output broadcast chaljn
is comprised of a transmitter with multiple antennas thath&s to send independent messages to different receieets, e
equipped with a single antenna. In addition to its direcévahce to cellular downlink communications, the MISO BC has
attracted much attention for the critical role played instbetting by the feedback mechanism through which chanatd st
information at the transmitter (CSIT) is typically acqurednteresting insights into the dependence of the capéiaitys of
the MISO BC on the timeliness and quality of feedback, haventfeund through degrees of freedom (DoF) characterization
under perfect CSITL]1], no CSIT[2[H5], compound CSIT [@}[delayed CSIT[[9], CSIT comprised of channel coherence
patterns[[10], mixed CSIT_[11]=[14], and alternating CSIH]. Other related work can be found in [16]-[28].

As highlighted recently in [29], while the insights obtaihitom DoF studies are quite profound, they are implicitipited
to settings where all users experience comparable sigmaigghs. This is due to the fundamental limitation of the Doétric
which treats each user with a non-zero channel coefficientapable of carrying exactly 1 DoF by itself, regardlesshef t
statistical strength of the channel coefficients. Thus,Dlo& metric ignores the diversity of link strengths, whichpisrhaps
the most essential aspect of wireless communications frerperspective of interference management. Indeed, inesge
communication settings, the link strengths are affectedniayy topological factors, such as propagation path lossisk
fading and inter-cell interferencke [30], which lead to istitally unequal channel gains, with some links being mueaker
or stronger than others (See Figulré§11, 2). Accounting fesdtopological aspects, by going beyond the DoF framewnok i
the generalizeddegrees of freedom (GDoF) framework, is the focus of the ltagical perspective that we seek here.

The work here combines considerations of topology with merations of feedback timeliness and quality, and adésess
guestions on performance bounds, on encoding designs ¢batt for topology and feedback, on feedback and channel
learning mechanisms that adapt to topology, and on handirtgeven exploiting fluctuations in topology.

Il. SYSTEM MODEL FOR THE TOPOLOGICALBC
A. Channel, topology, and feedback models

We consider the broadcast channel, with a two-antennamittes sending information to two single-antenna receiv@he
corresponding received signals at the first and secondvezcai timet, can be modeled as

ye = Vohy'® + @)
2 = \/pg @ + v, )
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Fig. 1. Topology where link 2 is weaker due to distance anerfatence.

wherep is defined by a power constraint, whetgis the normalized transmitted vector at tihe— normalized here to satisfy
|22 <1 — Whereh;, g, represent the vector fading channels to the first and seceiver respectively, and whet, v,
represent equivalent receiver noise.

1) Topological diversity:In the general topological broadcast channel setting, iniarce of the above fading and equivalent
noise, may be uneven across users, and may indeed fluctutiteeirand frequency. These fluctuations may be a result of
movement, but perhaps more importantly, topological ckarig the time scales of interest, can be attributed to flticiya
inter-cell interference. Such fluctuations are in turn duelifferent allocations of carriers in different cells or -imdarly —
due to the fact that one carrier can experience more in@réer from adjacent cells than another.

The above considerations can be concisely captured by tlesviiog simple model

yr = p™ PRy + g (3

z = p2t2gle, + vy 4)

where nowh., g, and u;,v; are assumed to be spatially and temporallyﬁ.i@hussian with zero mean anuhit variance
With ||z:||?> < 1, the parametep and thelink power exponentsl; ;, A> ; reflect — for each link, at tim¢ — an average
received signal-to-noise ratio (SNR)

Enya p 2Rz = ph (5)
Eg, = 0" 2gi x| = p**. (6)

In this setting we adopt a simple two-state topological nhedeere the link exponents can each take, at a given tinane
of two values
A e{l,a} for 0<a<1, k=12

reflecting the possibility of either a strong linki{,; = 1), or a weaker link 4 ; = «). The adopted small number of
topological states, as opposed to a continuous rangg, @fvalues, is motivated by static multi-carrier settings vattjacent
cell interference, where the number of topological states lme proportional to the number of carriers.

Remark 1:We clarify that the rate of change of the topology — despiteuke of a common time index fet;, » andhy, g,
— need not match in any way, the rate of change of fading. We @krify that our use of the term ‘link’ carries a statistica
connotation, so for example when we say that at tintlee first link is stronger than the second link, we refer toaistical
comparison whered; ; > A, ;.

2) Alternating CSIT formulationin terms of feedback, we draw from the alternating CSIT fdatian by Tandon et al[ [15],
which can nicely capture simple feedback policies. In tleitiisg, the CSIT for each channel realization can be imneljia
available and perfectH), or it can be delayedl§), or not available ). In our notation,l;, ; € {P, D, N} will characterize
the CSIT about the fading channel of ugent timet.

B. Problem statement: generalized degrees-of-freedoedbick and topology statistics

1) Generalized Degrees-of-Freedorm a setting wherd R,, R>) denotes an achievable rate pair for the first and second
user respectively, we focus on the high-SNR regime and seekdracterize sum GDoF

. Ri + Ry
ds = lim max ——
p—oo (R1,R2) logp
performance bounds.
It is easy to see that in the current two-state topologictiingg a strong link by itself has capacity that scaledasp +
o(log p), whildd a weak link has a capacity that scalescasg p + o(log p). Settinga: = 1 removes topology considerations,
while settinga = 0 almost entirely removes the weak link, as its capacity dasssnale with SNR. Needless to say that

1This suggests the simplifying formulation of unit cohererime.
20(e) comes from the standard Landau notation, whefe) = o(g(z)) implies limg— oo f()/g(x) = 0. Logarithms are of basg.
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Fig. 2. Cell edge users experience fluctuating interfereheeto changing frequency allocation in the multi-cell eyst

setting the stronger link to correspond to a unit link-poweponent, is a result of normalization, and thus imposeas in
generality.

Example 1:One can see that, in the current setting of the two-user MIEDHaving always perfect feedback) for both
users’ channels, and having a static topology where thelifiistis stronger than the second throughout the commurminati
process §; ; =1, Ay ; = o, Vt), the sum GDoF isls = 1+ «, and it is achieved by zero forcing.

Example 2:Furthermore a quick back-of-the-envelope calculatiore (& appendix in Sectidn VIII}F), can show that in
the same fixed topologyl; : = 1, As:+ = «,Vt, the original MAT scheme — originally designed in| [9] withotopology
considerations for the: = 1 case — after a small modification that regulates the rate eptivate information to the weaker
user, achieves a sum GDoF @f = %(1 + «). This performance will be surpassed by a more involved togioal signal
management (TSM) scheme, to be described later on.

2) Motivation of the GDoF settingOften, taking a strict interpretation of the limiting naduof GDoF, leads to confusion
because, strictly speaking, any reasonable channel madgtiiorce a limitinga to be 1, since all powers would go to infinity
the same way. Towards convincing the skeptical reader ouegulness of our approach, we offer the following thoughts
which can help clarify any misconceptions.

Our GDoF approach here is based on two crucial premises.

i) Network links generally have different capacities, andhia perfectly conceivable case where a link has a capacitystza
fraction o of another link’s capacity, a good approximation is that wesaker link has average power that is close todhe
power of the aforementioned power of the strong link.

1i) Albeit depending on thdimiting behavior of random variables, our result here can also berpreted in thelarge
SNR regime, where you pick based on the aforementioned premise, and oncecthis picked and fixed, the high-SNR
approximation can yield expressions which, for sufficigfdgtge SNR, have a gap from reality that is expected to betantially
smaller than the derived expression — thus allowing for thigved expression to offer a good qualitative estimate efaverall
behavior. Deviating from the strict and literal interpteda of GDoF, while still mathematically rigorous, the caint approach
allows us to consider topological settings that are mataby reasonable scenarios that include distance varsatouwl
interference fluctuations, and does not constrain us tatihigi awkward scenarios where variable geometries hastadces
that scale in different specific ways.

3) Feedback and topology statisticslaturally performance is a function of the feedback and lmgpp statistics. In terms
of feedback statistics, we draw from the formulationlin! [86ld consider

AL T
to denote the fraction of the time during which the CSIT siatdescribed by a pait/, I») € (P,D,N) x (P,D, N).
We similarly consider
AAL A,



to denote the fraction of the time during which the gain exga of the two links are some pdid,, 4>) € (1, «) x (1,a),
where naturally\; o + Aa,1 + A1,1 + Aa,o = 1. Finally we use
/\A17A2
11,12
to denote the fraction of the time during which the CSIT statél;, I) and the topology state i§4;, As).

Example 3:A\pp =1 (resp.Ap,p = 1, Ay, ny = 1) implies perfect CSIT (resp. delayed CSIT, no CSIT) for baters’
channels, throughout the communication process. Similag v + An,p = 1 restricts to a family of feedback schemes
where only one user sends CSIT at a time (more precisely, parne! realization), and does so perfectly. From this fgmil
Ap,Ny = An,p = 1/2 is the symmetric option. Similarly, in terms of topology,» = 1, a < 1 implies that the first link is
stronger than the second throughout the communicatiorepspavhiler; , = A,,1 = 1/2 implies that half of the time, the
first user is statistically stronger, and vice versa.

Finally having)\};f”,:ﬂr/\%’,lp = 1 does not impose any restriction on the topology statiskiasjt implies a feedback mechanism
that asks — for any channel realization — the statisticattgreger user to send perfect feedback, and the statistiaadhker
user to send delayed feedback.

C. Conventions and structure

In terms of notation(e)™ and (e)" denote the transpose and conjugate transpose operatspestigely, while|| ¢ || denotes
the Euclidean norm, anfle | denotes either the magnitude of a scalar or the cardinality set. We also use- to denote
exponential equalityi.e., we write f(p) = p” to denote lim log f(p)/logp = B. Similarly > and < denote exponential

pP—00

inequalities.e* denotes a unit-norm vector orthogonal to veator

Throughout this paper, we adhere to the common conventidnaaeume perfect and global knowledge of channel state
information at the receivers (perfect and global CSIR).

We proceed with the main results. We first present sum GDoér dutunds as a function of the CSIT and topology statistics,
and then proceed to derive achievable and often optimal sDwFGexpressions for pertinent cases of practical signifiean

I1l. OUTER BOUNDS
We first proceed with a simpler version of the outer bound,cwréncompasses all cases of alternating CSIT, anfixald
topologies A1, =1, 0r A\p,1 =1, a € [0, 1]).

Lemma 1:The sum GDoF of the two-user MISO BC with alternating CSIT anfixed topology, is upper bounded as

ds < min{dg), dg)}, where

3+ 2«

dY 21+ a)App +
3+«

(App+Ap.P+APN+ANP)

+

(Ap.p + AN +AND+ ANN)

AP 21+ )(App + App +Ap.p +ADD)
24+«

+ (ApN +ANpP+ADN+AND)+ AN N

The proof of the above lemma, can be found as part of the prbtfeofollowing more general lemma, in the appendix of
Section VII.
We now proceed with the general outer bound, for any alterga&@SIT mechanism, and any topology, i.e., for a)r}‘y}f?.
For conciseness we use
)\A17A2 A/\ALAz A1,Az

PON =ApN -t AND
)\A17A2 A /\gl}\x]“z + /\A17A2

D&N — N,D
A1,A2 & A1 A2 A1,A2
Apip =App  +App

so for example)\}g";D simply denotes the fraction of the communication time dyifivhich the first link is stronger than the
second, and during which, the CSIT for the channehio§ oneof the users, is being fed back in a perfect and instantaneous
manner, while the CSIT for the channel of the other user, dstfack later in a delayed manner.

Lemma 2: The sum GDoF of the topological two-user MISO BC with alteimg CSIT, is upper bounded as

ds, < min{d), d} @)



where

e 2200 ARy
LS OB + AT + et By + ABL )+ e OR + AR

2+ 2B+ DA gt

F20X85 + 2N 5+ AR+ X + A+ AN ®)

dy) £+ a)(AB5 + M) + (L )(ABLp + X p) + (L + @) AT + A5 Tp)
LR+ AL ) + T B+ ABL )+ AN + ARy

+ 2B 2008 + 20pL, p + 20058 p + 2051 + 2005,

+ SABL + FABDN + FAB + FABDN + AN + AN ©
The above bounds will be used to establish the optimalityifférént encoding schemes and practical feedback meahanis

4 £(1+ a)(XGp + App) + =5 (Nl p + ApEp) +

+

1,1
/\N,N

+

IV. PRACTICAL FEEDBACK SCHEMES OVER A FIXED TOPOLOGY

We first proceed to derive different results for the case of faxed topology. Here, without loss of generality, we will
consider the case wherg , = 1, while the case of,; = 1 is handled simply by interchanging the role of the two users.
In the presence of a fixed topology, we initially focus on eliént practical feedback schemes for which we derive thetexa
sum GDoF expressions, and then proceed to explore the de@$El case for which we derive a bound.

With emphasis on practicality, we first focus on three fagsilof simple feedback mechanisms which can be implemented
so that, per coherence interval, only one user sends fekdlbac

Proposition 1: For the two-user MISO BC with a fixed topology and a feedbadkst@intAp x + An,p =1 Or Ap y +
)\N,P = /\N,D + /\D,N = 1/2 or )\p7D + )\D,P = )\N,N = 1/2, the optimal sum GDoF is

dz=1+% (10)

where in the first case, this is achieved by the symmetric BrsmAp y = Ay p = 1/2, in the second case it is achieved
by the symmetric mechanisthp ;v = Ay, p = 1/2 which associates delayed feedback with the weak user, atfteithird
case it is achieved by the mechanismp = Ay n = 1/2, which again associates delayed feedback with the weak user

Proof: All GDoF expressions are optimal as they meet the outer bauheémmae[l. For the first casefp n + Ay p = 1)

the GDoF optimal scheme can be found in Secfion VII-E1, for tase wherépx + Anv.p = An.p + Ap.ny = 1/2 the
optimal scheme can be found in Section VIII-A, while for tlast case whergp p +Ap p = An,n = 1/2 the optimal scheme
can be found in Section VII-B. [ |

Remark 2: The optimality of \p y = An.p = 1/2 (resp.Ap,p = An.ny = 1/2) among all possible mechanisms, y +
AN.P =AD N+ Anp =1/2 (resp.A\pp + Ap,p = An.n = 1/2), relates to the fact that delayed CSIT is associated to the
weak link, which in turn allows for the unintended interfiece — resulting from communicating without current CSIT — to
be naturally reduced in the direction of the weak link.

Remark 3:1t is easy to see that the familyp p +Ap,p = An,nv = 1/2 is again a ‘one-user-per-channel’ family of feedback
policies since it can be implemented by having half of thencleh states not fed back, while having the other half fed back
by any one user with no delay, and by the other user with delay.

A. Delayed CSIT and fixed topology

For the same setting of fixed topologies (, = 1 or A\,1 = 1, a € [0, 1]), we lower bound the sum GDoF performance
for the well known delayed CSIT scenario of Maddah-Ali ana T8], where feedback is always delayed(p = 1).

Proposition 2: For the two-user MISO BC with a fixed topology and delayed C8\5 p = 1), the sum GDoF is lower
bounded as
2

ds >1
== +2+0¢

Proof: The scheme that achieves the lower bound can be found inc8&¢HI-Cl [ |
It is worth noting that the above sum GDoF surpasses the rmfamdoned performance of the original — and slightly
modified MAT scheme[9] — over the same topology, which was tioeed in exampl&]2 to bédy = %(1 + ).

(11)

3In our formulation, which uses the simplifying assumptidnhaving a unit coherence period, this simply refers to theecahere only one user sends
feedback at a time.
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setting whereA 3%, = A% = 1/2.

V. OPTIMAL SUM GDOF OF PRACTICAL FEEDBACK SCHEMES FOR THBBC WITH TOPOLOGICAL DIVERSITY

We here explore a class of alternating topologies and revgain — in certain instances — that is associated to topesogi
that vary in time and across users. Emphasis is mainly giwestatistically symmetric topologies.

We first proceed, and for the delayed CSIT setting p = 1, derive the optimal sum GDoF in the presence of the
symmetricallyalternating topologywhere\; , = A\p,1 = 1/2.

Proposition 3: For the two-user MISO BC with delayed CSNp p = 1 and topological spatio-temporal diversity such that
Ao = Aa,1 = 1/2, the optimal sum GDoF is

ds =1+ % (12)
which can be seen to exceed the optimal sum GB’QI': %(1 + «) of the same feedback scheme, over an equitalent
spatially non-diverse topologdy; 1 = Ag,o = 1/2.

Proof: The GDoF is optimal as it meets the general outer bound in Lef@nThe optimal TSM scheme is described in
Sectior[VIT-D. [ |
We also briefly note that for the same feedback poligyp = 1, the optimal sum GDokls = 1 + ¢ corresponding to
the topologically diverse setting; » = Ao.1 = 1/2, also exceeds the sum GDoF performance in Proposiiion 2eo M
scheme in the presence of any static topology (#:g. = 1).
A similar observation to that of the above proposition, isive below, now for the feedback mechanisiay = Ay p =
1/2.
Proposition 4: For the two-user MISO BC withp y = An,p = 1/2 and topological diversity such thag , = Ao 1 = 1/2,
the optimal sum GDoF is
@
2
which can be seen to exceed the optimal sum GBgF- 3(14 «) of the same feedback mechanism over the equivalent but
spatially non-diverse topologdy; 1 = Ag,o = 1/2.
Proof: The sum GDoF is optimal as it achieves the general outer innh@@. The optimal scheme is described in
Section_VIII-E. [ |
Regarding this same feedback polidy, vy = Ay p = 1/2, it is worth to now note this policy’s very broad applicatyili
This is shown in the following proposition.

ds =1+ (13)

4The compared topologies are considered equivalent in theestat the overall duration of weak links, is the same ferttto topologies.



Proposition 5: For the two-user MISO BC with any strictly uneven topolody, + A.,1 = 1 and a feedback constraint
Ap,n + An,p =1, the optimal sum GDoF is
ds =1+ % (14)
and it is achieved by the symmetric feedback poligyy = Ay, p = 1/2.

Proof: The sum GDoF is optimal as it achieves the general outer bauhémmall. The optimal scheme is described
in SectiorVITT-E. [ |
Remark 4:This broad applicability of mechanisthp y = Ay p = 1/2, implies a simpler process of learning the channel
and generating CSIT, which now need not consider the speoffislogy as long as this is strictly unevely ( = A\, o = 0).

VI. CONCLUSIONS

The work explored the interplay between topology, feedtzauk performance, for the specific setting of the two-userMIS
broadcast channel. Adopting a generalized degrees ofdnedthmework, and addressing feedback and topology joitiky
work revealed new aspects on encoding design that accoontsgology and feedback, as well as new aspects on how to
handle and even exploit topologically diverse settings netibe topology varies across users and across time.

In addition to the bounds and encoding schemes, the worksoiffisight on how to feedback — and naturally how to learn
— the channel in the presence of uneven and possibly flun&dpologies. This insight came in the form of simple feetba
mechanisms that achieve optimality — under specific coimira— often without knowledge of topology and its fluctuato

VIl. APPENDIX- PROOF OF GENERAL OUTER BOUNO{LEMMA [2))

We here provide the proof of the general outer bound in Lemimae®W;, W, respectively denote the messages of user 1
and user 2, letR;, R, denote the two users’ rates, and ¥ denote all channel states that appear in the BC. Let the
communication duration be channel uses, where is large. We use

Yo, = Wikes  2hop, =1zbe ViiLhi=IL,1; =1

to denote the accumulated set of received signals at used LissT 2 respectively, accumulated throughout the time wien
CSIT state was some fixell, I>. As a result, the entirety of the received signals, at eaeh, issthe union of the above sets

n __ n n __ n
Yy = U Yn I z = U ZIi,Is¢

11712 117[2

A. Proof ford; +ds < d(;:) (cf. @)

We first enhance the BC by offering user 2, complete knowlexfgg® and of 17/;. Having now constructed a degraded BC,
we proceed to remove all delayed feedback. This removalctwhi equivalent to substituting the CSIT stdie= D with
I, = N, does not affect capacity, as one can deduce from the woi&lh [

We then proceed to construct a degraded compound BC by addimaglditional user, denoted as us$eseeking to receive
the same desired messaigé as user 1. The received signal of usetakes the form

~1n n n n ~nNn ~T ~T ~nNn ~T ~1
Yy = (yP,vaP,DvyP,vaD,PayN,PayD,DvyD,NayN,DvyN,N)

where specifically whed; = P (i.e., whenever the first user sends perfect CSIT) then tbeiveed signal of uset is identical
to that of user 1, else wheR # P, the received signal of usdris only assumed to bilentically distributedto the signal
y; of user 1. We also assume that throughout the communicatiocegs, useil and user 1 experience the same channel
gain exponentd; ; for all ¢ (cf. (3)). We further enhance by assuming tlyatis known to user 2. We note that, since user 1
and userl have the same decodability, the capacity of this degradeghoand BC cannot be worse than that of the original
degraded BC.

As a next step, we introduce the auxiliary random variahleand defines?l,l2 = {st}t.1,,=1.,1..,—1,- At this point we
enhance the degraded compound BC, by giving user 2 compieisl&dge of

A
50 :{S%,Pa SRI,Pa 371:3,1\/’ 3?/,D7 S%,Dv SRZ.,N}
where, as described below i {15)s}, p, s} psH n» 5% p> S ps Sk} IS the collection of auxiliary random~ variables
st, t: 11+ # P accumulated whenever there is no CSIT on chahnedf user 1 and no CSIT on chanrfe] of userl, where

specifically
—1 -1
Azt — Al h: h;r Yt Aot h{ 0 0 Aot —Al ¢ hI h: Uy
~ e ~ - 15
p- 2 [9{} {hz i, p 2 gl T+ u + —u, +p 2 gl hZ i, (15)

L L




-1

. - . 0 Az p—Are h; h: U
i.e., where specifically; is the second element of the vect r +p— =z gl A il and where we have set
—Ut t t t

h, to be independently and identically distributedig, and i, to be independently and identically distributedutn What

the above means is that has average power
E|St|2 - p(Az,t—Al,t)+

as well as that knowledge dfs;, y:, 7¢, 2™}, implies the knowledge of;, again whenevef;, # P.
At this point we can see that

nR1 — ney,
= H(Wy) — ne,
= H(W1[Q") — nep = I(W13y" Q") + H(Wh|y", Q") —ne,
<nen
< I(Wi;y"Q") (16)
= h(y"|Q") = h(y" W1, Q") (17)
where [16) results from Fano’s inequality which bourd&iv; [y™, Q™).
Similarly, for virtual userl, we have
nRy — ne,
< h(F"|Q") = h(F"|Wh, Q). (18)
As a result, addind(17) an@d(|18) gives
2nR; — 2ne,
< R(y"|Q") + WG Q) — h(y" W1, Q") — h(G" Wy, Q")
< By + B — By, 50 W, Q) (19)
where [I9) uses a basic entropy inequality.
Now recalling that user 2 has knowledge{d#1, =™, y", 5", s}, gives
nRs — ne,,
= H(W3) — ne,
= H(W>|Q") — ne,
< I(Wa; Wh, 2"y, g™, sp|27) (20)
=I(Was 2", y", 4", 55| W1, Q") + I(W; W1 [Q") (21)
=0
= h(z",y" §", sg W1, Q") = h(z", 4", §", s¢ | W1, W2, Q") (22)
=no(log p)
=h(z",y", 9", sqg| W1, Q") — no(log p) (23)
= A", 5" W, Q) + h(sEly™ 5" Wi, Q) +h(="ly", 5", 55, Wi, ") — no(log p) (24)
<h(sg)
< h(y", 5" Wi, Q") + h(sg) + h(z"|y", 4", sg, W1, Q") — no(log p) (25)
< h(y", g" Wi, Q") + h(sg) + k(2B p, 2B, ps 2P N)
+ (2D Py 2N P ZD.Ns ZN.Ds 2D,y NN Y T 850, Wi, ) —no(log p) (26)
<no(log p)
< h(y™, 5" W, Q) + h(sg) + h(zp p, 25 ps 2P, v) + no(log p) (27)

where [20) comes from Fano's inequality, wherd_](23) followsom h(z"™,y", ", si|W1, Wa, Q") =
h(zn’yn7gn|Wl’W2’Qn) + h(sg|zn7ynagn7W17WQaQn) = h(znaynagn|W11W27Qn) = no(logp) by USing the faCt

that the knowledge of 2", y™, §", Q"} allo(i/vs for the reconstruction off (cf. (I8)) and the fact that the knowledge of
{Wy, W5, Q"} allows for reconstructing z™, y™, g™} up to noise level, wherd_(4) is from the entropy chain ruléere

the transitions to[{25) and td_(26) use the fact that comlitip reduces entropy, and whefe](27) is from the fact that the
knowledge of{y", 3", s5, 2"} allows for the reconstruction of=3, p, 2§ p, 25 N> 2N.ps 2D .ps Zv n } (fOr example, knowing
b P b p s p, "}, allows for reconstruction ofzp, p}).



By adding [19) and[{27), and dividing by, we have
2R, 4+ Ry — 3¢y,
1 ~MN n n n n n
< n (h(y"IQ") + (g™ Q") + h(sy) + h(ZP,Pa ZP,D> ZP,N) + no(log P)) (28)

<23 X X ANl

V(Il,IQ)AQG{l,Oc} Ale{l,a}
+ Z (1- a)/\?f,llz log p
(11712)211;&13

+ Y S YT At logp+ o(log p) (29)

(11712)211:13 A2€{1,0{} A1€{1,a}
and consequently have

2i+dz<2( Y D D A

(I1,I2) Ase{l,a} A1e{l,a}

+ > (-,

(I1,12):h#P

+ Y Y Ay (30)

(I1,I2):[1=P Azxe{l,a} A1 €{1,a}
Similarly, exchanging the roles of user 1 and user 2, gives

2p - <2(>0 Y Y )

VI1Iz Ase{l,a} A1e{l,a}

+ Y -y,

(11,12):12;513

YD Y AN (31)

(11,12):12:13 A2€{1,0¢} Ale{l,a}
Consequently, summing up the two bounds[inl (30) (31)sdiive following sum GDoF bound

d1+d2§%[2(z S A A

VI1I2 Ase{l,a} A1€{l,a}

a,l 1,
+ Z (1- a)/\ll,lg + Z (1- a)/\h,lg

(I1,12):11#P (I1,I2):I2#P
LD DD DEED DRRFVS SESD DENED DEND DI IEVwa (32)
(11,12):11:PA2€{1,0¢}A1€{1,a} (11,12):12:PA2€{1,0¢}A1€{1,a}

which, after some manipulation gives

a,l 1, 3+ 2« a,l 1, 3+ 2« a,l 1,
di +d2 < (14 a)(App +App) + T(APHD +Apsp) + T(APHN +ABGN)
3 + o 3 + « 3 + o a,1 1,a
3 3 3 (/\N,N + /\N,N)

+2X\5p + 20055 + EA}SLD + = APep T g)‘}5<1—>N + S APeN
4 1,1 4o

a,l 1,
+ (ADon T ADGN) +

(/\%7,1D + )‘}:3(,11:)) +

S

3 3

a,o 4 1,1 %! a,o 4 1,1 4o a,o

+ g)‘D,D + ?/\D,D + gADHN + ?ADHN + §/\N,N + ?)‘N,N' (33)

B. Proof ford; + dy < d(i‘:) (cf. (9))

We continue with the proof of {9). We first enhance the BC, hlyssituting delayed CSIT with perfect CSIT, i.e., by tregtin
CSIT statel;, = D as if it corresponded té, = P. We then transition to the compound BC by introducing a finsaginary
userl, and a second imaginary user

User I, which shares the same desired messageas user 1, is supplied with a received signal that takes the fo

~1n __ n n n n n n ~M ~M ~1
Yy = (yP,vaP,DvyD,PayD,DvyP,NayD,NayN,PayN,DvyN,N)

which means that user 1 and udeshare the exact same received signal whenévef N, while otherwise we only assume
that userl has a received signal that is statistically identical td tfauser 1, but not necessarily the same.



Similarly user2, which shares the same desired mesd&ges user 2, is supplied with a received signal that takes the fo

n __ n n n n n n n n n
z = (ZP,PaZD,PaZP,DaZD,DaZN,PvZN,DaZP,NaZD,NvZN,N)

which again means that user 2 and uashare the same received signal whendyeg N, while otherwise we only assume
that user2 has a received signal that is statistically identical ta thfauser 2, but not necessarily the same.

This latter stage does not further alter the capacity - cogtpto the previoushenhancedBC - since user 1 and usér
have the same long-term decoding ability; similarly foru2eand usen.

Furthermore, whenevél,, Is) = (N, N) we can assume without an effect on the result, that the chaec®rsg,, g,, by, hy
are the same for all four users, i.@, = g, = h, = hy, (g, and h, for user2 and userl respectively), since the capacity
depends only on the marginals for the channels associatid(iyi I>) = (N, N).

Additionally for any¢ during which (I, I) = (N, N), we define

G = \Jpmn Az n e + @ (34)

wherew, is a unit-power AWGN random variable, where

\/pAl,t—min{Al,t,Az,t}gt — /pA Rl + g+ \/pAl,t—min{Al,t,Az,t}at — (35)
—— —
=Yt A
= wy
\/pA2,t*min{A1,t7A2,t}gt = \/pAlthwt =+ v + \/pAlt*min{Al’t’A%t}ﬂt — V¢ (36)
N— ———
s Ly,

and where the two new random variablesv; have power

Bluy[* = pln =z

and
By |? = pae 0",

The collection of all{g, } for all ¢ such that(I;, I>) = (N, N), is denoted by, v, and similarlywy; y; andy; y respectively
denote the set ofw; }; and {+}; for all t such that(I;, I,) = (N, N). ' '

Finally we provide each user with the observatigh,;, to reach an enhanced compound BC.

At this point we have

nR1 — ne,
= H(Wy) — ne,
= H(W1|Q") — ne,
S IWi 90, Yp.N» YN YD N YN .Ds UN.N U v 12) (37)
= I(W1;90, YB.N- YN P YD N YN D> N NI) + TWs yN Yo YB N YN YD N YN Dy TN N> 27) (38)
= IW5 90, YBN- YN, P YD, N+ YN, D> U, N [1927)
+ h(YN N 1YG - YB N YN P YD N YN Dy NN ¥ = B(YR w190 YB N YR Py YD N YN D N N W, ) (39)
<h(y% N |T% N-2™) >h(y N UG YB N YR, YD NV DTN W, W2,Q7) >n0(log p)
< IWisy5,Yp N YN, P YD N YN, D UN N I2") + h(yN NN N, 2")  +no(log p) (40)

=h(w} nTN N SRR N)
< I(Wi95, YN YN, Py YD.N> YN, Dy N NILY) + h(why ) + no(log p) )
= h(wy, ) + no(log p) + I(Wiiy5|lyp N> YN, P> YD N YN, D> U v+ E2)

<h(yg)+no(log p)

+ I(Wi 9B N YN, Py YD, N YN, D> U, N 1927) (42)
< h(‘*’%,N) + h(yy) + no(log p) + I(Wl;y}é,Na yKLPa y?),Nv y%,Da @%,NIQ”) (43)
= h(wy n) + Myg) +no(log p) + IW15yp n, YD N> U NIQ™) + T(W1 YN 2y YN DIYE NS YD N TN N 27) (44)

= h(wy y) + h(yg) +no(log p) + I(W1;yp N> YD N> UN N I2")
——
<n®i9+no(log p)
+ I(W17 W?; yKLPa yKl,D'?J?,N? y%,Na gKLNa Qn) _I(WQ; y%,Pa y%7D|Wla y$7N7 y%7N7 g%,Na Qn) (45)

<h(y% p YN, p)tno(log p)<n®11+no(log p)



< h(wi ) +n®ig +nP11 + no(log p)

+ I(Wis 9B N YD N TN NIQ™) = T(Wasyi py YN oW, B Ny YD N T v 27) (46)
where
Yo é(yg,Puy%Dvy%,Puy%,D)
where
(I)loé( Z Z Z Al/\ﬁl}fz logp
(I1,I2):11#N,I#N Ase{l,a} Ae{l,a}
and

(I)llé( Z Z Z Al/\Al":2 logp

(I1,I2)€{(N,P),(N,D)} Ase{l,a} A1€{1,a}

where [37) results from Fano’s inequality, where the ttémsito (40) uses the fact that conditioning reduces entiamy the
fact thatyy ,, can be reconstructed with errors up to noise level by usiegttowledge of Wy, W2, "}, where [(41) follows
from the definition in [(3b) and from the fact that conditiogireduces entropy, and whefe(43] -](46) are derived usinig bas
entropy rules.

Similarly for userl, we have

nRy — ne,
< h(wy ) +n®ig +nP11 + no(log p)
+IWiyp N YD N TN NIQ™) = T(Was gn py U Wi, yE Ny YD N TNy ) (47)

Adding (48) and[(4l7), gives

2nRy — 2n®19 — 2nP1; — no(log p) — 2ne,
< 2h(wy N) + 2L(W1 9B N, D N UN N IR™) — IWas 9N ps YN, DIW1L, YB N YD N TN v 27)

—I(Wa; 95, p> Un, pIW1, Y N> YD N> UN, N ) (48)
= 2h(wi n) +2L(W1syp Ny YD N> U N 1)

_h(y%,va%,DWVluylg,Nu yE,NaQ%,Na Q) — h(g%,Pvg%,Dlwlvyg,va%,Nvg%,Nv aQn)

SR p U TN PR DI WIUR n U B0 )

+ h(y%,Pu yK/’,D|W27 Wluy};,Nu y?),Nu g}%/',Na Qn) + h(gKﬂPu gK/’,Dlwzv Wluy;;,Nv y%,N’ g?/,N’ Qn)

=no(log p) =no(log p)

< 2h(wi ) + 2L(W 1 yp N D N U NI — RN Py YN Dy TN P> U DI W1 YB N YD s TN s S2)

+ no(log p) (49)
= 2h(wi n) +20(W1syp Ny YD N U N IY) = I(Was 9N ps YN Dy U, s N DI WL Y N YD N U 27)

+h(yn.p> YN 0> UN.p> Un DIWos Wi, yb ns D Ny U s 1) +no(log p) (50)

—no(log p)

= 2h(wy n) + 2L(W1syp v D N> U NIYT) — I(Was YN s UN Py YN.Ds UN.D YP.N> YD N TN v [ W, Q7)

+ I(Wasyp Ny YD, IN, NI W, 27) + no(log p) (51)
=2h(wy N) + IW15yp N YD N TN v R™) = LW YN Py UN, s YN, Dy UN, D> BN YD N U, v [ W, 27)

+ I(W1, Was yp n» YD, N Un, N 12") +n0(log p) (52)

Sh(yg,N-,y%va'g%,N)‘i'no(lng)
< hwi ) + MW n) + hYE N YD N UNN) LW Yp s YD Ny U v [27)

<n®i2+no(log p)

—I(Was 9N p> Un Py YN.D> UN D> YP N YD N> U v | W1, Q) + no(log p) (53)
< hwi ) +nPi2 +no(log p) + LW yp vy YD N Un v 27)
- I(W27 y%,Pv g%,Pv y%,Da g?/,Dv yg,N? y%,Na gX’[,N|W15 Qn) (54)

= hwy y) + P12 +no(log p) + I(W1; 95 N, YD N U N 2")
- I(W2; y%,Pv g%,Pv SR/,P? y%,Dv gK/,D? SXZ,D? y?,Nv y%,Nv g%,lelv Qn)
+ I(Wz; SRT.,P’ S%,D|y%,P7 g%,Pa y%,Dv g%,Du ylg,Nu yB,Nv g%,N? W17 Qn) (55)

<h(sy,p»si,p)Tno(logp)



< hwi ) + 1@ + I(W5 Y5 N YD N I N (27)

— I(Wa YN, py UN, Py SN, P> YN, D> UN, D> SN, s YP.N YD N UN, N | W1, Q") + h(sy p, sy, p) + no(log p) (56)
= hwy §) + P12 + IW15 95 N, D N IN N Q") + h(sy p, sh.p) + no(log p)

—I(Was 9N py UN, Py SN, Ps 2N, Py YN, D» UN. D> SN, D> 2N, D> YN YD N> U, v W1, 27) (57)
< h(wyn) +nPi2 + IW1yp Ny YD N U N IQ") + B(SN py 8N, p) + no(log p)

= I(Wa2; 2N, py 2N, Dy N, N | W, ) (58)
< h(wy n) +nPi2 + T(Wi; W,y Ny YD Ny Un Q7)) + (s py s, p) + no(log p)

— I(Wo; 25 p, 2N ps N N |W1, Q) (59)

= h(wy,n) + nP12 + I(W1 95 N, YD Ny U v (W2, Q%) + h(sK p, sk, p) +710(log p)
<n®i3+no(log p)
— I(W2; 2N p, 2N, Dy N, N | W, ) (60)
< h(wyy) AP+ IWiye v, yh Ny I v | We, Q) + n®i3 + no(log p)

———
<n®i14+no(log p)

_I(WQ;Z%,Pvz%,Dag}b,N|Wl5Qn) (61)
<n®is+nPi2 + I(Wisyp N YD, s Un, v Wa, Q) + 113 + no(log p)
_I(W2;Z]7<[,P72]7<7,D7g,lr(’/',N|W17Qn) (62)

where

ETED SHED SRS SRV PR

(11712) Io= NAQE{]. a} Ale{l Ot}

P13 =( Z (1 _04))\?1’,112)10gp

(I1,I2)e{(N,P),(N,D)}

B142(1 - a)Ayy logp

where s% p and z}, , (cf. (B8)) are defined in[(15). Furthermor&(57) is from thectfahat the knowledge of
N P UN.p S Py U 0y UN. D> SR, p» 2} implies the knowledge oty » and 2} ;, (cf. (I5)). Most of the above steps are
based on basic entropy rules.

Similarly, considering user 2 and us&rwe have

2nRy — 2nDyy — 2nPy — no(log p) — 2ne,
< n®oq + n®os + I(Was 2y py 25 ps U v [W, Q) + n®a3 + no(log p)
- I(Wl;ylg,Nay?),NagR/,N|W27Qn) (63)

where

D9 é( Z Z Z Az)\ﬁl’]’:Q log P

(11712)211#]\[,[2;&]\7 A2€{1 Oé} A1€{1 Ot}

(1)21%( Z Z Z Ag)\ﬁl’ij logp

(I1,I2)€{(P,N),(D,N)} Ase{l,a} A1€{1,a}

NETED SHED DR SRV VR I

(11712)211:]\/ AQE{].,O[} A16{1 Ot}

D3 =( Z (1- 04))\}1?12) log p
(I1,I2)e{(P,N),(D,N)}

oy 2(1 — a))\j'f,’}N log p.



Finally, combining [[6R) and (63), gives
dy + ds

1
Tons [2<1>10 +2®11 + Brg + Brg + Prg + 2Bog + 2891 + oy + Pog + @24}

2
LD Y At

(11,12)211;51\[,[2;5]\[ Aze{l,a} Ale{l,a}

D SRR S BIPH

(I,I2)e{(N,P),(N,D)} Ase{l,a} A1€{1,a}
AL A
+ Z Z Z Al/\fllJzz
(11712)212:]\7 Aze{l,a} Ale{l,a}
- > (1= AP, + (1= a)Ay'y
(I,I2)e{(N,P),(N,D)}

2 ) . X A

(11712):11751\7,]275]\7 AgE{l,a} Aq 6{1,0(}

D SR oD BT

(I,I)e{(P,N),(D,N)} Ase{l,a} A1€{1,a}

X X A

(11712):11:]\7 AzE{l,a} A1€{l,a}

1, a,l
+ S (1= )AL, + (1 - ARy ]
(I,I)e{(P,N),(D,N)}
1, a,l
= Z (1+a) (/\11,12 +)\11712)
(11712)211;5]\[,[275]\7
2+« 1, a,l 1, a,l
+ Z 2 ()\11712 + All,IQ) + (ANN + A]\7]\7)
(I,I2)e{(N,P),(P,N),(N,D),(D,N)}
1,1 a,a
+ Z (2)\11712 + 20()\117[2)
(11712)211751\7,]275]\7
3Al,l 3O‘Ao¢,a ALI )\a,a
+ Z (5 o, T 5 11,12) + (An.n t YY)

(I,I2)e{(N,P),(P,N),(N,D),(D,N)}
= (14+a)(Ap% +App) + (1 +0a) Ashp +A85p) + (1+a) (A5 + A5 D0)
2 +a 2 +a ,Q «, ,Q «,
+ ( s ()‘ID<—>N + /\D<1—>N) + ()\}V,N + )‘N,lN)
+ (205 +2028%) + (2ABLp + 20058 ) + (2251, +20055)
3 1,1 3a 3 1,1 3a a.a

+ (5)\PHN + 7/\%31\/) + (EADHN + 7/\D7<—>N) + ()‘}le + a/\oﬁ.,ozév) (64)

which completes the proof.

1, 1
/\P?;N + A%(—)N) +

VIII. A PPENDIX- SCHEMES

We proceed to design the topological signal managementsehdor the different topology and feedback scenarios (see
Table[l for a summary). In what follows, we will generally asmte the use of symbal to denote a private symbol for user
1, while we will associate symbal to denote a private symbol for user 2, and symbtd denote a common symbol meant
for both users. We will also usB(® £|q¢|? to denote the average power of some sympand will user(?) to denote the
pre-log factor of the number of bifs(?) log p — o(log p)] carried by symbol. In the interest of brevity, we will on occasion
neglect the additive noise terms, without an effect on theosBnalysis.

A. TSM scheme foky®, = A3% = 1/2 achieving the optimal sum GDoF+ /2

For the setting oﬁ\}\}?‘D = /\}57‘]‘\, = 1/2, the proposed scheme consists of two channel uses, whitigutiloss of generality,
are assumed here to be consecutive. During the first chasegl & 1, the feedback-and-topology state(ig, I>, A1, As) =
(N, D,1,«), while during the second channel uges 2, the feedback-and-topology state(i§, I, A1, A2) = (P, N, 1, a).



TABLE |
SUMMARY OF SCHEMES

Scheme# | Section# CSIT, topology achievedds~ for Proposition#
1 VIT=AT Ma=1 1+ ¢ Propositior( L
AND=ApnN =1/2 optimal
2 VIT=EB] Mo =1 1+% Proposition 1L
Ap,D =AN,N =1/2 optimal
3 Ao =1 1+ z(fa Propositior[ 2

Ap,p=1
4 V=01 AM,a = Aa,1 = 1/2 1+ 4 Proposition( B
Ap,p=1 optimal
5 VIT-E] any Ao +Aa,1 =1 1+4 Propositiong N[ 14,15
Ap,N =AN,p =1/2 optimal
MAT VII=F] ARy =1 20ta)
sub-optimal

At time ¢t = 1 there is no CSIT, and the transmitter sends (see Figure 4)

o= |2 (65)
whereay, as are symbols meant for user 1, with
pla) = 1, rla1)
P(ag) - 1’ T(ag) — (66)
resulting in received signals of the form
_ T a1
n=vont 1] + (67
——— p0
14
z1 = V/p*g1 [al} + v (68)
az|  ~~
———— p0
s

where under each term we noted the order of the summandagapower. One can briefly note that the unintended interfere
is naturally attenuated due to the weak link.

At time ¢t = 2, the transmitter has knowledge gf (delayed feedback) and di, (current feedback). As a result, the
transmitter reconstrucg] [a, GQ]T and sends

g1 [Gl aﬂT 1
Lo = 0 + h2 bl (69)
whereb; is meant for user 2, and where
PO =1 b)) =g, (70)
Then the processed (normalized) received signals takeotie f
haoy = /gl |7t + — 71
ya/h21 = \/pg1 [QQ} +h271 (71)
4 po
Thy v
22/92,1 = VP91 {al] + \/po‘g2—2b1 + = (72)
az 92,1 92,1
~~
e pe PO

where ;1 2k [10]", gi1 297 [10], and where the normalized noise power (@t and =) is noted to betypically
bounded, sincér(|ha1|> < p=¢) = Pr(|g21|> < p~¢) = p~< for arbitrarily small positiver.
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t:L (N,D,l,O[) t:27 (P>Na17a)
Fig. 4. lllustration of received signal power level for th&M scheme fov\}\;“D = A};‘}V =1/2.

At this point, it is easy to see that user 1 can recaMen, at the declared rates, by MIMO decoding based[on (67), (71),
while user 2 can recovdr, by employing interference cancelation based [od (68), (TB)s provides for the optimal sum
GDoF dy~ =1+ a/2.

B. TSM scheme fokp5, = Ay = 1/2, achieving the optimal sum GDOF+ o/2

For the setting where\};fg = /\}V’?N = 1/2, the proposed scheme has two channel uses. Again withaibfogenerality,
we assume that during= 1 the state i1y, Iz, 41, A2) = (P, D, 1,«), while duringt = 2, the state i[;, I, A1, A2) =
(N,N,1, ).

At t = 1 the transmitter know#; (current CSIT) and sends (see Figlte 5)

T = [Zj + hib, (73)

whereay, as are unit-power symbols meant for userbl,is a unit-power symbol meant for user 2, and where
rlan) =1, ple2) =1 ¢b1) = ¢, (74)

Then the received signals (in their noiseless form) are

n = von o] (75)
———
p
a
o= Vgl || + yrainte 7®)
2 N———’
—— P
poé

where in the above we omitted the noise, for brevity and withan effect to the derived DoF expressions.
At t =2 ((I1, 12, A1, A3) = (N, N, 1,a)), the transmitter knowg, (delayed CSIT), reconstructs {Zl] and sends
2

g} [a1 az]’
0
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t:L (P7D717a) t:27 (N7N71>a)

- . . . . 1, a1, _
Fig. 5. lllustration of received signal power level in TSVheme for)\P,‘}J = )\N?N =1/2.

After normalization, the received signals (in their noéssl form) are

N 79)
L

22/921 = V91 [Zj : (79)
— =

One can now easily see that, user 1 can MIMO deceqde, based o (745) an@ (8), while user 2 can recdydry employing
interference cancelation based 6nl(76) (79) (see atpodfb). This achieves the optimal sum GDéf =1+ /2.

C. TSM scheme for the case WRPl‘gf‘D =1
The proposed scheme has three phases, of respective darBtids, 73 channel us&f
TQ/Oé = Tl = T3 (80)

which - as we will see later on - are chosen so that the amotisid@information, at user 1 and user 2, are properly bakhnce
1) Phase 1:Whent =1,2,--- T}, the transmitter sends

z; = {%1] (81)

a2

wherea;; anda: 2 are unit-power symbols meant for user 1, and where

,r.(at,l) — 1’ r(atﬂ) = Q. (82)

5Here we assume thai is a rational number, an assumption which automaticallgwaTy, T5, T3 to be integer valued. The case of irrationalcan be
handled with minor modifications to the scheme.
6As a clarifying example, when = 1/2, the phase durations af§ = 2, T> = 1, T3 = 2 (see Figur16).
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Fig. 6. Received signal power level illustration for the ppeed TSM scheme: The case WJXFL\;“D =landa=1/2.

The received signals then take the form

_ hT at,l 83
w= vt 2] + 3)
———— o0
P
a
2z =\/pgi [at.’l] + v =VpL.(ar1,ae2) +ve (84)
t,2 ~~
— po
s

a . .
whereL, (a1, a,2) 247 [;L;; represents interference at the second receiver.

2) Phase 2:Whent = L F 1,---, T + Ty, the transmitter sends

2 = [b] (85)
by 2
whereb, 1, b, 2 are unit-power symbols meant for user 2, and where
re) =1, pb2) = o (86)
resulting in received signals of the form
b
Yt = /phy [ij + ug = /pLy(bs,1,bs2) + ue (87)
N——— 0
P
o o T bt,l
Zt = VP9, b + vt (88)
t,2 ~~~
—_———— p0
pe
where L, (b;1,b:,2) 2 h] Z“ represents interference at the first receiver.
t,2

3) Phase 3:At the end7 of the second phase, user 1 kndws = /pLy(b;1,b:2) + ut}f;}fjl, while user 2 knows
{zt = V/p®L.(at1,0:2) +vt};f;1. At the same time, with the help of delayed CSIT, the tranemieconstructaandquantizes
the above side information, up to noise level (see FiglireSpgcifically, the transmittereconstructs

[\/po‘Lz(aLl, a12) +p¥L:(azi,a22) -+ /p*L.(ar, 1, aTl,Q)} (89)
and quantizeghe vector using
aTi log p + o(log p) (90)

quantization bits, allowing for bounded quantization emecausel|\/p®L.(a;1,a:2)* = p*, t = 1,2,---, Ty (cf. [32]).
Similarly the transmitter reconstructs

[\/ﬁLy(leJrl-,lvleJrlﬂ) \/ﬁLy(bT1+2717bT1+272) \/ﬁLy(leJrTz,lvleJrTmQ)} (91)
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Fig. 7. lllustration for side information reconstructioncaguantization, bitwise XOR operation, and symbol mapping

User 1 Side Inf.
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WL I — ggWLy D WLz mapping | Common
z

User 2 Side Inf. -
a1 log p + o(log p) bits Output inf.

T log p + o(log p) bits T log p + o(log p) bits

Fig. 8. lllustration for side information decoding at user_garning user 2’s side information from the common infotiora and its side information.

and quantizest using
Ty log p + o(log p) (92)

quantization bits, which allows for bounded quantizatiooesincek|,/pL, (b: 1, bio)?P=p, t=T1+1, -, Ty + To.

Next the transmitter performs the bitwise exclusive-or Mperation on the two sets of quantization bits, i.e., pedls
to bitwise XOR Wy, and Wy, (see Figure ]7), wheré/;  denotes the vector of7} logp + o(logp) quantization bits
corresponding to[(89), and Whevé’,; denotes the vector of (agEumTl log p + o(log p)) quantization bits corresponding to
@©).

Then theaT1 log p + o(log p) bits in XOR (W, W, ) are mapped into the common symbéts} that will be transmitted
in the next phase, in order to eventually allow for recovgtime other user’s side information (see Figure 8).

As aresult, fort =17 + 15+ 1,--- ,T1 + T + T3, the transmitter sends

—a/2
x; = |:Ct + ag3p :| (93)
0
wherec, is a common symbol meant for both users, where is meant for user 1, where
ple) = 1, rled) = o
P(at,_';) - 17 T(at,g) —1—a (94)
and where the normalized received signals take the form
Ye/he1 = /per + Va3 +ur /Ry (95)
N~ —— S——
14 plfoc p()
2t/ ge1 = Vp¥e + v/ plars +vi/gia - (96)
pe pO p0

“With phase durations designed such tiiat= Ty = Tza (cf. (80)), the number of quantization bits in_{90) afid](92teh, and are both equal to
[aT1 log p + o(log p)].



At this point, fort =11 +T>+1,--- ,T1 +T> + T3, user 1 can successively decode the common symbend the private
symbola, s from y, (cf. @8)), while user 2 can decode the common symfdtom z; by treating the other signals as noise

(cf. (98)).

Upon decoding{c,} 2 +72+Ts yser 1 can recover XORW(;,_, Wy ), and can thus sufficiently-well recové¥;_ usin
t=T1+ z Y z

To+1"
its own side informatior{y, f;}fjl, thus recovering{,/paLz(atyl,atﬂg)};il up to noise level. This in turn allows user 1 to

obtain the following ‘MIMO observations’ fot =1,2,--- | T}

Yt | vpPhi | |ac Ug
[WLz(at,laat,Q) +Zz,t:| N [\/P_o‘gﬂ [%,2] + [ZZ,J (97)

and to MIMO decodeua; 1,a: 2 at the declared rates (cf_(82)). In the above we uggdto denote the aforementioned
guantization and reconstruction noise, which - given thelper of quantization bits - can be seen to have bounded power.
Similarly, upon decodingc;};2 12 %"3 |, user 2 usegz;}/2, to recover{,/pLy(bs1,be2)} 142, sufficiently well, and to

allow for a MIMO observation

2t _ |VrPgi| [bea 4|
VPLy(be1,bs2) + Ty VPhi | |be2 Uyt

which results in the subsequent decodingof, b2 (t = T1 + 1,--- ,T1 + T5) at the declared rate5 (86). In the above, we
usedi, ; to denote the previous quantization and reconstructiosenaihich can be shown to have bounded power.

As a result, summing up the number of information bits, aflawe to conclude that the proposed scheme achieves a sum
GDoF

(98)

Je = Ti(1+a)+To(l+a)+T5(1 —a)
X T+ T+ T3
24 a+a?

24+«

D. TSM scheme fok;%, = A%, = 1/2, achieving the optimal sum GDofl + a/3)

We now transition to an alternating topology.

The scheme can be described as having three channeltuses, 2, 3. We will first, without loss of generality, describe
the scheme for the setting where, fore= 1,3, the feedback-and-topology state (5, I2, A1, 42) = (D, D, 1, «), and for
t = 2 the state i1, I, A1, A2) = (D, D,«, 1). The scheme can be slightly modified for the case wtiérels, A, As) =
(D,D,1,a),(D,D,a,1),(D,D,a,1). In both cases, the scheme can achieve the optimal sum GD&ky/3).

t=1 t=2 t=3
1) Phase 1:At t =1 ((I1, 12, A1, A2) = (D, D, 1,a), link 1 is strong the transmitter sends (see Figlie 9)

_|%
o= o] (99)
wherea; andas are unit-power symbols meant for user 1, with
pla) =1, pla2) = (100)
resulting in received signals of the form
T |01
Y1 = \/ﬁhl LQ] +uq (101)
———
P
z1 = /pg] [Z;] +u1 (102)
N————
p

where we note that the unintended interfering signal isnatited due to the weak link.
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Fig. 9. Received signal power level illustration for the TSkheme, for the setting wheDeBO‘D = A%’lD =1/2.

2) Phase 2:Attime t =2 ((I1, Iz, A1, A2) = (D, D, a, 1), link 1 is weak the transmitter sends

- [Zj (103)
whereby, by are unit-power symbols meant for user 2, with
) =1, pb2) = ¢ (104)
resulting in received signals of the form
T |b
yo = Vpoh) [bj +usy (105)
N————
pOL
T bl
22 = /P93 by| V2 (106)
———

14
where again the unintended interfering signal is atterudtes to the weak link.
3) Phase 3:At this point the transmitter - using delayed CSIT - knagysand k.. It then proceeds to reconstruet — v;)
and (y2 — u2), and to quantize the sum

Lé(zl - 'Ul) + (y2 — UQ) (107)

usingalog p + o(log p) quantization bits, in order to get the quantized versioGiven the number of quantization bits, and
given thatE|¢|> = p*, the quantization error
Il=t1—1
is bounded and does not scale withcf. [32]). The above quantized information is then mapp#d i commonsymbolc.
At time ¢ = 3, with state(Iy, I, A1, A2) = (D, D, 1,a) (link 2 is weak), the transmitter sends

—a/2

wherec is the aforementioned common symbol meant for both usersravhy is a symbol meant for user 1, where

pl) =1, r@ =g

plas) =1 plas) =1 ¢ (109)



and where the (normalized) received signals (in their hesseform) are

yg/h&l = \/ﬁc “+ \ plfaag (110)
z3/93,1 = V/p*c++/plas. (1112)

Now we see from[(110},(111) thatcan be decoded by both users. Similarly we can readily seerthean be decoded by
user 1.

At this point, knowingc allows both users to recover(cf. (I017)), and to then decode the private symbols. Spadific
user 1 obtains a MIMO observation

RS
L— yJ L//Wg{ as| Tl up -1 (112)
which allows for decoding ofi;, a> at the declared rates (cf_{100)). Similarly, user 2 obtainsther MIMO observation
Z2 _ \/595 b1 V2
b= L] ] [ w13

and can decodg,, b, at the declared rates (cf._{104)). Summing up the informalibs concludes that the scheme achieves
the optimal sum GDoRly~ = Zretltotizm) _ 4 4 a (3150 see Figurgl9).

Remark 5:As stated above, wheft:, I, A1, A3) = (D, D, 1,«),(D,D,«a,1),(D, D, a,1) for t = 1,2, 3 respectively, we
can slightly modify the scheme such thattat 3, instead of sending the private symhbgl for the first user (sed_(1D8)), to
instead send a private symhgl for the second user (i.e., again to the stronger user). Wnifpthe same steps, one can easily
show that the sum GDoH#y- = 1 + «/3 is again achievable.

Remark 6:It is interesting to note that the proposed scheme needyatel@SIT for only a fraction of the channels (the
channels with weak channel gain in phase 1 and phase 2), aagsgnce only needslN’f’D = X};}N = /\}V’f”N =1/3, or
AN'D = Aply = Ay = 1/3, 0r AR, = Aply = $AN%y = A%y = 1/3, to achieve the same optimal sum GDoF.

E. TSM schemes foxp vy = Ay, p = 1/2 and for any\; , + A,,1 = 1; achieving the optimal sum GDoF+ §
We will now show that the optimal sum GDofl + &) is achievable for any topolog¥; » + Aa,1 = 1 USINgAp N =
An,p = 1/2 and a sequence of TSM schemes proposed for the differeirigsetif
A = AP = 1/2 Apn = AN =1/2 AN =ANp =1/20 Mgy = Ay =1/2

respectively. Each scheme achieves the optimal sum GDoF $), and each scheme is designed to have only two channel
uses, during which the two users take turn to feed back cu@8&iT (only one user feeds back at a time). The general result
is proven by properly concatenating the proposed schemdbdadifferent cases.

1) TSM scheme fonp%, = Ay% = 1/2 : Without loss of generality, we focus on the specific sub-casere
(Il,IQ,Al,AQ) = (P, N, 1,’04) for t = 1, and (Il,IQ,Al,Ag) = (N, P, 1,04) for t = 2.

At t = 1 the transmitter know#; (current CSIT), and sends (see Figlré 10)

x1 = hia + hlLbl (114)
wherea; andb; are intended for user 1 and user 2 respectively, and where

pla) =1 pla) =1

Pl =1, plb) — ¢ (115)
Then the received signals (in their noiseless form) are
y1 = /phihiay (116)
———
P
21 = v/poglhiar +vpogihib; . (117)
pOé pOé
At t =2 ((I, 12, A1, A3) = (N, P,1,)), the transmitter knowg, (current CSIT) and sends
T2 = g,a1 + gy az (118)

wherea, is intended for user 1, and where
plaz) =1 pla2) =1, (119)
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Fig. 10. lllustration of TSM coding and of received signalygo levels, forAPi\, = ANfP =1/2.

Then the received signals (in their noiseless form) are Bawe

Y2 = /phigsai + /phlgyas (120)
p p
22 = \/p*g39,a1 - (121)
————

p

At this point, we can see that user 1 can MIMO decadgr, based on[(116)[(120), while user 2 can recdyey employing

interference cancelation based én (11[7), (121). This givesm DoF ofl + «/2.
t=1 t=2

Remark 7:We can now readily see that for the setting whéfg I, A1, A2) = (N, P, 1,«), (P, N,1,«), we can easily
modify the above scheme to achieve the same performantdgyjusordering the transmissions such tikat= g,a; + g as
andwg = hga; + h2lb1

Similarly When/\%:}v = /\oj(;’lp = 1/2, we can take the above scheme (of Sedfion VIlI-E1), and sirimpérchange the roles
of the users, to again achieve the optimal sum GDoF«/2.

2) TSM scheme fohp, = Ay, = 1/2 : We focus on the case where we first have, I, A1, Ay) = (P, N,1,a) (at
t = 1), followed by (11, I, A1, As) = (N, P,a, 1) (t = 2).

At t = 1, the transmitter know&, and sends (see Figurel11)

@1 = hiay + /p~“hiay + hib (122)
whereay, as are the unit-power symbols intended for useb4ljs the unit-power symbol intended for user 2, where
ra) =, 2 =1 —q, r)=¢q (123)
and where the received signals, in their noiseless form, are
y1 = \/phihiar +\/p'=*hihias (124)
P pl=e
21 = Vpogihiay + Ve gl hias + VpTglhi by . (125)
pe p° P

At t =2 ((I1, Iz, A1, A3) = (N, P,a, 1)) the transmitter knowg,, (user 1 is weak), and sends

Ty = gya1 + gy as + /pgsbs (126)



= hia; ++/p~%hias + hllbl xr1 = goa1 + g%‘ag + /pg,bo
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Fig. 11. [lllustration of coding and received signal powerels for )\}D‘j\, =2 lp =1/2.

whereas, b are the unit-power symbols intended for user 1 and user Z2c#sply, where
r@) — o, b2 =1 _q (127)

and where the received signals, in their noiseless form, are

= V/p*hygsa1 +/p h292 az++/p hzgz (128)
P pe p°
2 = \/Pg3g2a1 + /0! ghgabs (129)
——— —1,_/
P prm

At this point, it is easy to see that user 1 can recamens, az by MIMO decoding based on_(1P4) arld (128), while user 2
can recovely, b, by employing interference cancelation based [on](125) B28)({see also Figure1L1). This provides for
dz =1+ 04/2.

a) Modifying the scheme for the setting whéfe, I, A1, As) is (N, P,a,1) or (P,N,1,«): Similarly for the setting
where(I, 1, A1, A2) is (N, P,a, 1) or (P, N, 1, «), we can modify the previous scheme — to achieve the same alpsinm
DoF — by interchanging the transmissions of the first and seéahannel uses, i.e., of= 1, 2.

b) Modifying the scheme for the setting Wher%N = A\y% = 1/2: Furthermore whemPN = /\N p = 1/2, we can
simply interchange the roles of users in the previous schémagain achieve the same opt|mal sum GDoF.

c) Spanning the entire setting; o + Ao,1 = 1, Apny = Anx,p: Finally, by usingApny = An,p and by properly
concatenating the above scheme variants, gives the oppientdrmancels~ = 1+ «/2, for the entire range\; o + Ao,1 = 1.

F. Original MAT scheme in the fixed topological setting { = 1)

We recall that the original MAT scheme inl[9] consists of thphases, each of duration one. At time 1, 2, the transmitter

sends
e |
=] =[]
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Fig. 12.

lllustration of received power level for the origilMAT scheme in the fixed topology settimg o = 1.

whereay, as are for user 1)1, by for user 2, and where the received signals, in their noisdiasn, are now (in the current,

topologically sensitive setting)
_ T |a1
y1 = /phy LJ

| b
w2 VAL bt = v )]

21 = /pg] [Zj £ VpL.(a1,a2)

(130)

(131)

At ¢ = 3, the transmitter knowg, andh, (delayed CSIT), reconstructs. (a1, az), L, (b1, b2) (cf. (Z30), [I31)), and sends

zs — [Lz(a1,a2) 3_ Ly (b, bz)}

with normalized/processed received signals which, inrtheiseless form, are
y3/hs1 = /pL.(a1,a2) + /pLy(b1,b2)
z3/930 = Vp*Lz(a1, a2) + v/p*Ly(b1, b2).

At this point, we recall from[[9] that user 1 combines the abaith y1, v, y3, to des

(132)
(133)

ign a MIMO system
(134)

ser 2 is presented with another MIMO

(135)

1 o hi] a1 Uy |
\y3/h31 — yJ VP {9{] [az] + [Ug/h3,1 — uz]
and to MIMO decode:, as, which carry a total of2log p + o(log p)] bits. Similarly, u
system
29 _ = |92] |; U2 |
123/93,1 — 21] r [hﬂ [bz} * [03/93,1 — 1]
of less power, from which it can MIMO decode, b2, which though now carry a tota
the original MAT scheme achieves a sum GDof = M
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