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#### Abstract

The diffusion quantum Monte Carlo with fixed nodes (QMC) approach has been employed in studying energy-eigenstates for 1-14 electron systems. Previous work employing the diffusion QMC technique yielded energies of high quality for $\mathrm{H}_{2}, \mathrm{LiH}$, $\mathrm{Li}_{2}$, and $\mathrm{H}_{2} \mathrm{O}$. Here, the range of calculations with this new approach has been extended to include additional first-row atoms and molecules. In addition, improvements in the previously computed fixed-node energies of $\mathrm{LiH}, \mathrm{Li}_{2}$, and $\mathrm{H}_{2} \mathrm{O}$ have been obtained using more accurate trial functions. All computations were performed within, but are not limited to, the Born-Oppenheimer approximation. In our computations, the effects of variation of Monte Carlo parameters on the QMC solution of the Schrödinger equation were studied extensively. These parameters include the time step, renormalization time and nodal structure. These studies have been very useful in determining which choices of such parameters will yield accurate QMC energies most efficiently. Generally, very accurate energies ( $90-100 \%$ of the correlation energy is obtained) have been computed with single-determinant trial functions multiplied by simple correlation functions. Improvements in accuracy should be readily obtained using more complex trial functions.


Further work involved substantial modifications to our QMC algorithm in order to develop new approaches for computing properties other than the energy. Calculating such properties involves the computation of expectation values of coordinate operators, over the exact distribution, which yield which dipole and higher moments. Several algorithms were studied for $\mathrm{H}, \mathrm{H}_{2}$ and LiH . Expectation values and moments are in excellent agreement, $\approx 0.5 \%$, with exact theoretical results, H and $\mathrm{H}_{2}$, or experiment, LiH.

Finally, the scope of diffusion QMC has been further broadened by developing novel methods to compute double-state expectation values, e.g., transition dipole moments. The calculations were motivated by the fact that transition dipole moments are of great interest in chemistry and physics but are difficult to compute using expansion-based techniques. In studying the feasibility of QMC to obtain accurate double-state expectation values, several new QMC approaches for determining several states simultaneously were developed and employed in computing the transition dipole moment for the $1 s \rightarrow 2 p_{x}$ transition of the hydrogen atom. The most efficient of these was used to compute the $2^{2} S \rightarrow 2^{2} P$ transition dipole moment of lithium atom. The resulting moment and QMC -computed energies of each state yield an oscillator strength and excited state lifetime in excellent agreement with precise experimental measurements. For the oscillator strength the QMC and experimental values are $0.742(7)$ versus $0.742(1)$, and for the excited-state lifetime, $27.41(35) \times 10^{-9} \mathrm{~s}$ versus $27.29(4) \times 10^{-9} \mathrm{~s}$. (For QMC values the numbers in parentheses represent one standard deviation in the mean.)
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## Chapter 1

## Introduction

### 1.1 Theoretical Background

A fundamental tenet of theoretical chemistry is that quantities which can be measured experimentally may also be computed from quantum mechanics. That is, for a given system, e.g., atom or molecule, the theoretical approach involves finding the state wavefunction, $\Phi_{I}$, whose modulus squared is the probability density function for the system in state $I$. Since relativistic effects have little affect on most chemical properties, the wavefunction is obtained by solving, as originally proposed by Schrödinger [1], the equation which bears his name,

$$
\begin{equation*}
H \Phi_{l}=E_{I} \Phi_{I} \tag{1.1}
\end{equation*}
$$

In this equation, $H$ is the Hamiltonian operator for the system in question, and $E_{I}$ is the energy for the system in state $I$. The wavefunctions, $\Phi_{I}$, are time-independent or "stationary" states. To obtain a time-dependent wavefunction, $\Phi_{I}(t)$, the timedependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \Phi(t)}{\partial t}=H \Phi(t) \tag{1.2}
\end{equation*}
$$

must be solved. If $A$ is an operator corresponding to an observable, i.e., a quantity which may in principle be measured, then the expectation value of $A$

$$
\begin{equation*}
\langle A\rangle \equiv\left\langle\Phi_{I}\right| A\left|\Phi_{I}\right\rangle \tag{1.3}
\end{equation*}
$$

represents the value of this observable upon measurement. This last equation demonstrates the contributions theory can make; any property of a state can be determined once $\Phi_{I}$ is known.

For a system with $N$ particles the Hamiltonian is given by

$$
\begin{equation*}
H=\sum_{i=1}^{N} T_{i}+V(1,2, \cdots, N) \tag{1.4}
\end{equation*}
$$

where $T_{i}=-\frac{1}{2} \hbar^{2} m_{i}^{-1} \nabla_{i}^{2}$ is the kinetic energy operator (in coordinate space) and $V$ is the potential energy. For a system with $N_{\alpha}$ nuclei and $N_{e}$ electrons, $H$, in atomic units ( $\hbar, m_{e}$ (electron rest mass), and $e$ (unit charge) $=1$ ) is,

$$
\begin{equation*}
H=-\frac{1}{2} \sum_{\alpha=1}^{N_{\alpha}} m_{\alpha}^{-1} \nabla_{\alpha}^{2}-\frac{1}{2} \sum_{i=1}^{N_{\alpha}} \nabla_{i}^{2}-\sum_{i, \alpha}^{N_{c}, N_{\alpha}} Z_{\alpha} r_{i \alpha}^{-1}+\sum_{i<j}^{N_{0}} r_{i j}^{-1}+\sum_{\alpha<\beta}^{N_{\alpha}} Z_{\alpha} Z_{\beta} r_{\alpha \beta}^{-1}, \tag{1.5}
\end{equation*}
$$

where Greek and Roman subscripts denote nuclei and electrons, respectively. Also, $m_{\alpha}$ is the mass of nucleus $\alpha$ and $Z_{\alpha}$ its charge.

The theoretical approach for studying chemical systems is now formulated: solve the Schrödinger equation (1.1) with the Hamiltonian given by Eq. (1.5). Unfortunately, such solutions are only known, in closed analytic form, for one-electron atoms. The first step towards obtaining approximate, albeit accurate, wavefunctions is to write the Hamiltonian as,

$$
\begin{equation*}
H=T_{N}+H_{e}, \tag{1.6}
\end{equation*}
$$

where the electronic Hamiltonian, $H_{e}$, is

$$
\begin{equation*}
H_{e} \equiv-\frac{1}{2} \sum_{i=1}^{N_{e}} \nabla_{i}^{2}-\sum_{i, \alpha}^{N_{e}, N_{\alpha}} Z_{\alpha} r_{i \alpha}^{-1}+\sum_{i<j}^{N_{0}} r_{i j}^{-1}+\sum_{\alpha<\beta}^{N_{\alpha}} Z_{\alpha} Z_{\beta} r_{\alpha \beta}^{-1} . \tag{1.7}
\end{equation*}
$$

and $T_{N}$ is the first term in Eq. (1.5). Eigenfunctions of $H_{e}, \Psi_{i}$, are then obtained by
solving

$$
\begin{equation*}
H_{e} \Psi_{i}(\underline{r} ; \underline{R})=E_{i}(\underline{R}) \Psi_{i}(\underline{r} ; \underline{R}) \tag{1.8}
\end{equation*}
$$

where $\underline{r}$ and $\underline{R}$ represent all the electron and nuclear coordinates, respectively. The semi-colon indicates that the dependence on the nuclear coordinates is understood to be parametric. The full solutions to Eq. (1.1) may then be written as

$$
\begin{equation*}
\Phi_{I}(\underline{r}, \underline{R})=\sum_{i=1}^{\infty} \chi_{i}^{I}(\underline{R}) \Phi_{i}(\underline{r} ; \underline{R}) \tag{1.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\left[T_{N}+E_{i}(\underline{R})\right] \chi_{i}^{I}(\underline{R})=E_{I} \chi_{i}^{I}(\underline{R}) \tag{1.10}
\end{equation*}
$$

A further simplification results from the Born-Oppenheimer approximation[2], where the nuclear and electronic motions are assumed to be separable. Since nuclear masses are much greater than the electron mass, this approximation is generally very accurate. In this approximation the total wavefunction is written as a single term of Eq. (1.9),

$$
\begin{equation*}
\Phi_{I}(\underline{r}, \underline{R})=\chi_{i}^{I}(\underline{R}) \Phi_{i}(\underline{r} ; \underline{R}) \tag{1.11}
\end{equation*}
$$

The quantity, $E_{i}(\underline{R})$ in Eq. (1.8), is referred to as the potential energy surface (PES) for the nuclear motion for the electronic state $i$.

The problem of solving the Schrödinger equation with the full Hamiltonian is reduced to finding eigenfunctions of $H_{e}$, and then solving for the nuclear motion from Eq. (1.10). However, eigenfunctions of $H_{e}$ are only known for one-electron atoms and one-electron homonuclear diatomics. This is due to the fact that analytic wave functions which exactly describe the instantaneous correlations of two or more electrons are not known. Therefore, approximate, though generally accurate, approaches are employed in theoretical chemistry calculations as outlined in the next section.

### 1.2 Approximate Theoretical Approaches

The benefit of approximate theoretical techniques is that, since the exact solution can not be determined, an algorithm for obtaining inexact, but hopefully very accurate, wavefunctions is employed. The most widely used of such approaches are those based on expansions in basis functions[3], perturbation theory[4] and density functional theory[5]. In studies of chemical systems expansion methods are the most commonly employed. .

For the lowest-energy state of a given symmetry, expansion techniques can take advantage of the variational principle[6] in estimating the accuracy of a computed energy. This principle states that the energy expectation value of a function, $\Psi$,

$$
\begin{equation*}
E[\Psi]=\int d \underline{R} \Psi^{*} H \Psi / \int d \underline{R}|\Psi|^{2} \tag{1.12}
\end{equation*}
$$

is always above the exact-ground state energy. (From hereon, $\underline{R}$ denotes a 3 N dimensional vector specifying the electronic coordinates.) Therefore, parameters in $\Psi$ are varied to obtain a minimum in $E[\Psi]$. (A similar variational principle for excited states has been formulated by MacDonald[7].)

Expansion techniques are useful because, when $\Psi$ is expanded in a complete set of basis functions, the minimization of $E[\Psi]$ does yield the ground-state energy, $E_{0}$. Also, for judicious choices of the basis functions, convergence to $E_{0}$ can be rapid. Accurate energies had been obtained as early as the work of Hylleraas[8] in computing the ground-state energy of He. Essentially exact energies have been calculated by Pekeris[9] for He , and by Kolos and Wolniewicz[10] for $\mathrm{H}_{2}$. Using Hylleraas-type expansions, King and Shoup[11] and Alhenius and Larsson[12] computed highly accu-
rate energies for the ground state and first-excited $P$ state of Li , respectively. For these systems the near-convergence to the exact energy is greatly aided by employing functions which explicitly involve powers of $r_{i j}$. For other atoms and molecules this explicit description of electron correlation is generally not incorporated into $\Psi$ due, in part, to the reduced usefulness of Hylleraas expansions for more complex systems. In addition, powers of $r_{i j}$, when used with Slater-type orbital (STO) basis sets, necessitate the computation of the many-center two-electron integrals by numerical quadrature. The result is that large expansions in one-electron coordinates are a more practical alternative, but the accuracies described above in this paragraph are usually not attainable.

Despite this drawback, useful chemistry is derived from expansion techniques because much of chemistry is concemed with energy differences, e.g., bond and excitation energies, and potential energy surfaces. The difference between two computed total energies, which are upper bounds, may be much more accurate than either of these energies individually, due to cancellation of errors. Also, the properties of a PES are unaffected by the addition of a constant. Therefore, a computed PES may yield accurate properties, e.g., spectroscopic constants, by being above, but nearly parallel to, the exact surface. However, such fortuitous cancellation of errors does not always occur. Noted exceptions are the electron affinities of the first-row atoms - despite apparently accurately computed energies for the atom and anion[13] .

### 1.3 Self-Consistent Field and Configuration Interaction

Since the Self-Consistent Field (SCF) and Configuration Interaction (CI) techniques
are cornerstones of theoretical chemistry, they are outlined below.
The SCF method is based on an orbital description and was developed by Hartree[14], Fock[15] and Slater[16]. (For an excellent description, see Roothaan[17].) In this approach orbitals, $\psi_{i}$, are expanded in a set of one-particle basis functions, $\phi_{j}$, and multiplied by a function of spin, $\chi_{i}(s)$,

$$
\begin{equation*}
\psi_{i}(\underline{x})=\left(\sum_{j} c_{i j} \phi(\underline{r})_{j}\right) \chi_{i}(s) \tag{1.13}
\end{equation*}
$$

where $\underline{x}$ is the spin-space variable $\underline{r} s$, and $\chi_{i}\left(\frac{1}{2}\right)=\alpha$ ("spin-up") and $\chi_{i}\left(-\frac{1}{2}\right)=\beta$ ("spin-down). This orbital description yields an N -electron wavefunction

$$
\begin{equation*}
\Psi=\psi_{1}(1) \psi_{2}(2) \cdots \psi_{N}(N) \tag{1.14}
\end{equation*}
$$

To obtain anti-symmetry upon electron interchange, a Slater determinant is formed,

$$
\begin{equation*}
\Psi(1,2, \cdots, N)=\sum(-)^{P} P \psi_{1}(1) \psi_{2}(2) \cdots \psi_{N}(N) \tag{1.15}
\end{equation*}
$$

where $\Sigma(-)^{P} P$ is over all possible $N$-particle permutations.
The optimization of the linear coefficients, $\left\{c_{i j}\right\}$, to minimize $E[\Psi]$, requires that the orbitals satisfy

$$
\begin{equation*}
H_{1} \psi_{i}\left(\underline{x}_{1}\right)+\sum_{j=1}^{N} \int \psi_{i}\left(\underline{x}_{1}\right) \psi_{j}\left(\underline{x}_{2}\right) r_{12}^{-1}\left(1-P_{12}\right) \psi_{i}\left(\underline{x}_{1}\right) \psi_{j}\left(\underline{x}_{2}\right) d \underline{x}_{2}=\varepsilon_{i} \psi_{i}\left(\underline{x}_{1}\right) \tag{1.16}
\end{equation*}
$$

In Eq. (1.16), $H_{1}$ is the one-electron part of the Hamiltonian,

$$
\begin{equation*}
H_{1}=-\frac{1}{2} \nabla_{1}^{2}-\sum_{\alpha}^{N_{\alpha}} Z_{\alpha} r_{1 \alpha}^{-1}+\sum_{j \neq i}^{N_{e}} r_{1 j}^{-1}+\sum_{\alpha<\beta}^{N_{\alpha}} Z_{\alpha} Z_{\beta} r_{\alpha \beta}^{-1} \tag{1.17}
\end{equation*}
$$

Note that in Eq. (1.16), each orbital is dependent on the $N-1$ remaining orbitals so that the $N$ equations must be solved simultaneously. The solutions are therefore obtained, i.e., the values of $\left\{c_{i j}\right\}$ are found which satisfy Eq. (1.16) for all orbitals $\psi_{i}$, in an iterative process known as the "self-consistent field" (SCF) approach. (See Ref. 17 for more details.) In the limit that a complete 1 -particle basis $\left\{\phi_{i}\right\}$ is used, the
lowest energy obtainable from this technique, the Hartree-Fock (HF) energy, results. The approximation inherent in this method is that electrons move in a potential resulting from a static field. That is, the instantaneous correlations of the electronic motion are not described.

The HF energy is used to define a term widely known in the field of theoretical chemistry - the correlation energy. For a given state, the correlation energy is defined as the difference between the eigenvalue of the Hamiltonian employed for this state and its HF energy[18]. Improvements over the HF description are then measured in terms of the amount of correlation energy gained.

The Slater determinant represents an N -particle wavefunction based on an expansion in a 1-particle basis set. To improve on this function, by describing instantaneous electron correlations, an expansion in N -particle functions (Slater determinants) is usually constructed[19]. This is the basis of the CI approach in which the wavefunction is written as

$$
\begin{equation*}
\Psi=\Sigma c_{I} \Phi_{I} \tag{1.18}
\end{equation*}
$$

where each $\Phi_{I}$ now represents a Slater determinant. However, as referred to in the last section, such expansions can converge very slowly[20]. This difficulty has lent impetus to the development of new techniques.

In Chapter 2 the quantum Monte Carlo (QMC) approach, with emphasis on fixednode QMC using a "short-time" Green's function, is discussed. In Chapter 3 computations of QMC energies for several systems, 1-14 electrons, are presented and discussed. Chapter 4 discusses and presents new algorithms for the computation of single-state properties other than the energy, and in Chapter 5 these ideas are extended
to the calculation of expectation values across different states. Chapter 6 ends this dissertation with a summary and conclusions.

## Chapter 2

## Quantum Monte Carlo

### 2.1 Introduction

As discussed in the previous chapter, expansion techniques can yield a very slowly converging energy, and if cancellation of errors is not complete, inaccurate energy differences result. Additionally, while the energy may be well-converged, other computed properties may still not be accurate. This is because the energy, $E[\Psi]$, is accurate to second order in the error in $\Psi$, but properties obtained from expectation values of operators which do not commute with the Hamiltonian are accurate only to first order. Since $\Psi$ is chosen to minimize the computed energy, rather than local deviations from the eigenfunction, $\Phi$, regions will exist in which $\Psi$ is a poor approximation to $\Phi$. While this effect may not be significant for the energy, results for properties that are sensitive to the local accuracy of $\Psi$ in such regions may be quite poor. For example, accuracy in $\Psi$ at the periphery of an atom or molecule is not important for energy minimization, but is important for properties such as polarizabilities and permanent moments[21]. A noted example of the difficulty in obtaining accurate results, despite very accurately computed energies, is the computation of transition dipole moments using expansion techniques[22].

The sensitivity of many atomic and molecular properties to the accuracy of $\Psi$,
rather than of $E[\Psi]$, translates into a marked dependence on the 1-particle expansion (basis set). Therefore, for such properties, large basis sets are required[21], greatly increasing the computational cost. Finally, convergence of a computed property (other than the energy) to the exact value, as the $1-$ and N -particle bases are increased, is not necessarily monotonic.

An alternative to minimization of the energy is to minimize the expectation value of the variance[23], $U^{2}[\Psi]$, rather than the energy. Here,

$$
\begin{equation*}
U^{2}[\Psi] \equiv \int(H \Psi-E \Psi)^{2} d \underline{R} / \int|\Psi|^{2} d \underline{R} \tag{2.1}
\end{equation*}
$$

The integrand in the numerator can be significant even when $\Psi$ is small. Therefore, the quality of the wavefunction should be much more uniform than when energy minimization is employed. Also, since $U^{2} \geq 0$, this functional is variational. Unfortunately, minimizing $U^{2}$ is quite difficult when expansion techniques are employed, due to the presence of $(H \Psi)^{2}$ in the integrand. However, such minimizations present no special difficulty for Monte Carlo techniques, and are currently being employed with much success $[24,25]$.

As stated in the discussion to this point, obtaining highly accurate solutions of the Schrödinger equation remains a challenging problem. Therefore, it is of interest to investigate a method which is not predicated upon large 1- and N -particle expansions yet can, in principle, yield exact results. One approach, generally referred to as quantum Monte Carlo (QMC), is employed in the computations described in this thesis. Several variants of QMC exist. A brief discussion of Monte Carlo the and variants of QMC are discussed in the next two sections.

### 2.2 Monte Carlo Background

Monte Carlo methods employ random numbers to solve the problem at hand. Despite the random nature of the approach, Monte Carlo techniques may be employed to compute quantities which are not inherently statistical.

A simple example is offered by the computation of a definite integral,

$$
\begin{equation*}
I=\int_{0}^{1} f(x) d x \tag{2.2}
\end{equation*}
$$

To compute this integral by Monte Cario, one may select a set of values of $x,\left\{x_{i}\right\}$, such that $x_{i}=\xi_{i}$, where $\xi_{i}$ is a uniform random variate between 0 and 1. This is referred to as "sampling" values of $x$ [and hence of $f(x)$ ]. A Monte Carlo "estimate" of $I, I_{N}$, is then given by

$$
\begin{equation*}
I_{N}=\frac{1}{N} \sum_{i=1}^{N} f\left(x_{i}\right) \tag{2.3}
\end{equation*}
$$

where $N$ is the number of points sampled and $\lim _{N \rightarrow \infty} I_{N}=I$. The statistical nature of the method is now apparent; for finite values of $N$ the average in Eq. (2.3) need not equal $I$. That is, the "statistical error", generally taken to be one standard deviation in $I_{N}$, will cause $I_{N} \neq I$. From the central limit theorem, for $N$ sufficiently large independent values of $I_{N}$ may be assumed to be distributed according to a Gaussian distribution[26] for which one standard deviation is referred to as the statistical error in $I_{N}$.

It is instructive to consider the statistical error of this example and a well-known method for reducing it. For $N$ points, the statistical error in sampled values of $f$ is most generally measured as

$$
\begin{equation*}
\sigma_{f}(N)=\left[N^{-1} \sum_{i=1}^{N}\left(f\left(x_{i}\right)-I\right)^{2}\right]^{\frac{1}{2}} \tag{2.4}
\end{equation*}
$$

(When the average I is not known it is replaced by Eq. (2.3) and $N^{-1}$ is replaced by $(N-1)^{-1}$.) Generalizing to sampling the entire distribution yields the statistical error in a sampled value of $f$ as

$$
\begin{equation*}
\sigma_{f}=\left[\int_{0}^{1} f^{2}(x) d x-\left(\int_{0}^{1} f(x) d x\right)^{2}\right]^{-\frac{1}{2}} \tag{2.5}
\end{equation*}
$$

The standard deviation in the computed average of $f, I_{N}$, is given by $\sigma_{N}$, $\sigma_{N}=\sigma_{f} / \sqrt{N}$ [28], or when $\sigma_{f}$ is not known, $\sigma_{f}(N)$ is employed. The statistical error in $I_{N}$ may be decreased to any value desired simply by sampling more values of $x$. However, the dependence of $\sigma_{N}$ on $N$ causes the process of error reduction to be one of diminishing returns. That is, to reduce the statistical error by an order of magnitude requires an increase of two orders of magnitude in the sampling.

An efficient way to reduce the statistical error is to employ importance sampling[27]. Importance sampling involves recasting Eq. (2.2) as

$$
\begin{equation*}
I=\int_{0}^{1}\left[\frac{f(x) G}{g(x)}\right] \frac{g(x)}{G} d x \tag{2.6}
\end{equation*}
$$

where values of $x$ are now sampled from the probability distribution $g(x) / G(\geq 0)$ 1
where $\int_{0} g(x) d x=G$. Now, Monte Carlo estimates of $I$ can be obtained from

$$
\begin{equation*}
I_{N}=\frac{1}{N} \sum_{i=1}^{N} \frac{f\left(x_{i}\right)}{g\left(x_{i}\right)} G \tag{2.7}
\end{equation*}
$$

Note that for $g(x)=f(x),(f(x) \geq 0), I_{N}=I$ and the statistical error is zero for all values of $N$. Of course, such a selection implies $G=\int_{0}^{1} f(x) d x=I$ is known, which is
assumed not to be the case. Therefore, one chooses a function $g(x) \geq 0$ (with $G$ known) which mimics the behavior of $f(x)$, i.e., $g(x) \approx f(x)$. To the extent that $g$ resembles $f$, values of $x$ are sampled where $f$ is large, or important, thus "importance sampling', In addition, since $g \approx f$, fluctuations in the ratio $f(x) / g(x)$ will be much less than those in $f(x)$ with the result that $\sigma_{(f / g)} \ll \sigma_{f}$, and the statistical error of $I_{N}$ is reduced.

The simple example above involved solving a non-stochastic problem using random numbers. Naturally, Monte Carlo techniques may be employed in studying random processes as well, such as neutron transport[29] and Brownian motion. The use of Monte Carlo techniques for solving the Schrödinger equation is discussed in the next section.

### 2.3 Quantum Monte Carlo

Over forty years ago Fermi suggested that the time-dependent Schrödinger equation could lend itself to simulation when written in imaginary time[30]. The first significant QMC calculations were undertaken by Kalos in studying three- and fourbody nuclei[31], atomic helium[32], and a Boson fluid interacting through a LennardJones potential[33]. In these calculations the time-independent Schrödinger equation is cast into an integral equation. That is,

$$
\begin{equation*}
H \psi=E \psi, H=H_{0}-W \tag{2.8}
\end{equation*}
$$

is written in integral form as

$$
\begin{equation*}
\psi\left(\underline{R}^{\prime}\right)=\int G_{0}\left(\underline{R} \rightarrow \underline{R}^{\prime}\right)[E+W(\underline{R})] \psi(\underline{R}) d \underline{R} . \tag{2.9}
\end{equation*}
$$

Here $G_{0}$ is the inverse operator of $H_{0}$ which satisfies $H_{0} G_{0}\left(\underline{R} \rightarrow \underline{R}^{\prime}\right)=\delta\left(\underline{R} \rightarrow \underline{R}^{\prime}\right)$
and any other boundary conditions inherent in the physics of the problem at hand. The zeroth-order Hamiltonian, $H_{0}$, and by implication $G_{0}$, is chosen so that values of $\underline{R}^{\prime}$ can be readily sampled from $G_{0}(\underline{R} \rightarrow \underline{R})$. The Green's function, $G_{0}$, serves as transition probability density function and $W$, the residual part of the Hamiltonian, acts as a weighting factor. The procedure for obtaining the ground state is to iterate a set of points sampled from some initial distribution, $\psi^{(0)}$, to a set distributed according to a final distribution, $\psi^{(n)}$. It is easily shown[33] that as $n$ becomes large, $\psi^{(n)}$ becomes the lowest-energy eigenfunction of $H$ not orthogonal to $\psi^{(0)}$. This approach yielded encouraging results for the problems studied. Basically, a differential equation is solved by casting it into an integral equation and sampling a Green's function by Monte Carlo - thus "Green's function Monte Carlo (GFMC)'.

A major advance in GFMC was the inclusion of importance sampling in computations on helium-like systems at $0^{\circ}$ Kelvin[34]. Here the integral equation is derived using the full Green's function, i.e., $W=0$, and $\psi_{0}=E_{0} H^{-1} \Psi_{0}$ is written

$$
\begin{equation*}
\psi^{(n+1)}\left(\underline{R}^{\prime}\right)=E_{R} \int G\left(\underline{R}^{\prime} \rightarrow \underline{R}\right) \psi^{(n)}(\underline{R}) d \underline{R} \tag{2.10}
\end{equation*}
$$

To implement importance sampling using a trial function, $\Psi_{T}$, Eq. (2.10) is rewritten in terms of $f^{(n)}(\underline{R}) \equiv \Psi_{T}(\underline{R}) \psi^{(n)}(\underline{R})$ as

$$
\begin{equation*}
f^{(n+1)}\left(\underline{R}^{\prime}\right)=E_{R} \int G_{l}\left(\underline{R} \rightarrow \underline{R}^{\prime}\right) f^{(n)}(\underline{R}) d \underline{R}, \tag{2.11}
\end{equation*}
$$

where $G_{l}\left(\underline{R} \rightarrow \underline{R}^{\prime}\right) \equiv \Psi_{T}\left(\underline{R}^{\prime}\right) G\left(\underline{R}^{\prime} \rightarrow \underline{R}\right) / \Psi_{T}(\underline{R})$. Also, the reference energy, $E_{R}$, is chosen as $\approx E_{0}, E_{0}>0$, in order to stabilize the normalization of the solution since $\psi^{(n+1)}=\left(E_{R} / E_{0}\right) \psi^{(n)}$ at large $n$. For $\Psi_{T}=\psi_{0}$ the energy can be obtained immediately with no statistical error[34]. Therefore, in a vein similar to that described in the first section, $\Psi_{T}$ is chosen to mimic the behavior of the lowest-energy eigenfunction to
reduce statistical error. Subsequently, variants of the GFMC approach have been developed. For a discussion of QMC techniques see Refs. 26,35-36.

The two major difficulties encountered by Monte Carlo approaches in studying chemical systems are sampling the Green's function, since $H^{-1}$ is generally not known, and obtaining an anti-symmetric solution. The latter difficulty is the most significant[37] as it is the only remaining barrier to the computation of statistically exact ground-state energies.

The lowest-energy Fermi state, described by an antisymmetric eigenfunction $\phi_{0}$, is generally higher in energy than the nodeless Bose ground state. Therefore, the approach described thus far will not yield antisymmetric eigenfunctions unless the Monte Carlo solution is forced to have nodes. If the nodes of the Fermi ground state are known, $\phi_{0}$ may be obtained simply by not allowing these nodes to be crossed. However, the exact location of the nodes of eigenfunctions describing chemical ground states are unknown. In this case the true nodal structure must be estimated by an approximate one, and these nodes are crossed. A sign of +1 is assigned to a point if it is arrived at after an even number of node crossings and the sign is -1 otherwise. Since ignoring the signs yields the (symmetric) Bose ground state, the lowest-energy (antisymmetric) Fermi state is obtained as the difference, by using the signs, between points sampled from the Bose ground state. This method becomes unstable because the energy of the Bose state $\left(E_{0}^{B}\right)$, being lower than the Fermi-state energy $\left(E_{0}^{F}\right)$, means that the normalization of the Bose state, and hence its statistical error, increases geometrically relative to that of the Fermi state[35,36]. Therefore, the Fermi state, obtained effectively as the difference between two continually growing " + " and " - "
distributions, is made statistically insignificant by the statistical errors in these components. (For a simple example of this effect see Ref. [38]). The time by which the Fermi state is "lost" depends on $\left|E_{0}^{B}-E_{0}^{F}\right|$, and so instabilities occur more quickly as the size of the system increases. Thus far, the use of GFMC to obtain the lowestenergy Fermi state has been limited to atoms and molecules with ten electrons or less.

An alternative to carrying signs is to "fix" the preassigned nodes.[39] That is, moves in $\underline{R}$-space are not allowed to cross prescribed nodal boundaries so that the instabilities induced by carrying signs is removed. The Schrödinger equation is now solved within each nodal volume. This approach, discussed in detail in the next section, yields an error depending on the accuracy of the fixed nodes. If the "fixednode' error is sufficiently small, then the stability obtained by fixing the nodes is justified.

As stated on the previous page, the exact Green's function is generally not available in closed analytic form. In GFMC it is sampled in an iterative (and presumably convergent) process [34,35,40-42]. The complex and iterative nature of this procedure causes the sampling of the exact Green's function to be time consuming. If an accurate approximation to the Green's function, $G_{a}$, is known, then a direct sampling of $G_{a}$ will be more efficient and yield little error. Such an approximation, to be discussed in more detail in the next section, was introduced by Ceperley and Alder to solve the Schrödinger equation in imaginary time[39].

The solution of the Schrödinger equation in imaginary time with fixed nodes, "Fixed-Node diffusion QMC", employing an analytic "short-time" approximation to the Green's function is now discussed.

### 2.4 Fixed-Node Diffusion Quantum Monte Carlo

### 2.4.1 The Schrödinger Equation in Imaginary Time

The QMC technique employed here is now described in detail. This description is similar to that of Reynolds et al.[43].

The theory begins with the time-dependent Schrödinger equation in imaginary time $(t \rightarrow t / i, \hbar=1)$

$$
\begin{equation*}
-\frac{\partial \Phi(R, t)}{\partial t}=\left[H-E_{R}\right] \Phi(\underline{R}, t), \tag{2.12}
\end{equation*}
$$

where $E_{R}$ is a reference energy which only affects the (imaginary) time dependence of $\Phi(\underline{R}, t)$. While the Hamiltonian above is completely general, from hereon the electronic Hamiltonian, $H_{e}$, is employed since this is the context of our computations. (Calculations employing the full non-relativistic Hamiltonian have been performed by Ceperley and Alder[44] for solid hydrogen at high pressures.) Writing Eq. (2.12) with $H_{e}$ (in atomic units) yields

$$
\begin{equation*}
-\frac{\partial \Phi(R, t)}{\partial t}=\left[-\frac{1}{2} \nabla^{2}+V-E_{R}\right] \Phi(\underline{R}, t), \tag{2.13}
\end{equation*}
$$

where, for $N$ electrons,

$$
\begin{equation*}
\nabla^{2} \equiv \sum_{i=1}^{N} \nabla_{i}^{2}, \tag{2.14}
\end{equation*}
$$

and $V$ is the potential energy, [cf. Eq. (1.7)].
To determine the time dependence of $\Phi$, this function is expanded in the complete set of normalized eigenfunctions of $H$,

$$
\begin{equation*}
\Phi(\underline{R}, t)=\sum_{i=0} c_{i}(t) \phi_{i}(\underline{R}) . \tag{2.15}
\end{equation*}
$$

Substituting this expansion into Eq. (2.13) and solving for the expansion coefficients
yields

$$
\begin{equation*}
c_{i}(t)=c_{i}(0) \exp \left[-t\left(E_{i}-E_{R}\right)\right], \quad c_{i}(0)=\int \phi^{*}(\underline{R}) \Phi(\underline{R}, 0) d \underline{R} . \tag{2.16}
\end{equation*}
$$

Therefore, we may write

$$
\begin{equation*}
\Phi(\underline{R}, t)=\sum_{i=0} c_{i}(0) \exp \left[-t\left(E_{i}-E_{R}\right)\right] \phi_{i}(\underline{R}) \tag{2.17}
\end{equation*}
$$

so that the asymptotic form of $\Phi$ is

$$
\begin{equation*}
\Phi(\underline{R}, t)=c_{0} \exp \left[-t \cdot\left(E_{0}-E_{R}\right)\right] \phi_{0}(\underline{R}), \tag{2.18}
\end{equation*}
$$

with $c_{0} \equiv c_{0}(0)$. The subscript 0 denotes the lowest-energy eigenstate not orthogonal to $\Phi(\underline{R}, 0)$. The excited states decay, relative to $\phi_{0}$, according to $\exp \left[-t\left(E_{i}-E_{0}\right]\right.$, and $E_{R}$ is chosen to be $\approx E_{0}$ to minimize the time-dependence of the asymptotic form of $\Phi$.

The ground state $\phi_{0}(\underline{R})$ is then obtained by propagating an initial function sufficiently far in imaginary time via Monte Carlo simulation. Eq. (2.13) corresponds to a combination of diffusion $\left(\partial \Phi / \partial t=\frac{1}{2} \nabla^{2} \Phi\right)$ and a first-order rate process $\left(\partial \Phi / \partial t=-\left(V-E_{R}\right) \Phi\right)$. The QMC approach simulates these two processes by sampling the Green's function of the imaginary-time Schrödinger equation (2.13). This Green's function is

$$
\begin{equation*}
G(t)=\exp \left[-t\left(T+V-E_{R}\right)\right] \tag{2.19}
\end{equation*}
$$

and, in coordinate space, the time evolution of $\Phi$ is

$$
\begin{equation*}
\Phi\left(\underline{R}^{\prime}, t+\tau\right)=\int G(\underline{R} \rightarrow \underline{R}, \tau) \Phi(\underline{R}, t) d \underline{R} . \tag{2.20}
\end{equation*}
$$

The Green's function is a solution to Eq. (2.13) in the coordinate $\underline{R}^{\prime}$ with the boundary condition $G\left(\underline{R} \rightarrow \underline{R}^{\prime}, 0\right)=\delta\left(\underline{R}-\underline{R}^{\prime}\right)$.

The diffusion and first-order rate process (branching) may be simulated by employing a "'short-time"' approximation to the Green's function, $G_{a}$. That is, as $t \rightarrow 0$,

$$
\begin{equation*}
G(\tau)=G_{a}(\tau) \equiv \exp (-\tau T) \exp \left[-\tau\left(V-E_{R}\right)\right], \tag{2.21}
\end{equation*}
$$

where $\tau$ signifies small values of $t$, and $G_{a}$ is accurate to order $\tau^{2}$. The first factor corresponds to diffusion and the second to birth $\left(V<E_{R}\right)$ or death $\left(V>E_{R}\right)$. The form of $G_{a}$ in coordinate space is easily derived, and the QMC simulation is readily performed.

This simulation involves propagating a set of points, initially distributed as $\Phi(\underline{R}, 0)$, until $\phi_{0}$ is obtained as determined by the convergence of the energy or some other quantity. Subsequently, more points are sampled and the ground state energy, $E_{0}$, is computed from the average of the potential energy;

$$
\begin{align*}
\left\langle V>\equiv \lim _{M \rightarrow \infty} \frac{1}{M} \sum_{i=1}^{M} V\left(\underline{R}_{j}\right)\right. & =\int \phi_{0}(\underline{R}) V(\underline{R}) d \underline{R} / \int \phi_{0}(\underline{R}) d \underline{R} \\
& =\int \phi_{0}(\underline{R}) H \cdot 1 d \underline{R} / \int \phi_{0}(\underline{R}) \cdot 1 d \underline{R}=E_{0} . \tag{2.22}
\end{align*}
$$

The second line is obtained from the first since (in coordinate space) the kinetic energy operator annihilates the constant function, 1 , and the last equality is obtained from the hermiticity of $H$. Since error arises from $G_{a}$ for non-zero $\tau$ (time step), either small time steps must be employed, or results must be extrapolated to $\tau=0$.

Simulations of the type described above have been carried out by Anderson for one- to four-electron systems[45-47]. Large statistical errors in the energy resulted, e.g., about $30 \mathrm{kcal} / \mathrm{mol}$ for Be , because the energy is obtained from the average of the potential energy, cf. Eq. (2.22), a quantity which possesses large fluctuations. Despite the fact that computers would be one to two orders of magnitude faster in the near future, these calculations demonstrated that importance sampling would be required for precise QMC computations.

### 2.4.2 Importance Sampling

A particularly elegant way of incorporating importance sampling into the QMC approach was introduced by Kalos et al.[34] as described in section 2.3. In diffusion QMC, importance sampling involves defining a new density function $f(\underline{R}, t) \equiv \Psi_{T}(\underline{R}) \Phi(\underline{R}, t)$. Rewriting Eq. (2.13) in terms of $f$ yields

$$
\begin{equation*}
-\frac{\partial f}{\partial t}=-\frac{1}{2} \nabla^{2} f+\left[E_{L}(\underline{R})-E_{R}\right] f+\frac{1}{2} \nabla \cdot\left[f F_{Q}(\underline{R})\right], \tag{2.23}
\end{equation*}
$$

where $E_{L}(\underline{R}) \equiv \Psi_{T}^{-1}(\underline{R}) H \Psi_{T}(\underline{R})$ and $F_{Q}(\underline{R}) \equiv \nabla \ln \left|\Psi_{T}(\underline{R})\right|^{2}$ are the "local energy" and "quantum force", respectively.

Once again a diffusion equation is obtained. Here, however, the diffusive motion occurs in the presence of an external force, $F_{Q}$. The role of $\Psi_{T}$, in guiding the random walk, can be seen from the form of $F_{Q}$. As $\left|\Psi_{T}\right|^{2}$ decreases, $\mid F_{Q} 1$ increases and the walk is guided away from regions where $\left|\Psi_{T}\right|^{2}$ is small. Another important difference, from the case of no importance sampling, is that the branching term is now given by $E_{L}(\underline{R})-E_{R}$. For judicious choices of the trial function, e.g., to remove or minimize the Coulomb singularities, the branching is now much better behaved than $V(\underline{R})-E_{R}$. Note that as $\Psi_{T} \rightarrow \phi_{0}$, the branching term becomes a constant, $E_{0}-E_{R}$, since $E_{L}=\phi_{0}^{-1} H \phi_{0}=E_{0}$. Thus, $\Psi_{T}$ is chosen to approximate $\phi_{0}$.

The asymptotic form of $\Phi(\underline{R}, t)$, cf. Eq. (2.18), yields the large $t$ form of $f$,

$$
\begin{equation*}
f(\underline{R}, t)=c_{0} \exp \left[-t\left(E_{0}-E_{R}\right] \Psi_{T}(\underline{R}) \phi_{0}(\underline{R}) .\right. \tag{2.24}
\end{equation*}
$$

As the convergence is exponential in $t$, the "asymptotic" form of $f(\underline{R}, t)$ is readily obtained. The QMC energy is now given by the average of the local energy over points sampled from $f(\underline{R}, t)$. That is,

$$
\begin{align*}
\left\langle E_{L}\right\rangle \equiv \lim _{M \rightarrow \infty} \frac{1}{M} \sum_{i=1}^{M} E_{L}\left(\underline{R_{i}}\right) & =\int f(\underline{R}, t) E_{L}(\underline{R}) d \underline{R} / \int f(\underline{R}, t) d \underline{R} \\
& =\int \phi_{0}(\underline{R}) H \Psi_{T}(\underline{R}) d \underline{R} / \int \phi_{0}(\underline{R}) \Psi_{T}(\underline{R}) d \underline{R}=E_{0}, \tag{2.25}
\end{align*}
$$

where the last equality is deduced from the hermiticity of $H$, and the cancellation of the time-dependence requires that $E_{R}$ not depend on $\underline{R}$. Since the statistical error in $E_{L}$ vanishes when $\Psi_{T}=\phi_{0}$, the statistical error in averages of the local energy is greatly reduced (an order of magnitude or more), in comparison to those of the potential energy, for reasonable choices of $\Psi_{T}$.

### 2.4.3 The Short-Time Green's Function

The time evolution of the probability density function, $f(\underline{R}, t)$, is

$$
\begin{equation*}
f\left(\underline{R}^{\prime}, t+\tau\right)=\int d \underline{R} f(\underline{R}, t) G\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right) . \tag{2.26}
\end{equation*}
$$

Here, as in Sec. 4.2.1, the Green's function defines a move from $\underline{R}$ to $\underline{R}^{\prime}$ in time $\tau$. This function is a solution of the imaginary-time Schrödinger equation (with importance sampling), Eq. (2.23), with the boundary condition $G\left(\underline{R} \rightarrow \underline{R}^{\prime}, 0\right)=\delta\left(\underline{R}^{\prime}-\underline{R}\right)$.

A "short-time" approximation to $G$ is employed to simulate the diffusion, drift and branching of Eq. (2.23). It is obtained by assuming that the local energy and quantum force are constant during the course of a move from $\underline{R}$ to $\underline{R}^{\prime}$. With these assumptions, valid at $\tau=0$, this Green's function is given by

$$
\begin{align*}
G_{a}\left(\underline{R} \rightarrow \underline{R}^{\prime} \prime \tau\right) & =(2 \pi \tau)^{-3 N / 2} \exp \left[-\left(\underline{R}^{\prime}-\underline{R}-\frac{\tau}{2} F_{Q}(\underline{R})\right]^{2} / 2 \tau\right] \\
& \times \exp \left[-\tau\left\{\left(E_{L}\left(\underline{R}^{\prime}\right)+E_{L}(\underline{R})\right) / 2-E_{R}\right)\right] \tag{2.27}
\end{align*}
$$

The first factor is the transition probability of moving from $\underline{R}$ to $\underline{R}^{\prime}$ in time $\tau$, and the
second arises from the branching and gives the weight, relative to that at $\underline{R}$, to be assigned to $\underline{R}$ '. This approximate Green's function becomes exact as $\tau \rightarrow 0[47-49]$ (except, perhaps, at the nuclei). For non-zero values of the time step, $\tau$, the asymptotic form of $f(\underline{R}, t)$ approximates $\Psi_{T} \phi_{0}$, so that computed results will differ from the $\tau=0$ limit. The difference between $\tau \neq 0$ and $\tau=0$ values is referred to as "timestep bias". Therefore, computations must be performed at values of $\tau$ at which the bias is masked by the statistical error, i.e, is not significant, or results must be extrapolated to $\tau=0$.

The Green's function in Eq. (2.27) is modified slightly in order to maintain detailed balance.[43] In this context, detailed balance means that the probability of moving from $\underline{R}$ to $\underline{R}^{\prime}$ equals the probability of the reverse move. The modification involves employing a diffusion QMC Green's function, $G_{D}$,

$$
\begin{equation*}
G_{D}\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right) \equiv G_{a}\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right) A\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right) \tag{2.28}
\end{equation*}
$$

where

$$
\begin{equation*}
A\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right) \equiv \min \left(1, W\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right)\right) \tag{2.29}
\end{equation*}
$$

with

$$
\begin{equation*}
W\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right) \equiv \frac{\left|\Psi_{T}\left(\underline{R}^{\prime}\right)\right|^{2} G_{a}\left(\underline{R}^{\prime} \rightarrow \underline{R}, \tau\right)}{\left|\Psi_{T}(\underline{R})\right|^{2} G_{a}(\underline{R} \rightarrow \underline{R}, \tau)} \tag{2.30}
\end{equation*}
$$

The factor, $A$, incorporates an acceptance/rejection step into the algorithm. That is, after a move is completed, it is accepted with probability $A$. As $\tau \rightarrow 0, A \rightarrow 1$ and $G_{a}$ becomes exact implying that $G_{D}$ is also exact at $\tau=0$.

Finally, when $\Psi_{T}=\phi_{0}, G_{D}$ yields $f=\left|\Psi_{T}\right|^{2}$ for any value of $\tau$. This results from the fact that $G_{D}$ satisfies detailed balance for any value of $\tau$. i.e.,

$$
\begin{equation*}
G_{D}\left(\underline{R} \rightarrow \underline{R^{\prime}}, \tau\right)\left|\Psi_{T}(\underline{R})\right|^{2}=\left|\Psi_{T}\left(\underline{R}^{\prime}\right)\right|^{2} G_{D}\left(\underline{R}^{\prime} \rightarrow \underline{R}, \tau\right) \tag{2.31}
\end{equation*}
$$

As illustrated in Ref. 26, when detailed balance is satisfied between a transition probability function, $K$, and a given probability distribution function, $g$, sampling from $K$ ( $G_{D}$ for any $\tau$ ) will yield convergence to $g,\left(\left|\Psi_{T}(\underline{R})\right|^{2}\right.$ ). Generally, i.e., when $\Psi_{T}$ only approximates $\phi_{0}$, maintaining detailed balance reduces the time step bias. The use of $G_{D}$ is discussed in the presentation of the diffusion QMC algorithm in Sec. 2.5.

### 2.4.4 Fermi Statistics: The "Fixed-Node" Approximation

As is well known, the eigenfunctions of chemical systems must change sign upon the interchange of electron coordinates since electrons are spin one-half (Fermi) particles. The QMC formalism described thus far, however, requires $\left.f(\underline{R}, t)=\Psi_{T} \underline{R}\right) \Phi(\underline{R}, t)$ to be non-negative. If $\Psi_{T}$ possesses the same nodes as does $\phi_{0}$, then $f$ will remain non-negative and the Fermi system may be treated immediately and exactly. For example, to obtain the exact energy of the $2 p_{x}$ state of H atom simply requires $\Psi_{T}$ to have a node at $x=0$. In general, the symmetry of an atom or molecule does not completely specify the location of the nodes.[51] While techniques do exist for exactly sampling any Fermi state[35-36,40-42], they suffer from the instabilities discussed in the previous section.

The technique employed here for treating a Fermi system fixes the nodes of $\Phi(\underline{R}, t)$, and, therefore of $\phi_{0}$, to be those of the trial function. That is, moves which cross these nodes are not allowed so that the simulations are confined within the nodal volumes of $\Psi_{T}$. Therefore, the Schrodinger equation is solved with the nodes of $\Psi_{T}$ as boundary conditions, and statistical error does not diverge since signs are not carried.

When the assigned nodes are not those of the lowest-energy eigenfunction, the QMC solution is approximate. This approximation, however, has been found to be quite accurate in many QMC computations[42-44,52-58].

It is now shown that the fixed-node solution (still referred to here as $\phi_{0}$ ) yields an upper bound to the ground-state energy. First, let the trial function $\Psi_{T}(\underline{R}, \underline{s})$ be antisymmetric in the electron coordinates $(\underline{r}, s)$. Let $v_{\alpha}$ be a nodal volume of $\Psi_{T}$, i.e., a volume enclosed by a nodal surface, and $\phi_{\alpha}(\underline{R}, \underline{s})$ the lowest-energy eigenfunction, with eigenvalue $\varepsilon_{\alpha}$, obtained from fixed-node diffusion QMC (QMC from hereon). Then

$$
\begin{align*}
& H \phi_{\alpha}=\varepsilon_{\alpha} \phi_{\alpha}, \quad \underline{R} \in v_{\alpha} \\
& \phi_{\alpha} \Psi_{T} \geq 0, \tag{2.32a}
\end{align*}
$$

and

$$
\begin{equation*}
\phi_{\alpha}=0, \quad \underline{R} \notin v_{\alpha} \tag{2.32b}
\end{equation*}
$$

The full anti-symmetric eigenfunction, $\hat{\phi}_{\alpha}(\underline{R}, \underline{s})$ is then obtained by summing over all permutations $P$,

$$
\begin{equation*}
\hat{\phi}_{\alpha}(\underline{R}, \underline{s})=\sum_{P}(-)^{P} \hat{\phi}_{\alpha}(P \underline{R}, P \underline{s}), \tag{2.33}
\end{equation*}
$$

and from the variational principle

$$
\begin{equation*}
\frac{\int d \underline{R} \hat{\phi}_{\alpha}^{*} H \hat{\phi}_{\alpha}}{\int d \underline{R} \hat{\phi}_{\alpha}^{*} \hat{\phi}_{\alpha}}=\varepsilon_{\alpha} \geq E_{0} \tag{2.34}
\end{equation*}
$$

As seen from above, different nodal volumes may yield different eigenvalues. Following the discussion which led to the asymptotic form of $f(\underline{R}, t)$, cf. Eq. (2.24), the same reasoning shows that for $t$ sufficiently large, there results

$$
\begin{equation*}
f(\underline{R}, t)=c_{0}^{(m)} \exp \left[-t\left(\varepsilon_{m}-E_{R}\right)\right] \Psi_{T} \phi_{0}^{(m)} \tag{2.35}
\end{equation*}
$$

where $m$ labels the nodal volume in which the QMC energy is a minimum. If the energy differences, $\left|\varepsilon_{m}-\varepsilon_{\alpha}\right|$, are sufficiently small, they may be masked by statistical error or lack of full convergence to the form of $f$ given by Eq. (2.35). However, if all nodal volumes may be related by a symmetry operation which does not change the Hamiltonian, then the QMC energy obtained in each is the same, see Appendix A. Note that if $\Psi_{T}$ possesses only the required anti-symmetry nodes then the nodal volumes are all related to each other by a permutation, $P$, of electron coordinates. Since $P H=H$, all the $\varepsilon_{\alpha}$ will be identical. This result may be generalized to operators other than $H$ which are symmetric upon permutations of electron coordinates.

### 2.4.5 Variational Monte Carlo

In this section we describe the sampling of $\left|\Psi_{T}\right|^{2}$ using a guided Metropolis walk. This approach is generally referred to as variational Monte Carlo (VMC). (The reference to variational results from the fact that the variational quantity $E\left[\Psi_{T}\right]$ may be computed. However, the QMC energy is also variational for ground states, cf. Sec. 2.4.4.) As discussed in Sec. 2.4.4, the fixed-node energy is determined by the nodes of $\Psi_{T}$ and the statistical error by fluctuations in the local energy, $\Psi_{T}^{-1} H \Psi_{T}$. This central role of the trial function makes it highly desirable to compute the expectation values

$$
\begin{equation*}
A_{T} \equiv \int d \underline{R}\left|\Psi_{T}\right|^{2} \Psi_{T}^{-1} A \Psi_{T} / \int d \underline{R}\left|\Psi_{T}\right|^{2} \tag{2.36}
\end{equation*}
$$

(Specifically, $A=H$ yields $E\left[\Psi_{T}\right]$.)
The QMC simulations require only the gradients and Laplacians of the trial func-
tion. Therefore, $\Psi_{T}$ may possess features, such as functions of electron-electron separation, which are desirable but prevent the analytic computation of $A_{T}$. However, in these instances expectation values may be obtained from averages over points sampled from $\left|\Psi_{T}\right|^{2}$, i.e.,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{M} \sum_{i=1}^{M} \Psi_{T}^{-1}\left(\underline{R}_{j}\right) A \Psi_{T}\left(\underline{R}_{j}\right)=A_{T} \tag{2.37}
\end{equation*}
$$

for $\underline{R}_{i}$ sampled from $\left|\Psi_{T}\right|^{2}$. A useful method of sampling points from $\left|\Psi_{T}\right|^{2}$ is obtained by noting that $f=\left|\Psi_{T}\right|^{2}$ is an exact solution to the imaginary-time Schrödinger equation, (2.23), when the branching term is suppressed. Therefore, employing the Green's function of Eq. (2.28), but without the branching factor, allows the distribution $\left|\Psi_{T}\right|^{2}$ to be sampled correctly for arbitrary values of $\tau$, cf. Sec. 2.4.4. Generally, $\tau$ is chosen such that the average probability of accepting a move is approximately 0.5 .

### 2.5 QMC Algorithm

In this section, the QMC algorithm for converging to $\Psi_{T} \phi_{0}$ and computing the energy is discussed. The algorithm for performing the VMC computations is identical to that employed for QMC with the exception that branching is not simulated, cf. Sec. 2.4.

Prior to the Monte Carlo simulations, a trial function is chosen for importance sampling. As stated in the previous section, the ideal choice is $\Psi_{T}=\phi_{0}$ which, of course, is generally not possible. In practice, a trial function which accurately approximates the ground-state eigenfunction yet is relatively simple, so that its gradients and Lapla-
cians can be evaluated quickly, is desirable. The optimum mix of simplicity and accuracy is difficult to determine because QMC energies can not be predicted on the basis of a trial function's nodal structure. Instead different trial functions are employed and the resulting QMC energies yield, a postieriori, their quality.

Below the form of the trial function derived from the product of a single Slater determinant and correlation functions is presented. The extension to the case of several determinants readily follows.

A Slater determinant depends on both the spatial and spin coordinates of the electrons. For one with $n_{\alpha}$ spin-up and $n_{\beta}$ spin-down electrons, a function which depends only on the spatial variables is obtained by assigning electrons 1 through $n_{\alpha}$ a spin of $\frac{1}{2}$ (up) and electrons $n_{\alpha}+1$ through $n_{\alpha}+n_{\beta}$ a spin of $-\frac{1}{2}$ (down). The result is that the Slater determinant becomes a product of two determinants - one for the spin-up electrons and one for those with spin-down. This assignment of spins introduces no error for a spin-independent Hamiltonian.

The trial function, for $N$ electrons, is now written as

$$
\begin{gather*}
\Psi_{T}(1,2, \cdots, N)=\operatorname{det}\left[\psi_{1}^{\alpha}(1) \psi_{2}^{\alpha}(2) \cdots \psi_{n_{\alpha}}^{\alpha}\left(n_{\alpha}\right)\right] \cdot \operatorname{det}\left[\psi_{1}^{\beta}\left(n_{\alpha}+1\right) \psi_{2}^{\beta}\left(n_{\alpha}+2\right) \cdots \psi_{n_{\beta}}^{\beta}\left(n_{\alpha}+n_{\beta}\right)\right] \\
\times F(1,2, \cdots, N) \tag{2.38}
\end{gather*}
$$

An orbital subscript ( $\alpha$ or $\beta$ ) denotes that the orbital is occupied by an electron of that spin. The correlation function $F$ is introduced to give an improvement over the independent particle approximation. For the calculations performed in this thesis, $F$ is given by

$$
\begin{equation*}
F(\underline{R})=G\left(\left\{r_{i j}\right\}\right) H\left(\left\{r_{i \alpha}\right\}\right) . \tag{2.39}
\end{equation*}
$$

The "electron-electron'" correlation function, $G$, is usually chosen to have the form

$$
\begin{equation*}
G\left(\left\{r_{i j}\right\}\right)=\exp \left[\sum_{i<j} U_{1}\left(r_{i j}\right)\right] \tag{2.40}
\end{equation*}
$$

where several different forms of $U_{1}$ have been studied. The exponential form is useful because it is without nodes. The parameters in $U_{1}$ are generally chosen to minimize $E\left[\Psi_{T}\right]$, and to remove the Coulomb singularity in the local energy at $r_{i j}=0$, i.e., to satisfy the electron-electron cusp condition. The "electron-nuclear" correlation function employed here is,

$$
\begin{equation*}
H\left(\left\{r_{i \alpha}\right\}\right)=\exp \left[\sum_{i, \alpha} U_{2}\left(r_{i \alpha}\right)\right] \tag{2.41}
\end{equation*}
$$

The form of $U_{2}$ studied thus far is,

$$
\begin{equation*}
U_{2}\left(r_{i \alpha}\right)=-\lambda_{\alpha} r_{i \alpha} /\left(1+v_{\alpha} r_{i \alpha}\right) . \tag{2.42}
\end{equation*}
$$

The parameters, $\lambda_{\alpha}$ and $v_{\alpha}$ are chosen to minimize $E\left[\Psi_{T}\right]$ and/or reduce or remove the singularity in the local energy at $r_{i \alpha}=0$, the electron-nuclear cusp condition. As can seen from the equations above, the correlation functions are always positive, so that the nodes of $\Psi_{T}$ are completely specified by the determinants.

In performing QMC (or VMC) computations, trial function ratios, the quantum force $F_{Q}$, and the local energy $E_{L}$ must be evaluated. To do this efficiently, the inverses of the matrices corresponding to the determinants in Eq. (2.38) are computed. The result is that the quantities above can be readily obtained as scalar products [37]. Details are reserved for Appendix B.

The QMC algorithm employed here is very similar to that of Reynolds et al.[43] and is as follows:
(1) The initial probability density, $f(\underline{R}, 0)$, is chosen as $\left|\Psi_{T}(\underline{R})\right|^{2}$. This is accomplished by first randomly choosing a set of $N_{0}=100-300$ points, $\left\{\underline{R}_{j}\right\}$, and using

VMC to obtain $N_{0}$ new points sampled from $\left|\Psi_{T}(\underline{R})\right|^{2}$. (During this step "trial" expectation values, $A_{T}$, are computed.) Convergence to $\left|\Psi_{T}\right|^{2}$ is rapid since large time steps, $\tau$, can be employed.

It is very important, however, that none of the initial random points be "too" close to a node of the trial function. This is because the acceptance probability, $A$, cf. Eqs. (2.29) and (2.30), becomes zero for a point located on a node of $\Psi_{T}$. The acceptance/rejection step is useful because it yields detailed balance in the simulation and guarantees convergence to $\left|\Psi_{T}\right|^{2}$ for arbitrary time steps. However, since the probability of moving to a node of $\Psi_{T}$ is zero, then, by detailed balance, the probability of moving off a node is also zero. Therefore, each point (walker) is checked to see if it is moving through $\underline{R}$-space and discarded if it is not.

For an ensemble of points, $\left(\underline{R}_{j}\right)$, distributed according to $\left|\Psi_{T}\right|^{2}$, the next steps concern propagating these walkers in imaginary time, by employing $G_{D}$, cf. Eq. (2.28), until a new ensemble distributed as $\Psi_{T} \phi_{0}$ is obtained.
(2) Each point $R_{m}$ in the ensemble corresponds, for $N$ electrons, to a 3 N -dimensional vector specifying the positions of the electrons, that is,

$$
\begin{equation*}
\underline{R}_{m}=\left(\underline{r}_{1}^{(m)}, \underline{r}_{2}^{(m)}, \cdots, \underline{r}_{N}^{(m)}\right) \tag{2.43}
\end{equation*}
$$

To move the first electron, a new set of coordinates, $\underline{r}_{1}^{(m)}$, is chosen from the diffusion + drift factor of the Green's function,

$$
\begin{equation*}
\underline{r}_{1}^{(m)}=\underline{r}_{-1}^{(m)}+\sqrt{\tau} \chi+\frac{1}{2} \tau F_{Q_{1}}\left(\underline{r}_{-}^{(m)}, \underline{r}_{-}^{(m)}, \cdots, \underline{r}_{N}^{(m)}\right), \tag{2.44}
\end{equation*}
$$

where $F_{Q_{1}}=2 \Psi_{T}^{-1} \nabla_{1} \Psi_{T}$. The second term of Eq. (2.44) simulates the diffusion, that is, $\chi$ is a three-dimensional Gaussian random variable (obtained by the Box-Mueller
method[60]), and the last term simulates the drift. If a node is crossed, i.e., $\Psi_{T}\left(\underline{r}_{1}^{(m)}, \cdots\right) \Psi_{T}^{\left(r_{1}^{\prime(m)}, \cdots\right) \leq 0 \text {, then the nodal boundary conditions are }}$ enforced by either deleting this walker or rejecting $\left(\underline{r}_{1}^{(m)}=\underline{r}_{1}^{(m)}\right)$ this move. (The relative merits of "rejection" versus "deletion" are discussed in Chapter 3.)
(3) To incorporate detailed balance, the acceptance probability, $A$, is computed. If $A=1$, the move is accepted, if $A<1$, then the move is accepted with probability $A$. Algorithmically, this is implemented by obtaining a number $I_{A}$,

$$
\begin{equation*}
I_{A} \equiv \operatorname{int}(A+\xi) \tag{2.45}
\end{equation*}
$$

where $\xi$ is a uniform random variate between 0 and 1 . The move is accepted if $I_{A}=1$ and rejected if $I_{A}=0$. It is easily seen, by integrating $I_{A} d \xi$ from 0 to 1 , that the average value of $I_{A}$ is $A$.

The quantity, $I_{A}$ is stored in order to compute the "acceptance ratio" of the calculation. The acceptance ratio is defined as the number of moves accepted divided by the total number of moves attempted. This ratio gives an estimate of how close the simulation is to the $\tau=0$ limit. That is, for the exact Green's function, $G$, it is readily deduced from the eigenfunction expansion of $G$, that $W$ and, therefore, $A$ are equal to one for all moves, cf., Eqs. (2.29) and (2.30). Since the short-time Green's function is exact at $\tau=0$, then the acceptance ratio will converge to unity as the time step is made small.
(4) Steps (2) and (3) are performed for each of the remaining $N-1$ electrons to complete the move $\underline{R}_{m} \rightarrow \underline{R}_{m}^{\prime}$.
(5) The "multiplicity", $M_{m}$, is computed in order to simulate the branching where,

$$
\begin{equation*}
M_{m} \equiv \exp \left[-\tau_{a}\left\{\left[E_{L}\left(\underline{R}_{m}\right)+E_{L}\left(\underline{R}_{m}^{\prime}\right)\right] / 2-E_{R}\right\}\right] \tag{2.46}
\end{equation*}
$$

The diffusion time in Eq. (2.46) is $\tau_{a}$ rather than $\tau$ because some of the electron moves may have been rejected. The mean-squared distance the electrons would diffuse in time $\tau$, without rejection, corresponds to that of simple Brownian motion,

$$
\begin{equation*}
\left\langle r_{\text {total }}^{2}\right\rangle=3 \tau, \tag{2.47}
\end{equation*}
$$

and, in keeping with this correspondence, rejections yield an actual diffusion time given by

$$
\begin{equation*}
\left\langle r_{a c c e p t e d}^{2}\right\rangle=3 \tau_{a} \tag{2.48}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
\left.\tau_{a}=\tau<r_{a c c e p t e d}^{2}\right\rangle /\left\langle r_{\text {total }}^{2}\right\rangle \tag{2.49}
\end{equation*}
$$

Since each electron is moved individually, the local energies are computed as the sum of one-electron contributions. That is,

$$
\begin{equation*}
\left.E_{L}\left(\underline{R}_{m}\right)=\sum_{i=1}^{N} E_{L_{i}} \underline{r}_{1}^{\prime(m)}, \underline{r}_{2}^{\prime(m)}, \cdots, \underline{r}_{i-1}^{\prime(m)}, \underline{r}_{i}^{(m)}, \cdots, \underline{r}_{N}^{(m)}\right) \tag{2.50a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.E_{L}\left(\underline{R}_{m}^{\prime}\right)=\sum_{i=1}^{N} E_{L_{i}}{\underline{r_{1}^{\prime}}}^{(m)}, \underline{r}_{2}^{\prime(m)}, \cdots, \underline{r}_{i}^{\wedge(m)}, \underline{r}_{i+1}^{(m)}, \cdots, \underline{r}_{N}^{(m)}\right) \tag{2.50b}
\end{equation*}
$$

Also, for $\underline{R} \equiv\left(\underline{r}_{1}, \underline{r}_{2}, \cdots, \underline{r}_{N}\right), E_{L_{i}}(\underline{R})$ is defined as

$$
\begin{equation*}
E_{L_{i}}(\underline{R}) \equiv-\frac{1}{2} \Psi_{T}^{-1}(\underline{R}) \nabla_{i}^{2} \Psi_{T}(\underline{R})-\sum_{\alpha} r_{i \alpha}^{-1}+\frac{1}{2} \sum_{j \neq i} r_{i j}^{-1}+N^{-1} \sum_{\alpha, \beta} Z_{\alpha} Z_{\beta} r_{\alpha \beta}^{-1} \tag{2.51}
\end{equation*}
$$

The multiplicity is computed from the local energies and the actual diffusion time. The branching may then be simulated in either of two ways, or as a combination of both. The first, referred to as "integer rounding', signifies that $I_{m}$ copies of walker $m$ are created at $\underline{R}_{m}^{\prime}$ where

$$
\begin{equation*}
I_{m} \equiv \operatorname{int}\left[M_{m}+\xi\right] \tag{2.52}
\end{equation*}
$$

and $\xi$ is once again a uniform random variate between 0 and 1 . The second approach, "weighting'", simply uses $M_{m}$ to define a weight, $w\left(\underline{R}_{m}^{\prime}\right)$. For the walker at $\underline{R}_{m}^{\prime}$,

$$
\begin{equation*}
w\left(\underline{R}_{m}^{\prime}\right) \equiv M_{m} w\left(\underline{R}_{m}\right) \tag{2.53}
\end{equation*}
$$

The benefit of weighting is that it is always exact rather than exact only on average (with integer rounding). However, if only weighting is employed, the sampling will become inefficient because the weights diverge towards 0 or $\infty$ as the simulation proceeds. This problem is not present with integer rounding because each walker has a weight of unity (though more than one walker may be present at a point in $\underline{R}$-space). A useful combination of weighting and integer rounding is to employ weighting with the constraint that the weights remain between an upper ( $w_{\max }$ ) and lower ( $w_{\min }$ ) bound. That is, if $w(\underline{R}) \geq w_{\max }$ at a point $\underline{R}, I_{w} \equiv \operatorname{int}[w(\underline{R})+\xi]$ walkers are created at $\underline{R}$ and each is assigned new weight of $w(\underline{R}) / I_{w}$. If $w(\underline{R}) \leq w_{\min }<1$, integer rounding is employed by assigning this walker a new weight of $\operatorname{int}[w+\xi]$. The usefulness of this method of simulating the branching is discussed in subsequent chapters.

Expectation values are obtained from the following averages,

$$
\begin{equation*}
\bar{A}_{M}=\sum_{m=1}^{M} I_{m} A\left(\underline{R}_{m}\right) / \sum_{i=1}^{M} I_{m} \quad \text { (integer rounding) } \tag{2.54a}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{A}_{M}=\sum_{m=1}^{M} w\left(\underline{R}_{m}\right) A\left(\underline{R}_{m}\right) / \sum_{i=1}^{M} w\left(\underline{R}_{m}\right), \quad \text { (weighting) } \tag{2.54b}
\end{equation*}
$$

where $A$ is a coordinate operator. (For example, to compute the energy, $\left.A\left(\underline{R}_{m}\right)=E_{L}\left(\underline{R}_{m}\right).\right)$
(6) Repeat steps (2)-(5) for all walkers in the ensemble.
(7) Repeat steps (2)-(6) for $N_{\tau}$ times, where $t_{b} \equiv N_{\tau} \tau$, and the "block" time $\left(t_{b}\right)$ is generally chosen to be several inverse hartrees. At this point a block is completed and averages given by Eq. ( 2.54 a or b ) are computed.

Block averages are useful because, given the small size of $\tau$, there exists a high degree of correlation between successive moves. Therefore, the QMC calculation is divided into blocks and final averages are obtained from block values. If the blocks are sufficiently large, i.e. $t_{b}$ and/or $N_{0}$ are large, then the correlation between block values is small and the statistical error from their average will be accurate.
(8) If the reference energy, $E_{R}$, is a poor approximation to $E_{0}$, it may be updated, to minimize the dependence of $f(\underline{R}, t)$ on $t$, according to

$$
\begin{equation*}
E_{R}(\text { new })=\frac{1}{2}\left[E_{R}(\text { old })+E_{b}\right] \tag{2.55}
\end{equation*}
$$

(or some other combination) where $E_{b}$, a "block energy", corresponds to the average in Eq. (2.54) with $A=E_{L}$, and $M$ is the number of points sampled in the block.

Note from Eq. (2.55) that updating $E_{R}$ in this way introduces a weak dependence on the values of $\underline{R}$ sampled in the block, since $E_{b}=E_{b}\left(\left\{\underline{R}_{m}\right\}, t\right)$. It is assumed, however, when obtaining $E_{0}$ from the average of the local energy, that the reference energy does not depend on $\underline{R}$. In the limit that every point in $\underline{R}$-space is sampled in the block, $E_{b}$ and $E_{R}$ depend only on $t$. Therefore, for sufficiently large blocks it may be assumed that $E_{R}$ depends only on the imaginary time. In practice, the reference energy is not updated when the QMC energy, for the value of $\tau$ employed, can be estimated to within $\approx 0.01 h$ as is often the case.
(9) Before proceeding to the next block, the number of walkers, which may now be
different than $N_{0}$ due to branching, is "renormalized" to $N_{0}$. This step is necessary because the fluctuations in the ensemble size increase as the simulation proceeds. Renormalization introduces a bias[40] since adding or removing a walker at $\underline{R}_{m} \in\{$ $\cdot \underline{R}_{i}$ \}, to obtain $N_{0}$ walkers, is not arbitrary for blocks of finite length. Therefore, block lengths $\left(t_{b}\right)$, are chosen as large as possible, to minimize this (generally not visible) bias, yet small enough so that the ensemble size will not fluctuate to zero or beyond the allocated memory.
(10) Repeat steps (2)-(9) until the block energies have converged, implying that $f(\underline{R}, t) \propto \Psi_{T}(\underline{R}) \phi_{0}(\underline{R})$.
(11) Reset all averages to zero. Then repeat steps (2)-(9) until enough blocks, $N_{b}$, are obtained so that statistical errors in each computed quantity, $\bar{A}$,

$$
\begin{equation*}
\bar{A} \equiv \frac{1}{N_{b}} \sum_{i=1}^{N_{b}} A_{b} \tag{2.56}
\end{equation*}
$$

are small.

## Chapter 3

## The Computation of QMC Energies

### 3.1 Introduction

In this chapter computations of QMC energies are presented and discussed for a variety of atoms and molecules. These computations allow several important facets of fixed-node diffusion QMC to be studied.

As mentioned in Chapter 2, a short-time approximation to the Green's function is employed. In principle this approximation is easily removed by computing over a range of time steps which yields a reliable estimate of $\tau=0$ results. The required range of time steps depends on the behavior of the computed quantity versus the time step. If time-step bias is sufficiently large, or is not consistent, then obtaining unbiased estimates, from extrapolation or otherwise, will necessitate computations at small time steps. However, efficiency is generally inversely proportional to $\tau$, due to the increase in correlation between moves, so that small- $\tau$ computations are costly. Therefore, it is of interest to gain an understanding of this bias. Towards this end, time-step, as well as other, effects are studied in detail for several well-understood systems in the next section.

It is also of interest to examine the error introduced by forcing the nodes of the QMC solution to be those of the trial function - the fixed-node approximation. As
proven in Chapter 2, this approximation yields a variationally bounded energy for lowest-energy states of a given symmetry. Also, as the nodes become exact and timestep bias is removed, QMC results do as well. Beyond these facts, however, the parameterization of the fixed-node error versus nodal structure is unknown. This is due, in part, to the complex nature of the nodal (hyper-)surfaces of anti-symmetric functions. Therefore, the accuracy of a trial function's nodal structure, in terms of the quality of the QMC energy or other computed quantities, must be ascertained directly by computation if previous experience is lacking.

In studying the quality of fixed-node energies, several energy computations have been performed and are reported in the remaining sections. For trial functions with nodal surfaces simple enough to be drawn, nodes have been plotted and compared with computed energies. When this is not the case, conclusions of a general nature concerning the effects of one- and many-particle basis sets may still be made.

### 3.2 Time-Step Bias in Diffusion QMC Calculations

The magnitude of the time-step bias is considered for all the atoms and molecules for which we have performed QMC computations. Since the energy generally possesses the smallest relative statistical error, time-step bias is often most visible in this quantity. For few-electron atoms and molecules, time-step and other biases may be studied in greatest detail because of the smaller computational cost incurred. The results of QMC computations on several small systems are presented and discussed below.

The first effect studied here concerns the acceptance/rejection (AR) step. As
discussed in Chap. 2, this step maintains detailed balance and is expected to reduce time-step bias. The model system studied is the ground state of the H atom with $\Psi_{T}=\exp (-\zeta r), \zeta=1.05$. The results presented in Figs. 3.1 and 3.2 demonstrate the importance of AR in reducing time-step bias. Time-step bias is increased by an order of magnitude in the energy (cf. Fig. 3.1), and in $r_{M}$ and $r_{M}^{2}$ (cf. Fig. 3.2, where $\left.A_{M}=\left\langle\Psi_{T}\right| A\left|\phi>\left|<\Psi_{T}\right| A\right| \phi>\right)$, for most values of the time step ( $\tau$ ) when AR is omitted. Consequently, the value of $\tau$ at which accurate results may be obtained is approximately an order of magnitude smaller, increasing computational cost by this amount, without the AR step. Given the size of the effect found here, the use of AR is highly desirable in computing diffusion QMC energies of Coulombic systems.

When the trial function is exact, no time-step bias is present, and therefore, increasing trial function accuracy should reduce this bias. This effect is demonstrated in Figs. 3.3 and 3.4 in which QMC energies for the ground state of H are plotted for several values of $\zeta, \Psi_{T}=\exp (-\zeta r)$. While the amount of bias is roughly independent of the sign of the error in $\zeta$, compare the $\zeta=0.95$ and $\zeta=1.05$ (exact $\zeta=1$ ) energies in Fig. 3.3, decreasing $\zeta$ to 0.90 leads to a noticeable increase in the size of the time-step bias. Finally, Fig. 3.4 shows that very poor choices of $\Psi_{T}$ lead to great difficulty in computing the energy accurately. Near-statistical agreement with the exact energy is obtained only for the very small time step of $0.0005 h^{-1}$ when $\zeta=0.50$. Furthermore, the practically monotonic behavior of the QMC energies plotted in Fig. 3.3, $\zeta=0.90,0.95$ and 1.05 , is contrasted by the fluctuating $\zeta=0.50$ energies. Such fluctuations greatly increase the uncertainty in extrapolations to $\tau=0$.

In addition to the trial function, another consideration is the enforcement of the
nodal boundaries. Several aspects of this are studied for the $2 p_{x}$ state of H; Figs. 3.53.7 present results.

The first effect examined here is that arising from the finite probability of a walker crossing and recrossing a node during the diffusion step of a move. To remove this source of bias a walker should be deleted (or the move rejected) with the probability, which is non-zero for $\tau>0$, that a node cross-recross (CRC) occurred. For the $2 p_{x}$ state, this probability may be computed exactly[46] since the node is known to be at $x=0$, ("NO CRC"' in Figs. 3.5-3.7). Alternately, and more generally applicable, the location of the node may be approximated using the gradient of the trial function, and, assuming the node to be a plane perpendicular to the gradient, the CRC probability may be estimated, " $\nabla$ CRC".

Fig. 3.5 presents energies computed with and without CRC bias and its approximate treatment using $\nabla \Psi_{T}, \Psi_{T}=x \exp (-0.55 r)$ (the exact exponent is 0.5$)$. A node crossing is treated by deleting the walker. It is notable that removal of CRC bias actually increases time-step bias, as seen by comparing the NO CRC with the standard walk (CRC) results. Apparently the CRC bias cancels another so that its removal worsens computed energies. This is discussed later when rejection of moves crossing a node is considered. Approximately removing CRC bias with the $\nabla \mathrm{CRC}$ technique is found to slightly increase bias with respect to the standard walk energies, probably to the extent that cross-recrossings are removed.

The remaining set of calculations in Fig. 3.5 neglect CRC bias. Instead the "ITERATIVE" technique of Anderson[59] is employed to reduce time-step bias. This approach improves the short-time Green's function through the use of a more
appropriate quantum force, $F_{Q}$ in Eq. (2.23), for each move. After sampling a point $\underline{R}^{\prime}$ from $G_{a}\left(\underline{R} \rightarrow \underline{R} \underline{\prime}^{\prime} \tau\right), \underline{R}$ is moved to $\underline{R}^{\prime \prime}$ with a quantum force of

$$
F_{Q}=\frac{1}{2}\left[F_{Q}(\underline{R})+F_{Q}\left(\underline{R}^{\prime}\right)\right]
$$

The extra computation resulting from the increased complexity of the moves will be justified if time-step bias is reduced by about a factor of two. The energies in Fig. 3.5 show that this iterative technique does reduce bias, in comparison to the standard walk, but by no more, if not less, than a factor of two.

The next consideration is whether to establish nodal boundary conditions by either deleting a walker or rejecting a move upon crossing a node. For non-zero time steps the two algorithms will yield different densities near the nodes and, therefore, different results. A good example demonstrating the differences between deletion and rejection is that of a particle in an infinitely deep well. With rejection, choosing the trial function and reference energy exactly for the ground state yields a stable algorithm and correct results. However, if walkers are deleted upon crossing the boundaries of the well, a population decaying in time and a biased growth energy are obtained. Other quantities, such as the density of the walkers near the boundaries, could now be inaccurate as well.

Energies computed with the deletion approaches possessing the least amount of time-step bias, the CRC and iterative walks in Fig. 3.5, are contrasted in Fig. 3.6 with rejection (upon crossing $x=0$ ) walks which do and do not possess CRC bias. The trial function is that of Fig. 3.5. Comparing standard diffusion QMC (CRC) deletion and rejection energies shows a large reduction in time-step bias when rejection is employed. Energies resulting from rejecting moves yields improvement over the
iterative (deletion) approach as well. Also, removal of CRC has a much less pronounced effect with rejection.

The worsening of the energy by removing CRC bias when deleting walkers is now readily explained. The QMC energy is computed from the average of the local energy, $E_{L}$, over $\Psi_{T} \phi$ (cf. Eq. 2.25), where

$$
\begin{equation*}
E_{L}(\underline{r})=-\frac{1}{2} \zeta^{2}+\frac{2 \zeta-1}{r} \tag{3.1}
\end{equation*}
$$

If $\zeta>0.5$, the local energy tends to be higher near the node, i.e., smaller values of $|x|$ tend to give smaller values of $r$ and higher local energies. Therefore, too low a density near $x=0$ yields an energy biased below the correct result - as occurs with deletion. Removing CRC bias, and thereby deleting more walkers near $x=0$, further increases time-step bias as observed in Fig. 3.5. Since rejection energies are much more accurate, the description of the density near the node is better with rejection versus deletion. A further verification of this fact is found by comparing rejection and deletion results for averages of $3 x^{2}-r^{2}$ over $\Psi_{T} \phi$. For $0.05 \leq \tau \leq 1.00 h^{-1}$, rejecting moves gives accurate values while deleting walkers yields values which are far too high.

The effects discussed above are finally considered for $\zeta=0.45$, i.e., $\zeta$ below the exact, and results are presented in Fig. 3.7. As implied by Eq. (3.1), deletion energies are now biased above the exact, and once again rejection yields far better energies than deletion.

Due to the results presented thus far, rejection is employed in QMC calculations subsequent to the discovery of the reduced time-step bias discussed above. Also, given the unsatisfactory results of the $\nabla$ CRC and iterative techniques, they are not
implemented in other QMC computations.
The last, and perhaps most important, idea for reducing time-step bias concerns the choice of the trial function, which is used for importance sampling and setting the nodal boundary conditions.

As stated in Chap. 2, the trial function is a product of an antisymmetric function and an everywhere positive correlation function, $F$, cf. Eq. (2.38). That is;

$$
\begin{equation*}
\Psi_{T}(\underline{R})=\operatorname{Det}^{\alpha}\left\{\psi_{i}\left(\underline{R}_{j}\right)\right\} \operatorname{Det}^{\beta}\left\{\psi_{j}\left(\underline{R}_{j}\right)\right\} F(\underline{R}) \tag{3.2}
\end{equation*}
$$

where $\left\{\psi_{i}\right\}$ and $\left\{\psi_{j}\right\}$ are the molecular orbitals (MOs) occupied by spin-up ( $\alpha$ ) and spin-down ( $\beta$ ) electrons, respectively. For example, a single-determinant trial function describing the ground state of Be takes the form

$$
\Psi_{T}(\underline{R})=\left|\begin{array}{ll}
\psi_{1}\left(\underline{r}_{1}\right) & \psi_{1}\left(\underline{r}_{2}\right)  \tag{3.3}\\
\psi_{2}\left(\underline{r}_{1}\right) & \psi_{2}\left(\underline{r}_{2}\right)
\end{array}\right|\left|\begin{array}{ll}
\psi_{1}\left(r_{3}\right) & \psi_{1}\left(\underline{r}_{4}\right) \\
\psi_{2}\left(\underline{r}_{3}\right) & \psi_{2}\left(\underline{r}_{4}\right)
\end{array}\right| F(\underline{R})
$$

where $\underline{R}=\left(\underline{r}_{1}, \underline{r}_{2}, \underline{r}_{3}, \underline{r}_{4}\right)$. A multi-determinant trial function is, by analogy with Eq. (3.2), a sum of products of "spin-up'; multiplied by "spin-down'" determinants.

The correlation functions employed here are given by

$$
\begin{align*}
F(\underline{R}) & =G\left(\left\{r_{i j}\right\}\right) H\left(\left\{r_{i \alpha}\right\}\right) \\
& =\exp \left[\sum_{i<j} U_{1}\left(r_{i j}\right)\right] \exp \left[\sum_{i, \alpha} U_{2}\left(r_{i \alpha}\right)\right], \tag{3.4}
\end{align*}
$$

where $r_{i j}$ and $r_{i \alpha}$ denote electron-electron (E-E) and electron-nuclear (E-N) separations, respectively. Parameters in $U_{1}$, for the forms we have considered, may readily be chosen to satisfy the electron-electron cusp conditions. The electron-nuclear function, $U_{2}$,

$$
\begin{equation*}
U_{2}\left(r_{i \alpha}\right)=-\lambda_{\alpha} /\left(1+v_{\alpha} r_{i \alpha}\right) \tag{3.5}
\end{equation*}
$$

combines with the antisymmetric component of $\Psi_{T}$ in determining the behavior of the
local energy as an electron approaches a nucleus. For a nucleus with charge, $Z_{\alpha}$, the $r_{i \alpha}^{-1}$ singularity in $E_{L}$ is removed when

$$
\begin{equation*}
\left[r_{i \alpha} E_{L}(\underline{R})\right]_{r_{i \alpha}=0}=\left[-\frac{1}{2} r_{i \alpha} \Psi_{T}(\underline{R}) \nabla_{i}^{2} \Psi_{T}(\underline{R})\right]_{r_{i \sigma}=0}-Z_{\alpha}=0 \tag{3.6}
\end{equation*}
$$

Abbreviating $\operatorname{Det}\left\{\Psi_{i}\left(\underline{R}_{j}\right)\right\}$ as $D^{s}$, and employing $\Psi_{T}$ and $U_{2}$ as given by Eqs. (3.2) and (3.5), respectively, yields for the E-N cusp condition,

$$
\begin{equation*}
-\frac{1}{2}\left[r_{i \alpha}\left(D^{s}\right)^{-1} \nabla_{i}^{2} D^{s}\right]_{r_{i \alpha}=0}+\lambda_{\alpha}=. Z_{\alpha} \tag{3.7}
\end{equation*}
$$

For a Slater-type orbital (STO) basis set, the first term in Eq. (3.7) is generally nonzero and depends on the positions of the spin-s electrons not on the nucleus. Therefore, Eq. (3.7) may only be solved approximately if two or more electrons possess the same spin.

We have found that satisfying the E-N cusp condition, exactly when possible or approximately otherwise, reduces time-step bias. The importance of satisfying the E-N cusp condition, for purposes of reducing time-step bias, derives from the Green's function, $G_{D}$ [cf. Eqs. (2.28)-(2.30)], we employ in diffusion QMC. Since this Green's function yields no time-step bias when $\Psi_{T}$ is exact, and $E_{L}$ is a constant, reducing fluctuations in the local energy should lead to a decrease in bias. Insofar as removing singularities in $E_{L}$ is an important step towards achieving a constant local energy, satisfying the E-N cusp condition should yield decreases in bias in comparison to energies computed otherwise.

For systems with two or more electrons of a given spin, it is useful to determine the behavior of the first term in Eq. (3.7), $T_{1}$, in order to choose the value of $\lambda_{\alpha}$ which best satisfies the E-N cusp condition. Here, this is done by sampling several thousand values of $\underline{R}$ from $\left|\Psi_{T}\right|^{2}$. For a set of coordinates $\underline{R}$, if a value of $r_{i \alpha}$ is sufficiently
small, $T_{1}$ is computed and a value of $\lambda_{\alpha}$ is tabulated according to $\lambda_{\alpha}=Z_{\alpha}-T_{1}$. We have found, for several atoms and molecules described by single-determinant trial functions with STO basis sets, that the distribution of these values of $\lambda_{\alpha}$ is tightly clustered about its mode, " $\lambda_{\alpha}$ (cusp)". An example is given in Fig. 3.8. Therefore, with $\lambda_{\alpha}=\lambda_{\alpha}$ (cusp) we expect that the E-N cusp condition(s) are approximately, yet optimally, satisfied.

In Figs. 3.9-3.11 QMC energies are computed with and without satisfying the E-N cusp conditions for $\mathrm{He}, \mathrm{H}_{2}$, and LiH , respectively. The two trial functions employed for each system possess the same nodal structures and approximately identical energy expectation values, $E\left[\Psi_{T}\right]=\left\langle\Psi_{T}\right| H\left|\Psi_{T}\right\rangle$. For the first two systems, with only one electron of each spin, the E-N cusp conditions may be satisfied exactly with the appropriate choice of $\lambda$. For LiH , this condition is obeyed approximately employing computed values of $\lambda_{\mathrm{H}}$ (cusp) and $\lambda_{\mathrm{Li}}$ (cusp).

Figs. 3.9-3.11 demonstrate the dramatic reductions of time-step bias in the QMC energy obtained with values of $\lambda_{\alpha}$ optimized to remove the $\mathrm{E}-\mathrm{N}$ singularities, "NO CUSP', in comparison to energies computed with values of $\lambda_{\alpha}$ hand-optimized to minimize $E\left[\Psi_{T}\right]$, "CUSP'. The statistical error in each QMC energy is $0.00085 h$ ( $0.5 \mathrm{kcal} / \mathrm{mol}$ ) or less. For each system NO CUSP energies are in statistical agreement with the exact energy, or for LiH the extrapolated to $\tau=0$ value, at a time step an order of magnitude larger than when CUSP energies obtain similar agreement. As with the effects of rejection versus deletion upon crossing a node, the significance of satisfying the E-N cusp condition was discovered after many of the calculations reported below.

### 3.3 Computations of Energy Differences

The fixed-node diffusion QMC approach is a relatively new $a b$ initio technique. Initially, energies of good or excellent quality were obtained for $\mathrm{H}_{2}, \mathrm{LiH}, \mathrm{Li}_{2}$, and $\mathrm{H}_{2} \mathrm{O}$ employing simple, i.e., single-determinant, small basis set, trial functions.[43] This success raises the question of the capability of QMC to compute accurately energy differences such as classical barrier heights, binding energies, level splittings, electron affinities, and so on.

The first such application was the study of the singlet-triplet energy difference, $T_{0}$, of methylene.[52] This system was of interest due to previous experimental discrepancies, $8-10[61]$ versus $19.5[62] \mathrm{kcal} / \mathrm{mol}$, which have since been resolved, $T_{0} \sim 9$ $\mathrm{kcal} / \mathrm{mol}$.[63] The QMC energy of each state, computed with single-determinant, double zeta (DZ) basis set, trial functions, are below any previous $a b$ initio values and also very accurate, $98 \%$ and $96 \%$ of the correlation energy (CE) obtained for the singlet and triplet state, respectively. Furthermore, the QMC -computed $T_{0}$, 9.4(2.2) $\mathrm{kcal} / \mathrm{mol}$, is in good accord with accepted experimental results. (The large statistical error arises from the fact that these early QMC calculations were performed on a VAX 780.)

The work described in this section continues the computation of energy differences. The systems studied provide a proving ground of the QMC approach. In Sec. 3.3.1 the classical barrier height to the $\mathrm{H}+\mathrm{H}_{2}$ exchange reaction is discussed. Sec. 3.3.2 presents $Q M C$ energies of $F$ and $F^{-}$from which an accurate electron affinity is obtained. Sec. 3.3 .3 concludes Sec. 3.3 with a calculation of the binding energy of
$\mathrm{N}_{2}$.

### 3.3.1 The Barrier to $\mathrm{H}+\mathrm{H}_{2}$ Exchange

The computation of the classical barrier to the $\mathrm{H}+\mathrm{H}_{2} \rightarrow \mathrm{H}_{2}+\mathrm{H}$ exchange reaction is often used as a test case for theoretical methods of determining potential energy surfaces (PESs). Indeed, there have been many semi-empirical and $a b$ initio calculations of the PES of three hydrogen atoms, and, most importantly, the barrier to H -atom exchange. A review of such efforts is given by Truhlar and Wyatt.[64] The large configuration interaction (CI) calculations of Liu[65] and Siegbahn and Liu[66] have made the $\mathrm{H}_{3}$ PES the most accurately determined surface to date. Most recently Liu[65] has reported an improved saddle-point energy and a barrier estimated to be accurate to $0.1 \mathrm{kcal} / \mathrm{mol}$. Finally, a released-node Green's function Monte Carlo (GFMC) calculation by Ceperley and Alder[41] has yielded a barrier height which is exact to within statistical error ( $0.08 \mathrm{kcal} / \mathrm{mol}$ ). Given the high accuracy of previous work and the relative simplicity of a three electron system, the barrier to this H -atom exchange reaction serves as an excellent test case for diffusion QMC with fixed nodes.

All our QMC computations on $\mathrm{H}_{3}$ employ deletion upon crossing a node. Since single-determinant trial functions yielded accurate energies in previous QMC calculations[43,52], such trial functions are also used here. Several basis sets, however, are utilized to examine their effect on the QMC energy. These basis sets are given in Table 3.1, and range in size from single zeta (SZ) to $4 Z$ with four polarization functions. A basis set with a function between each nuclei is also employed. The MO coefficients (not shown) are readily obtained using standard molecular codes, e.g.,

## HONDO.[68]

In the MO picture, the ground state of $\mathrm{H}_{3}$ consists of two electrons in the lowestenergy MO, $\sigma_{g}$ symmetry, and one in the next MO, $\sigma_{u}$ symmetry. The QMC approach, in assigning a spin to each electron, reduces the full $3 \times 3$ Slater determinant to a spin-free product of a $2 \times 2$ determinant and a single MO. Including the correlation functions yields,

$$
\Psi_{T}\left(\underline{r}_{1}, \underline{r}_{2}, \underline{r}_{3}\right)=\left|\begin{array}{ll}
\psi_{1}\left(\underline{r}_{1}\right) & \psi_{1}\left(\underline{r}_{2}\right)  \tag{3.8}\\
\psi_{2}\left(\underline{r}_{1}\right) & \psi_{2}\left(\underline{r}_{2}\right)
\end{array}\right| \psi_{1}\left(\underline{r}_{3}\right) \exp \left[\sum_{i<j} U_{1}\left(r_{i j}\right)\right] \exp \left[\sum_{i \alpha} U_{2} r_{i \alpha}\right]
$$

For the electron-electron (E-E) correlation function,

$$
\begin{equation*}
U_{1}(r)=\left(a_{1} r+a_{2} r^{2}\right) /\left(1+b_{1} r+b_{2} r^{2}\right) \tag{3.9}
\end{equation*}
$$

The value of $a_{1}$ is chosen to satisfy the E-E cusp condition for electrons of opposite spin. (The like-spin cusp condition, satisfied when $a_{1}=0.25[43]$, is not important since $\Psi_{T}$ vanishes when such electrons come together.) The remaining parameters are optimized to yield a minimum in the VMC energy. Here, this optimization was performed by hand, i.e., by comparing VMC energies between several sets of parameter values, and is therefore not complete.

The E-E correlation function is monotonically increasing (for the parameters chosen here, cf. Table 3.2) which pushes electrons further apart thereby expanding the density. Thus the usefulness of describing instantaneous electron correlations is partially negated by creating a density more diffuse than the SCF density which is qualitatively correct on average. The E-N correlation function pulls the electrons back towards the nuclei to improve the density, and also further lowers the VMC energy. The function $U_{2}$ is given by Eq. (3.5). The parameters $\lambda$ and $v$ are also partially optimized. All
correlation function parameters are presented in Table 3.2.
Classical barrier heights, computed with the trial functions described in Tables 3.1 and 3.2, are presented in Table 3.3. These barriers, in $\mathrm{kcal} / \mathrm{mol}$, are computed as the difference between the $\mathrm{H}_{3}$ saddle-point energy and the exact ground state energies of H and $\mathrm{H}_{2} \cdot[10]$ The exact energies of H and $\mathrm{H}_{2}$ are employed because the QMC energies are exact for these nodeless systems. The QMC barriers, therefore, are statistical upper bounds to the exact. The saddle-point geometry, collinear with adjacent atoms separated by 1.757 bohr, is taken from Liu's large CI calculation.[65]

The basis sets range from minimum size (SZ), $\Psi_{1}$, to near-Hartree Fock (HF) quality, $\Psi_{6}$. A spin-unrestricted HF ("UHF') trial function, $\Psi_{2}$, is also included and yields an SCF barrier height below that of the HF limit. The addition of the correlation functions is seen to significantly improve trial function quality. In general, 40$65 \%$ of the CE is gained and the accuracy in the barrier height is improved by about a factor of two in comparison to the SCF results, see $E_{B}(\mathrm{VMC})$ in Table 3.3.

In computing the QMC energy, the effect of the QMC parameters selected for the simulation, time-step, number of points in the ensemble, block times, etc., must be considered. (The block time is defined as the number of steps each walker is moved in each block multiplied by the time step.) Besides time-step bias, other effects may be present. As discussed in Chap. 2, the number of points in the ensemble is reset to its initial value at the end of each block by deleting or adding points (renormalization). Renormalization introduces a small bias which decreases as the frequency of renormalization decreases.[40] In addition to this bias, the updating of the reference energy, $E_{R}$, has a small effect. This effect is due to the fact that updating $E_{R}$ by averaging in
the current block energy, cf. Eq. (2.55), yields a correlation between $E_{R}$ and the sampling of configuration space. This correlation decreases as the ensemble size and block time increase.

In Table 3.3, an initial set of QMC calculations (fourth column) is compared with a final set (last column) demonstrating the effect of QMC parameters on the computed energy. In the initial QMC calculations the time steps employed were quite small, 0.00125 to $0.00500 h^{-1}$, and no time-step dependence is observed. The QMC barrier heights, however, are significantly above the estimated exact value of $9.6 \mathrm{kcal} / \mathrm{mol}$. This poor accuracy was found to be due to short block times. In the first three computations in column 4 of Table 3.3, the block time is $0.5 h^{-1}$ and $1.0 h^{-1}$ for the last. Also the reference energy is updated at the end of every block. For the last set of QMC computations, all block times are increased to $5 h^{-1}$ and $E_{R}$ is not updated but fixed throughout the entire simulation. This reduction of renormalization error, and elimination of correlation of between $E_{R}$ and block energies, yields a significant improvement in the QMC-computed barrier heights. Therefore, a general practice of setting block times to several inverse hartrees and using a constant reference energy is strongly recommended.

The final QMC barriers, computed at $\tau=0.005 h^{-1}$, demonstrate the improvements over the VMC energy obtained by the QMC approach. Even the very simple SZ trial function recovers over $90 \%$ of the CE. Trial functions $\Psi_{3}-\Psi_{6}$ yield QMC energies which obtain over $99 \%$, resulting in barriers within 0.1 to $0.3 \mathrm{kcal} / \mathrm{mol}$ of Liu's best (unbounded) estimate and Ceperley and Alder's released-node result which possesses only statistical error. Finally, note that our most accurate and precise barrier, obtained
from $\Psi_{5}$, is in excellent agreement with the essentially exact values quoted above, cf. Table 3.4.

The basis-set dependence of the QMC energy, in contrast to more standard $a b$ initio methods, is very weak. All QMC barriers are within $2.5 \mathrm{kcal} / \mathrm{mol}$ of each other. Eliminating $\Psi_{1}$ as too simplistic reduces differences in QMC barrier heights to only $0.5 \mathrm{kcal} / \mathrm{mol}$ for basis sets ranging in size from two functions on each atom to eight. Variation in the computed barriers is further reduced to only $0.2 \mathrm{kcal} / \mathrm{mol}$ (roughly the size of the statistical errors) by removing the UHF trial function energy.

The UHF trial function is now considered as a special case. The SCF barrier height of this trial function, $\Psi_{2}$, is below those of the remaining spin-restricted ('RHF') trial functions. The QMC barriers are much more similar, and that of $\Psi_{2}$ is actually the least accurate with the exception of the $\Psi_{1}$ barrier height. This phenomenon relates to the fact that the distinction between UHF and RHF trial functions is less significant in the context of QMC calculations on the three-electron system studied here.[69] The QMC energy is determined by the nodal structure which, ignoring the positive correlation functions, is given for $\Psi_{2}$ by $\Phi$,

$$
\Phi\left(\underline{r}_{1}, \underline{r}_{2}, \underline{r}_{3}\right)=\psi_{1}\left(\underline{r}_{3}\right)\left|\begin{array}{ll}
\psi_{1}^{\prime}\left(\underline{r}_{1}\right) & \psi_{1}^{\prime}\left(\underline{r}_{2}\right)  \tag{3.10}\\
\psi_{2}\left(\underline{r}_{1}\right) & \psi_{2}\left(\underline{r}_{2}\right)
\end{array}\right| .
$$

For the ground state of $\mathrm{H}_{3}, \psi_{1}$ and $\psi_{1}^{\prime}$ correspond to the lowest-energy MO and therefore should be without nodes. Consequently, an RHF analog of $\Psi_{2}$ which possesses the same nodal structure, and thus identical QMC energy, is readily obtained by replacing $\psi_{1}$ by $\psi_{1}$ in Eq. (3.11). To the extent that the linear coefficients in the $2 \times 2$ determinant of the RHF analog are not fully optimized, in comparison to those result-
ing from a spin-restricted SCF calculation, a UHF trial function may actually yield a higher QMC energy. For $\Psi_{2}, \psi_{1}$ was also found to possess an ellipitically shaped node far from the nuclei, cf. Fig. 3.15 , which will increase the QMC energy. Therefore, it is not surprising that the QMC barrier of $\Psi_{2}$ is among the least accurate despite having the lowest SCF energy.

As noted in the discussion of the QMC barriers in Table 3.3, the QMC energies resulting from $\Psi_{3}-\Psi_{6}$ show little variation. Since the QMC energy is determined by the nodal structure of the trial function employed, the most direct explanation of the QMC barrier heights lies in an examination of the trial function nodal structures.

In each of Figs. 3.12-3.14, curves representing nodes of the $2 \times 2$ determinant are plotted for $\Psi_{2}, \Psi_{4}$ and $\Psi_{5}$, respectively. Full three-dimensional nodal surfaces are obtained by rotating the curves about the internuclear axis, and the trial function vanishes when the two like-spin electrons lie anywhere on it (see Appendix C). As seen from the plots, the highly curved nodal surfaces of $\Psi_{1}$ are unique, while those of $\Psi_{4}$ and $\Psi_{5}$, as well as those of the remaining trial functions (not shown), are practically indistinguishable. The dissimilarity of the $S Z$ surface and the similarity among the nodal surfaces of $\Psi_{2}-\Psi_{6}$ thus explains the resulting QMC barriers.

The remaining question concerns the variation in the QMC barriers of $\Psi_{2}-\Psi_{6}$. The differences among the QMC results of $\Psi_{3}-\Psi_{6}$ are small enough to be caused by statistical error, especially for $\Psi_{3}-\Psi_{5}$, or the slight differences in the nodes of the $2 \times 2$ determinant. It is important to note, however, that the ground-state MO of $\Psi_{2}, \Psi_{5}$ and $\Psi_{6}$ possess a node far from the nuclei, as shown in Fig. 3.15. (For $\Psi_{2}$ this node is in the MO of the $1 \times 1$ determinant only.) Therefore, $\Psi_{5}$ and $\Psi_{6}$ possess, in addition to the
exchange nodes, a node when like-spin electrons are on a node of $\psi_{1}$ or when the unlike-spin electron is on this node. The additional node in $\Psi_{2}$ concerns only the unlike-spin electron. The additional node in $\Psi_{5}$ remains over 20 bohr from the nuclei and should have little, if any, effect on the energy. On the other hand, the node in $\psi_{1}$ is much closer in for $\Psi_{2}$ and $\Psi_{6}$ which may account for barrier heights above Liu's estimate by more than statistical error.

The additional node and slightly higher barrier height of $\Psi_{6}$ show that nodal structure does not necessarily improve simply because a HF-limit basis set is approached. This is reasonable since SCF calculations preferentially optimize the wave function where it is large, while QMC calculations require accuracy in the nodes where the exact solution is zero. Thus the accuracy of the SCF-determined nodal structure may be non-monotonic or relatively constant, as seen here, as the basis set is increased.

In addition to an accurate energy, a trial function is desired which does not incur large computational cost in obtaining a sufficiently small statistical error. While a more complex trial function may yield a smaller statistical error for a given number of sampled points, it may still be less efficient than a simpler trial function due to the increased effort of computing quantities necessary for the simulation, e.g., $F_{Q}$ and $E_{L}$.

In Table 3.5 the relative efficiencies of the trial functions are shown. The relative efficiency of $\Psi_{i}$, is a measure of how quickly, in comparison to $\Psi_{1}$, the statistical error in the QMC energy is reduced to a given value. The efficiency of the UHF trial function is seen to be the lowest, further obviating its usefulness. Most notable is that the efficiency of $\Psi_{6}$ is only slightly higher than that of $\Psi_{1}$, and lower than those of $\Psi_{3}-\Psi_{5}$. Therefore, expansion of the basis set to near-HF quality actually reduces
efficiency (and, as discussed above, also possibly the accuracy).
Thus far a detailed discussion of time-step bias has been omitted. As stated about the "short block time" barrier heights, $\tau$-dependence of the QMC energies was not observed for $0.00125 \leq \tau \leq 0.00500 h^{-1}$. We now extend the time-step range to [0.00125, 0.10] $h^{-1}$ in computing QMC energies with $\Psi_{4}$; results are plotted in Fig. 3.16. The barrier heights plotted in Fig. 3.16 are all in statistical agreement with each other demonstrating that even at $\tau=0.1 h^{-1}$ time-step bias is beneath the statistical error of $0.25 \mathrm{kcal} / \mathrm{mol}$. Furthermore, the barrier computed at $0.005 \mathrm{~h}^{-1}$, reported in Table 3.3, is in agreement with that obtained by extrapolation, $9.86(0.20)$ versus 9.86 ( 0.22 ) $\mathrm{kcal} / \mathrm{mol}$. This agreement implies that the barriers in Table 3.3 of the remaining trial functions, computed at $\tau=0.005 h^{-1}$, also possess a negligible amount of timestep bias.

The success in accurately calculating the $\mathrm{H}_{3}$ saddle-point energy encouraged the computation of energies at two other points along the reaction coordinate. The reaction-coordinate geometries are also taken from Ref. 65 . For these points $\Psi_{3}$ is employed. This choice is dictated by the desire to use a small basis set beyond $S Z$ which treats all the hydrogen atoms equivalently. In Fig. 3.17, the QMC reaction coordinate energies, and a spline fit to Liu's, are compared. The QMC reaction coordinate energies, which are upper bounds since the QMC asymptotic energies are exact, agree with Liu's results to within the statistical error, $0.25 \mathrm{kcal} / \mathrm{mol}$.

In conclusion, single-determinant trial functions with small basis sets yield essentially exact energies for the parts of the $\mathrm{H}_{3}$ PES studied. As a result, the QMCcomputed classical barrier height to the $\mathrm{H}+\mathrm{H}_{2} \rightarrow \mathrm{H}_{2}+\mathrm{H}$ exchange reaction, 9.71
( 0.13 ) $\mathrm{kcal} / \mathrm{mol}$, is in excellent agreement with the exact released-node value of 9.65 ( 0.08 ) $\mathrm{kcal} / \mathrm{mol}$ and Liu's CI estimate of $9.59 \pm 0.06 \mathrm{kcal} / \mathrm{mol}$. The computational cost of these calculations was somewhat high; approximately five hours of Cray-1S time to obtain a statistical error of $0.25 \mathrm{kcal} / \mathrm{mol}$ using $\Psi_{3}$. Since this time, vectorization and other enhancements have been incorporated into our QMC codes. A more complete QMC study of the $\mathrm{H}_{3}$ PES, for purposes of investigating the possibilities of resonances, has recently been undertaken by Maria Soto. These calculations on $\mathrm{H}_{3}$ now yield the above statistical error in 30 minutes or less on a Cray/XMP.

### 3.3.2. The Electron Affinity of Fluorine

The accurate determination of electron affinities (EAs) remains a challenging theoretical task because the total energies of an atom or molecule and its anion must be computed to the same accuracy. Since an accurate determination of an EA requires an accurate computation of the difference between two species with much different electronic structures, difficulty arises using standard $a b$ initio approaches because a given level of theory generally describes the atom and anion to different levels of accuracy. Attempts to circumvent this difficulty leads to the use of very large basis sets and CI expansions. However, though accurate energies may result, the energy difference, EA, may still be of poor quality. This shortcoming of standard methods makes desirable an exploration of altemative theoretical techniques for obtaining EAs.

As seen from our computations on $\mathrm{H}_{3}$, simple trial functions, single-determinant with small basis sets, yielded an energy difference accurate to $0.1 \mathrm{kcal} / \mathrm{mol}$. Such accuracy is a strong motivation to use QMC in approaching the difficult task of
calculating an accurate EA of F. Once again simple trial functions are employed to obtain the desired energy difference.

The history of EA calculations begins effectively with the semiempirical work of Clementi[70] and Clementi and Mclean[71] who tabulated non-relativistic energies for several atoms and ions. These energies were obtained by subtracting semiempirical estimates of the relativistic corrections[72] from the experimental energies.[73] The energies so obtained for F and $\mathrm{F}^{-}$led to a non-relativistic EA which was within $1 \%$ of experiment. The point to note here is that the relativistic corrections to the energy of F and $\mathrm{F}^{-}$are almost identical - leading to an effective cancellation in determining the EA of fluorine. This is expected since the added electron goes into the valence shell where relativistic effects are small. Subsequent semiempirical estimates of the EA of F and other atoms were performed in the late 1960's.[74,75] In those studies, correlation energies for atoms and positively charged ions were estimated by configuration interaction (CI) methods. Non-relativistic "experimental" correlation energies[76] (also for the atoms and the positive ions) were combined with these Cl energies to infer correlation energies for the negative ions. Electron affinities were thus deduced from experimental results and CI estimates of the correlation energies of atoms and cations.

Because it is desirable to compute physical quantities without reliance on experimental data, several $a b$ initio studies of EAs were undertaken in the early 1970's.[77,78] To compute reliable $a b$ initio EAs requires the accurate treatment of electron correlation. This is readily demonstrated by the poor quality of Hartree-Fock (HF) EAs.[79] Among the first-row atoms, for example, HF theory correctly predicts
the sign of the EA for only two cases. Even for these systems, the HF EAs are only $40 \%$ of the experimental values.

To incorporate correlation effects, Weiss[77] and Moser and Nesbet[78] employed the atomic Bethe-Goldstone method to calculate total energies for first-row atoms and ions. The technique relies on two assumptions: (a) that the total energy can be written as

$$
\begin{equation*}
E=E_{0}+\sum_{n} \varepsilon_{n}+\sum_{m n} \varepsilon_{m n} \tag{3.11}
\end{equation*}
$$

where $E_{0}$ is the HF energy and $\varepsilon_{n}$ and $\varepsilon_{m n}$ are one- and two-particle correlation energies, respectively; and (b) that these correlations can be calculated independently using a superposition of configurations wave function. That is, the correlation energy of the $m n^{t h}$ pair, $\varepsilon_{m n}$, is taken to be the energy lowering (relative to HF) upon including only double excitations of the $m n$ pair in a CI expansion. The Moser-Nesbet and the Weiss EAs were found to be in good accord with experiment, having an error of only $2 \%$ for F.

Sasaki and Yoshimine[13] (SY), however, showed that summing one- and twoparticle correlations, as implied in Eq. (3.11), would over-estimate the EA of F by about $6 \%(0.20 \mathrm{eV})$ if a complete basis set were used. The SY study involved extended basis sets and large CI expansions in computing total energies of the first-row atoms and their singly-charged anions. The basis sets contained up to $i$ functions $(l=6)$, while the configuration list consisted of all single and double excitations from the lowest-energy configuration, as well as selected triples and quadruples. Though the SY total energies for F and $\mathrm{F}^{-}$are the lowest obtained to date from variational calculations - having achieved over $95 \%$ of the correlation energy - the EA is nevertheless
0.28 eV (8\%) less than the observed value. Thus SY's study again demonstrates the difficulty of determining the EA of $F$ (and other atoms) by variational techniques.

Recently, several new theoretical estimates of the EA of $F$ have been reported.[8083] The techniques employed include many-body perturbation theory[78,79] as well as multiconfiguration self-consistent field (MCSCF) plus CI methods.[82,83] These sophisticated treatments still result in errors of 4-10\%. Most recently, Moeller-Plesset perturbation theory[84] and coupled-cluster (CC)[85] computations have yielded very accurate EAs of 3.47 and 3.37 eV ., respectively. The CC calculations also yielded $95 \%$ of the (CE) for $F$ and $\mathrm{F}^{-}$.

It is worth noting that the experimental determination of EAs is also difficult, with experimental values for the EA of F ranging from 3.4-3.5 eV.[86-88] Presently, however, the recommended EA of $F$ is $3.399 \mathrm{eV}$. [88] For a further discussion of the experimental work, see Ref. 82.

The accuracy of the $\mathrm{H}_{3}$ energy resulting from single-determinant trial functions with a DZ basis set led to the use of such trial functions for F and $\mathrm{F}^{-}$. The F atom exponents and linear coefficients are those of Clementi and Roetti[89], while those of $\mathrm{F}^{-}$resulted from a hand-optimization for a minimum in the SCF energy using HONDO.[68] The basis sets for the atom and anion are presented in Table 3.6.

For purposes of comparison, the SCF energy of the F-atom basis set is within 0.006 $h$ of the HF limit. The SCF energy for $\mathrm{F}^{-}$, and therefore agreement with HF, is more difficult to analyze because SCF energies resulting from HONDO are too high in comparison to the true SCF energy when STO basis sets are employed. The error, which is more noticeable for higher- $Z$ systems, results from using (a maximum of six)

Gaussian functions to describe each STO in the basis set. For example, a HONDO SCF calculation on F with its DZ basis set, though giving accurate linear coefficients, yielded an energy $0.0336 h$ above Clementi and Roetti's value. Subtracting this difference from the HONDO SCF energy gives an estimate of the correct SCF energy of $\mathrm{F}^{-}$lying within 0.021 h of the HF limit. The poorer agreement, compared to F , of the $\mathrm{F}^{-}$SCF energy with the HF is not surprising given the difficulty of describing the diffuse covalent electron density of an anion with a small basis set. Given the $\mathrm{H}_{3}$ results, however, agreement or disagreement of the SCF with the HF energy was not a major concern in considering nodal structure accuracy.

The correlation functions used here have the same form as those employed for $\mathrm{H}_{3}$, cf. Eqs. (3.4), (3.5) and (3.9). In selecting correlation function parameters, optimization algorithms, besides hand-optimization, were not available. Unfortunately, the difficulty of hand-optimization, in which parameter values are selected and the corresponding VMC energies are then compared, greatly increases with the number of electrons and the total energy. This is because the statistical error in the VMC energy, for a given amount of computation time, generally rises rapidly with the size of the system. Therefore, while $a_{1}$ is optimally chosen to satisfy the like-spin E-E cusp condition, the degree of optimization of the remaining parameters is very crude. Despite these difficulties, about $40 \%$ of the CE was obtained in the VMC energies of the atom and anion. Correlation function parameters are reported in Table 3.6.

In Table 3.7 our QMC results are compared with previous studies, see also Ref. 54. The QMC total energies are quite good, achieving over $90 \%$ of the correlation energy for both F and $\mathrm{F}^{-}$. These energies are lower than those of all previous variational
calculations, with the sole exception of those of SY.[13] It should be pointed out, however, that it is quite difficult to perform such large basis set, extended CI calculations, as done in Ref. 13, on most chemical systems. Moreover, the QMC electron affinity gives much better agreement with experiment[88] than that of SY, as well as giving better agreement than all other variational calculations. Moreover, the present QMC EA is also as good as or better than non-variationally obtained EAs.

Our QMC energies for several time steps, $\tau$, are presented in Table 3.8, and shown graphically in Figure 3.18. In the figure one sees that the fixed-node energies of $F$ and $F^{-}$increase with decreasing $\tau$. Furthermore, the data strongly suggests that the energy is linear in $\tau$ for small $\tau$. As can be seen in Fig. 3.18, it appears that the $\mathrm{F}^{-}$energy has begun to deviate from linearity by $\tau=0.005 h^{-1}$, while the F energy remains linear in this region. In other words, the observed linear domain is smaller for $\mathrm{F}^{-}$than for $F$.

The statistical error in the QMC EA, albeit reasonable, is larger than preferred. For example, the mean differs from experiment by only $1.5 \%$ but the statistical error yields a small, but not negligible, probability (about 15\%) that the QMC EA is inaccurate by $5 \%$ or more. To reduce the statistical error in the EA requires a reduction in the uncertainties of the QMC energies. These energies are obtained from extrapolation to $\tau=0$ as indicated in Table 3.8 and shown graphically in Fig. 3.18. As seen from Table 3.8, time-step bias is now much larger than was the case for the low- $Z$ system, $\mathrm{H}_{3}$. For $\mathrm{H}_{3}$ a time step as large as $0.1 h^{-1}$ was acceptable, while here $\tau=0.00125 h^{-1}$ still shows some bias in the F-atom energy and the very small time step of $0.0005 h^{-1}$ yields a bias for $\mathrm{F}^{-}$. The result is that reliable extrapolations to $\tau=0$ require the
computation of QMC energies at small time steps which greatly decreases efficiency. As an example of the computing required, at $\tau=0.005 h^{-1}$, roughly 3 hours of Cray/XMP time were needed to calculate the energy for F , and similarly for $\mathrm{F}^{-}$, to the accuracy shown in Table 3.7. For the time-steps used in these calculations, halving $\tau$ doubles the computer time needed to achieve a given statistical accuracy. Thus the overall computational cost was quite high. (The effect of this cost, however, was significantly reduced by running our small-memory code at low priorities.) Therefore, obtaining smaller statistical errors, by simply continuing the calculations as discussed above, are not practical.

After the EA calculation, however, we discovered the effect of the E-N cusp upon the time-step bias, cf. Sec. 3.2 and Figs. 3.9-3.11. Therefore, it is of interest to compare the values of $\lambda$ employed above with those which optimally satisfy the E-N cusp condition, $\lambda$ (cusp), see Table 3.9. For $F$ and $F^{-}$, the distributions of $\lambda$ values, each computed to satisfy the cusp condition for a given set of coordinates, are sharply peaked, and each resembles a Gaussian with a longer tail at larger values, as in Fig. 3.8. For $\mathrm{F}, 68 \%$ of the computed $\lambda$ values lie within 0.006 of $\lambda$ (cusp) $=0.064$, while $67 \%$ differ from $\lambda$ (cusp) $=0.0165$ by only $\pm 0.0015$ for $\mathrm{F}^{-}$.

As seen in Table 3.9, the discrepancy between the hand-optimized value of $\lambda$ used in the QMC calculation and $\lambda$ (cusp) is far greater, as is the time-step bias, for $\mathrm{F}^{-}$than for F. A subsequent calculation of the $\mathrm{F}^{-}$energy at $\tau=0.005 h^{-1}$ with $\lambda=0.0165$ yielded an energy of $-99.8393(37) h$. This energy possesses far less bias than the previously computed value at this time step, $-99.9141(28) h$, and is in agreement with that computed at $\tau=0.0005 h^{-1},-99.8375(31) h$. Thus the same amount of bias is
obtained at an order of magnitude larger time step implying, though not proving since only one time step is compared, that a similar increase in efficiency can be obtained. Resetting $\lambda$ to $\lambda$ (cusp) for F should also yield a (less dramatic) reduction of time-step bias.

In summary, the main difficulty encountered in variational calculations of EAs is that of describing the atom and the anion to the same accuracy. Generally, the atom, being easier to describe than the anion, is treated more accurately at the same level of theory. This leads to an underestimation of the EA. Even for a large basis set, large CI calculation, such as that of SY, this effect persists. For example, SY underestimate the EA of F by 0.28 eV . On the other hand, with relatively simple importance functions, i.e., DZ basis-set, single determinant, QMC appears to treat F and $\mathrm{F}^{-}$to virtually the same accuracy (the EA is in error by $0.05 \pm 0.11 \mathrm{eV}$ ). Apparently, the quality of the nodal structures obtained in the SCF procedure does not vary significantly from F to $\mathrm{F}^{-}$, and so the fixed-node error in the total energy of each species is almost identical: $99.9691(21)$ and $99.9699(45) \%$ of the estimated total energy is gained for F and $\mathrm{F}^{-}$, respectively.

### 3.3.3. The Bond Energy of Nitrogen

The accurate determination of the bond energy of $\mathrm{N}_{2}$ is a challenging task for theoretical chemists. Theoretical studies of $N_{2}$, to list a few, have included expansion[92-96], perturbation theory[97-100], coupled-cluster[101], and local density approximation $[102,103]$ approaches.

The difficulty faced by expansion methods is best exemplified by Siegbahn's
calculation[92] which yielded a dissociation energy, $D_{e}, 0.45 \mathrm{eV}$ below the experimental value of $9.91 \mathrm{eV}[104]$ despite the large basis set employed. Using bond-centered functions, Wright and Buenker were able to obtain a $D_{e}$ of 9.96 eV . This accurate value, however, was obtained by a balancing between the relatively small numbers of atom-centered and bond-centered functions employed. As found in their calculations, changing this balance destroys the close agreement with experiment. Full CI calculations with basis sets large enough to give the desired accuracy, 0.1 eV or better, are not currently possible due to computational cost. This difficulty has led to the development of schemes $[92,96]$ which approximate the full CI limit without excessive CPU and storage requirements.

Computations based on Moeller-Plesset perturbation theory are more accurate. Values of $9.70[98,99]$ and $9.80 \mathrm{eV}[100]$ have been reported.

As an interesting and difficult problem, the computation of the dissociation energy of $\mathrm{N}_{2}$ serves as an excellent benchmark for further investigating the capabilities of fixed-node diffusion QMC. For $\mathrm{H}_{3}$, the fixed-node approximation and the time-step bias are of little consequence, and a near-exact energy is obtained. For F and $\mathrm{F}^{-}$, on the other hand, the fixed-node approximation resulted in extrapolated energies noticeably above estimates of the exact Born-Oppenheimer energy, and the large time-step bias led to high computational costs. The fact that the total energies of the atom and anion are obtained to practically identical accuracy, however, yielded a very accurate EA. If the similarity in the $N$ and $N_{2}$ QMC energies is that of those for F and $\mathrm{F}^{-}$, then the QMC dissociation energy will also be of high quality.

Continuing in the same vein as the $\mathrm{F}_{-} \mathrm{F}^{-}$calculations, the nodes are given by a
single-determinant constructed from a double-zeta basis set. In addition, the forms of the E-E and E-N correlation functions are the same as those employed in Secs. 3.3.1 and 3.3.2 but with $a_{2}=b_{2}=0$. These parameters are considered the least important (they do not affect the E-E cusp condition) and are, therefore, not employed since their usefulness was furthered limited by the unavailabilty of an efficient optimization algorithm. The basis-set exponents are taken from Clementi and Roetti.[89] For the atom, the linear coefficients are also given by Ref. 89, and those of the molecule were computed with HONDO.[68] The exponents and hand-chosen correlation function parameters are reported in Table 3.10. These simple trial functions yielded 40 and $18 \%$ of the $C E$ for $N$ and $\mathrm{N}_{2}$, respectively. The lower percentage of the $C E$ obtained for $\mathrm{N}_{2}$ is due, in part, to the greater degree of basis-set incompleteness for the molecule.

The QMC energies of N and $\mathrm{N}_{2}$ were computed at several time steps, and later recomputed, after the importance of satisfying the E-N cusp condition was discovered, with $\lambda=\lambda$ (cusp) $\approx 0.05$. These energies are presented in Table 3.11 and plotted in Figs. 3.19 and 3.20. The QMC energies, for which the E-N cusp condition was not considered, once again possess a large amount of time-step bias. The energies computed at the smallest values of $\tau, 0.00060 h^{-1}$ and $0.00125 h^{-1}$ for N and $\mathrm{N}_{2}$, respectively, are still biased above the extrapolated result. Linear least-squares fits, which pass within the statistical error of each point, yield energies corresponding to $90.5 \%$ of the CE for both N and $\mathrm{N}_{2}$. While accuracy in the CE is the same for both the atom and the molecule, this is not the case for the total energy. The result is that the QMC dissociation energy of $9.3(1) \mathrm{eV}$ is significantly different from the experimental value of 9.91 eV , i.e., an error of $6 \%$.

In addition, there appears to be some discrepancy between the extrapolated energies obtained from computations with and without the E-N cusp condition satisfied. Since changing $\lambda$ does not affect the nodal structure, the energy at $\tau=0$ should not depend on this parameter. The QMC energies of N and $\mathrm{N}_{2}$ with $\lambda=\lambda$ (cusp), as expected, have much less bias, the slope of $E$ versus $\tau$ is reduced by about a factor of six, and are therefore more reliable. Thus the bias in the N and $\mathrm{N}_{2}$ QMC energies is problematic to the extent that time steps even smaller than the ones employed are required to obtain a reliable extrapolation to $\tau=0$ when $\lambda \neq \lambda$ (cusp).

The dissociation energy obtained with $\lambda$ (cusp), however, is not significantly affected; $D_{e}=9.0(3) \mathrm{eV}$. Also, the amount of correlation energy obtained for the atom is once again the same as that obtained for the molecule, now $87 \%$. The fact that the accuracy in the total energy differs between the two species, as opposed to the case of F and $\mathrm{F}^{-}$, is not necessarily unreasonable. Unlike F and $\mathrm{F}^{-}$, there is a large difference in the total energy between the two systems studied. Therefore, if the accuracy obtainable by a given trial function form depends on the total energy, and thus complexity, of an atom or molecule, then electron affinities are more easily computed than bond energies. Another dissimilarity, not present for $F$ and $F^{-}$, is the different symmetry between N and $\mathrm{N}_{2}$. Further experience is necessary to predict the amount of cancellation of error obtained with a given type of trial function when computing energy differences.

### 3.4 Energy Computations on Other First-Row Atoms and Molecules

As seen from the calculations presented in Secs. 3.2-3.3, the fixed-node error of
single-determinant trial functions is very small for $\mathrm{H}_{3}$ and increases to about $10 \%$ of the CE for larger systems. Beyond this, little else is discernible concerning the fixednode error of a given type of trial function. This section presents QMC energies for a variety of low-Z atoms and molecules in order to gain an understanding of sources of fixed-node error in QMC calculations.

The exact ground-state energies of two-electron atoms and molecules are readily obtained by QMC since these systems do not possess spatial nodes. This fact is demonstrated by calculations on the ground state of $\mathrm{H}_{2}$ and He , cf. Figs. 3.9 and 3.10.

Turning now to two-electron systems which possess nodes, we consider the first three excited singlet $S$ states of He. As these states have the same symmetry as the ground state, their QMC energies are not variational. A simple example of $E_{\mathrm{QMC}}<E_{\text {exact }}$ is given by considering the $2 s$ state of H with the node displaced from its exact location at $r=2$, e.g., $r>2$. In this case the nodal volume containing the nucleus is too large and the QMC energy obtained by sampling in this region will be lower than the exact $2 s$-state energy, i.e., as the node is moved out to infinity the ground-state energy is recovered. Since the lowest-energy nodal volume dominates after sufficiently long times, the asymptotic QMC energy will be too low. However, if the nodes of the trial function describing the excited state in question are sufficiently accurate, the computed QMC energy will be of high quality.

For the excited ${ }^{1} S$ states of He the two electrons are much farther apart than in the ground state. Thus their effect on each other, i.e., the degree to which their movement is correlated, is reduced. The result is that compact trial functions yield accurate VMC energies. Such trial functions[107] are employed here with the hope that their nodal
structures are very good. These trial functions are given by

$$
\begin{equation*}
\Psi_{T}\left(\underline{r}_{1}, \underline{r}_{2}\right)=\psi_{1}\left(r_{1}\right) \psi_{2}\left(r_{2}\right)+\psi_{1}\left(r_{2}\right) \psi_{2}\left(r_{1}\right) \tag{3.12}
\end{equation*}
$$

In Eq. (3.12), $\psi_{1}$ is simply a Slater $1 s$ orbital and $\psi_{2}$ is a Slater $1 s$ orbital multiplied by a function which is a linear combination of the first four Laguerre polynomials.[107] The accuracies of $E_{T}=\left\langle\Psi_{T}\right| H\left|\Psi_{T}\right\rangle$ are very good, the errors are only 3, 0.9 , and 0.4 milli-hartree $(m h)$ for the first three excited states, respectively, cf. Table 3.12.

The QMC energies, computed employing deletion upon crossing a node, are compared with exact values in Table 3.12. The time-step bias, which is visible because of the small statistical errors, is not large, and reliable extrapolations are easily obtained. Differences between rejection and deletion are probably not observable at the time steps employed.

For ground states, the nodal volumes, which arise from exchange antisymmetry, are equivalent. This is not the case for most excited states for which additional nodes generally result in nodal volumes that are not equivalent, in terms of the QMC energy, unless the trial function's nodal structure is correct. This effect was studied for the $1 s 3 s{ }^{1} S$ and $1 s 4 s{ }^{1} S$ states by sampling points only in regions which possess the same $\operatorname{sign}\left[\Psi_{T}\right]$. (It should be pointed out, however, that, given the number of nodal volumes in the trial functions describing these states, there is probably more than one distinct nodal volume for a given value of $\operatorname{sign}\left[\Psi_{T}\right]$.) As seen in Table 3.12, the QMC energy does show a significant dependence on the nodal volume(s) sampled. Since this dependence vanishes as the nodes become exact, the differing QMC energies are indicative of the error in the nodal structure of the trial function. Therefore, despite
the high accuracies of $E\left[\Psi_{T}\right]$ for each state, the location of the nodes is far from correct.

The incorrect placement of the nodes is further reflected by the QMC energies obtained. We see that the QMC energies do not recover a large percentage of the remaining energy, $E_{T}-E_{\text {exact }}$, cf. Table 3.13 . For the first-excited state, only $59 \%$ of the remaining energy is recovered (for $\mathrm{H}_{3}$ over $99 \%$ is recovered). For the secondexcited state, sampling only where $\Psi_{T}>0$ significantly improves the energy over naive sampling, cf. Table 3.12 , yet the amount of energy recovered is still modest, $75 \%$. Interestingly, the QMC energies for the $1 s 4 s^{1} S$ state show no improvement over $E_{T}$ when $\Psi_{T}>0$ and the QMC energy is actually above $E_{T}$ when $\Psi_{T}<0$. Theoretically $E_{\mathrm{QMC}} \leq E_{T}$, but only for each nodal volume. Therefore, these counterintuitive results for the last excited state must be caused by sampling in nodal volumes which possess relatively high energies - despite varying sign $\left[\Psi_{T}\right]$. Though higherenergy nodal volumes will decay away after sufficient imaginary time, cf. Sec. 2.4 , the energy differences found here are too small, $=1 m h$, for this decay to be significant for the simulation times we employed, $=1000 h^{-1}$.

Finding all the distinct nodal volumes of a trial function may be difficult when studying excited states of systems more complex than He. However, the differences in QMC nodal volume energies found here are less than $1 m h(0.6 \mathrm{kcal} / \mathrm{mol})$ which is generally an acceptable accuracy when computing total energies. If the differences in nodal volume energies are greater, the populations of the higher-energy volumes will decay away more quickly allowing convergence to the lowest-energy volume to be more easily obtained. Therefore, the presence of distinct nodal volumes may not be
significant for computations of excited-state energies of other systems.
Other Monte Carlo algorithms for computing excited state energies exist. [109-110] These approaches are variational, can compute several energies simultaneously, and do not have nodal-volume dependences. They do, however, present other difficulties and have not yet been employed in studying electronic states so comparison is difficult.

QMC energies for other systems which we studied are compared with estimates of the exact electronic energy in Table 3.14. In all cases, the electronic state is the lowest in energy for the symmetry considered so QMC energies are variational to the extent that bias and statistical error are eliminated. The QMC energies are generally obtained from single-determinant trial functions and are discussed on a case by case basis.

We now consider the QMC energies computed for the ground state $\left(2^{2} S\right)$ and firstexcited $P$ state $\left(2^{2} P\right)$ of Li . These two states are among the simplest for which fixednode error is a concern. As such, they afford an excellent starting point for assessing the accuracy obtained from a single-determinant trial function. The near-HF basis set and linear coefficients are taken from Weiss.[111] The E-N cusp condition is well satisfied by the Slater determinant so only the E-E correlation function described in Sec. 3.3 (with $a_{2}=b_{2}=0$ ) is employed. The nodal boundary conditions are enforced by rejection.

No statistically significant time-step dependence in the QMC energy of the excited state is found at $\tau=0.005$ and $\tau=0.010 h^{-1}$, the statistical error in the difference between the two energies being over three times larger than the difference itself. Therefore, the reported excited-state energy is the weighted (by $\sigma^{-2}$ ) average of the
energies obtained at the time steps above. Given the imperceptible amount of bias in the $P$-state energy, the reported ground-state energy is simply obtained from a calculation at $\tau=0.010 h^{-1}$. The QMC energies agree with the exact values to well within their statistical errors ( $0.24 m h$ or $0.15 \mathrm{kcal} / \mathrm{mol}$ ). Though some fixed-node error must result from the trial functions, it is found to be very small for these simple systems, as is the case for $\mathrm{H}_{3}$. Actually, the largest errors appear to be statistical, e.g., the $P$-state energy is below, but within less than one standard deviation of, the exact energy.

Turning to more complex electronic structures, we now consider LiF and $\mathrm{Li}_{2}$, at their experimental equilibrium internuclear separations. With single-determinant trial functions, the QMC energies reported in Table 3.14 are seen to be very accurate. The LiH QMC energy, $-8.06908(43) h$, is as low as that of the largest CI calculation to date[112], 132,000 configuration state functions and $E=-8.06904 h$, and only slightly above the energy (which is not variational) obtained in a recent coupled-cluster calculation,[86] $E=-8.06951 \mathrm{~h}$. The $\mathrm{Li}_{2}$ energy differs from the exact by only 2.2 mh and gains $98 \%$ of the CE. This energy is more accurate than any other $a b$ initio result. (However, most $a b$ initio calculations emphasize accuracy in the potential energy curve rather than the total energy.)

In spite of the high accuracy in the QMC energies, fixed-node error is now noticeable. Therefore, it is of interest to consider deficiencies in the trial functions which may have led to the errors observed. For LiH , the basis set, given in Ref. 43, is a truncation of Cade and Huo's[113] with the linear coefficients re-optimized by the SCF technique. Using one-, two-, and four-determinant trial functions, Harrison and Handy
(HH)[56] obtained QMC energies of $-8.0696(7),-8.0701(4)$, and $-8.0697(3) h$, respectively. The basis set employed in these calculations is identical to ours with the addition of a $2 s$ STO on H. These calculations were all performed at $\tau=0.010 h^{-1}$. Given that SCF and MCSCF wave functions generally satisfy the E-N cusp condition very well (HH did not employ an E-N correlation function), and our experience with LiH, cf. Fig. 3.11, the time-step bias in the three energies presented above should be insignificant. Most noteworthy are the facts that the HH single-determinant energy appears to be better than our own, $-8.0696(7)$ versus $-8.0691(4) h$, very similar to those of the multi-determinant trial functions, and in near-agreement with the exact, -8.0702 h . These facts imply that a single-determinant trial function should yield an almost exact QMC energy. Very recently, we discovered a node in the lowest-energy MO of our trial function. Removing this node, by slightly changing two of the linear coefficients (which hardly changed the exchange nodes), and recomputing the QMC energy yielded a much improved energy, $E=-8.0702(6) h$. This experience with LiH , and that with $\mathrm{H}_{3}$, demonstrates the importance of checking for spurious nodes in the MOs used to construct the Slater determinant.

The $\mathrm{Li}_{2}$ energy, though very accurate, also possesses a noticeable fixed-node error. It is well-known from MCSCF calculations, however, that the near $s-p$ degeneracy of the Li atom can be important in describing this molecule. Also, the wave function should properly describe dissociation, e.g., a single-determinant corresponds to a combination of ionized and neutral atoms as the internuclear separation becomes large. The importance of $s-p$ degeneracy and proper dissociation is reflected in the large mixing coefficients of the determinants describing these effects in a Cl or MCSCF
expansion, for an example see Ref. 114. For the QMC calculations, the trial function's nodes are those given by a single determinant[25]. Therefore, it is reasonable to expect that adding determinants which account for $s-p$ degeneracy and allow for proper dissociation will yield a trial function giving an improved QMC energy.

Most recently, we have performed a QMC calculation with a four-determinant trial function which describes the effects discussed above. The QMC energies are computed with $\lambda=\lambda$ (cusp) for $0.005 \leq \tau \leq 0.100 h^{-1}$, and time-step dependence is no longer perceptible by $\tau=0.035 h^{-1}$. The QMC energy is now found to be $-14.9945(4)$ $h$, in excellent agreement with the exact value, $-14.9945 h$. This result demonstrates that the QMC energy may be computed to near-exact quality by considering effects that are important in expansion techniques.

Perhaps the most instructive case of how a single-determinant trial function can yield a poor QMC energy is the ground state of Be. In Table 3.14, we see that only $89 \%$ of the CE is recovered. At first this result is surprising given the accuracy of the QMC energy of LiH and $\mathrm{Li}_{2}$, systems with as many or more electrons and of lower symmetry. However, the $s-p$ degeneracy effect in this atom is known to be especially strong. Since treating this degeneracy is most important in obtaining an accurate wavefunction in standard $a b$ initio approaches, it is of interest to determine whether an improvement in nodal structure is also obtained. This question is considered by the calculations of HH who employed, in addition to the determinant arising from the $\left|1 s^{2} 2 s^{2}\right|$ occupancy, another corresponding to $\left|1 s^{2} 2 p^{2}\right|$. (A $\left|2 s^{2} 2 s^{2}\right|$ determinant, to describe radial correlation, was also included, but it had a much smaller mixing coefficient, 0.02 versus 0.30 for the $11 s^{2} 2 p^{2} \mid$ determinant, indicating that this effect is
much less important.) Once again, improving the trial function to describe well-known effects yields a much more accurate QMC energy; HH obtained $98 \%$ of the CE.

The $s-p$ degeneracy effect discussed in the preceding paragraphs, also appears to be significant for the ground state of BH . The result is that the single-determinant QMC energy gains only $88 \%$ of the CE. Therefore, a multi-determinant trial function is also recommended for BH as well as other systems which possess degeneracy effects.

In addition to the QMC energy, trial function optimization and the effect of rejection versus deletion were studied for BH. In the calculations described in Sec. 3.3, correlation function parameters are hand-optimized. This method is reasonable for small systems, two and three electrons, but impractical otherwise. At the time of the BH calculations a method for machine-optimizing parameters became available. This method uses correlated sampling and a steepest-descent approach during a VMC walk to obtained optimized parameters.[115] In a calculation on $\mathrm{H}_{2}$, the algorithm worked very well, an optimized nine-parameter trial function gave a VMC energy which obtained $91 \%$ of the CE.

The initial BH trial function, $\Psi_{1}$, is given in Table 3.15. The basis set is a truncation of Cade and Huo's[113] with some of the exponents re-optimized in SCF calculations. The correlation function parameters are hand-optimized, and the VMC energy gains only $26 \%$ of the CE. The optimized BH trial function, $\Psi_{2}$, is given in Table 3.16, where $U_{1}$ in the E-E correlation function is now given by,

$$
\begin{equation*}
U_{1}(r)=\ln \left[1-b_{1} \exp \left(-r / a_{1}-r^{2} / a_{2}\right)\right], \tag{3.13}
\end{equation*}
$$

with $a_{1}=2 b_{1} /\left(1-b_{1}\right)$ to satisfy the like-spin E-E cusp condition and $b_{1}<1$. The
trial function, $\Psi_{2}$, was obtained by optimizing the exponents, linear coefficients, and most of the correlation function parameters. The parameter $a_{1}$ is fixed to satisfy the like-spin E-E cusp condition, and $\lambda_{H}$ and $\lambda_{B}$ are also fixed since varying these parameters during. optimization led to poor results. Generally, attempting to optimize, by minimizing the energy, parameters which have a large effect on cusp conditions leads to an overemphasis in regions near the cusp and a poor VMC energy. The MOs are now optimized in the presence of an explicit description of electron correlation in order to examine the effect on the fixed-node error. The optimized trial function yielded a substantial, though less than hoped, improvement in the VMC energy, $45 \%$ of the CE obtained.

Table 3.17 compares the QMC energies of $\Psi_{1}$ and $\Psi_{2}$ at $\tau=0.01 h^{-1}$ The effect of enforcing nodal boundaries by rejection rather than deletion is also studied. The energies in Table 3.17 show that while optimization improves the VMC energy, in this case no improvement in the QMC energy is observed. These results indicate that the limitation of a single determinant in $\Psi_{T}$ is the overriding factor in determining the accuracy of the QMC energy. Also in Table 3.17, the difference between deletion and rejection is seen to be negligible. This is in contrast with the $\mathrm{H}\left(2 p_{x}\right)$ atom calculations discussed in Sec. 3.2. This is not unreasonable since the treatment of the nodal boundaries should be more important for excited states which possess a greater density of nodes than do ground states. [However, a difference between rejection versus deletion results was noticed in the computation of properties other than the energy (discussed in Chap. 4).]

The last system to be discussed is the often-studied $\mathrm{H}_{2} \mathrm{O}$ molecule. The trial
function parameters are obtained from an efficient optimization algorithm[25] and presented in Ref. 25. The E-N correlation function parameters $\lambda_{\mathrm{H}}$ and $\lambda_{\mathrm{O}}$, however, have been changed slightly to optimally satisfy, as described in Sec. 3.2, the E-N cusp conditions. The function $U_{1}$ is now given by

$$
\begin{equation*}
U_{1}(r)=-b \exp (-a r!b) \tag{3.14}
\end{equation*}
$$

where $a=0.5$ to satisfy the like-spin E-E cusp condition. The resulting QMC energies are presented in Table 3.18 as well as the $\tau=0$ estimate (also in Table 3.14). The amount of CE gained is similar to that of the other "high"-Z systems studied; N , $\mathrm{N}_{2}, \mathrm{~F}$ and $\mathrm{F}^{-}$.

The $\mathrm{H}_{2} \mathrm{O}$ calculations also emphasize the usefulness of choosing the E-N parameters $\lambda_{\alpha}$ so that the E-N cusp condition is best satisfied. Note that observable time-step dependence in the QMC energy has vanished at $\tau \leq 0.0025 h^{-1}$ allowing a reliable estimate of the $\tau=0$ energy to be obtained simply from the $\tau=0.0025$ and $\tau=0.0010 h^{-1}$ energies. This behavior contrasts sharply with the F-F- time-step dependence where biases were still observable at $\tau \approx 0.001 h^{-1}$.

As seen from the QMC energies presented in this and the preceeding section, useful knowledge, as well as accurate energies, has been gained concerning the accuracy of nodal structures. The most important fact is that obtaining accurate nodal structures requires consideration. For many of the systems studied, a single determinant yields only $90 \%$ of the CE is obtained in contrast to the QMC energies of some simple systems which are nearly exact. In addition, it is found, by us for $\mathrm{Li}_{2}$ and by Harrison and Handy[56] for Be , that improving the trial function to account for well-known effects, e.g., $s-p$ degeneracy, also leads to a significant improvement in the QMC
energy. It is therefore of interest to ascertain whether describing this degeneracy, and other effects, will also yield accurate energies for systems such as $\mathrm{BH}, \mathrm{N}$ and $\mathrm{N}_{2}$, where a single determinant is not satisfactory. Similar considerations will also be relevant for other atoms and molecules, leading to an increase in the accuracy and competitiveness of the QMC approach employed here.

### 3.5 Computing the QMC Energy by Difference

As found in the calculation of the EA of F, the statistical error in QMC computations can be problematic. A major contribution to the statistical error of the QMC energy arises from the magnitude of the total energy. For example, $1 \mathrm{kcal} / \mathrm{mol}$ statistical accuracy is obtained for $\mathrm{H}_{2}(|E| \approx 1.17)$ when the relative statistical error in the energy is $0.14 \%$. For F atom, on the other hand, this error in the energy must be two orders of magnitude lower to obtain the same precision in the total energy. In contrast, the correlation energy (CE) only increases by one order of magnitude in going from $\mathrm{H}_{2}$ to $\mathrm{F}, 0.04 h$ versus $0.33 h$, and is generally two orders of magnitude smaller than the total energy. This implies that if the CE and the total energy can be computed to the same relative statistical error after equal computation times, then the statistical error in the CE will be much smaller than that of the total energy. Therefore, QMC energies $(E)$, given as the sum of the HF and CE energies, or alternatively as $E_{\mathrm{VMC}}+\left(E-E_{\mathrm{VMC}}\right)$ if correlation functions are employed, may be computed more efficiently by calculating energy differences. In this section an idea for directly computing the energy difference, $\Delta \equiv E-E_{\mathrm{VMC}}$, is presented and explored.

The trial functions may or may not contain correlation functions. In the former
case, the statistical error of the QMC energy arises from both $\Delta$ and $E_{\mathrm{VMC}}$, while in the latter the statistical error is due solely to that of $\Delta$. The relative merits of including or not including correlation functions in $\Psi_{T}$ is discussed below.

To describe the method by which $\Delta$ can be computed during a single walk, we begin by noting that, as stated in Sec. 2.5 , the branching of the QMC walk may be implemented through removing or creating walkers ("integer rounding'), by carrying weights, or a combination of both. Note that when weights are carried and moves are rejected, the VMC and QMC walks are isomorphic. That is, omitting the weights, which suppresses the branching, yields $\left|\Psi_{T}\right|^{2}$ while including them gives $\Psi_{T} \phi_{0}$. (Essentially, the weight is a statistical estimate of $\phi_{0} / \Psi_{T}$.) Therefore, VMC and QMC expectation values, and more importantly the differences between them, may be obtained in a correlated fashion during a VMC walk in which weights are computed.

To see how the weights are computed, consider a point, $\underline{R}_{0}$, which is moved to $\underline{R}_{1}$ after one time step $(\tau), \underline{R}_{2}$ after the second move, and so on. Repeated use of Eq. (2.53) yields (now with slightly different notation for the points sampled)

$$
\begin{equation*}
w\left(\underline{R}_{n}\right)=M\left(\underline{R}_{n}, \underline{R}_{n-1}\right) M\left(\underline{R}_{n-1}, \underline{R}_{n-2}\right) \cdots M\left(\underline{R}_{1}, \underline{R}_{0}\right) w\left(\underline{R}_{0}\right), \tag{3.15}
\end{equation*}
$$

where $w\left(\underline{R}_{0}\right) \equiv 1$ since points are sampled from $\left|\Psi_{T}\right|^{2}$. In Eq. (3.15), $M$ is the branching factor of the short-time Green's function, cf. Eq. (2.44), giving

$$
\begin{equation*}
w\left(\underline{R}_{n}\right)=\exp \left[-\tau\left(\frac{E_{L}\left(\underline{R}_{0}\right)}{2}+\sum_{i=1}^{n-1} E_{L}\left(\underline{R}_{j}\right)+\frac{E_{L}\left(\underline{R}_{n}\right)}{2}-n E_{R}\right)\right] \tag{3.16}
\end{equation*}
$$

Above, $\tau_{a}=\tau$ is employed because weights may be computed more efficiently with a constant value of the time step. Since small time steps are required to reduce timestep bias, the acceptance ratio is very nearly equal to one yielding $\tau_{a} \approx \tau$ on average.

Therefore, not adjusting $\tau$ to account for rejection of moves should have little effect (which vanishes as $\tau \rightarrow 0$ ). The weight of the next point, $\underline{R}_{n+1}$, is then given by

$$
\begin{equation*}
w\left(\underline{R}_{n+1}\right)=\exp \left[-\tau\left(\frac{E_{L}\left(\underline{R}_{1}\right)}{2}+\sum_{i=2}^{n} E_{L}\left(\underline{R}_{i}\right)+\frac{E_{L}\left(\underline{R}_{n+1}\right)}{2}-n E_{R}\right)\right] \tag{3.17}
\end{equation*}
$$

and the weights of subsequent points are computed in a similar fashion. The number of intermediate steps, $n$, must be chosen large enough so that the convergence time, $t=n \tau$, yields convergence to $\Psi_{T} \phi_{0}$ from $\left|\Psi_{T}\right|^{2}$.

With the weights computed as described by Eqs. (3.15)-(3.17), statistical estimates of the $E_{\mathrm{VMC}}, E$, and $\Delta$ are, for a total of $N$ (weighted and unweighted) points

$$
\begin{align*}
& E_{\mathrm{VMC}}=N^{-1} \sum_{i=1}^{N} E_{L}\left(\underline{R_{j}}\right)  \tag{3.18a}\\
& E=\sum_{i=1}^{N} w\left(\underline{R}_{j}\right) E_{L}\left(\underline{R}_{j}\right) \sum_{i=1}^{N} w\left(\underline{R}_{j}\right) \tag{3.18b}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta=\sum_{i=1}^{N} w\left(\underline{R}_{j}\right) E_{L}\left(\underline{R}_{j}\right) \sum_{i=1}^{N} w\left(\underline{R}_{j}\right)-N^{-1} \sum_{i=1}^{N} E_{L}\left(\underline{R}_{j}\right) \tag{3.18c}
\end{equation*}
$$

Since there is a positive correlation between the above VMC and QMC energies, the difference will possess a statistical smaller error than either of those in the VMC or QMC energy.

From Eq. (3.18c), the amount of correlation between the VMC and QMC energies decreases as fluctuations in the weights increase. In turn, these fluctuations depend on the behavior of the local energy and the time, $t$, required to converge to $\Psi_{T} \phi_{0}$. That is,

$$
\sigma_{w} / w=w^{-1}|\partial w / \partial E| \sigma_{E}
$$

and from Eq. (3.16) there results,

$$
\begin{equation*}
\sigma_{w} / w=t \sigma_{E}, \quad t=n \tau \tag{3.19}
\end{equation*}
$$

Possible advantages of employing correlation functions are implied by Eq. (3.19). An SCF trial function yields no statistical error in the VMC energy since this energy is simply the analytically computed SCF value. However, an SCF trial function generally yields a value of $\sigma_{E} 2-3$ times greater, primarily because the like-spin $\mathrm{E}-\mathrm{E}$ cusp condition is not satisfied, than that obtained with correlation functions. In addition, to the extent that correlation functions improve the accuracy of the trial function, they should reduce the time required to converge to $\Psi_{T} \phi_{0}$. For these reasons, improvement over the SCF description will reduce, by reducing $\sigma_{E}$ and $t$, the statistical error in $w$ and, therefore, $\Delta$. If the statistical error in $\Delta$ is reduced enough to more than compensate for the statistical error in the VMC energy, the use of correlation functions will be advantageous.

This method of directly computing energy differences was first implemented for $\mathrm{H}_{2} \mathrm{O}$, where $\Psi_{T}$ is simply an SCF wave function.[124] To ascertain convergence to $\Psi_{T} \phi_{0}$, QMC energies and values of $\Delta$ are computed for several convergence times in a single calculation. Results are presented in Table 3.19 and plotted in Fig. 3.21; the time step is $0.0025 h^{-1}$. The curve shown in the figure is obtained from a fit of the energies at $t=0$ and $t \geq 0.25 h^{-1}$ to

$$
\begin{equation*}
E(t)=E_{0}+b \exp (-\gamma t) \tag{3.20}
\end{equation*}
$$

(The energy at $t=0$ is included so that the fit yields a reasonable energy at this intercept. Including this point is found to have little effect on the accuracy of the fit at large $t$.) This equation arises because at large $t$,

$$
\begin{equation*}
\Phi(t)=\phi_{0}+<\Psi_{T} \mid \phi_{1}>\exp \left[-t\left(E_{1}-E_{0}\right)\right] \phi_{1}, \tag{3.21}
\end{equation*}
$$

which gives for the energy, to first order in $\left|\left\langle\Psi_{T} \mid \phi_{1}\right\rangle\right|^{2}$,

$$
\begin{equation*}
E(t) \sim E_{0}+\left(E_{1}-E_{0}\right)\left|<\Psi_{T}\right| \phi_{1}>\left.\right|^{2} \exp \left[-2 t\left(E_{1}-E_{0}\right)\right] \tag{3.22}
\end{equation*}
$$

In agreement with Eq. (3.22), the data at large values of $t$, here large is assumed to be $\geq 0.25 h^{-1}$, is fit reasonably well by a decaying exponential. More importantly for determining the QMC energy, convergence is obtained at approximately $1 h^{-1}$. The converged QMC energies are also seen to be in excellent agreement with the previously computed QMC value of $-76.377(7) h$.[43] The statistical errors in the QMC energy and $\Delta$ generally increase as $t$ increases, as implied by Eq. (3.19). The notable exception occurs at $t=0.0625 h^{-1}$ which is most likely due to the influence of excited states which have not decayed away. Calculations at smaller values of $t$, not shown here, reproduce this effect, and statistical error actually reaches a minimum between $t=0.125$ and $0.250 h^{-1}$.

The most significant fact revealed by the data is that the statistical errors do not scale with the magnitude of the quantity computed. Though the energy differences are over 100 times smaller in magnitude than the total energy, the statistical errors in $E$ and $\Delta$ are of the same order of magnitude. Therefore, large increases in efficiency with this "difference" technique, versus the standard diffusion QMC approach, are not obtained. For example, the converged energy with the smallest statistical error is $-76.3818(42) h$, and the uncorrelated value is $-76.3815(63) h$. Apparently an increase in efficiency of a factor of 2.5 is gained. However, since including correlation functions generally reduces statistical error by at least a factor of 2-3, a QMC energy may be readily computed in the standard fashion, i.e., as described in Sec. 2.5, which
possesses a statistical error as small as that obtained in $\Delta$. Therefore, for this $\mathrm{H}_{2} \mathrm{O}$ test case, not using correlation functions does not give an increase in efficiency from the difference approach. Hopefully, including correlation functions in $\Psi_{T}$ will improve the efficiency of this method.

The question of employing correlation functions is studied in detail for $\mathrm{H}_{2}$. The MO consists of a Slater $1 s$ orbital, $\zeta=1.19$, on each atom and at the center of the bond. The linear coefficients are obtained in an SCF calculation. Computations are performed with and without E-E and E-N correlation functions and with and without satisfying the E-N cusp condition.

Results for the statistical errors, in micro-hartrees (mih), of $E$ and $E(\Delta)=E_{\mathrm{VMC}}+\Delta$ are presented in Table 3.20. Several time steps are employed and the convergence time, $4 h^{-1}$, has been ascertained to be sufficiently large to yield $\Psi_{T} \phi_{0}$. The statistical errors in Table 3.20 are (arbitrarily) normalized to correspond to one hour (Cray/XMP) of computation time as follows. For the SCF trial function, the statistical errors are straightforwardly normalized by $\sqrt{T_{\Delta} / 60}$, where $T_{\Delta}$ is the computation time. For the correlated functions, the statistical error in the QMC energy is also normalized by the factor given above, i.e., it is assumed that only the QMC energy is computed for 60 minutes. However, the reported statistical error in the energy obtained from $\Delta, E(\Delta)=E_{\mathrm{VMC}}+\Delta$, is found by considering how the combined statistical error of $E_{\mathrm{VMC}}$ and $\Delta$ is obtained most efficiently. That is, if $T_{\mathrm{VMC}}$ and $T_{\Delta}$ are the computation times yielding the statistical errors $\sigma_{\mathrm{VMC}}$ and $\sigma_{\Delta}$, respectively, $T_{\mathrm{VMC}}^{\prime}$ and $T_{\Delta}^{\prime}\left(T_{\mathrm{VMC}}^{\prime}+T_{\Delta}^{\prime}=60\right)$ are desired such that the resulting combined statistical error is a minimum. Therefore, the optimum computation times are obtained by
maximizing the efficiency of computing $E(\Delta)$. This efficiency is given by, cf. Sec. 3.3.1,

$$
\begin{equation*}
E f f=\left(T_{\mathrm{VMC}}^{\prime}+T_{\Delta}^{\prime}\right)\left[\sigma_{\mathrm{VMC}}^{\prime}{ }^{2}+\sigma_{\Delta}^{\prime 2}\right] \tag{3.23}
\end{equation*}
$$

The optimum value of $T_{\mathrm{VMC}}^{\prime}$ is thus obtained as,

$$
\begin{equation*}
T_{\mathrm{VMC}}^{\prime}=60\left[\frac{\sigma_{\Delta}}{\sigma_{\mathrm{VMC}}}\left(\frac{T_{\Delta}}{T_{\mathrm{VMC}}}\right)^{\frac{1}{2}}+1\right]^{-1}, \tag{3.24}
\end{equation*}
$$

and $T_{\Delta}^{\prime}=60-T_{\mathrm{VMC}}^{\prime}$. The resulting statistical errors in $E_{\mathrm{VMC}}$ and $\Delta$ are $\sigma_{\mathrm{VMC}}^{\prime}=\left(T_{\mathrm{VMC}} / T_{\mathrm{VMC}}^{\prime}\right)^{\frac{1}{2}} \sigma_{\mathrm{VMC}}$ and $\sigma_{\Delta}^{\prime}=\left(T_{\Delta} / T_{\Delta}^{\prime}\right)^{\frac{1}{2}} \sigma_{\Delta}$, respectively, from which the combined statistical error, $\sigma_{E}(\Delta)$, is obtained. In practice, such optimization is not difficult and may be accomplished by estimating $\sigma_{\mathrm{VMC}}$ and $\sigma_{\Delta}$ in small calculations before proceeding to the computation of precise results. For this reason, $\sigma_{E}(\Delta)$ is optimized when comparing with $\sigma_{E}$.

In comparing the correlated trial functions, we see that satisfying the E-N cusp condition most often yields larger statistical errors. This result is caused primarily by the use of a bond function which necessitates a value of $\lambda$ (cusp) for this "nucleus" which is unphysical - large in magnitude and of negative sign. Thus, a trial function of rather poor overall quality is obtained, though the time-step bias is reduced, and statistical errors are large.

The relative efficiency of employing correlation functions in computing $E(\Delta)$ is examined by comparing $\sigma_{E}(\Delta)$ between the correlated (with the E-N cusp condition not satisfied) and the SCF trial function. Table 3.20 demonstrates that at the larger time steps, 0.04 and $0.05 h^{-1}$, not including correlation is actually more efficient, while at $\tau=0.02$ and $0.01 h^{-1}$, the reverse is true: At the larger time steps, the QMC walk
is most efficient and so the cost of a VMC calculation is relatively high. Therefore, the reduction of $\sigma_{\Delta}$ is more than offset by the added cost of the computing the VMC energy when employing correlation functions. However, at smaller time steps the QMC walk is less efficient and the relative cost of a VMC calculation is small, so that reducing $\sigma_{\Delta}$ using correlation functions is advantageous.

The question of whether computing the energy by difference yields smaller statistical errors than with the standard approach is answered by comparing values of $\sigma_{E}(\Delta)$ to $\sigma_{E}$. For all the trial functions used here, and at all values of $\tau$, the statistical error is reduced when the energy is computed as $E(\Delta)=E_{\mathrm{VMC}}+\Delta$. (The exception at $\tau=0.04 h^{-1}$ is not considered here since it appears to be statistically anomalous, i.e., $\sigma_{E}=55 \mathrm{mih}$ is less than $\sigma_{E}$ obtained with the same trial function at a larger time step.) However, the reductions are once again not large considering the small magnitude of $\Delta$. Furthermore, the best single approach is not evident. While computing the energy by difference is most efficient at $\tau=0.04$ and $0.05 h^{-1}$ without correlation functions, this method becomes less efficient than a standard calculation [with correlation functions and $\lambda \neq \lambda$ (cusp)] at smaller time steps. Employing correlation functions to compute $\Delta$ does yield $\sigma_{E}(\Delta)<\sigma_{E}$ at small time steps, but by $\tau=0.05 h^{-1}$ the statistical errors are roughly the same. Therefore, in the general case, computing the QMC energy as $E_{\mathrm{VMC}}+\Delta$ may be less efficient, depending on the value of $\tau$ and the use of correlation functions.

The final system we have studied using the difference approach is the nitrogen atom. A DZ and HF basis set[89] are employed to determine how much of the fixednode error results from using a small (DZ) basis set, cf. Sec. 3.3.3. Since the goal is
to compute an unbiased energy most efficiently, a small time step ( $0.0025 h^{-1}$ ) is chosen and statistical errors are compared at convergence times for which $\Psi_{T} \phi_{0}$ is obtained, 0.80 and $0.96 h^{-1}$ for the DZ and HF trial functions, respectively. Also, the results for $\mathrm{H}_{2}$ indicate, since $\tau$ is small, that the greatest efficiency will be obtained when correlation functions are employed. Finally, $\lambda=\lambda$ (cusp) so that the time-step bias actually is small at $\tau=0.0025 h^{-1}$. Correlation function parameters are reported in Table 3.21.

The value of $\lambda$ (cusp) is obtained somewhat differently than as described in Sec.
3.1. In Sec. 3.1, $\lambda$ (cusp) is chosen as the mode of the distribution of values which satisfy Eq. (3.7). Below, $\lambda$ (cusp) is the average value, over $\left|\Psi_{T}\right|^{2}$, of $\lambda$ which satisfies the E-N cusp condition.[125] That is,

$$
\begin{equation*}
\lambda(\text { cusp })=-\frac{1}{n} \int d \underline{R}\left[\Psi_{T}(\underline{R}) \sum_{i=1}^{n} \frac{\partial \Psi_{T}(\underline{R})}{\partial r_{i}}\right]_{r_{i}=0}-Z \tag{3.25}
\end{equation*}
$$

where $n$ is the number of electrons and $\Psi_{T}$ is assumed to be normalized. So that the integration may be performed analytically, the correlation functions of $\Psi_{T}$ are omitted in Eq. (3.22) yielding

$$
\begin{equation*}
\lambda(\text { cusp })=-\frac{1}{2}\left[\rho^{-1}(\underline{r}) \frac{\partial \rho(r)}{\partial r}\right]_{r=0}-Z \tag{3.26}
\end{equation*}
$$

where $\rho$ is the one-electron density function of the Slater determinant. This approach is slightly more convenient since $\lambda$ (cusp) is obtained directly from the Slater determinant. The difference between the mode value and the average value of $\lambda$ (cusp) is small in this case, 0.00874 , cf. Tables 3.11 and 3.21 . The QMC energies computed with the two values of $\lambda$ (cusp) are compared in Table 3.22 , and the mode value is seen to yield a slightly smaller time-step bias.

The statistical errors $\sigma_{E}$ and $\sigma_{E}(\Delta)$ are reported for each trial function in Table 3.23. These errors are normalized to 60 minutes of computation time on a Cray/XMP and obtained in the same way as those for $\mathrm{H}_{2}$. As seen from Table 3.23, the difference approach fails to yield a significant improvement in comparison to standard QMC. The statistical error in the weights is such that, by the time convergence to $\Psi_{T} \phi_{0}$ is obtained, the correlation between $E_{\mathrm{VMC}}$ and $E$ is reduced to the point that computing the energy by difference is not useful.

As the final point of interest, it is noted that these calculations gave very similar QMC energies implying that the fixed-node error is due primarily to the use of a single determinant.

Given the results of $\mathrm{H}_{2}, \mathrm{~N}$, and $\mathrm{H}_{2} \mathrm{O}$, computing energies by difference does not yield significant increases in efficiency for the trial functions studied. Also, when reductions in statistical error are observed, they are dependent on the time step and the use of correlation functions. It still remains to be determined, however, whether different classes of trial functions (i.e., more highly optimized) will be more useful in the difference approach. Finally, when computing $E(\Delta)$ using correlation functions in $\Psi_{T}$, the relative amount of computation of $E_{\mathrm{VMC}}$ and $\Delta$ should be optimized as described in this section.

Table 3.1. Trial function basis sets. ${ }^{a}$

| Importance <br> Function | Outer H's |  | Central H |  | Bond |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | STO | $\zeta$ | STO | $\zeta$ | STO | $\zeta$ |
| $\Psi_{1}$ | $1 s$ | 1.040 | $1 s$ | 1.275 | --- | --- |
| $\Psi_{2}$ (UHF) | $\begin{aligned} & 1 s \\ & 1 s^{\prime} \end{aligned}$ | $\begin{aligned} & 0.925 \\ & 1.250 \end{aligned}$ | $1 s$ | 1.120 | --- | --- |
| $\Psi_{3}$ | $\begin{aligned} & 1 s \\ & 1 s^{\prime} \end{aligned}$ | $\begin{aligned} & 0.925 \\ & 1.275 \end{aligned}$ | $\begin{aligned} & 1 s \\ & 1 s^{\prime} \end{aligned}$ | $\begin{aligned} & 0.925 \\ & 1.275 \end{aligned}$ | --- | --- |
| $\Psi_{4}$ | $\begin{aligned} & 1 s \\ & 1 s^{\prime} \end{aligned}$ | $\begin{aligned} & 0.925 \\ & 1.275 \end{aligned}$ | $1 s$ | 1.120 | --- | --- |
| $\Psi_{5}{ }^{b}$ | $\begin{aligned} & 1 s \\ & 1 s^{\prime} \end{aligned}$ | $\begin{aligned} & 0.925 \\ & 1.250 \end{aligned}$ | $1 s$ | 1.120 | $1 s$ | 1.175 |
| $\Psi_{6}{ }^{c}$ | $1 s$ $1 s^{\prime}$ $1 s^{\prime}$ $2 s$ $2 s^{\prime}$ $2 p$ $2 p^{\prime}$ $3 p$ $3 d$ | $\begin{aligned} & 1.000 \\ & 2.200 \\ & 1.000 \\ & 2.200 \\ & 1.700 \\ & 2.900 \\ & 2.900 \\ & 2.700 \end{aligned}$ | $1 s$ $1 s^{\prime}$ $2 s$ $2 s^{\prime}$ $2 p$ $2 p^{\prime}$ $3 p$ $3 d$ | $\begin{aligned} & 1.000 \\ & 2.200 \\ & 1.000 \\ & 2.200 \\ & 1.700 \\ & 2.900 \\ & 2.900 \\ & 2.700 \end{aligned}$ | --- | --- |

${ }^{a}$ For $\Psi_{1}-\Psi_{5}$, the exponents $\zeta$ are hand-optimized using HONDO to obtain a minimum in the SCF energy. For $\Psi_{3}$ exponents of the STO's on all the H atoms are constrained to be equal.
${ }^{b}$ A "bond" function is placed at $\pm 0.85$ bohr from the central H .
${ }^{c}$ Ref. 65.

Table 3.2. Correlation function parameters. ${ }^{a}$

| Correlation Function | Parameters | $\Psi_{3}$ | Other $\Psi_{i}^{\prime} ' s$ |
| :---: | :---: | :---: | :---: |
| $U_{1}$ | $a_{1}$ | 0.50 | 0.50 |
|  | $b_{1}$ | 1.00 | 2.00 |
|  | $a_{2}$ | 1.12 | 0.75 |
|  | $b_{2}$ | 1.13 | 1.00 |
| $U_{2}$ | $\lambda$ | 0.10 | 0.10 |
|  | $v$ | 0.50 | 0.50 |

${ }^{a}$ The parameter $a_{1}$ is chosen to satisfy the electron-electron cusp condition for èlectrons of like spin. The remaining parameters are hand-optimized to minimize the VMC energy.

Table 3.3. SCF, VMC and QMC barriers. ${ }^{a}$

| Importance <br> Function | $E_{B}(\mathrm{SCF})$ | $E_{B}(\mathrm{VMC})$ | $E_{B}(\mathrm{QMC})^{b}$ | $E_{B}(\mathrm{QMC})^{c}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\Psi_{1}$ | 60.9 | $36.0(0.5)$ | $13.40(0.40)$ | $12.2(0.50)$ |
| $\Psi_{2}$ | 47.0 | $27.4(0.2)$ | $11.16(0.48)$ | $10.20(0.26)$ |
| $\Psi_{3}$ | 53.5 | $27.8(0.3)$ | --- | $9.70(0.22)$ |
| $\Psi_{4}$ | 53.4 | $25.9(0.2)$ | $11.67(0.38)$ | $9.86(0.20)$ |
| $\Psi_{5}$ | 51.6 | $24.4(0.2)$ | $10.39(0.40)$ | $9.70(0.13)$ |
| $\Psi_{6}$ | 50.3 | $23.6(0.4)$ | --- | $9.90(0.24)$ |
| HF Limit $^{d}$ | 50.1 | -- | -- | --- |

${ }^{a}$ All barriers are obtained by subtracting the exact $\mathrm{H}+\mathrm{H}_{2}$ energy from the computed $\mathrm{H}_{3}$ saddle-point energy. In Tables 3.3 and 3.4 energy differences are in $\mathrm{kcal} / \mathrm{mol}$, and, unless stated otherwise, numbers in parentheses are one standard deviation in the average (statistical error).
${ }^{b}$ All block times are $0.5 h^{-1}$, except for $\Psi_{5}\left(1 h^{-1}\right)$.
${ }^{c}$ All block times are $5 h^{-1}$.
${ }^{d}$ Derived from Ref. 65.

Table 3.4. Comparison of best QMC barrier height with estimates of the exact.

| Method | $E_{B}$ |
| :--- | :--- |
| Best CI $^{a}$ | $<9.86$ |
| QMC $\left(\Psi_{5}\right)$ | $\approx 9.59 \pm 0.06$ |
| Exact $^{b}$ | $<9.70(0.13)$ |

${ }^{a}$ Ref. 67.
${ }^{b}$ Ref. 41.

Table 3.5. Trial function properties.

| Importance <br> Function | Computation <br> Time (CPU) | QMC statis- <br> tical error ( $\sigma$ ) | Relative <br> Efficiency $^{b}$ |
| :---: | :---: | :---: | :---: |
| $\Psi_{1}$ | 35 | 0.38 | 1.00 |
| $\Psi_{2}$ | 40 | 0.37 | 0.92 |
| $\Psi_{3}$ | 44 | 0.31 | 1.20 |
| $\Psi_{4}$ | 39 | 0.31 | 1.35 |
| $\Psi_{5}$ | 50 | 0.25 | 1.62 |
| $\Psi_{6}$ | 77 | 0.25 | 1.05 |

${ }^{a}$ The time (in scaled units) required to obtain the statistical error, third column, in the QMC energy.
${ }^{b}$ The relative efficiency of $\Psi_{i}$ is given by $\mathrm{CPU}_{1} \sigma_{1}{ }^{2} / \mathrm{CPU}_{i} \sigma_{i}{ }^{2}$.

Table 3.6 Trial function parameters for F and $\mathrm{F}^{-}$. $\mathrm{F} \quad \mathrm{F}^{-}$

|  |  | F | $\mathrm{F}^{-}$ |
| :--- | :--- | ---: | ---: |
|  |  |  |  |
|  | $1 s$ | 10.42450 | 10.200 |
|  | $1 s^{\prime}$ | 7.66585 | 7.250 |
| Exponents $^{a}$ | $2 s$ | 3.13578 | 3.100 |
|  | $2 s^{\prime}$ | 1.94456 | 1.700 |
|  | $2 p$ | 4.18389 | 4.125 |
|  | $2 p^{\prime}$ | 1.85602 | 1.650 |
|  |  |  |  |
|  |  |  |  |
|  | $a_{1}$ | 0.50 | 0.5000 |
| Correlation | $a_{2}$ | 0.00 | 11.5000 |
| function | $b_{1}$ | 3.00 | 2.8750 |
| parameters ${ }^{b}$ | $b_{2}$ | 0.00 | 33.0625 |
|  | $\lambda$ | 0.10 | 0.1500 |
|  | v | 0.10 | 0.2000 |

[^1]Table 3.7. Theoretical and experimental energies of $F$ and $\mathrm{F}^{-}$, and the electron affinity.

|  | METHOD | ENERGY (h) |  | EA (eV) |
| :---: | :---: | :---: | :---: | :---: |
|  |  | F | $\mathrm{F}^{-}$ |  |
| $A b$ | Atomic Bethe-Goldstone | $-99.7131^{a}$ | $-99.8411^{a}$ | $3.47^{a}$ |
| initio |  |  |  | $3.37{ }^{\text {b }}$ |
| non- <br> variational | Perturbation Theory | -99.7299 ${ }^{\text {c }}$ | -99.8595 ${ }^{\text {c }}$ | $3.53{ }^{\text {c }}$ |
|  |  | -99.6750 ${ }^{\text {d }}$ | -99.8025 ${ }^{\text {d }}$ | $3.47^{\text {d }}$ |
|  | Coupled-Cluster ${ }^{2}$ | -99.7128 | -99.8368 | 3.37 |
| $a b$ | $\mathrm{HF}^{f}$ | -99.4093 | -99.4594 | 1.36 |
| initio | $\mathrm{Cl}^{\text {g }}$ | -99.7166 | -99.8312 | 3.12 |
| variational | $\mathrm{MCSCF}+\mathrm{CI}$ | $-99.6202^{h}$ | -99.7369 ${ }^{\text {h }}$ | $3.18^{h}$ |
|  |  | -99.62350 ${ }^{\text {i }}$ | -99.73722 ${ }^{\text {i }}$ | $3.09^{i}$ |
|  | $\mathrm{QMC}^{j}$ | -99.7005(21) | -99.8273(34) | 3.45(11) |
|  | Empirical | -99.7313 ${ }^{k}$ | $-99.8574(30)^{l}$ | 3.43(8) ${ }^{m}$ |
|  | Experimental | $-99.8059^{n}$ | --- | $3.399(3)^{\circ}$ |

${ }^{a}$ Ref. 77.
${ }^{b}$ Ref. 78.
${ }^{c}$ Ref. 80.
${ }^{d}$ Ref. 84.
${ }^{\bullet}$ Ref. 85.
${ }^{f}$ Ref. 79.
${ }^{8}$ Ref. 13.
${ }^{n}$ Ref. 82.
${ }^{i}$ Ref. 83.
${ }^{j}$ This work.
${ }^{k}$ From experimental results corrected for relativistic effects in Ref. 76. Ref. 13 corrects an error in the sign of the Lamb shift, resulting in the energy given here.
${ }^{1}$ Ref. 71.
${ }^{m}$ This number is the difference of the empirical non-relativistic energies for $F$ and $F$.
${ }^{n}$ Ref. 86.
${ }^{\circ}$ Recommended experimental value of Ref. 88.

Table 3.8. QMC energies of F and $\mathrm{F}^{-}$versus time step.

|  | ENERGY $(h)$ |  |
| :---: | :---: | :---: |
| Time-step $\left(h^{-1}\right)$ | F | $\mathrm{F}^{-}$ |
| 0.00500 | $-99.7196(17)$ | $-99.9141(28)$ |
| 0.00250 | $-99.7106(20)$ | $-99.8769(28)$ |
| 0.00125 | $-99.7050(17)$ | $-99.8515(27)$ |
| 0.00050 | -- | $-99.8375(31)$ |
| $0.0^{\alpha}$ | $-99.7005(21)$ | $-99.8273(34)$ |

${ }^{a}$ Obtained from a linear fit of the energies computed at the three smallest time steps.

Table 3.9. Values of $\lambda$ and $\lambda$ (cusp) for $F$ and $\mathrm{F}^{-}$.

| Species | $\lambda$ | $\lambda$ (cusp) | $\lambda-\lambda$ (cusp) |
| :---: | :---: | :---: | :---: |
| F | 0.1000 | 0.0640 | 0.0360 |
| $\mathrm{~F}^{-}$ | 0.1500 | 0.0165 | 0.1335 |

${ }^{a}$ Computed as described in Sec. 3.2.

Table 3.10 Trial function parameters for N and $\mathrm{N}_{2}$.

|  |  |  |  |
| :--- | :--- | :--- | :--- |
|  | Orbital | N | $\mathrm{N}_{2}$ |
|  |  |  |  |
|  | $1 s$ | 8.49597 | 8.49597 |
|  | $1 s^{\prime}$ | 5.98644 | 5.98644 |
| Exponents $^{a}$ | $2 s$ | 2.26086 | 2.26086 |
|  | $2 s^{\prime}$ | 1.42457 | 1.42457 |
|  | $2 p$ | 3.24933 | 3.24933 |
|  | $2 p^{\prime}$ | 1.49924 | 1.49924 |
|  |  |  |  |
|  |  |  |  |
| Correlation | $a_{1}$ | 0.5 | 0.5 |
| function | $b_{1}$ | 3.0 | 3.0 |
| parameters | $\lambda$ | 0.2 | 0.2 |
|  | v | 0.3 | 0.3 |
|  |  |  |  |

[^2]Table 3.11 QMC energies for N and $\mathrm{N}_{2}$ with and without $\lambda=\lambda$ (cusp). ${ }^{a}$

|  | N |  | $\mathrm{N}_{2}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\tau$ | $E$ | $E(\lambda($ cusp $)$ ) | $E$ | $E(\lambda($ cusp $)$ ) |
| 0.01000 | -54.6317(18) | -54.5743(15) | -109.5575(79) | -109.4769(69) |
| 0.00750 | --- | --- | -109.5441(63) | -109.4695(59) |
| 0.00500 | -54.6030(23) | -54.5702(9) | -109.5231(39) | -109.4769(69) |
| 0.00250 | --- | -54.5668(13) | -109.5026(35) | --- |
| 0.00125 | -54.5794(12) | --- | -109.4916(36) | --- |
| 0.00060 | -54.5745(13) | --- | --- | --- |
| $0.0{ }^{\text {b }}$ | -54.5716(13) | -54.5648(16) | -109.4835(37) | -109.462(14) |
| Hartree-Fock | -54.4009 ${ }^{\text {c }}$ |  | $-108.9939^{\text {d }}$ |  |
| Exact | -54.5895 ${ }^{\text {e }}$ |  | -109.535 |  |

${ }^{a}$ For $\mathrm{N}, \lambda$ (cusp) $=0.0538$, and for $\mathrm{N}_{2}, \lambda$ (cusp) $=0.0505$.
${ }^{b}$ Obtained from a linear fit.
${ }^{c}$ Ref. 89.
${ }^{d}$ Ref. 105.
${ }^{\text {e }}$ Esimated from experiment in Ref. 13.
${ }^{f}$ Esimated from experiment in Ref. 106.

Table 3.12 Excited-state energies of He. ${ }^{a}$ For the $1 s 3 s$ and $1 s 4 s$ states, calculations were performed only in regions of a given sign $\left[\Psi_{T}\right]$, e.g., $\Psi_{T}>0$, restricting the number of nodal volumes sampled.

|  | $1 s 2 s{ }^{1} S$ |  |
| :---: | :---: | :---: |
| $\left.<\Psi_{T}\|H\| \Psi_{T}\right\rangle^{\text {b }}$ | -2.14307 |  |
| QMC( $\tau$ ) |  |  |
| 0.050 | -2.14490(6) |  |
| 0.025 | -2.14485(7) |  |
| 0.010 | -2.14480(5) |  |
| $0.000^{\text {c }}$ | -2.14478(6) |  |
| Exact ${ }^{\text {d }}$ | -2.14598 |  |
|  | $1 s 3 s{ }^{1} S$ |  |
| $<\Psi_{T}\|H\| \Psi_{T}>^{b}$ | -2.06036 |  |
| QMC( $\tau$ ) |  | $\Psi_{T}>0$ |
| 0.050 | -2.06026(11) | -2.06144(8) |
| 0.020 |  | -2.06122(7) |
| 0.005 |  | -2.06108(17) |
| $0.000^{\text {c }}$ |  | -2.06105(17) |
| Exact ${ }^{\text {d }}$ |  | -2.06128 |
|  | $1 s 4 s{ }^{1} S$ |  |
| $\left.<\Psi_{T}\|H\| \Psi_{T}\right\rangle^{b}$ | -2.03320 |  |
| QMC( $\tau$ ) | $\Psi_{T}>0$$-2.03026(11)$ | $\Psi_{T}<0$ |
| 0.050 |  | -2.06144(8) |
| 0.025 |  | -2.03122(7) |
| $0.000^{\text {c }}$ |  | -2.03105(17) |
| Exact ${ }^{\text {d }}$ |  | -2.03358 |

${ }^{a}$ All time steps are in $h^{-1}$ and energies in $h$.
${ }^{b}$ Ref. 107.
${ }^{c}$ Obtained from a linear fit.
${ }^{d}$ Ref. 108.

Table 3.13. Percent energy recovered by QMC.

| State | $\% E_{r e c}$ |
| :--- | :---: |
|  |  |
| $1 s 2 s{ }^{1} S$ | $58.8(2)$ |
| $1 s 3 s$ | ${ }^{1} S$ |
| $1 s 4 s$ |  |
|  |  |

$$
{ }^{a} \% E_{\text {rec }} \equiv\left(E_{\mathrm{QMC}}-E_{\text {exact }}\right) /\left(E_{T}-E_{\text {exact }}\right), E_{T}=\left\langle\Psi_{T}\right| H\left|\Psi_{T}\right\rangle
$$

Table 3.14. Single-determinant QMC energies for selected first-row atoms and molecules. ${ }^{a}$

|  |  |  |  |  |
| :--- | :---: | :--- | :--- | ---: |
| Species | $E_{\mathrm{HF}}$ | $E_{\text {exact }}$ | $E_{\mathrm{QMC}}$ | $\% \mathrm{CE}$ |
|  |  |  |  |  |
| Li | $-7.43273^{b}$ | $-7.47807^{c}$ | $-7.47809(24)$ | $100.0(5)$ |
| $\mathrm{Li}\left(2^{2} P\right)$ | $-7.36507^{d}$ | $-7.41016^{e}$ | $-7.41031(22)$ | $100.3(5)$ |
| LiH | $-7.98735^{f}$ | $-8.070199^{g}$ | $-8.06908(43)$ | $98.7(5)$ |
| $\mathrm{Li}_{2}$ | $-14.872^{h}$ | $-14.9945^{i}$ | $-14.9923(8)$ | $98.2(8)$ |
| Be | $-14.57302^{b}$ | $-14.6673^{j}$ | $-14.6566(7)$ | $88.7(7)$ |
| BH | $-25.1314^{k}$ | $-25.2829^{l}$ | $-25.2650(11)$ | $88.2(7)$ |
| $\mathrm{H}_{2} \mathrm{O}$ | $-76.0675^{m}$ | $-76.4376^{m}$ | $-76.4017(15)$ | $90.3(4)$ |
|  |  |  |  |  |

${ }^{a}$ All energies are in $h$ and computed at the experimental geometry. Electronic ground states are computed unless stated otherwise.
${ }^{b}$ Ref. 89.
${ }^{c}$ Ref. 116.
${ }^{d}$ Ref. 111.
'Ref. 12.
${ }^{f}$ Ref. 117.
${ }^{8}$ Computed here by adding $D_{e}=0.09243 h[102]$ to the finite mass energies of Li and H . The resulting finite mass energy of LiH is then converted to the infinite mass (Born-Oppenheimer) value reported above.
${ }^{h}$ Ref. 118.
${ }^{i}$ Obtained by the same method as the LiH energy reported above with $D_{e}=0.03881 h[119]$.
${ }^{j}$ Ref. 120.
${ }^{k}$ Ref. 121.
${ }^{1}$ Ref. 122.
${ }^{m}$ Ref. 123.

Table 3.15. BH , trial function parameters of $\Psi_{1}$.

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Orbital | $\zeta$ | MO Linear Coefficients |  |  |
|  | . | $\Psi_{1}$ | $\Psi_{2}$ | $\Psi_{3}$ |
| $1 s(\mathrm{~B})$ | 4.00000 | -0.62188 | 0.15929 | -0.14387 |
| $1 s^{\prime}(\mathrm{B})$ | 5.75000 | -0.39038 | 0.02268 | -0.01033 |
| $2 s(\mathrm{~B})$ | 1.35000 | 0.00355 | -0.57974 | 0.76663 |
| $2 p_{x}(\mathrm{~B})$ | 0.91077 | 0.00439 | 0.01103 | -0.28741 |
| $2 p_{x}^{\prime}(\mathrm{B})$ | 1.50000 | -0.00506 | -0.21690 | -0.33636 |
|  |  |  |  |  |
| $1 s(\mathrm{H})$ | 1.18274 | -0.00244 | -0.50324 | -0.37319 |
| $1 s^{\prime}(\mathrm{H})$ | 2.90014 | 0.00044 | 0.00636 | 0.01699 |
| $2 p_{x}(\mathrm{H})$ | 1.70000 | -0.00051 | 0.04439 | 0.01163 |
|  |  |  |  |  |

Correlation function parameters

| $a_{1}$ | 0.5 | $\lambda_{\mathrm{B}}$ | 0.15 |
| :--- | :--- | :--- | :--- |
| $b_{1}$ | 2.0 | $v_{\mathrm{B}}$ | 2.00 |
|  |  | $\lambda_{\mathrm{H}}$ | 0.02 |
|  |  | $v_{\mathrm{H}}$ | 0.20 |

$\overline{2}$

Table 3.16. BH , trial function parameters of $\Psi_{2}$.

| Atom | $\Psi_{1}$ |  | $\Psi_{2}$ |  | $\Psi_{3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Orbital | $\zeta$ | c | $\zeta$ | $c$ | $\zeta$ | $c$ |
| $1 s$ (B) | 4.02586 | -0.55410 | 4.00922 | 0.09996 | 4.00035 | -0.13592 |
| $1 s^{\prime}(\mathrm{B})$ | 5.81396 | -0.49116 | 5.75058 | 0.02154 | 5.75015 | -0.01402 |
| $2 s$ (B) | 1.35016 | 0.00455 | 1.47658 | -0.61542 | 1.28784 | 0.76316 |
| $2 p_{x}$ (B) | 0.91076 | 0.00324 | 0.91062 | 0.01059 | 0.89497 | -0.29426 |
| $2 p_{x}^{\prime}(\mathrm{B})$ | 1.50008 | -0.00975 | 1.50666 | -0.26620 | 1.54825 | -0.36945 |
| $1 s(\mathrm{H})$ | --- | --- | 1.17272 | -0.46348 | 1.17524 | -0.35145 |
| $1 s^{\prime}(\mathrm{H})$ | --- | --- | 2.90011 | 0.00653 | 2.90030 | 0.01977 |
| $2 p_{x}(\mathrm{H})$ | 1.69990 | -0.00517 | 1.69911 | 0.03565 | 1.69986 | 0.01068 |

Correlation function parameters

| $a_{1}$ | 0.66667 | $\lambda_{\mathrm{B}}$ | 0.15 |
| :--- | :--- | :--- | :--- |
| $b_{1}$ | 0.25000 | $v_{\mathrm{B}}$ | 2.00 |
| $a_{2}$ | 1.00300 | $\lambda_{\mathrm{H}}$ | 0.02 |
|  |  | $v_{\mathrm{H}}$ | 0.20 |

Table 3.17. QMC energies of $\Psi_{1}$ and $\Psi_{2} .{ }^{a}$

| Trial function | $E$ (deletion) | $E$ (rejection) |
| :---: | :---: | :---: |
| $\Psi_{1}$ | $-25.2663(11)$ | $-25.2667(11)$ |
| $\Psi_{2}$ | $\ldots$ | $-25.2651(10)$ |

${ }^{a}$ Energies are in $h$. Calculations were performed at several times steps yielding energies within the statistical errors shown, but direct comparisons were made only at $\tau=0.01 h^{-1}$.

Table 3.18. QMC energies of $\mathrm{H}_{2} \mathrm{O}$ versus time step.

| $\tau\left(h^{-1}\right)$ | $E(h)$ |
| :--- | :---: |
| 0.0100 | $-76.4276(29)$ |
| 0.0075 | $-76.4215(18)$ |
| 0.0050 | $-76.4116(19)$ |
| 0.0025 | $-76.4015(27)$ |
| 0.0010 | $-76.4018(18)$ |
| $0.0000^{a}$ | $-76.4017(15)$ |

${ }^{a}$ Since the $\tau$-dependence of the QMC energy is not observable at $\tau \leq 0.0025 h^{-1}$, the $\tau=0$ estimate is obtained from a weighted (by $\sigma^{-2}$ ) average of the $\tau=0.0025$ and $0.0010 h^{-1}$ energies.

Table 3.19. QMC energy of $\mathrm{H}_{2} \mathrm{O}$ by the difference method versus convergence time.

|  | $E(h)$ | $E(\Delta)(h)^{a}$ |
| :--- | :--- | :---: |
| $t\left(h^{-1}\right)$ | $-75.9693^{b}$ | -75.9693 |
| 0.0000 | $-76.1655(64)$ | $-76.1653(39)$ |
| 0.0625 | $-76.2245(53)$ | $-76.2244(25)$ |
| 0.1250 | $-76.2912(51)$ | $-76.2911(28)$ |
| 0.2500 | $-76.3482(57)$ | $-76.3485(40)$ |
| 0.5000 | $-76.3815(63)$ | $-76.3818(42)$ |
| 1.1250 | $-76.3852(87)$ | - |
| 1.5000 | $-76.3763(80)$ | $-76.3857(68)$ |
| 2.2500 |  | $-763763(78)$ |

${ }^{a}$ Small differences between the standard estimates of the QMC energy, $E$, and these results arise from the sampled VMC energy being slightly different than -75.9693 due to statistical error.
${ }^{b}$ Ref. 124.

Table 3.20. Statistical errors of $\mathrm{H}_{2}$ QMC energies.

| $\tau$ | SCF trial function |  | E-N cusp condition satisfied |  | E-N cusp condition not satisfied |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{E}$ | $\sigma_{E}(\Delta)$ | $\sigma_{E}$ | $\sigma_{E}(\Delta)$ | $\sigma_{E}$ | $\sigma_{E}(\Delta)$ |
| 0.05 | 106 | 50 | 73 | 73 | 72 | 68 |
| 0.04 | 125 | 62 | 55 | 80 | 84 | 66 |
| 0.03 | 124 | 83 | 117 | 89 | 93 | 83 |
| 0.02 | 176 | 121 | 115 | 99 | 102 | 77 |
| 0.01 | 261 | 119 | 134 | 128 | 183 | 94 |

${ }^{a}$ Statistical errors are in micro-hartrees and time steps are in $h^{-1}$.

Table 3.21. Correlation function parameters of N .

| Basis set | $\lambda$ | $v$ | $a_{1}$ | $b_{1}$ |
| :--- | :---: | :---: | :---: | :---: |
| DZ | 0.06254 | 0.07500 | 0.5 | 3.0 |
| HF | -0.22099 | 0.15000 | 0.5 | 3.5 |

$\overline{2}$
$\underline{\underline{\text { Table 3.22. } \mathrm{QMC} \text { energies of } \mathrm{N} \text { with different values of } \lambda(\mathrm{cusp})^{a}} .}$

| $\tau$ | $E\left[\lambda(\text { cusp ) mode }]^{b}\right.$ | $E\left[\lambda(\text { cusp ) average }]^{b}\right.$ |
| :---: | :---: | :---: |
| 0.0100 | $-54.5743(15)$ | $-54.5828(17)$ |
| 0.0050 | $-54.5702(9)$ | $-54.5765(17)$ |
| 0.0025 | $-54.5668(13)$ | $-54.5682(19)$ |

${ }^{a}$ The units for the energy and time step are $h$ and $h^{-1}$, respectively.
${ }^{b}$ The mode value is 0.05380 and the average value is 0.06254 .

Table 3.23. Statistical errors in the QMC energies of $N{ }^{a}$

| Basis set | $\sigma_{E}$ | $\sigma_{E}(\Delta)$ |
| :--- | :---: | :---: |
| DZ | 1.5 | 1.6 |
| HF | 2.9 | 2.3 |

${ }^{a}$ Statistical errors, in milli-hartrees, are obtained as described in the text and correspond to
1 hour of Cray/XMP computer time.

Figure 3.1. QMC energies with and without acceptance/rejection. Since time-step bias is eliminated at $\tau=0$ for both sets of calculations, energies should converge to the exact (solid line) value of -0.5 h . For Figs. 1 and $2, \Psi_{T}=\exp (-1.05 r)$ and statistical errors, representing one standard deviation in the mean of a Gaussian distribution, are no larger than the symbol sizes.
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Figure 3.2. Comparison of $r_{M}$ and $r_{M}^{2}$ with and without acceptance/rejection. Results are plotted for mixed expectation values, $A_{M} \equiv\left\langle\Psi_{T}\right| A|\phi\rangle \mid\left\langle\Psi_{T} \mid \phi\right\rangle$.
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Figure 3.3. Time-step behavior of H atom energies. QMC energies are computed over a range of time steps for several exponents, $\zeta$, in the Slater $1 s$ orbital employed as a trial function. Statistical errors, when not shown explicitly, are no larger than the point sizes.


Figure 3.4. Time-step behavior of H -atom energies using poor trial functions.


Figure 3.5. QMC energies of the $2 p_{x}$ state of H using different algorithms. For all calculations the nodal boundary condition is enforced by deleting any walker which attempts to cross a node. In Figs. 5 and 6 the trial function is a $2 p_{x}$ Slater orbital with $\zeta=0.55$. For Figs. $5-7$ " CRC " refers to not considering the possibility of walkers crossing and recrossing a node, "ITERATIVE" refers to Anderson's method of reducing time-step bias, " $\nabla$ CRC" indicates that the gradient of the trial function is used to approximately locate the node in computing the cross-recross probability, and "NO CRC' means that the cross-recross probability is computed exactly.


Figure 3.6. Rejection versus deletion for the $2 p_{x}$ state. QMC energies are compared for the cases of rejecting a move ("REJECT"') and deleting a walker ("DELETE') upon an attemtped crossing of the node.


Figure 3.8. Values of $\lambda$ which satisfy the electron-nuclear ( $\mathrm{E}-\mathrm{N}$ ) cusp condition for LiH . For a point in configuration space, the value of $\lambda_{\alpha}$ which satisfies the $\mathrm{E}-\mathrm{N}$ cusp condition is given by, $\lambda_{\alpha}=\left(\frac{1}{2} r_{i \alpha} \psi^{-1} \nabla_{i}^{2} \psi\right)_{r_{i \alpha}=0}+Z_{\alpha}$, see text. Here, $\psi$ represents the determinant constructed from the MOs occupied by electrons of a given spin. Namely, for $\mathrm{LiH}, \psi=\left[\psi_{1}(1) \psi_{2}(2)-\psi_{1}(2) \psi_{2}(1)\right]$ if $i=1,2$ or $\psi=\left[\psi_{1}(3) \psi_{2}(4)-\psi_{1}(3) \psi_{2}(4)\right]$ if $i=3,4$. Values of $\lambda_{\alpha}$ are computed at points sampled from $\left|\Psi_{T}\right|^{2}$ with $r_{i \alpha}<r_{\min }$. The cutoff, $r_{\text {min }}$, has little effect, and is chosen large enough to yield several hundred values of $\lambda_{\alpha}$. The distributions below indicate that the E-N cusp condition is best satisfied on average for $\lambda_{\mathrm{Li}}=0.031$ and $\lambda_{\mathrm{H}}=0.061$.
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Figure 3.9. Effect of satisfying the electron-nuclear (E-N) cusp condition for He. In Figs. 3.9 and 3.10 open circles signify that the E-N cusp condition is satisfied, and closed circles indicate that it is not. The straight line represents the exact energy.


Figure 3.10. Effect of satisfying the E-N cusp condition for $\mathrm{H}_{2}$. The straight line represents the exact energy.


Figure 3.11. Effect of satisfying the E-N cusp condition for LiH . The open circles denote computations of the energy with $\lambda_{\mathrm{H}}$ and $\lambda_{\mathrm{Li}}$ chosen to satisfy the E-N cusp condition on average. The straight line represents the energy at $\tau=0$ obtained from a second-order fit of the open-circled points.


Figure 3.12 Exchange nodes of $\Psi_{1}$. The curves are cross sections through a selection of nodal surfaces arising from the exchange antisymmetry. Full nodal surfaces are obtained by rotating the curves about the intemuclear axis. Each surface is obtained by fixing the position of one electron on it and finding the locus of points for the other like-spin electron at which $\Psi_{1}=0$. It can be easily shown, cf. Appendix 3.1, that $\Psi_{1}$ is zero whenever both like-spin electrons are anywhere on a surface. In Figs. 3.123.15, distances are in bohr and the circles represent the hydrogen nuclei.
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Figure 3.13 Exchange nodes of $\Psi_{4}$. See Fig. 3.12 for further explanation. Note how different these nodes are from those of $\Psi_{1}$, shown in Fig. 3.12. This is consistent with the difference in the QMC energies obtained with $\Psi_{1}$ and $\Psi_{4}$.


Figure 3.14 Exchange nodes of $\Psi_{5}$. See Fig. 3.12 for further explanation. Note the similarity between these nodes and the exchange nodes of $\Psi_{4}$ (Fig. 3.13), and the dissimilarity between these nodes and the nodes of $\Psi_{1}$ (Fig. 3.12). The exchange nodes of $\Psi_{2}, \Psi_{3}$, and $\Psi_{6}$ (not shown) are qualitatively the same as those shown here. This is consistent with the close similarity in the QMC energies obtained with $\Psi_{2}-\Psi_{6}$.
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Figure 3.15. Nodes of the $\sigma_{g}$ MO's of $\Psi_{2}, \Psi_{5}$, and $\Psi_{6}$. The curves shown are cross sections through the nodal surfaces. The trial functions $\Psi_{5}$ and $\Psi_{6}$ are zero if the unlike-spin or both like-spin electrons are on the corresponding nodal surface. Trial function $\Psi_{2}$ is zero if the unlike-spin electron is on the pictured nodal surface.


Figure 3.16. QMC barrier height dependence on time step for $\Psi_{4}$. The intercept gives an unbiased estimate of the QMC barrier height as $E_{B}=9.86(0.22) \mathrm{kcal} / \mathrm{mol}$. The curve is the second-order least squares fit $E(\tau)=9.86+5.61 \tau-73.2 \tau^{2}$.
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Figure 3.17. Reaction path comparison of QMC energies with a fit of the best CI results. The reaction coordinate $r_{c}$ is the distance of the point $\left(r_{1}, r_{2}\right)$ from the from the saddle point. The geometries for the Monte Carlo points are $r_{1}=r_{2}=1.757 \mathrm{bohr}$ $\left(r_{c}=0\right) ; r_{1}=2.084, r_{2}=1.550 \mathrm{bohr}\left(r_{c}=0.387\right)$; and $r_{1}=2.572, r_{2}=1.448 \mathrm{bohr}$ ( $r_{c}=0.872$ ). The solid curve is a spline fit to Liu's reaction path data.

## ENERGY (KCAL/MOLE)



Figure 3.18. QMC energy versus time step for F and $\mathrm{F}^{-}$. For F , the statistical errors are contained within the points.
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Figure 3.20. QMC energy versus time $\operatorname{step}$ for $\mathrm{N}_{2}$ with and without $\lambda=\lambda$ (cusp).


Figure 3.21. QMC energy versus convergence time for $\mathrm{H}_{2} \mathrm{O}$. The QMC energy is computed by difference and is given by $E(t)=\Delta(t)+E_{\text {SCF }}$, cf. Sec. 3.5. The computed energies are fitted to $a+b \exp (-\gamma t)$ at $t=0$ and $t \geq 0.25 h^{-1}$.


## Chapter 4

## Expectation Values of Coordinate Operators

### 4.1 Introduction

Over the last ten to fifteen years Monte Carlo techniques have been increasingly applied to quantum mechanical problems.[126] Several of these QMC methods have been employed in order to obtain stochastic solutions of the Schrödinger equation for atomic and molecular systems. The focus of most of these approaches has been the accurate computation of the total electronic energy of small atoms and molecules. Since energy is only one of many important properties, it is desirable to evaluate expectation values of operators other than the Hamiltonian. For properties whose operators do not commute with $H$, such as functions of coordinates from which static moments of the charge distribution may be obtained, the usual evaluation of QMC averages as the so-called mixed expectation values is not exact.[127] However, as is well known, these moments must be accurately determined to describe the interaction of a molecule with an electric field or with another species at long range.

As seen in Chap. 3, the fixed-node diffusion QMC approach yields accurate energies for a variety of first-row atoms and molecules. For the larger systems, approximately $90 \%$ of the CE is obtained, and computations on 2-4 electron systems yield $98-100 \%$. Given this accuracy, it is of interest to broaden the scope of QMC so that
properties other than the energy may be studied.
The QMC approach described in Chap. 2 samples the "mixed" distribution $\Psi_{T} \phi_{0}$. If $A$ is an Hermitian operator which commutes with the Hamiltonian, so that $A \phi_{0}=a_{0} \phi_{0}$, then the eigenvalue $a_{0}$ may be obtained by averaging $A_{L} \equiv \Psi_{T}^{-1} A \Psi_{T}$ over $\Psi_{T} \phi_{0}$. That is,

$$
\begin{align*}
A_{m} & \equiv \int \Psi_{T} \phi_{0} A_{L} d \underline{R} / \int \Psi_{T} \phi_{0} d \underline{R} \\
& =\int \phi_{0} A \Psi_{T} d \underline{R} / \int \phi_{0} \Psi_{T} d \underline{R}=a_{0} \tag{4.1}
\end{align*}
$$

Thus, in the terminology used from hereon, the mixed expectation value $A_{m}$, is identical to the exact, or "pure", expectation value, $A_{p} \equiv\left\langle\phi_{0}\right| A\left|\phi_{0}\right\rangle$. (Here, and throughout this chapter, all wave functions are assumed to be normalized.) Note, however, that when $[A, H] \neq 0$, e.g., $A$ is a coordinate operator,

$$
\begin{equation*}
\int \phi_{0} A \Psi_{T} d \underline{R} / \int \phi_{0} \Psi_{T} d \underline{R} \neq \int \phi_{0} A \phi_{0} d \underline{R}, \tag{4.2}
\end{equation*}
$$

i.e., $A_{m} \neq A_{p}$. Therefore, the QMC approach employed thus far does not give exact values (to the extent that $\phi_{0}$ is exact) of important properties such as dipole and quadrupole moments. As seen from Eq. (4.2), pure expectation values of coordinate operators must be obtained by sampling $\left|\phi_{0}\right|^{2}$ rather than $\Psi_{T} \phi_{0}$.

It should be pointed out, however, that when $A_{m} \neq A_{p}$, an improvement over the mixed expectation value may often be obtained.[127] This is seen as follows. The mixed average is accurate to first order in quantities which depend on the difference function, $\delta \equiv \phi_{0}-\Psi_{T}$, i.e., the quantities $\left\langle\phi_{0} \mid \delta\right\rangle$ and $\left\langle\phi_{0}\right| A|\delta\rangle$. Also accurate to first order in $\delta$ is the "trial" expectation value, $A_{T} \equiv\left\langle\Psi_{T}\right| A\left|\Psi_{T}\right\rangle$. Trial expectation values are computed by sampling from $\left|\Psi_{T}\right|^{2}$, in a procedure often referred to as variational Monte Carlo (VMC). VMC may be cast in a form algorithmically identical to
diffusion QMC, except that the branching, cf. Eq. (2.23), is suppressed. The usefulness of $A_{T}$ in this context, is that it can be combined with $A_{m}$ to obtain an estimate of $A_{p}$ accurate to second order in $\delta .[127,128]$ That is,

$$
\begin{equation*}
A_{s} \equiv 2 A_{m}-A_{T}=A_{p}+O\left(\delta^{2}\right) . \tag{4.3}
\end{equation*}
$$

Though this approximation is generally better than either the trial or mixed values, it may still be poorer than desired for reliable predictions. Given this, it is useful to compute pure expectation values exactly. Algorithms to do this efficiently are explored in this chapter. An alternative approach has also recently been explored.[129]

Approaches for modifying the Green's function Monte Carlo (GFMC) to sample $\left|\phi_{0}\right|^{2}$ have been proposed and explored by Kalos.[32,33] These approaches, however, do not incorporate importance sampling. Subsequently, Liu et al.,[130] in studying quantum hard spheres, presented a GFMC technique with importance sampling which employs the idea of Ref. 33 for obtaining $\left|\phi_{0}\right|^{2}$. Here, we follow the approach of Liu et al. in exploring modifications to the diffusion QMC approach to order to obtain $\left|\phi_{0}\right|^{2}$, and thereby compute pure expectation values of coordinate operators, for atomic and molecular systems. (Methods for computing pure expectation values of other kinds of operators, e.g., differential operators, are not known.)

The remainder of this chapter is organized in four sections. In Section 4.2 the theory for sampling the ratio $\phi_{0} / \Psi_{T}$ is presented. Also in this section, algorithms are presented for computing pure expectation values using a single QMC walk and trial, mixed and pure expectation values simultaneously employing a VMC walk with QMC "side walks". In studying the relative merits of the algorithms presented in Sec. 4.2, Section 4.3 gives results for the moments of H and $\mathrm{H}_{2}$ which serve as test cases.

Section 4.4 gives results for the dipole and quadrupole moments are LiH and BH employing the algorithms described below. Section 4.5 concludes this paper with ideas for reducing statistical error in averages of odd functions.

### 4.2 Algorithms for the Computation of Pure Expectation Values

### 4.2.1 Pure Expectation Values by a Single QMC Walk

Since the QMC approach described in Chap. 2 yields only mixed expectation values, the ratio $\phi_{0} / \Psi_{T}$ must be sampled in order to obtain pure expectation values. That is,

$$
\begin{align*}
\frac{\left\langle A\left(\phi_{0} / \Psi_{T}\right)\right\rangle_{f}}{\left\langle\phi_{0} / \Psi_{T}>_{f}\right.} & =\frac{\left\langle\Psi_{T}\right| A\left(\phi_{0} / \Psi_{T}\right)\left|\phi_{0}\right\rangle}{\left\langle\Psi_{T} \mid \phi_{0}\right\rangle} / \frac{\left\langle\Psi_{T}\right| \phi_{0} / \Psi_{T}\left|\phi_{0}\right\rangle}{\left\langle\Psi_{T} \mid \phi_{0}\right\rangle}  \tag{4.4}\\
& =\left\langle\phi_{0}\right| A\left|\phi_{0}\right\rangle=A_{p} .
\end{align*}
$$

As shown by Liu et al.,[130] the ratio $\phi_{0} / \Psi_{T}$ may be obtained from the asymptotic number of descendants resulting from a QMC walk which starts at $\underline{R}$. For completeness, we modify their proof for diffusion QMC.

An initial distribution given by a single point at $\underline{R}$, is

$$
\begin{equation*}
f_{\underline{R}}\left(\underline{R}^{\prime}, 0\right)=\Psi_{T}\left(\underline{R}^{\prime}\right) \Phi\left(\underline{R}^{\prime}, 0\right)=\delta\left(\underline{R}^{\prime}-\underline{R}\right) \tag{4.5}
\end{equation*}
$$

Expanding the initial state function, $\Phi$, in the complete set of (normalized) eigenfunctions of $H$ yields

$$
\begin{equation*}
\delta\left(\underline{R}^{\prime}-\underline{R}\right)=\Psi_{T}\left(\underline{R}^{\prime}\right) \sum_{i} c_{i} \phi_{i}\left(\underline{R}^{\prime}\right) \tag{4.6}
\end{equation*}
$$

The expansion coefficients may be obtained by multiplying Eq. (4.6) by $\phi_{i}\left(\underline{R}^{\prime}\right) / \Psi_{T}\left(\underline{R}^{\prime}\right)$
and integrating over $\underline{R}^{\prime}$, giving

$$
\begin{equation*}
c_{i}=\phi_{i}(\underline{R}) / \Psi_{T}(\underline{R}) \tag{4.7}
\end{equation*}
$$

From the asymptotic form of $f$, Eq. (2.24), we note

$$
\begin{equation*}
f_{\underline{R}}\left(\underline{R}^{\prime}, t\right)=c_{0} \exp \left[-t\left(E_{0}-E_{R}\right)\right] \Psi_{T}\left(\underline{R}^{\prime}\right) \phi_{0}\left(\underline{R}^{\prime}\right) \tag{4.8}
\end{equation*}
$$

Integrating Eq. (4.8) over all space "counts" the current number of descendants, or for large $t$ the asymptotic population $P(\underline{R})$ of a walker starting at $\underline{R}$. Thus,

$$
\begin{equation*}
P(\underline{R}) \equiv \int f_{\underline{R}}\left(\underline{R}^{\prime}\right) d \underline{R}^{\prime}=\phi_{0}(\underline{R}) / \Psi_{T}^{\prime}(\underline{R}) \exp \left[-t\left(E_{0}-E_{R}\right)\right]<\Psi_{T}\left|\phi_{0}\right\rangle \tag{4.9}
\end{equation*}
$$

Returning to Eq. (4.4) for the evaluation of $A_{p}, \phi_{0} / \Psi_{T}$ may be replaced by $P$ since the overlap integral and time dependence present in $P$ cancel.

In order to count efficiently the descendants of a walker during the QMC walk, we have developed the following algorithm. With it, descendants of an arbitrary walker at time $t$ later (or, equivalently, $N$ steps later where $N \tau=t$ ) may then be counted to obtain $P \propto \phi_{0} / \Psi_{T}$. Although this process may be repeated for different points sampled from $\Psi_{T} \phi_{0}$, with this algorithm this repetition is unnecessary because the full distribution is generated from a single walker. Moreover, an additional cost would be incurred to propagate each initial point a distance of $N$ time steps to reach the asymptotic domain. Instead, each step of a single (potentially branching) walk is used, that is, by propagating an additional time step to a time $t+\tau$, the ' N -distant' offspring of the first generation (at time $\tau$ ) may be computed. Likewise, at time $t+2 \tau, N$-distant offspring populations may be determined for walkers which may be thought of as beginning at $t=2 \tau$. Therefore, after an initial investment of $N$ steps, additional N distant estimates of $\phi_{0} / \Psi_{T}$ may be sampled for points at $t=\tau, 2 \tau$, and so on. Furthermore, since $N$ itself is arbitrary, convergence of the asymptotic population as a func-
tion of $N$ may also be determined.
The branching of the QMC walk, however, requires tagging walkers. When the branching yields several walkers at a time $m \tau$, one must know which of those at $(m+N) \tau$ are descended from which of those at $m \tau$. To store this information a "family tree" is created as the walk progresses, and each walker is labelled so that its location in the tree is specified. This labelling is accomplished with two tags. The first, $\theta(0 \leq \theta<\Theta)$, gives (together with $t)$ a walker's location in the tree, while the second, $\delta$, specifies that area (range) within the tree in which descendants of this walker will be placed. The tagging begins by setting $\theta(k=1, t=0)=0$, where the index $k$ labels the walker, and $\delta(k=1)=\Theta$. If a walker 'dies", i.e., has no offspring, then no subsequent values of $\theta$ and $\delta$ are derived from it. When the $k^{\text {th }}$ walker has $n_{k}(>0)$ immediate offspring, the values of $\theta$ and $\delta$ assigned to these daughters are obtained from $\theta(k, t)$ and $\delta(k)$ according to

$$
\begin{equation*}
\theta(M+l, t+\tau)=\theta(k, t)+\frac{l-1}{n_{k}} \delta(k) \tag{4.10a}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta(M+l)=\delta(k) / n_{k}, \tag{4.10b}
\end{equation*}
$$

where $l$ ranges from 1 to $n_{k}$. To properly sequence the tags of the daughters, $M \equiv \sum_{i=1}^{k-1} n_{i}$ is the partial sum [up to walker (k-1)] of the number of walkers in the new generation. As the example in Fig. 4.1 shows, this method yields tags that are isomorphic to the tree. Note, in counting the descendants of a walker with $\theta=\theta(k, t)$ and $\delta=\delta(k)$, these descendants lie in the range, $S$, given by

$$
\begin{equation*}
S=[\theta(k, t), \theta(k, t)+\delta(k)) . \tag{4.11a}
\end{equation*}
$$

From Eqs. (4.10), $\theta(k, t)+\delta(k) \leq \theta(k+1, t)$; the equality would always hold if no walkers died. Since the descendants of the next walker $(k+1)$ possess values of $\theta \geq \theta(k+1, t)$, the $\theta$ values of walkers descended from walker $k$ also lie within

$$
\begin{equation*}
S^{\prime}=[\theta(k, t), \theta(k+1, t)) \tag{4.11b}
\end{equation*}
$$

This choice is more convenient, since only $\theta$ values need to be stored to compute the range in which the descendants of a given walker are located.

To verify that the limits in Eq. (4.11a) follow from the procedures described by Eqs. (4.10), we consider the values of $\theta$ possessed by the descendants at time $t+N \tau$ of a walker with $\theta=\theta(k, t)$ and $\delta=\delta(k)$. Repeated use of Eqs. (4.10) readily shows that a particular descendant, $m$, will be located at

$$
\begin{align*}
\theta(m, t+N \tau) & =\theta(k, t)+\frac{l_{1}-1}{n_{1}} \delta(k)+\frac{l_{2}-1}{n_{2}} \cdot \frac{\delta(k)}{n_{1}}+\cdots \\
& +\frac{l_{L}-1}{n_{L}} \cdot \frac{\delta(k)}{n_{1} n_{2} \cdots n_{L-1}} \tag{4.12}
\end{align*}
$$

The labels $l_{i},\left\{1 \leq l_{i} \leq n_{i}\right\}$, correspond to the ancestral lineage of $m$, while $n_{i}(>0)$ give the number of daughters in each family leading to $m$. For example, there are $n_{1}$ daughters of walker $k$; daughter $l_{1}$, who has $n_{2}$ daughters, is the direct ancestor of $m$ in this generation, and so on. In Fig. 4.1, the direct ancestors of point " 15 " are the points labelled $1,3,7$ and 12. The minimum value of $\theta(m, t+N \tau)$, corresponding to the initial walker never dying, is obtained by setting $\left\{l_{i}\right\}=1$, which yields $\theta_{\text {min }}(m, t+N \tau)=\theta(k, t)$. The maximum $\theta$, corresponding to the walker with the largest value of $\theta$ at each time step never dying, results from setting each $l_{i}$ to its maximum value ( $n_{i}$ ) yielding

$$
\begin{align*}
\theta_{\max }(m, t+N \tau) & =\theta(k, t)+\frac{n_{1}-1}{n_{1}} \delta(k)+\frac{n_{2}-1}{n_{2}} \cdot \frac{\delta(k)}{n_{1}}+\cdots+\frac{n_{L-1}}{n_{L}} \cdot \frac{\delta(k)}{n_{1} n_{2} \cdots n_{L-1}} \\
& =\theta(k, t)+\delta(k)\left(1-\frac{1}{n_{1} n_{2} \cdots n_{L}}\right) \tag{4.13}
\end{align*}
$$

Therefore, the range of walker $k$ is indeed given by Eq. (4.11a). Since this range is contained within $[\theta(k, t), \theta(k+1, t))$, the "descendant spaces" of walkers never overlap.

With the assignment of labels to walkers as described above, asymptotic populations are readily sampled during a QMC walk. For a set of $N(T)$ points, $T$ is an arbitrary time, the number of descendants of the $k^{\text {th }}$ point at a later time $T+t$ is given by

$$
\begin{gather*}
P\left(\underline{R}_{k}, t\right)=\sum_{i=1}^{N(T+t)} I_{i}, \quad I_{i}=1, \theta(k, t) \leq \theta(i, T+t)<\theta(k+1, t),  \tag{4.14}\\
I_{i}=0, \text { otherwise },
\end{gather*}
$$

and $\theta(N+1, t) \equiv \Theta$.
The discussion thus far treats only one tree. To sample asymptotic populations of several independent points simultaneously, and to take advantage of the vector capabilities of current machines, a group of family trees is created. This is easily accomplished for $M_{p}$ initial points by setting

$$
\begin{equation*}
\theta_{i}(1,0)=(i-1) \Theta, \quad 1 \leq i \leq M_{p} \tag{4.15}
\end{equation*}
$$

For each initial point $\delta=\Theta$, new values of $\theta$ and $\delta$ are computed according to Eqs. (4.10). Again, the descendant spaces are given by either (4.11a) or (4.11b) with integer multiples of $\Theta$ added to each bound.

Finally, it should be noted that with this algorithm there is the need for some additional memory overhead in the storage of $\theta(k, t)$. This can become excessive when
the time step $\tau$ must be very small to minimize bias. However, because successive values of the function to be sampled, $A(\underline{R})$, are highly correlated, $A$ and $P$ need not be sampled at every point along the walk. By sampling only every $n$ steps, these memory requirements are reduced by a factor of $n$.

### 4.2.2 Branching Algorithms with Weighting

Here we explore a variant of the branching generally used in QMC walks to reduce the statistical error in sampled values of $\phi_{0} / \Psi_{T}$. Upon completing a move, $\underline{R} \rightarrow \underline{R}^{\prime}$, the most common implementation of branching is to obtain an integer, $I_{b}$, which specifies the number of walkers at $\underline{R}^{\prime}$. The number of copies, $I_{b}$, is $\operatorname{int}\left[b\left(\underline{R}, \underline{R}^{\prime}\right)+\xi\right]$, where $b(\underline{R}, \underline{R})$ is the weight of $\underline{R}^{\prime}$ relative to $\underline{R}$ and is given by the branching factor of the short-time Green's function, cf. Eq. (2.27), and $\xi$ is a uniform random variate between 0 and 1 . While this rounding is correct on average, i.e., $\bar{I}_{b}=b$, a ' micros copically" exact procedure is to weight each walker by the product of its current weight and the branching factor $b$. The drawback to this weighting procedure is that, since the product of these weights tends to either 0 or $\infty$, efficiency is lost with computations on walkers that contribute very little information due to their low (absolute or relative) weights.

A combination of branching and weighting, however, is useful. In this case we omit integer rounding until a weight becomes exceedingly small or large. When the weight $w$ becomes large, an integer $I_{w}$ is determined from it, as described above; however the daughters are assigned weights of $I_{w} / w$, rather than unity, so that no loss of information occurs. When the weight becomes smaller than a threshold value, integer
rounding is applied. The benefit of this modification is that the variance of the asymptotic populations, $P$, now given as the sum of the weights of descendants, is noticeably reduced. This leads to improved precision in pure expectation values. See the Appendix D for an analysis of the variance of rounded versus unrounded numbers.

A further point of interest is the omission of renormalization in this algorithm. Recalling the discussion of the QMC algorithm in Sec. 2.5, the QMC simulation is divided into blocks. At the end of every block the population of walkers, $N_{p}$, is reset to the number of walkers at the beginning of the calculation. This step is useful because fluctuations in the ensemble size increase as the simulation proceeds.[40] However, renormalization is not desirable when sampling $\left|\phi_{0}\right|^{2}$ because the copying or removal of walkers would give an error in the asymptotic populations. That is, for certain points, the asymptotic populations would be arbitrarily changed by creating or removing descendants. Therefore, though the single-walk approach is divided into blocks, the ensemble is not renormalized at the end of each block.

Since renormalization is not employed, the length of the calculation must be kept sufficiently short so that the number of walkers does not become zero or larger than the allocated memory. On the other hand, long runs are desired so that the overhead introduced by converging to asymptotic populations at the beginning of the simulation is relatively small. For all systems studied, the fluctuations in the ensemble size were small enough to allow runs in which the overhead due to convergence is about $5 \%$ of the total computational cost.

The final point we discuss concerns the amount of bias in block averages. This bias arises from averaging ratios as opposed to summing numerators and denominators
and then dividing. This bias may be large when the number of points sampled in each block varies widely, due to the absence of renormalization, as we discuss below.

We note that $A_{p}$ is obtained exactly, by sampling an infinite number of points from $\Psi_{T} \phi_{0}$, when computed as

$$
\begin{equation*}
A_{p}=\lim _{N \rightarrow \infty} \sum_{i=1}^{N} A\left(\underline{R}_{j}\right) P\left(\underline{R}_{j}\right) / \sum_{i=1}^{N} P\left(\underline{R}_{j}\right), \tag{4.16}
\end{equation*}
$$

where $P$ are the asymptotic populations. In practice, only a finite number of points may be sampled and statistics are obtained from block averages. Therefore, pure (and other) expectation values are computed from block averages as

$$
\begin{equation*}
A_{p}(\text { block })=N_{b}^{-1} \sum_{i=1}^{N_{p}} A_{i} \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{i}=\sum_{k=1}^{N_{i}} A\left(\underline{R}_{k i}\right) P\left(\underline{R}_{k i}\right) / \sum_{k=1}^{N_{i}} P\left(\underline{R}_{k i}\right), \tag{4.18}
\end{equation*}
$$

and $N_{i}$ is the number of points sampled in the $i^{\text {th }}$ block. Since the average of a set of ratios [Eq. (4.17)] is not generally equal to the ratio of the sum of the numerators over the sum of the denominators [effectively, Eq. (4.16)], then a bias is present in $A_{p}$ (block). This bias is not significant when the denominators in Eq. (4.18) are roughly the same, which is the case when renormalization is employed, or when the number of points sampled in each block is large enough to yield $A_{p}$ (block) $\approx A_{p}$. Therefore, a useful way to check for this bias in block averages is to increase the number of points sampled in each block and see if changes in computed averages occur. This is most conveniently accomplished by defining a "block" as the entire run, i.e., compute

$$
\begin{equation*}
A_{p}(\text { run })=\sum_{i=1}^{N_{b}} \sum_{k=1}^{N_{i}} A\left(\underline{R}_{k i}\right) P\left(\underline{R}_{k i}\right) / \sum_{i=1}^{N_{b}} \sum_{k=1}^{N_{i}} P\left(\underline{R}_{k i}\right), \tag{4.19}
\end{equation*}
$$

and then compare values of $A_{p}$ (block) with values of $A_{p}$ (run). Since the number of points used in computing $A_{p}$ (run) is an order of magnitude larger than that in each block, a noticeable difference between block and run values will be observed if block averages are biased as discussed here. Employing this check, we have found no bias in computations of properties from block averages.

### 4.2.3 Pure Expectation Values by VMC with QMC "'Side Walks"

This approach employs a VMC walk to sample points from the distribution $\left|\Psi_{T}\right|^{2}$. These walks are very efficient, can employ large time steps, and have no bias. The points obtained are then initial points for QMC "side walks". These side walks are performed to obtain $P$, and thereby $\phi_{0} / \Psi_{T}$. Before implementing the QMC walk, the starting coordinates of the initial points are stored so that the VMC walk may be continued after values of $\phi_{0} / \Psi_{T}$ are sampled. Since values of $P$ are computed only for points at the beginning of the QMC walks, the labelling process of the previous section is greatly simplified. For example, for $M$ walkers drawn from $\left|\Psi_{T}\right|^{2}, \theta(i)=i$ and $\delta(i)=0$. Under these conditions the descendants of the $i^{\text {th }}$ walker are simply those at the end of the QMC walk with $\theta=i$, cf. Fig. 4.2.

Since initial points are selected from $\left|\Psi_{T}\right|^{2}$, the ratio $\left|\phi_{0} / \Psi_{T}\right|^{2}$ is necessary to obtain pure expectation values. To do so, at least two independent samplings of $\phi_{0} / \Psi_{T}$ must be performed.[129b] Although the asymptotic population $P$ is, on average, equal to $\phi_{0} / \Psi_{T}$, its square is not an unbiased estimate of $\left|\phi_{0} / \Psi_{T}\right|^{2}$ because $P$ possesses statistical error due to the randomness of the QMC walk. To show this we write

$$
\begin{equation*}
P(\xi)=\phi_{0} / \Psi_{T}+\eta(\xi), \tag{4.20}
\end{equation*}
$$

where $\xi$ corresponds to a specific QMC walk, and for convenience the time dependence is not displayed. Denoting the probability distribution of walks by $h(\xi)$, there results

$$
\begin{equation*}
\int h(\xi) P(\xi) d \xi=\phi_{0} / \Psi_{T}+\int h(\xi) \eta(\xi) d \xi=\phi_{0} / \Psi_{T} . \tag{4.21}
\end{equation*}
$$

The term, $\int h(\xi) \eta(\xi) d \xi$ vanishes because on average $\eta=0$ (i.e., $P=\phi_{0} / \Psi_{T}$ ). Note, however, that squaring the population yields

$$
\begin{equation*}
\int h(\xi) P^{2}(\xi) d \xi=\left|\phi_{0} / \Psi_{T}\right|^{2}+\int h(\xi) \eta^{2}(\xi) d \xi \tag{4.22}
\end{equation*}
$$

and the second term on the right-hand side of Eq. (4.22) does not vanish. On the other hand, the product of two asymptotic populations obtained independently is equal to $\left|\phi_{0} / \Psi_{T}\right|^{2}$ on average, that is, from Eq. (4.21),

$$
\begin{equation*}
\int h\left(\xi_{1}\right) P\left(\xi_{1}\right) d \xi_{1} \cdot \int h\left(\xi_{2}\right) P\left(\xi_{2}\right) d \xi_{2}=\left|\phi_{0} / \Psi_{T}\right|^{2} \tag{4.23}
\end{equation*}
$$

By sampling $A$ and two values of $P$ at points selected from $\left|\Psi_{T}\right|^{2}$, trial, mixed and pure expectation values may be computed. These averages are, respectively

$$
\begin{aligned}
A_{T} & =\left\langle\Psi_{T}\right| A\left|\Psi_{T}\right\rangle \\
A_{m} & =\left\langle\Psi_{T}\right|\left[P\left(\xi_{1}\right)+P\left(\xi_{2}\right)\right] A\left|\Psi_{T}>\right|\left\langle\Psi_{T}\right|\left[P\left(\xi_{1}\right)+P\left(\xi_{2}\right)\right]\left|\Psi_{T}\right\rangle
\end{aligned}
$$

and

$$
\begin{equation*}
A_{p}=\left\langle\Psi_{T}\right| P\left(\xi_{1}\right) P\left(\xi_{2}\right) A\left|\Psi_{T}\right\rangle\left|<\Psi_{T}\right| P\left(\xi_{1}\right) P\left(\xi_{2}\right)\left|\Psi_{T}\right\rangle \tag{4.24}
\end{equation*}
$$

Although two walks and two samplings of $P$ are required for $A_{p}$, since $A$ and $P$ are sampled from a VMC walk which possesses no time-step bias, large time steps may be taken to sample configuration space efficiently. Another benefit is that in this approach (which we hereafter denote $\mathrm{V}+\mathrm{QMC}$ ) the statistical error in $A_{p}-A_{T}$ is generally much smaller than that of $A_{p}$ alone, since $A_{p}$ and $A_{T}$ are correlated. This is
useful because trial expectation values can be quickly computed in a separate VMC calculation to high precision. Therefore, adding $A_{p}-A_{T}$ from $\mathrm{V}+\mathrm{QMC}$ with a value of $A_{T}$ from VMC alone (referred to hereafter as "correlated $\mathrm{V}+\mathrm{QMC}$ ") can yield a significant reduction in the statistical error of $A_{p}$.

### 4.3 Results for $\mathbf{H}$ and $\mathbf{H}_{\mathbf{2}}$

For purposes of evaluating the different approaches we have studied H and $\mathrm{H}_{2}$. The H atom trial function is chosen as the $1 s$ Slater orbital with an exponent detuned to 0.95 . For $\mathrm{H}_{2}$ the trial function is constructed as follows (cf. Table 4.1). A 1 s Slater orbital is used on each atom and at the midpoint of the internuclear axis. The linear coefficients are obtained from an SCF calculation using the HONDO program.[68] In addition, a simple Jastrow function of electron-electron and electronnuclear coordinates is also used, namely

$$
\begin{equation*}
J\left(r_{12}, r_{i \alpha}\right)=\exp \left(\frac{a r_{12}}{1+b r_{12}}-\sum_{i \alpha} \frac{\lambda r_{i \alpha}}{1+v r_{i \alpha}}\right) \tag{4.25}
\end{equation*}
$$

In Eq. (4.25), Roman indices denote electrons, while Greek indices denote nuclei and the bond function. The final form of the trial function is,

$$
\begin{equation*}
\Psi_{T}(1,2)=\psi(1) \psi(2) J(1,2), \tag{4.26}
\end{equation*}
$$

where $\psi$ is the molecular orbital.
Trial, mixed and pure expectation values obtained for H and $\mathrm{H}_{2}$ are presented in Table 4.2. When analytic values of $A_{T}$ or $A_{m}$ are not available, VMC or QMC results are computed, respectively. The data in Table 4.2 indicate the amount of improvement required by each technique.

Pure expectation values of $\langle r\rangle,\left\langle z^{2}\right\rangle$ and $\left\langle r^{2}\right\rangle$ for H and of $\left\langle z^{2}\right\rangle$ and $\left\langle r^{2}\right\rangle$ for $\mathrm{H}_{2}$, computed by the methods discussed in Sec. 4.2, are presented in Tables 4.3 and 4.4, respectively. Since efficiency comparisons between the techniques is our primary concern, detailed studies of time-step bias and effects of finite convergence time, $t$, are not undertaken since accuracies are generally better than $0.5 \%$.

We point out here, however, that pure expectation values are accurate to only first order in errors introduced by finite $t$ ("convergence bias") and non-zero $\tau$, in contrast to the energy which is accurate to second order. That is, for $\phi_{0}^{\prime}=\phi_{0}+a(t, \tau)$, where $a(t=\infty, \tau=0)=0$ and $\phi_{0}^{\prime}$ and $\phi_{0}$ are normalized, there results

$$
\begin{equation*}
\left\langle\phi_{0}^{\prime}\right| A\left|\phi_{0}^{\prime}\right\rangle=\left\langle\phi_{0}\right| A\left|\phi_{0}\right\rangle+\langle a| A\left|\phi_{0}\right\rangle+\left\langle\phi_{0}\right| A|a\rangle+\langle a| A|a\rangle \tag{4.27}
\end{equation*}
$$

However, the increased influence of bias on pure expectation values is mitigated by the fact that acceptable accuracies in $A_{p}$ are much less than those in the energy. For example, if bias in the energy has been reduced to an acceptable level of $\approx 0.001 \%$, then even a two order of magnitude increase in this effect for $A_{p}$ will not be significant since an error of $0.1 \%$ in a dipole or quadrupole moment is quite small. For H and $\mathrm{H}_{2}$, we see below that convergence and time-step bias are small.

In our data, the worst combination of $t$ and $\tau$, which for the $H$ atom was a time step of 0.05 hartree ${ }^{-1}\left(h^{-1}\right)$ and a convergence time of $5 h^{-1}$, yields second moments accurate to $1 \%$ or better. These small errors at $t=5 h^{-1}$ (relative to the $5 \%$ error in the mixed averages, $t=0$ ) imply that values of $P$ are close to their asymptotic limits, $\phi / \Psi_{T}$. Doubling the convergence time to $10 h^{-1}$ further increases the accuracy of the second moments to within $0.5 \%$. Though this improvement indicates that further convergence is possible, the smallness of the gain, relative to the total change from the
mixed average, verifies that values of $P$ are well converged. That little time step bias is present may be seen when reducing $\tau$ from 0.050 to $0.025 h^{-1}$ : only a small improvement is obtained (generally less than the statistical error) in the already quite accurate pure expectation values. In the $\mathrm{V}+\mathrm{QMC}$ approaches, at $t=5 \mathrm{~h}^{-1}$, the errors are noticeably larger than those resulting from the single QMC walk algorithm. This is most likely due to the requirement of sampling ( $\phi_{0} / \Psi_{T}$ ) twice, compounding the error of incompletely converged values of $P$. This effect is no longer significant at $t=10 h^{-1}$, where the accuracies of all methods are statistically equivalent.

All $\mathrm{H}_{2}$ calculations were performed with $\tau=0.01 h^{-1}$. This time step introduces very little error, as demonstrated by the accuracy of the results of Table 4.4. Since the statistical errors are generally larger than the differences between the means and the exact results, trends are difficult to discern. Generally, it is found that errors in the means are $1 \%$ or less at $t=2 h^{-1}$, and less than $0.5 \%$ at $t=4$ and $6 h^{-1}$.

The results of Tables 4.3 and 4.4 show that each algorithm readily produces accurate expectation values, i.e., convergence and time-step bias are small. For a comparison of the efficiency of the various algorithms, all statistical errors in Tables 4.3 and 4.4 correspond to the same amount of computation ( 10 minutes on a single processor of a Cray/XMP) and therefore provide a direct measure of relative efficiency.

It is immediately apparent that small but consistent improvement in precision results for both H and $\mathrm{H}_{2}$ when weights are carried in the QMC walk. The average increase in efficiency, (the squared ratios of statistical errors averaged across $\tau$ and $t$ ), is roughly $60 \%$ for H and $130 \%$ for and $\mathrm{H}_{2}$. This improvement does not appear to be strongly dependent on the choices for the upper and lower bounds of the weights. The
weights for all the single-walk calculations were not allowed to exceed a value of 2 . The lower bound was chosen as 0.1 or 0.4 , and no noticeable change in the efficiency was found for these choices.

We now compare the efficiencies of the $\mathrm{V}+\mathrm{QMC}$ and correlated $\mathrm{V}+\mathrm{QMC}$ approaches. As discussed in Sec. 3.5, the difference between a weighted quantity, now $A_{p}$, and a VMC value, now $A_{T}$, decreases as the convergence time, and hence the statistical error in the weights increase, [cf. Eq. (3.19)]. For H atom (Table 4.3), the increase in efficiency using correlated $\mathrm{V}+\mathrm{QMC}$ versus $\mathrm{V}+\mathrm{QMC}$ is about a factor of 10 at $t=5 h^{-1}$ and a factor of 6 at $t=10 h^{-1}$. For $\mathrm{H}_{2}$ (Table 4.4), an increase in efficiency of a factor of 6 is obtained at $t=2 h^{-1}$ which decreases to 3 at $t=6 h^{-1}$. Thus all increases in efficiency obtained by exploiting the correlation between $A_{p}$ and $A_{T}$ are substantial.

While the most efficient techniques within the single and double walk algorithms are discemible, the question of which class is better, is not immediately answerable. For H , the smallest statistical errors are obtained by the correlated $\mathrm{V}+\mathrm{QMC}$ approach. For $\mathrm{H}_{2}$, on the other hand, the superiority of the correlated $\mathrm{V}+\mathrm{QMC}$ technique is lost by $t=6 h^{-1}$. Since the computation times of $A_{T}$ and $A_{p}-A_{T}$ are in good agreement with the optimum values (not shown), cf. Eq. (3.24), the most probable cause for the loss in performance of correlated $\mathrm{V}+\mathrm{QMC}$ is the decrease in correlation between the trial and pure expectation values as the convergence time increases. Note that this trend is accelerated for $\mathrm{H}_{2}$ in comparison to H . For example, at $t=10 h^{-1}$ for H , exploiting correlation in the VMC approach increases efficiency by a factor of 6 , which is the increase found for $\mathrm{H}_{2}$ at only $t=2 h^{-1}$. Nevertheless, since convergence
to accurate results is obtained for $\mathrm{H}_{2}$ by $t=4 h^{-1}$, the correlated $\mathrm{V}+\mathrm{QMC}$ technique remains the best approach for $\mathrm{H}_{2}$ as well as H .

To summarize, employing VMC and QMC walks and exploiting the correlation between trial and pure expectation values is the best approach for the systems studied here. However, the efficiency of the correlated V+QMC method versus a single QMC walk with weighting is strongly dependent on the length of the QMC walk required for convergence of the populations to $\phi_{0} / \Psi_{T}$, and on how quickly the correlation between $A_{T}$ and $A_{p}$ decreases with convergence time. Therefore, the single-walk method may be more competitive in computations of pure expectation values of other systems.

### 4.4. Properties of LiH and BH

The H and $\mathrm{H}_{2}$ results of the previous section demonstrate that accurate moments of the electronic charge distribution may be obtained for simple systems. We now consider the computation of pure expectation values for the ground states of LiH and BH at their experimental internuclear separations. These systems represent a greater challenge due to the presence of exchange nodes. As discussed in Chap. 3, the QMC energy resulting from the single-determinant trial functions employed possess a fixednode error for $\mathrm{LiH}(\approx 1 \%$ of the CE$)$ and $\mathrm{BH}(\approx 10 \%$ of the CE$)$. These trial functions are now used to the compute dipole and quadrupole moments of LiH and BH to determine the effect of fixed-node error on these properties. For LiH , properties are computed with both the single- and double-walk algorithms. In addition to fixed-node error, the effects of the time step and convergence time are also studied.

As described in this chapter, moments are obtained from expectation values of
coordinate operators. (A QMC approach has also been developed which computes a dipole moment from the change induced in the QMC energy by a static electric field.[131]) For an $n$-electron diatomic molecule with the internuclear axis along $x$, the dipole and quadrupole operators are given by (in atomic units),

$$
\begin{equation*}
\mathfrak{\mu}=\sum_{\alpha} Z_{\alpha} X_{\alpha}-\sum_{i=1}^{n} x_{i} \tag{4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\theta}=\frac{1}{2} \sum_{\alpha} Z_{\alpha}\left(3_{\alpha}^{2}-R_{\alpha}^{2}\right)-\frac{1}{2} \sum_{i=1}^{n} 3 x_{i}^{2}-r_{i}^{2} \tag{4.29}
\end{equation*}
$$

In Eqs. (4.28) and (4.29), Greek indices denote nuclei, Roman indices denote electrons, and the nuclear charges are given by $Z_{\alpha}$. In the Born-Oppenheimer approximation, i.e., fixed nuclei, the dipole and quadrupole moments, when expressed as expectation values, are

$$
\begin{equation*}
\mu \equiv\langle\mu\rangle=\sum_{\alpha} Z_{\alpha} X_{\alpha}-n\langle x\rangle, \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\theta \equiv\langle\hat{\theta}\rangle=\frac{1}{2} \sum_{\alpha} Z_{\alpha}\left(3_{\alpha}^{2}-R_{\alpha}^{2}\right)-\frac{1}{2} n<3 x^{2}-r^{2}\right\rangle \tag{4.31}
\end{equation*}
$$

Therefore, in the approaches we employ, the dipole and quadrupole moments are obtained from the pure expectation values of $x$ and $3 x^{2}-r^{2}$, respectively.

For a charge-neutral species, the computed dipole moment is independent of the origin. However, the quadrupole moment does depend on the coordinate origin when the dipole moment is non-zero. For LiH , the origin was chosen as the midpoint of the internuclear axis. However, it is most common to report quadrupole (and other) moments as computed with respect to the center of mass. For a diatomic molecule,
only the $x$ coordinate differs between the two origins above. Therefore, the center-ofmass (CM) and midpoint (MP) quadrupole moments are related by

$$
\begin{equation*}
\theta(\mathrm{CM})=\theta(\mathrm{MP})-2 X_{\mathrm{CM}} \mu \tag{4.32}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{\mathrm{CM}}=\sum_{\alpha} M_{\alpha} X_{\alpha} / \sum_{\alpha} M_{\alpha} . \tag{4.33}
\end{equation*}
$$

For LiH, we employ the experimental internuclear separation of 3.015 Bohr and the nuclear masses of the periodic table, $M_{\mathrm{H}}=1.0079$ and $M_{\mathrm{Li}}=6.941$ atomic mass units, yielding $X_{\mathrm{CM}}=1.1252$ Bohr .

The LiH trial function is taken from a single Slater determinant, the basis set is given in Ref. 43, and the correlation functions are described by Eqs. (3.4), (3.5), and (3.9). The correlation function parameters $\left(a_{2}=b_{2}=0\right)$ are presented in Table 4.5. The parameters $\lambda_{\mathrm{H}}$ and $\lambda_{\mathrm{Li}}$ are chosen to satisfy their respective cusp conditions, as described in Sec. 3.2, to minimize time-step bias. (A programming error yielded $\lambda_{H}($ cusp $)=0.1025$ while the correct value, cf. Fig. 3.8 , is 0.61 . However, as seen in Fig. 3.11, time-step bias is small.)

Chronologically, the first algorithm developed by the author was the one most analogous to diffusion QMC computations of the energy, i.e., the single-walk approach with the branching simulated by integer rounding. As seen in Sec. 4.3, accurate results were obtained for $\mathrm{H}_{2}$ which motivated further investigation of the capabilities of the single-walk approach with calculations on LiH . To investigate the effects of time-step bias (non-zero $\tau$ ) and convergence bias (finite $t$ ), single-walk computations of mixed and pure properties were performed. Results for these, trial, and second-order expectation values are reported in Table 4.6.

The first significant point is that the mixed dipole moments are found to be worse or equivalent to the trial values. Therefore, the second-order approximation is entirely useless in obtaining improvements over mixed dipole moments, cf. Table 4.6. The second-order quadrupole moments, on the other hand, are seen to give accurate estimates of the pure values.

The limited number of computations in Table 4.6 and the size of the statistical errors does not allow observations to be conclusive. Nonetheless, important trends are indicated by the data. In examining the dipole moments for example, we see that very little time-step bias appears to be present at $\tau=0.010$ and $0.005 h^{-1}$. We also observe that at $\tau=0.020 h^{-1}$ the mixed dipole moment, $\mu_{m}$, is somewhat higher than $\mu_{m}$ at the smaller time steps suggesting that some time-step bias is present at $0.020 h^{-1}$. Since $\mu_{p}$ tends to converge downward from $\mu_{m}$ towards the exact (note that $t=0$ yields mixed results), a time-step bias which increases $\mu_{m}$ will also increase $\mu_{p}$. Yet we find that $\mu_{p}$ is most accurate at $\tau=0.020 h^{-1}$. This result, therefore, is due to the increase in convergence time which, apparently, more than compensates for the increase in time-step bias. In ascertaining the degree of convergence to asymptotic populations, we now consider values of $\left|\mu_{p}-\mu_{m}\right|$. Note that $\left|\mu_{p}-\mu_{m}\right|$ is only 0.023 and 0.020 Debyes (D) at $t=4 h^{-1}\left(\tau=0.005\right.$ and $0.010 h^{-1}$, respectively). In contrast, at $t=8 h^{-1}$, convergence from the mixed is over three times greater, 0.71 D . This comparison indicates that convergence is not complete at $t=4 h^{-1}$ and is therefore the major source of error in these two calculations. A word of caution is in order, however, since the statistical errors are of the order of the differences just discussed. Most important; our most highly converged dipole moment, $t=8$ and $\tau=0.02 . h^{-1}$, is
in excellent agreement with experiment, within $0.6(8) \%$. As a final point, we note that increases in efficiency should be readily obtained by carrying weights, cf. Sec. 4.2.2. Uncompleted calculations indicate that the single-walk algorithm with weighting will yields improvements in efficiency of a factor of 2-4. The calculations presented here each took from 1-3 hours on a Cray/XMP.

In considering the quadrupole moment, the computation of the pure value actually appears to be easier for this quantity. For example, at $t=4 h^{-1},\left|\theta_{p}-\theta_{m}\right|=0.18 B\left(B=10^{-26} e s u-c m^{2}\right)$ while this difference increases to only $0.20 B$ at $t=8 h^{-1}$. Thus convergence now appears to be attained at $4 h^{-1}$ in contrast to the dipole moments which converge at $t \geq 8 h^{-1}$. Unfortunately, an exact value of $\theta$ is unknown, however, we do compare our QMC result with others in Table 4.8.

In addition to single-walk calculations of properties, the $\mathrm{V}+\mathrm{QMC}$ approach has also been applied to LiH . Two time steps, 0.020 and $0.010 h^{-1}$, and several convergence times, $0-8 h^{-1}$, have been employed.

As described in Sec. 4.3, points are sampled from $\left|\Psi_{T}\right|^{2}$ and then two estimates of the asymptotic population (for several convergence times if desired) are obtained for each point. Subsequently, the VMC walk is continued and a new set of points is sampled from $\left|\Psi_{T}\right|^{2}$ at a later time and so on. It is highly desirable that points sampled from $\left|\Psi_{T}\right|^{2}$ are uncorrelated. If correlation does exist between points sampled from $\left|\Psi_{T}\right|^{2}$, then sampled values of the coordinate operator $(A)$ and the asymptotic population $(P)$ will also be correlated. To the extent that values of $A$ and $P$ are correlated, computational effort is wasted in the relatively time consuming QMC side walks which
sample $P$. This concern becomes more important as the convergence time increases.
For H and $\mathrm{H}_{2}$, correlation in points sampled from $\left|\Psi_{T}\right|^{2}$ is not problematic. Pure expectation values were computed efficiently with guesses, simply based on experience in previous QMC energy computations, of the number of VMC steps between sampling values of $A$ and $P$ from $\left|\Psi_{T}\right|^{2}$. This is not the case for LiH . In an initial set of calculations, points were sampled from from $\left|\Psi_{T}\right|^{2}$ after every ten steps with $\tau$ (VMC) $=0.25 h^{-1}$. The acceptance ratio was 0.6 yielding an actual diffusion time of $1.5 h^{-1}$ between samplings. While this amount of time between samplings seemed sufficient, apparently it is not as the efficiency of the $\mathrm{V}+\mathrm{QMC}$ calculations was quite poor. Thus, the question of sampling configuration space in the VMC walk requires greater consideration for LiH .

One method of addressing the concern above is to simply increase the time between samplings from $\left|\Psi_{T}\right|^{2}$. This approach, however, is a rather time consuming method for ascertaining the best way to sample configuration space in the VMC walk (since QMC side walks are also performed). A, perhaps, better alternative is to simply select a very large ensemble of uncorrelated points from $\left|\Psi_{T}\right|^{2}$ which can be accomplished quickly. One may then compute the trial values of the energy, dipole and quadrupole moments (as well as other expectation values if this is deemed useful) from this ensemble of points. Comparison of these averages and their statistical errors with those from VMC calculations then allows a judgement to be made concerning the adequacy of the ensemble size. Caution must still be applied, however, since the ensemble averages may be fortuitously close to precisely obtained trial values, and, likewise, statistical error in these averages may be underestimated due to the limited size of the
ensemble.
Following the approach outlined in the preceding paragraph, 30,000 points were randomly chosen and then converged to $\left|\Psi_{T}\right|^{2}$ in a VMC walk of $25 h^{-1}$ (the diffusion time was $19 h^{-1}$ ). The ensemble averages of the dipole and quadrupole moments for this ensemble are given in Table 4.7 as the $t=0$ properties. Comparison of the trial (VMC) moments in Table 4.6 with the ensemble averages in Table 4.7 indicates that the ensemble is sufficiently large. This ensemble of 30,000 points is then divided into 30 subensembles of 1,000 points, and then propagated $8 h^{-1}$ at $\tau=0.02$ and $0.01 h^{-1}$ in sampling $\left|\phi_{0} / \Psi_{T}\right|^{2}$. The computational cost for these time steps is 30 and 60 minutes of Cray/XMP computer time. Results are presented in Table 4.7.

The first point of interest, which implies why convergence to an accurate dipole moment can be difficult for LiH , is that the accuracy of this moment actually decreases in the initial stages of converging to asymptotic populations, compare the $t=2$ and $t=0 h^{-1}$ dipole moments for both time steps. The quadrupole moments, on the other hand, converge monotonically.

The most puzzling aspect of the data is that the $\tau=0.02 h^{-1}, t=8 h^{-1}$ moments disagree with those of the single-walk approach. In considering this, we point out that time-step bias should be equivalent between the single- and double-walk methods. In both approaches the time-step bias enters in twice, in $\Psi_{T} \phi_{0}$ and $\phi_{0} / \Psi_{T}$ in the single walk and in $\left|\phi_{0} / \Psi_{T}\right|^{2}$ in the $\mathrm{V}+\mathrm{QMC}$ simulation. However, convergence bias is more significant in the $\mathrm{V}+\mathrm{QMC}$ algorithm. As discussed in Sec. 4.3, convergence bias is compounded with $\mathrm{V}+\mathrm{QMC}$, since a product of asymptotic populations is employed, but not with the single walk. This effect manifested itself in the larger errors obtained
with $\mathrm{V}+\mathrm{QMC}$, in comparison to the single walk, at the smaller convergence times for H and $\mathrm{H}_{2}$. In this light, note that for both time steps in Table 4.7 values of $\mu_{p}$ and $\theta_{p}$ are still changing at the larger convergence times. While these changes appear to be well beneath the statistical noise, in fact they probably are not. This is because the statistical error in, for example, $\mu_{p}(t=6)-\mu_{p}(t=8)$ is roughly an order of magnitude smaller than that given by the statistical error of the two values of $\mu_{p}$ due to the high degree of correlation between values at similar convergence times. Therefore, larger values of $t$ should be employed in future calculations in order to ascertain convergence to $\left|\phi_{0}\right|^{2}$.

While the $\tau=0.01 h^{-1}$ moments are very good. The question of convergence still remains. In addition, larger convergence times would seem to give a dipole moment which is too low contradicting the implications of the single-walk calculations. For this reason, it is important to verify the adequacy of the ensemble size employed here by generating more ensembles of the same size and comparing the accuracy of averages over these ensembles with those of the original.

Finally, we have found that while the statistical error in $\Delta \equiv \mu_{p}-\mu_{T}$ is smaller than that of $\mu_{p}$ at the smaller convergence times, these statistical errors were equivalent by $t=8 h^{-1}$. Therefore, no benefit appears to be derived from the correlated V+QMC approach in the context of computing moments for LiH . Comparisons of efficiency between the single- and double-walk algorithms will be made when weights are carried in the single-walk approach and when the double-walk calculations are more complete.

Table 4.8 compares our single-walk ( $t=8 h^{-1}, \tau=0.02 h^{-1}$ ) moments : with the
exact (when available) and those obtained in other $a b$ initio computations. As has already been stated the QMC dipole moment is quite accurate; similar accuracies are also obtained by other theoretical approaches. The differential dipole moment, computed from the difference of statistically correlated QMC energies with and without a small static electric field, is also of reasonable quality. However, this moment was obtained employing the trial function of Ref. 43 which yielded a rather poor QMC energy (since the linear coefficients in the MOs are not optimized) of $-8.059(4) h$ in comparison to ours, $-8.0691(4) h$ (the exact is $-8.0702 h$ ). Therefore, it is expected that the differential dipole moment will be improved using a more accurate trail function. In considering the effect of fixed-node error of the dipole moment, we note that this error in the QMC energy is $0.01 \%$ of the total energy, and $0.6 \%$ in the dipole moment. Thus, although the fixed-node error rises dramatically for the dipole moment, the overall accuracy is still quite good.

The more interesting property studied here is the quadrupole moment for which no exact value exists. A noticeable discrepancy of $0.16 B$ exists between recent theoretical calculations of this moment, cf. Table 4.8. If the QMC value of $\theta$ possesses an accuracy similar to that of $\mu$, then our value of $\theta$ should be quite accurate as well (and in favor of the CASSCF result). It will be of great interest to compare our value of the quadrupole moment with an exact estimate, if it is ever obtained, as this would be a significant test of the predicative capability of the QMC approach employed here.

A very limited set of properties calculations has been performed for BH. The trial function is $\Psi_{1}$ given in Table 3.15 and the single-walk approach (without carrying weights) was employed with $t=3 h^{-1}$ in all calculations. The effect of deleting a
walker upon crossing a node versus rejecting the move is examined. For the deletion approach, calculations were performed at $\tau=0.005$ and $0.010 h^{-1}$ which used 2 and 1 hour of Cray/XMP computer time, respectively. No time-step bias is discernible for these two computations. The last calculation used a time step of $0.010 h^{-1}$ and rejection and took three hours.

Table 4.9 compares QMC results with other $a b$ initio values and experiment (apparently only a few computations of properties for BH exist). We see that for the computation times above, the statistical errors in the QMC moments are reasonable ( $\approx$ $3-4 \%$ ). However, the convergence time of only $3 h^{-1}$ (compare with those of LiH ) suggests that convergence is not attained. The most significant result is that the "rejection" value of the dipole moment is noticeably different from the "deletion" moment and in much better agreement with experiment, i.e., now within the (large) experimental error bar. However, since no time-step bias was observed in the deletion properties at the time steps employed this discrepancy, albeit large, must remain a matter of conjecture.

The BH calculations show that a reasonable dipole moment may be obtained (if the rejection value is correct) with a single-determinant trial function. However, the accuracy of the quadrupole moment, which does show a substantial disagreement with the MCSCF value of Bishop et al.[136], can not be ascertained given the paucity of theoretical calculations and the absence of an estimated exact value. As noted in Chap. 3, the QMC energy for the trial function employed here gives only $89 \%$ of the CE, a much larger error than that of LiH . While it is of interest to determine the effect of this fixed-node error on QMC-computed moments, further pursuit of accurate
moments should include consideration of a multi-determinant trial function which will, hopefully, yield an improved QMC solution.

### 4.5. Moments with Odd Powers

In this section we explore more efficient approaches for computing expectation values of coordinate operators with odd powers. For such expectation values, cancellations will occur from different regions of space. Therefore, sampling techniques which exploit this cancellation are preferred.

The one-dimensional computation of $\langle x\rangle=\int x \rho(x) d x$, ( $\rho$ is assumed to be normalized) serves as an example. As the symmetry of $\rho(x)$ about $x=0$ increases,[138] the degree of cancellation of the integrand also increases. Therefore, lower variance estimates may be obtained by sampling a new distribution, $\rho^{\prime}$ (e.g., by sampling $\rho^{\prime} / \rho$ from the original distribution $\rho$ ) which will exploit this cancellation.

Probably the most straightforward approach is to choose $\rho^{\prime}$ as the antisymmetric component of $\rho$, namely $\rho^{\prime}(x)=\rho_{A}(x)=\frac{1}{2}[\rho(x)-\rho(-x)]$. Since $x$ is an odd function, the symmetric component of $\rho$ vanishes upon integration, yielding

$$
\begin{equation*}
<x>=\int x \rho_{A}(x) d x \tag{4.34}
\end{equation*}
$$

In sampling from $\rho,\langle x\rangle$ may now be computed by averaging $x \rho_{A}(x) / \rho(x)$. Note that if $\rho$ is an even function, all sampled values vanish identically so that the correct result is obtained with no statistical error. More generally, of course, $\rho$ is not fully symmetric, and only a finite statistical error reduction ensues. For example, consider a one-dimensional distribution that, like for a heteronuclear molecule, possesses unequal exponentially decaying tails at large $\pm x$. The antisymmetric part of $\rho_{A}$ then also
possesses such tails, though now of differing sign. Thus little error reduction is expected in this case. In addition, sampled values of $x \rho_{A}(x) / \rho(x)$ will be unbounded in regions where $\rho(x)$ is small but $\rho(-x)$ is not, thus increasing statistical error. Therefore, depending on $\rho(x)$, the reduction in statistical error may not be significant.

The problems with the naive choice of $\rho^{\prime}=\rho_{A}$ (that the spread in $\rho^{\prime}$ is not optimally reduced and that $\rho^{\prime} / \rho$ may be poorly behaved) are addressed by a new choice of $\rho^{\prime}$, is given by

$$
\begin{align*}
\tilde{\rho}(x) \equiv \rho(x)-\rho(-x) & \text { for } \rho(x) \geq \rho(-x) \\
0, & \text { for } \rho(x)<\rho(-x) . \tag{4.35}
\end{align*}
$$

It is easily shown that $\langle x\rangle=\int x \tilde{\rho}(x) d x$. However, the spread in $\tilde{\rho}$ should be less than that of $\rho$ or $\rho_{A}$. If tails are present in the original distribution, one of them is immediately eliminated. Also, $\tilde{\rho}$ possesses the zero-variance property (that $\rho_{A}$ does) when $\rho$ is an even function. Finally, by construction the quantity to be averaged in sampling from $\rho$, namely $x \tilde{\rho} / \rho$, will remain bounded for small $\rho$ since $0 \leq \tilde{\rho} / \rho \leq 1$.

To take a simple example, consider $\rho(x)=\frac{1}{2}(1+x),|x| \leq 1$. From the definitions above, $\rho_{A}(x)=x / 2$ on $|x| \leq 1$ and $\rho(x)=x$ on $0 \leq x \leq 1$. The variance obtained from $\tilde{\rho}$ is given by

$$
\begin{equation*}
V_{\rho} \equiv \int_{-1}^{1} \rho(x)[x \tilde{\rho}(x) / \rho(x)]^{2} d x-\langle x\rangle^{2}=0.11 \tag{4.36}
\end{equation*}
$$

Efficiency is thus doubled over sampling from $\rho$ directly, for which $V_{\rho} \approx 0.22$. In contrast, $V_{\rho_{A}}$ is infinite because of the singularity in $\rho_{A} / \rho$ at $x=-1$.

A more realistic example is offered in Fig. 4.3, where $\rho$ is the square of a trial function for LiH at a fixed distance from the internuclear axis $(x)$. Comparing the
solid line, $\rho$, to the dotted, $\tilde{\rho}$, shows the narrowing of the distribution achieved, even though $\rho$ is far from an even function. A numerical computation for the variance yields $V_{p}(x) \approx \frac{1}{2} V_{\rho}(x)$. Applying these ideas is most readily accomplished within the $\mathrm{V}+\mathrm{QMC}$ approach. Specifically, values of $\phi_{0} / \Psi_{T}$ for each point $\underline{R}$ sampled from $\left|\Psi_{T}\right|^{2}$ are required at $\underline{R}$ and at a symmetry point (or points) related to $\underline{R}$ by reflection or inversion. If the symmetry is sufficiently high, the extra computation resulting from the necessary sampling of added values of $\left|\phi_{0}\right|^{2}$ will be compensated by reductions in the statistical error in the averages. The most pronounced reductions will be found for charge distributions which are nearly symmetric. For example, for molecules such as CO, substantial reductions in statistical error, versus a straightforward sampling of $\left|\phi_{0}\right|^{2}$, should be observable employing the difference technique described here.

Table 4.1. Parameters for the $\mathrm{H}_{2}$ trial function.

|  |  |  |  |
| :--- | :--- | :--- | :--- |
| $c(\mathrm{H})$ | 0.48610 | $a$ | 0.50 |
| $c\left(\mathrm{BF}^{a}\right)$ | 0.11089 | $b$ | 0.50 |
| Exponent | 1.19000 | $\lambda$ | 0.15 |
|  |  | $v$ | 1.00 |
|  |  |  |  |

${ }^{a}$ The bond function is located at the midpoint of the internuclear axis.

Table 4.2. Comparison of trial, mixed and pure expectation values for H and $\mathrm{H}_{2}{ }^{a}$


|  | $\left\langle z^{2}\right\rangle$ | $\left\langle r^{2}\right\rangle$ |
| :--- | :--- | :--- |
| Trial (VMC) | $1.0787(6)$ | $2.6228(11)$ |
| Mixed (QMC) ${ }^{c}$ | $1.0491(8)$ | $2.5809(14)$ |
| Second-order $^{b}$ | $1.0195(10)$ | $2.5390(18)$ |
| Pure (exact) $^{d}$ | 1.0230 | 2.5464 |
|  |  |  |

[^3]Table 4.3. Pure expectation values for H atom by various Monte Carlo methods. ${ }^{a}$

| Method | $\left(t, \tau^{b}\right)$ | $\langle r\rangle$ | $\left\langle z^{2}\right\rangle$ | $\left\langle r^{2}\right\rangle$ |
| :---: | :---: | :---: | :---: | :---: |
| Single QMC walk: Integer rounding | $\begin{array}{r} (5,0.050) \\ (10,0.050) \\ (10,0.025) \end{array}$ | $\begin{aligned} & 1.5058(14) \\ & 1.5038(15) \\ & 1.5025(21) \end{aligned}$ | $\begin{aligned} & 1.0075(32) \\ & 1.0066(31) \\ & 1.0029(41) \end{aligned}$ | $\begin{aligned} & 3.025(6) \\ & 3.015(7) \\ & 3.010(9) \end{aligned}$ |
| Single QMC walk: <br> Integer rounding and weighting | $\begin{array}{r} (5,0.050) \\ (10,0.050) \\ (10,0.025) \end{array}$ | $\begin{aligned} & 1.5052(11) \\ & 1.5040(12) \\ & 1.5023(15) \end{aligned}$ | $\begin{aligned} & 1.0084(25) \\ & 1.0024(25) \\ & 1.0040(33) \end{aligned}$ | $\begin{aligned} & 3.024(5) \\ & 3.018(6) \\ & 3.009(7) \end{aligned}$ |
| V+QMC | $\begin{array}{r} (5,0.050) \\ (10,0.050) \\ (10,0.025) \end{array}$ | $\begin{aligned} & 1.5074(15) \\ & 1.5032(22) \\ & 1.5026(23) \end{aligned}$ | $\begin{aligned} & 1.0150(40) \\ & 1.0018(51) \\ & 1.0008(53) \end{aligned}$ | $\begin{aligned} & 3.033(6) \\ & 3.012(9) \\ & 3.012(11) \end{aligned}$ |
| correlated V+QMC | $\begin{array}{r} (5,0.050) \\ (10,0.050) \\ (10,0.025) \end{array}$ | $\begin{aligned} & 1.5094(5) \\ & 1.5024(7) \\ & 1.5020(9) \end{aligned}$ | $\begin{aligned} & 1.0144(11) \\ & 1.0029(21) \\ & 1.0025(24) \end{aligned}$ | $\begin{aligned} & 3.045(2) \\ & 3.010(4) \\ & 3.009(5) \end{aligned}$ |
| Exact ${ }^{c}$ |  | 1.5000 | 1.0000 | 3.000 |

${ }^{a}$ Units for lengh and time are bohr and $h^{-1}$, respectively. Statistical errors, in parentheses, represent one standard deviation in the mean of a Gaussian distribution, and are normalized to correspond to 10 minutes of computation time on a Cray/XMP.
${ }^{b_{t}}$ denotes convergence time; $\tau$ is the time step.
${ }^{c}{ }^{\boldsymbol{t}}$ See Table 4.2.

Table 4.4. Pure expectation values for $\mathrm{H}_{2} .{ }^{a}$

| Method | $t$ | $\left\langle z^{2}\right\rangle$ | $\left\langle r^{2}\right\rangle$ |
| :---: | :---: | :---: | :---: |
| Single QMC walk: Integer rounding | 2 | 1.028(9) | 2.554(14) |
|  | 4 | $1.024(8)$ | 2.549(14) |
|  | 6 | 1.021(9) | 2.549(15) |
| Single QMC walk: <br> Integer rounding and weighting | 2 | 1.034(6) | 2.554(10) |
|  | 4 | $1.020(5)$ | 2.535(9) |
|  | 6 | 1.028(6) | 2.545 (12) |
| V+QMC | 2 | 1.034(5) | 2.563(9) |
|  | 4 | 1.022(8) | 2.548(12) |
|  | 6 | 1.027(8) | $2.550(21)$ |
| correlatedV+QMC | 2 | 1.033(2) | 2.562(4) |
|  | 4 | $1.026(3)$ | 2.549(6) |
|  | 6 | 1.026(6) | $2.550(10)$ |
| Exact ${ }^{\text {b }}$ |  | 1.023 | 2.546 |

${ }^{a}$ Units are given in Table 4.3. The time step is $0.01 h^{-1}$ in all calculations shown; the statistical errors correspond to 10 minutes of computation on a Cray/XMP.
${ }^{b}$ Ref. 10.

Table 4.5. LiH correlation function parameters.

|  |  |
| :--- | :--- |
| $a_{1}$ | 0.50000 |
| $b_{1}$ | 1.50000 |
| $\lambda_{\mathrm{H}}$ | 0.10250 |
| $\nu_{\mathrm{H}}$ | 2.00000 |
| $\lambda_{\mathrm{Li}}$ | 0.03075 |
| $\nu_{\mathrm{Li}}$ | 0.02500 |

- Table 4.6. Single-walk properties for LiH .

| $\left(t, \tau^{a}\right)$ | Dipole Moments ${ }^{\text {b }}$ |  |  | Quadrupole Moments ${ }^{\text {c }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mixed | Pure | Second-order ${ }^{\text {d }}$ | Mixed | Pure | Second-order ${ }^{\text {d }}$ |
| $(8,0.020)$ | 5.932(18) | 5.861(46) | 5.951(36) | -4.25(5) | -4.05(17) | -4.12(10) |
| $(4,0.010)$ | 5.909(32) | 5.886(46) | 5.905(64) | -4.17(9) | -3.98(13) | -3.96(18) |
| $(4,0.005)$ | 5.914(18) | 5.894(28) | 5.915(36) | -4.23(7) | -4.07(13) | -4.08(16) |
| Trial | 5.913(6) |  |  | -4.38(1) |  |  |
| Exact ${ }^{e}$ | 5.828 |  |  | --- |  |  |

${ }^{a} t$ is the convergence time in obtaining asymptotic populations and $\tau$ is the time step, both are in $h^{-1}$.
${ }^{b}$ Units are $10^{-18}$ esu -cm (Debyes).
${ }^{c}$ Units are $10^{-26} e s u-\mathrm{cm}^{2}$ and are reported with respect to the center of mass. ${ }^{d}$ See Eq. (4.3).

- A vibrationless value derived from experiment in Ref. 132 by extrapolating to $-1 / 2$ vibrational quantum number.

Table 4.7. $\mathrm{V}+\mathrm{QMC}$ properties for $\mathrm{LiH} .{ }^{a}$

$$
\tau=0.02
$$

| $t$ | $\mu_{p}$ | $\theta_{p}$ |
| :--- | :---: | :---: |
| $0^{b}$ | $5.910(24)$ | $-4.40(5)$ |
| 2 | $5.944(27)$ | $-4.37(7)$ |
| 4 | $5.932(32)$ | $-4.31(8)$ |
| 6 | $5.918(38)$ | $-4.29(9)$ |
| 8 | $5.910(42)$ | $-4.24(10)$ |
| Exact $^{c}$ | 5.828 | $\cdots$ |


| $\tau=0.01$ |  |  |
| :--- | :---: | :---: |
| $t$ | $\mu_{p}$ | $\theta_{p}$ |
| $0^{b}$ | $5.910(24)$ | $-4.40(5)$ |
| 2 | $5.923(26)$ | $-4.33(7)$ |
| 4 | $5.902(31)$ | $-4.28(9)$ |
| 6 | $5.865(33)$ | $-4.22(10)$ |
| 8 | $5.835(32)$ | $-4.16(10)$ |
| Exact $^{c}$ | 5.828 | --- |

${ }^{a}$ Units for the convergence time ( $t$ ), time step ( $\tau$ ), dipole moment ( $\mu_{p}$ ), and quadrupole moment $\left(\theta_{\rho}\right)$ are given in Table 4.6.
${ }^{b_{t}}=0$ corresponds to the trial values.
${ }^{c}$ Ref. 132.

Table 4.8. Properties of LiH by various approaches. ${ }^{a}$

| Method | $\mu$ | $\theta$ |
| :--- | :--- | :---: |
| $\mathrm{HF}^{b}$ | 6.00 | -4.51 |
| $\mathrm{CI}^{c}$ | 5.85 | -4.16 |
| Largest Cl $^{d}$ | 5.86 | --- |
| CASSCF $^{e}$ | 5.83 | -4.13 |
| Coupled-Cluster | 5.87 | -4.29 |
| Differential QMC $^{g}$ | $5.77(8)$ | -- |
| QMC $^{h}$ | $5.86(5)$ | $-4.05(17)$ |
| Exact $^{i}$ | 5.83 | --- |
|  |  |  |

${ }^{a}$ Units are given in Table 4.6.
${ }^{b}$ Ref. 117.
${ }^{c}$ Ref. 133.
${ }^{d}$ Ref. 112.
${ }^{\bullet}$ Ref. 134.
${ }^{f}$ Ref. 21.
${ }^{8}$ Ref. 131.
${ }^{h}$ This work. Single walk with $t=8 h^{-1}$ and $\tau=0.02 h^{-1}$.
${ }^{i}$ Ref. 132.

Table 4.9. Properties for $\mathrm{BH} .{ }^{a}$

|  |  |  |
| :--- | :--- | :--- |
| Method | $\mu$ | $\theta$ |
| $\mathrm{HF}^{b}$ | 1.74 | -3.59 |
| MCSCF $^{c}$ | 1.32 | -3.09 |
| Trial $^{d}$ | $1.75(4)$ | $-4.39(2)$ |
| QMC(deletion) $^{2}$ | $1.68(5)$ | $-3.83(9)$ |
| QMC(rejection) $^{2}$ | $1.44(6)$ | $-4.02(12)$ |
| Experiment $^{e}$ | $1.27(21)$ | --- |

${ }^{a}$ Units are given in Table 4.6 and quadrupole moments are with respect to the center of mass.
${ }^{b}$ Ref. 135.
${ }^{\text {c }}$ Ref. 136.
${ }^{d}$ Trial function $\Psi_{1}$, see Table 3.15.
${ }^{-}$Ref. 137.

Figure 4.1. Tagging algorithm for single QMC walk method. A "family tree" for a single walker starting at the origin is shown. Each ring outward corresponds to one generation (or an increase in time by $\tau$ ). Location in the diagram identifies a walker with its $\theta(k, t)$ label. All descendants of a walker will be in the range of angles from $\theta$ to $\theta+\delta$, making identification of progeny possible for all future generations. This enables one to determine convergence to asymptotic populations in a single calculation. An ensemble of trees may be readily treated as described in the text.


Figure 4.2. Tagging algorithm for VMC with QMC side walks method. The family trees generated are shown for of five points sampled from $\left|\Psi_{T}\right|^{2}$. Since only the descendants of the points beginning each QMC walk are tracked, the tagging algorithm is very simple, as indicated here and discussed in the text. Weights are carried with the branching walkers so that the asymptotic population of a point is the sum of the weights of its descendants at sufficiently large $t$. For each initial point, two QMC walks are employed in order to obtain two statistically independent samplings of $\phi_{0} \Psi_{T}$ and, therefore, an unbiased estimate of $\left|\phi_{0}\right|^{2} /\left|\Psi_{T}\right|^{2}$. As in the single QMC walk approach, results may readily be computed for several convergence times ( $t$ ).


Figure 4.3. Equivalent distributions for the computation of $\langle x\rangle$. The solid line represents the original distribution, $\rho$, while the dotted one represents the difference distribution $\tilde{p}$, cf. Eq. (4.35). The average value of $x$ is identical over both distributions, but the variances are not.


## Chapter 5

## The Computation of Transition Dipole Moments

### 5.1. Introduction

The work discussed thus far began with the implementation of the welldeveloped[39,43], though not widely applied, fixed-node diffusion QMC approach for computing electronic energies, cf. Chap. 3. Subsequently, novel algorithms, designed to sample $\left|\phi_{0}\right|^{2}$, have been developed and explored in calculations on small atoms and molecules, cf. Chap. 4. The approaches and applications detailed in Chaps. 3 and 4 have considerably broadened the scope of single-state computations by diffusion QMC. In this chapter, we explore an entirely new area - the sampling of several states simultaneously so that multi-state properties may be computed. The techniques described below allow the computation of transition matrix elements. Since transition dipole moments are by far the most significant class of transition matrix elements, we focus on, but are not limited to, the computation of these moments.

Transition dipole moments are of great interest in chemistry and physics since they appear in the expressions for transition rates and probabilities for photon- or electric field-induced atomic and molecular state changes. From first-order time-dependent perturbation theory in the dipole approximation, the probabilities per unit time for absorption, induced emission and spontaneous emission are proportional to the square
of the transition dipole moment between the two states of interest.[139] This moment can be written in several forms.[140] For a transition from state $m$ to state $n$, the transition dipole moment in the frequently used length form is expressed as

$$
\begin{equation*}
\left|\vec{r}_{m n}\right|^{2}=\left.\left|<\phi_{m}\right| \sum_{i} \vec{r}_{i}\left|\phi_{n}\right\rangle\right|^{2} \tag{5.1}
\end{equation*}
$$

where the sum is over all electrons.
Also related to the dipole transition moments are experimentally observable quantities such as oscillator strengths, $f$, and mean lifetimes, $\tau$. The oscillator strength is defined as the ratio of the absorption coefficient integrated over frequency to the value this quantity would have if each molecule (atom for elemental substances) of the absorbing material were replaced by an harmonically bound electron. For a transition from state $m$ to state $n$, the oscillator strength may be written as,[141]

$$
\begin{equation*}
f_{m n}=\frac{2}{3}\left(E_{n}-E_{m}\right)\left|\vec{P}_{m n}\right|^{2} \tag{5.2}
\end{equation*}
$$

where $E_{n}>E_{m}$, and the transition dipole moment is averaged over the initial and summed over the final state degeneracies. The mean lifetime of a state $n$ obtained by excitation from state $m$, is given by[141]

$$
\begin{equation*}
\tau_{n}=\frac{3}{2} g_{n} /\left(g_{m} f_{m n} \bar{v}^{2}\right) \tag{5.3}
\end{equation*}
$$

Here $\tau_{n}$ is in seconds, $\bar{v}$ is the energy of the absorbed photon in $\mathrm{cm}^{-1}$, and $g_{i}$ is the degeneracy of state $i$.

Despite the importance of transition dipole moments, computing them remains problematic for all but the simplest systems. This is because $\vec{r}_{m n}$ is very sensitive to the quality of the wavefunctions used,[22] so much so that wavefunctions which yield
very accurate energies can still give inaccurate transition moments. Also, the convergence properties of the transition dipole moment with basis set and configuration expansion are generally not known. These difficulties encountered by standard quantum mechanical methods is a strong motivation for investigating the possibility that accurate transition dipole moments can be computed by QMC. Towards this end, we investigate approaches for sampling from more than one state. Though our approach uses diffusion QMC with the fixed-node approximation for treating Fermi statistics, two of the methodologies developed here may be applied directly to other QMC methods.

In the next section, we demonstrate how approximations to the transition dipole moment, accurate to first order in the error in the trial function, may be combined to obtain second-order estimates. In Sections 5.3-5.5, three different methods for computing exact transition dipole moments are discussed. A presentation and discussion of results for the $1 s \rightarrow 2 p_{x}$ transition dipole moment of the hydrogen atom concludes each of these sections. In Section 5.6, the three methods are compared and their relative merits and deficiencies are discussed. The final section describes oscillator strength calculations for the $2^{2} S \rightarrow 2^{2} P$ transition of Li.

### 5.2. Approximate Transition Dipole Moments

Let us define $\phi_{1}$ and $\phi_{2}$ as the two states between which we wish to compute a transition dipole moment, and $\Psi_{T_{1}}$ and $\Psi_{T_{2}}$ as the trial functions for these states. Several approximations to the transition dipole moment may be computed using QMC. These approximations are

$$
\begin{align*}
& A_{t t}=\left\langle\Psi_{T_{1}}\right| A\left|\Psi_{T_{2}}\right\rangle  \tag{5.4a}\\
& A_{1 t}=\left\langle\phi_{1}\right| A\left|\Psi_{T_{2}}\right\rangle \tag{5.4b}
\end{align*}
$$

and

$$
\begin{equation*}
A_{2 t}=\left\langle\Psi_{T_{1}}\right| A\left|\phi_{2}\right\rangle \tag{5.4c}
\end{equation*}
$$

where, for notational convenience the equations above are in terms of normalized wavefunctions. Since asymptotic populations (to be employed in the next two sections) are written in terms of normalized eigenfunctions, $\phi_{i}$, and in other expressions $\phi_{i}$ appears to equal powers in both the numerator and denominator, QMC eigenfunctions are taken to be normalized without loss of generality. The normalization of trial functions will be discussed when required.

The "trial" matrix element, $A_{t t}$, is readily computed using VMC by averaging $\Psi_{T_{1}} A \Psi_{T_{2}} /\left|\Psi_{T}\right|^{2}$ over $\left|\Psi_{T}\right|^{2}$. The 'mixed"' matrix elements, $A_{1 t}$ and $A_{2 t}$, are obtained from from a QMC walk. For example, to compute $A_{1 t}, \Psi_{T_{1}}^{-1} A \Psi_{T_{2}}$ is averaged over $\Psi_{T_{1}} \phi_{1}$. This average is then multiplied by $\left\langle\Psi_{T_{1}} \mid \phi_{1}\right\rangle$ to give $A_{1 t}$. (Methods for computing overlap integrals are described later.)

Writing $\Psi_{T_{i}}=\phi_{i}+\delta_{i}$, the above three approximations are all accurate to first order in the error in the trial functions. However, they may be combined to obtain a "second-order" estimate of $\left\langle\phi_{1}\right| A\left|\phi_{2}\right\rangle$. In particular,

$$
\begin{equation*}
\left.A_{s} \equiv A_{1 t}+A_{2 t}-A_{t t}=<\phi_{1}|A| \phi_{2}>-<\delta_{1}|A| \delta_{2}\right\rangle \tag{5.5}
\end{equation*}
$$

To demonstrate the quality obtainable from these second order estimates, we compute $A_{s}$ analytically for the transition dipole moment $(A=x)$ of the $1 s \rightarrow 2 p_{x}$ transition of the hydrogen atom. Results are presented in Table 5.1. The trial functions, $\Psi_{T_{1}}$ and $\Psi_{T_{2}}$ are $1 s$ and $2 p_{x}$ Slater orbitals with exponents of 0.90 and 0.45 , respectively.

The exponents are chosen such that the variational energy, $\left\langle\Psi_{T_{i}}\right| H\left|\Psi_{T_{i}}\right\rangle$, differs by $1 \%$ from the exact value. This choice was made to simulate the accuracy of trial functions generally used in QMC when studying more complex systems. As seen in Table 5.1, the error in the second-order approximation is an order of magnitude less than the errors in any of the first-order approximations.

### 5.3. Exact Transition Dipole Moments: QMC Walks within QMC <br> Walks (Method 1)

In this section, we discuss a method which involves propagating a QMC walk for each state under study. Though this approach (as well as the following two) can be applied to any number of states simultaneously, for simplicity, we limit the discussion to the study of only two states.

We wish to compute the matrix elements $\left.<\phi_{1}|A| \phi_{2}\right\rangle$ where specifically we focus on $A=x, y$ or $z$, and $\phi_{1}$ and $\phi_{2}$ are two different energy eigenfunctions. This method begins with a straightforward implementation of QMC using $\Psi_{T_{1}}$ as the trial function to generate the distribution $f_{1} \propto \Psi_{T_{1}} \phi_{1}$ (cf. Chap. 2). Here, $\Psi_{T_{1}}$ is a trial function chosen to describe state " 1 ", and $\phi_{1}$ is the exact (fixed-node QMC) solution for this state. We now seek an operator, $O$, sampled from $f_{1}$ such that

$$
\begin{equation*}
\langle O\rangle_{f_{1}} \equiv \frac{\left\langle\Psi_{T_{1}}\right| O\left|\phi_{1}\right\rangle}{\left\langle\Psi_{T_{1}} \mid \phi_{1}\right\rangle}=\left\langle\phi_{1}\right| A\left|\phi_{2}\right\rangle . \tag{5.6}
\end{equation*}
$$

From Eq. (5.6), the transition matrix element is obtained when

$$
\begin{equation*}
O \equiv s_{1} A \phi_{2} / \Psi_{T_{1}} \tag{5.7}
\end{equation*}
$$

where overlap integrals are written as $s_{i}=\left\langle\Psi_{T_{i}} \mid \phi_{i}\right\rangle$ for normalized trial functions.

The first step in obtaining values of $O$ is to sample a second eigenfunction employing an auxiliary walk guided by a second trial function, $\Psi_{T_{2}}$. This walk commences with points selected from $\Psi_{T_{1}} \phi_{1}$. The structure of the two walks is shown schematically in Fig. 5.1. As shown in Chap. 4, for a QMC walk beginning at $\underline{R}$, the number of points at a later time is asymptotically proportional to the ratio of the QMC solution to the trial function at $\underline{R}$, in this case $\phi_{2}(\underline{R}) / \Psi_{T_{2}}(\underline{R})$. Thus values of $\phi_{1}$ are sampled from a standard QMC walk, which yields $\Psi_{T_{1}} \phi_{1}$, and values of $\phi_{2}$ from an auxiliary QMC walk, guided by $\Psi_{T_{2}}$, which yields $\phi_{2} / \Psi_{T_{2}}$.

Recasting Eq. (4.9) in terms of $\phi_{2}$ and $\Psi_{T_{2}}$, the asymptotic populations resulting from the auxiliary walk are given by

$$
\begin{equation*}
P_{2}(\underline{R}, t) \equiv \int f_{\underline{R}}\left(\underline{R}^{\prime}, t\right) d \underline{R}^{\prime}=\frac{\phi_{2}(\underline{R})}{\left.\Psi_{T_{2}} \underline{R}\right)} \exp \left[-t\left(E_{2}-E_{R_{2}}\right)\right] s_{2} \tag{5.8}
\end{equation*}
$$

Thus, Eqs. (5.7) and (5.8) imply

$$
\begin{equation*}
O=\exp \left[t\left(E_{2}-E_{R_{2}}\right)\right] s_{1} s_{2}^{-1} \Psi_{T_{1}}^{-1} \Psi_{T_{2}} P_{2} A=s_{1} A \phi_{2} / \Psi_{T_{1}} \tag{5.9}
\end{equation*}
$$

yields the transition dipole moment in Eq. (5.6).
We point out that for Eqs. (5.6)-(5.9) to be consistent, $\Psi_{T_{1}}$ and $\Psi_{T_{2}}$ must be normalized to unity when computing the ratio $\Psi_{T_{2}} / \Psi_{T_{1}}$. If correlation functions are included in the trial functions, the normalization of the trial function can not be obtained analytically. Since the correlation functions we employ are desirable, a method of normalizing trial functions is of interest.

When the trial function is given by $\operatorname{Det}^{\alpha} \operatorname{Det}^{\beta} F$, where the MOs in $\operatorname{Det}^{\alpha}$ and $\operatorname{Det}^{\beta}$ are taken from SCF calculations and $F$ is the correlation function, the trial function can be normalized as follows. Defining $\Psi_{S C F} \equiv \operatorname{Det}^{\alpha} \operatorname{Det}^{\beta}$, we compute

$$
\begin{align*}
K & \equiv \int\left|\Psi_{\mathrm{SCF}}\right|^{2}\left|\Psi_{T} / \Psi_{\mathrm{SCF}}\right|^{2} d \underline{R} / \int\left|\Psi_{\mathrm{SCF}}\right|^{2} d \underline{R} \\
& \left.=\left\langle\Psi_{T} \mid \Psi_{T}\right\rangle\left|<\Psi_{\mathrm{SCF}}\right| \Psi_{\mathrm{SCF}}\right\rangle \tag{5.10}
\end{align*}
$$

by employing a VMC walk guided by $\Psi_{\text {SCF }}$. Note that the ratio of $\Psi_{T}$ to $\Psi_{\text {SCF }}$ is simply $F$. Since the SCF MO's are orthonormal,

$$
\begin{equation*}
\left\langle\Psi_{\mathrm{SCF}} \mid \Psi_{\mathrm{SCF}}\right\rangle=n_{\alpha}!n_{\beta}! \tag{5.11}
\end{equation*}
$$

where $n_{\alpha}$ and $n_{\beta}$ are the number of spin-up and spin-down electrons, respectively. (The normalization of $\Psi_{\text {SCF }}$ is not $\left(n_{\alpha}+n_{\beta}\right)$ ! because the Slater determinant is reduced to $\operatorname{Det}^{\alpha} \operatorname{Det}^{\beta}$.) Therefore, if $\Psi_{T}$ is not normalized, a normalized trial function $\tilde{\Psi}_{T}$ may be obtained from

$$
\begin{equation*}
\tilde{\Psi}_{T}=\left[K n_{\alpha}!n_{\beta}!\right]^{\frac{1}{2}} \Psi_{T} \tag{5.12}
\end{equation*}
$$

In addition to values of the trial functions and their normalizations, the time dependence and overlap integrals in Eq. (5.9) must be computed. The time dependence is readily obtained by monitoring the change in the asymptotic populations at large $t$. That is,

$$
\begin{equation*}
P(t) \equiv \frac{\int \Psi_{T_{1}}(\underline{R}) \phi_{1}(\underline{R}) P_{2}(\underline{R}, t) d \underline{R}}{\left.\int \Psi_{T_{1}}(\underline{R}) \phi_{1} \underline{R}\right) d \underline{R}}=\exp \left[-t\left(E_{2}-E_{R_{2}}\right)\right] s_{2} I / s_{1} \tag{5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
I \equiv \int \Psi_{T_{1}}(\underline{R}) \phi_{1}(\underline{R})\left(\phi_{2}(\underline{R}) / \Psi_{T_{2}}(\underline{R})\right) d \underline{R} \tag{5.14}
\end{equation*}
$$

Since the nodes of $\phi_{i}$ are those of $\Psi_{T_{i}}$, the integrand in Eq. (5.14) is non-negative so that $I$ is non-zero and $\phi_{2} / \Psi_{T_{2}}$ is bounded at the nodes of $\Psi_{T_{2}}$. Unless $\Psi_{T_{2}}$ is chosen so poorly that $\Psi_{T_{2}}<\Psi_{T_{1}} \phi_{1} \phi_{2}$ at large $\underline{R} \mid, I$ is bounded from above as well. Thus, the time dependence may be computed from

$$
\begin{equation*}
\exp \left[-t\left(E_{2}-E_{R_{2}}\right)\right]=[P(t+\Delta t) / P(t)]^{t / \Delta t} \tag{5.15}
\end{equation*}
$$

The overlap integrals of normalized trial functions differ from unity by only second order in the error of the trial function, $\delta$. For $\Psi_{T_{i}}=\phi_{i}+\delta_{i}, s_{i}=1+\left\langle\delta_{i} \mid \phi_{i}\right\rangle$, and from

$$
\begin{equation*}
\left\langle\Psi_{T_{i}} \mid \Psi_{T_{i}}\right\rangle=1=1+\left\langle\delta_{i} \mid \phi_{i}\right\rangle+\left\langle\phi_{i} \mid \delta_{i}\right\rangle+\left\langle\delta_{i} \mid \delta_{i}\right\rangle, \tag{5.16}
\end{equation*}
$$

there results (when $\Psi_{T_{i}}$, and therefore $\phi_{i}$, is real)

$$
\begin{equation*}
\left|<\delta_{i}\right| \phi_{i}>\left|\leq \frac{1}{2}<\delta_{i}\right| \delta_{i}>. \tag{5.17}
\end{equation*}
$$

Thus, the overlap integrals and the ratio $s_{1} / s_{2}$ are unity to order $\left\langle\delta_{i} \mid \delta_{i}\right\rangle$. If necessary, these integrals may be obtained in separate calculations by sampling the asymptotic population for points initially distributed as $\left|\Psi_{T_{i}}\right|^{2}$. This may be seen by noting that [cf. Eq. (5.8)]

$$
\begin{align*}
\left\langle P_{i}\right\rangle_{\left|\Psi_{T_{i}}\right|^{2}} & \equiv\left\langle\Psi_{T_{i}}\right| P_{i}\left|\Psi_{T_{i}}\right\rangle \\
& =\exp \left[-t\left(E_{i}-E_{R_{i}}\right)\right] s_{i}^{2} \tag{5.18}
\end{align*}
$$

and so

$$
\begin{equation*}
s_{i}=\left[\left\langle P_{i}\right\rangle_{\left|\Psi_{i}\right|^{2}} \exp \left[t\left(E_{i}-E_{R_{i}}\right)\right]\right]^{\frac{1}{2}} \tag{5.19}
\end{equation*}
$$

Once again the time dependent factor may be computed by Eq. (5.15).
To summarize, $\Psi_{T_{1}} \phi_{1}$ and $P_{2}$ are sampled using two independent QMC walks, while the time dependence and overlap integrals are obtained by Eqs. (5.15) and (5.19), respectively. Since the overlap integrals and time dependence factor out of integrals involving $O$, their computed values are multiplied into averages of $\Psi_{T_{1}}^{-1} \Psi_{T_{2}} P_{2} A$ at the end of the calculation.

The methodology described here, in the context of diffusion QMC, is also applicable with exact QMC approaches, i.e., Green's function Monte Carlo (GFMC). (For a description of GFMC, see Refs. 35-36 and 41-42.)

To evaluate the efficiency of the present method, the $1 s \rightarrow 2 p_{x}$ transition dipole moment of the hydrogen atom is computed using the trial functions described in Section 5.2. State " 1 " in these equations corresponds to the ground state while state " 2 " is the excited state. Since the ground state is without nodes, and the $2 p_{x}$ state has a node which may be specified exactly as $x=0$, no fixed-node error results for the trial functions employed. The time steps used are $0.050 h^{-1}$ for the ground state walk and $0.025 h^{-1}$ for the secondary, excited-state, walk. Biases in the energy and mixed expectation values of $r$ and $r^{2}$, resulting from using time steps of this magnitude in standard QMC calculations, are listed in Table 5.2. Note that the bias in $\langle r\rangle$ and $\left\langle r^{2}\right\rangle$ is an order of magnitude greater than that in the energies. However, since all biases are very small ( $0.3 \%$ or less), the time steps above are deemed suitable for the transition dipole moment calculations.

Results for the transition dipole moment and excited state energy for several different convergence times are presented in Table 5.3. Each energy is computed by averaging the local energy over the points in the secondary QMC walk at the time in question. In this approach the transition dipole moment appears to converge at about two standard deviations above the exact value - an error of $5 \%$. The inaccuracy of the transition dipole moment may result from not having fully attained the $2 p_{x}$ distribution. Poor convergence is indicated by the QMC energies for the $2 p_{x}$ state which have stabilized significantly below the correct value.

The convergence behavior of the excited-state energies requires explanation. The last five energies in Table 5.3 are all very well described by an exponential which agrees nicely with QMC theory. The asymptotic value of $\sim-0.1272 h$ obtained from this fit, however, is in significant disagreement with the QMC energy in Table 5.2 computed with the same time step and trial function. The explanation lies in the fact that $\left|\Psi_{T_{2}}\right|^{2}$ describes the initial distribution for the calculation of the excited-state energy of Table 5.2 whereas $\Psi_{T_{1}} \phi_{1}$ (i.e., a ground-state distribution) is the initial distribution leading to the results in Table 5.3. Though, the initial distribution does not affect the fixed-node energy, it can certainly modify the convergence to the final distribution. Specifically, the Metropolis acceptance/rejection step, in our algorithm, which maintains detailed balance, causes the probability of moving away from a point sufficiently near a node to be exceedingly small for time steps of the sizes generally used. Since the distribution $\Psi_{T_{1}} \phi_{1}$ need not be small at a node of $\Psi_{T_{2}}$, sampling points from $\Psi_{T_{1}} \phi_{1}$ as the initial distribution in a walk to obtain $\Psi_{T_{2}} \phi_{2}$ can result in several walkers being "trapped"' near a node of $\Psi_{T_{2}}$ for exponentially long periods of time.

The significance of this effect was verified by performing separate QMC calculations of the excited-state energy using $\Psi_{T_{2}}$ and with an initial ensemble of points distributed according to.$\Psi_{T_{1}} \phi_{1}$. With the time step employed above, $0.025 h^{-1}$, the energy converged to and remained at $-0.12827(73) h$ - even for times up to $t=75,000 h^{-1}$. Since the probability of moving away from a node increases rapidly as the time step decreases, a run using $\tau=0.01 h^{-1}$ quickly yielded a much improved result of $-0.125302(50) h$, yet this result is still biased by trapped points. After a time of
$t=18,000 h^{-1}$, the remaining trapped points escaped, as indicated by a sudden increase in the energy to the statistically correct value of $-0.125023(23) h$.

The trapping effect described above may be avoided by omitting the acceptance/rejection step for points which do not move. However, this step, to the extent that the trial function is exact, eliminates time-step bias that would otherwise be present, cf. Fig. 3.1, and is therefore useful. Given the relatively small number of points for which the acceptance/rejection step would not be employed, the omission of this step for trapped points should, hopefully, not yield a noticeable increase in timestep bias.

### 5.4. Exact Transition Dipole Moments: VMC Walk with QMC Side Walks (Method 2)

As seen in the previous section, convergence from a distribution describing one state to that describing another can be problematic due to points trapped near a node. Furthermore, if $\Psi_{T_{1}}$ also has nodes, the computed quantities may depend on the number of walkers in each nodal volume of this trial function. For example, let $\Psi_{T_{1}}$ and $\Psi_{T_{2}}$ have the nodes of the $2 s$ and $2 p_{x}$ states of the H atom, respectively. Since $\Psi_{T_{1}}$ has a spherical node at $r=2$, points sampled from $f_{1}$ will be confined in either of two nodal volumes, $r<2$ or $r>2$, during the first QMC walk. The average of $O=s_{1} x \phi_{2} / \Psi_{T_{2}}$ is different in the inner nodal volume than in the outer, and will depend on the number of points in each volume. In practice the relative number of points in each nodal volume which is correct may be difficult to determine. To avoid this ambiguity and obtain better convergence to each state, another method is explored.
(Note, however, that when $\Psi_{T_{1}}$ only possesses exchange nodes, the transition dipole moment is independent of the nodal volume sampled since $P O=O$.)

In Method 2, shown schematically in Fig. 5.2, quantities are sampled from a VMC walk in which walkers are not confined within nodal boundaries. For a VMC walk guided by $\Psi_{g}$, we now seek an operator $O$ such that

$$
\begin{equation*}
\langle O\rangle_{\left|\Psi_{g}\right|^{2}} \equiv\left\langle\Psi_{g}\right| O\left|\Psi_{g}\right\rangle=\left\langle\phi_{1}\right| A\left|\phi_{2}\right\rangle, \tag{5.20}
\end{equation*}
$$

where again we are primarily interested in $A=x, y$, or $z$. Eq. (5.20) implies that the desired form of $O$ is

$$
\begin{equation*}
0=\Psi_{g}^{-1} \phi_{1} A \phi_{2} \Psi_{g}^{-1} \tag{5.21}
\end{equation*}
$$

In manner analogous to Method 1, QMC solutions are obtained from asymptotic populations, $P$. Here, however, initial points are sampled from $\left|\Psi_{g}\right|^{2}$ and two QMC "side walks", one guided by $\Psi_{T_{1}}$ and the other by $\Psi_{T_{2}}$, to sample $P_{1}$ and $P_{2}$, and thereby $\phi_{1}$ and $\phi_{2}$. These walks, and therefore this method, are generalizable to other QMC approaches.

The form of $P_{2}$ is given by Eq. (5.8) and that of $P_{1}$ is analogous. Therefore, the desired operator $O$ for this method becomes

$$
\begin{equation*}
O \equiv\left(s_{1} s_{2}\right)^{-1} T_{1} T_{2}\left(\Psi_{T_{1}} \Psi_{T_{2}} /\left|\Psi_{g}\right|^{2}\right) P_{1} P_{2} A \tag{5.22}
\end{equation*}
$$

where the time dependence, $\exp \left[t_{i}\left(E_{i}-E_{R_{i}}\right)\right]$, is abbreviated as $T_{i}$. Also, $t_{1}$ and $t_{2}$ are the times required to converge to the asymptotic populations for the two states in question.

In deriving the operator $O$ which satisfies Eq. (5.20), both trial functions and $\Psi_{g}$ are assumed to be normalized. If this is not the case, then averages of $O$ over $\left|\Psi_{g}\right|^{2}$ must be divided by $\left(\eta_{1} \eta_{2}\right)^{\frac{1}{2}}$, where $\eta_{i} \equiv<\Psi_{T_{i}}\left|\Psi_{T_{i}}>\left|<\Psi_{g}\right| \Psi_{g}\right\rangle$. In contrast to Method 1,
normalizations do not need to be computed separately since $\eta_{i}$ may be obtained from averages over $\left|\Psi_{g}\right|^{2}$ as

$$
\begin{equation*}
\eta_{i}=\int\left|\Psi_{g}\right|^{2}\left|\Psi_{T_{i}} / \Psi_{g}\right|^{2} d \underline{R} / \int\left|\Psi_{g}\right|^{2} d \underline{R} \tag{5.23}
\end{equation*}
$$

The remaining quantities necessary for computing the transition dipole moment are the time dependences and the overlap integrals. The time dependences may be obtained as described in Sec. 5.3, cf. Eq. (5.15). The overlap integrals may be computed from the asymptotic populations once the time dependence is known. That is, for

$$
\begin{equation*}
\gamma_{i} \equiv \int\left|\Psi_{g}\right|^{2} P_{i}\left|\Psi_{T_{i}} / \Psi_{g}\right|^{2} d \underline{R} / \int\left|\Psi_{g}\right|^{2} d \underline{R} \tag{5.24}
\end{equation*}
$$

there results, (the trial functions are not assumed to be normalized)

$$
\begin{equation*}
\gamma_{i}=\left\langle\Psi_{T_{i}} \mid \Psi_{T_{i}}\right\rangle\left\langle\Psi_{g} \mid \Psi_{g}\right\rangle^{-1} s_{i}^{2} T_{i}^{-1} \tag{5.25}
\end{equation*}
$$

or

$$
\begin{equation*}
s_{i}=\left(T_{i} \gamma_{i} / \eta_{i}\right)^{\frac{1}{2}} \tag{5.26}
\end{equation*}
$$

As seen from Eqs. (5.23)-(5.26), all quantities necessary for the computation of the transition dipole moment may be obtained from the VMC and QMC walks. Since the overlap integrals, time dependences, and normalizations factor out of the integral involving $O$, computed values of these quantities are employed as weighting factors, according to Eq. (5.22), at the end of the calculation.

An additional benefit of Method 2 is that the asymptotic populations may be used to compute trial, mixed, and pure expectation values of any coordinate operator for each state. In particular,

$$
\begin{align*}
\frac{\left.\langle | \Psi_{T_{i}} /\left.\Psi_{g}\right|^{2} Q P_{i}^{n}\right\rangle_{\left|\Psi_{g}\right|^{2}}}{\left.\langle | \Psi_{T_{i}} /\left.\Psi_{g}\right|^{2} P_{i}^{n}\right\rangle_{\left|\Psi_{g}\right|^{2}}} & =\left\langle\Psi_{T_{i}}\right| Q\left|\Psi_{T_{i}}\right\rangle \mid\left\langle\Psi_{T_{i}} \mid \Psi_{T_{i}}\right\rangle \quad n=0 \text { (trial) }  \tag{5.27a}\\
& =\left\langle\Psi_{T_{i}}\right| Q\left|\phi_{i}\right\rangle \mid\left\langle\Psi_{T_{i}} \mid \phi_{i}\right\rangle \quad n=1 \text { (mixed) }  \tag{5.27b}\\
& =\left\langle\phi_{i}\right| Q\left|\phi_{i}\right\rangle \quad n=2 \text { (pure) } \tag{5.27c}
\end{align*}
$$

For example, to compute a quadrupole moment, $Q=\frac{1}{2} \sum_{i}\left(3 z_{i}^{2}-r_{i}^{2}\right)$.

As discussed in Chap. 4, two independent samplings of the asymptotic population must be performed to obtain $\left|\phi_{i} / \Psi_{T_{i}}\right|^{2}$. Therefore, to compute pure expectation values, each of the QMC side walks must be performed twice. Since pure expectation values possess a greater dependence on the degree of convergence than do mixed results, the behavior of pure values is most useful in ascertaining convergence to asymptotic populations, which may be critical for accurately computing transition dipole moments.

In addition to yielding pure expectation values, the statistical error of $P_{i}$ is reduced by $\sqrt{2}$ when it is sampled twice. Also, the time dependences do not need to be computed separately. Note that, employing two independent samplings of each asymptotic population and computing

$$
\begin{equation*}
\kappa_{i} \equiv \int\left|\Psi_{g}\right|^{2} P_{i} P_{i} \uparrow \Psi_{T_{i}} /\left.\Psi_{g}\right|^{2} d \underline{R} / \int\left|\Psi_{g}\right|^{2} d \underline{R} \tag{5.28}
\end{equation*}
$$

there results

$$
\begin{equation*}
\kappa_{i}=T_{i}^{-2} s_{i}^{2}<\Psi_{T_{i}}\left|\Psi_{T_{i}}>\left|<\Psi_{g}\right| \Psi_{g}\right\rangle \tag{5.29}
\end{equation*}
$$

Thus, the time dependences, overlap integrals, and normalizations are now given directly by

$$
\begin{equation*}
\left(s_{1} s_{2}\right)^{-1} T_{1} T_{2}<\Psi_{g} \left\lvert\, \Psi_{g}>\left[<\Psi_{T_{1}}\left|\Psi_{T_{1}}><\Psi_{T_{2}}\right| \Psi_{T_{2}}>\right]^{-\frac{1}{2}}=\left(\kappa_{1} \kappa_{2}\right)^{-\frac{1}{2}}\right. \tag{5.30}
\end{equation*}
$$

When separate computations of the time dependences are not required, continuation of the QMC walks after convergence to asymptotic populations is no longer necessary. Therefore, for the reasons discussed above, the additional computation incurred by two samplings of $P_{i}$ may be justified.

Finally, the first and second-order approximations discussed in Sec. 5.2 may also be obtained, namely

$$
\begin{array}{ll}
<\Psi_{T_{1}}|A| \Psi_{T_{2}}>=<\Psi_{T_{1}} \Psi_{g}^{-1} A \Psi_{g}^{-1} \Psi_{T_{2}}>_{\left|\Psi_{g}\right|^{2},} & A_{t t} \\
\left.<\phi_{1}|A| \Psi_{T_{2}}\right\rangle=s_{1}^{-1} T_{1}<\Psi_{T_{1}} \Psi_{g}^{-1} P_{1} A \Psi_{g}^{-1} \Psi_{T_{2}}>_{\left|\Psi_{g}\right|^{2},} & A_{1 t} \\
\left.<\Psi_{T_{1}}|A| \phi_{2}\right\rangle=s_{2}^{-1} T_{2}<\Psi_{T_{1}} \Psi_{g}^{-1} P_{2} A \Psi_{g}^{-1} \Psi_{T_{2}}>_{\left|\Psi_{g}\right|^{2}}, & A_{2 t} \tag{5.31c}
\end{array}
$$

and

$$
\begin{equation*}
A_{s}=A_{1 t}+A_{2 t}-A_{t t} \tag{5.31d}
\end{equation*}
$$

[If functions are not normalized, the approximate moments may be obtained in terms of normalized functions by dividing by $\left(\eta_{1} \eta_{2}\right)^{\frac{1}{2}}$.]

Having discussed the means by which the transition dipole moment is computed, we now consider the choice of $\Psi_{g}$. The goal in choosing $\Psi_{g}$ is to be able to converge to the asymptotic populations of both states without $t_{1}$ and $t_{2}$ being excessively large. The rate of convergence for a given state depends, in part, on how well it is described by the guiding function $\Psi_{g}$. Therefore, each state should be represented to some extent in $\Psi_{g}$. Since the weighting factor $\Psi_{T_{1}} \Psi_{T_{2}} /\left.\Psi_{g}\right|^{2}$ is incorporated into averages, for purposes of reducing the statistical error, it is desirable that this quantity be well behaved where $\Psi_{g}$ is small, i.e., when (or if) $\Psi_{8}$ goes to zero, both $\Psi_{T_{1}}$ and $\Psi_{T_{2}}$ should
as well. A convenient form of $\Psi_{g}$ which satisfies both these conditions is given by

$$
\begin{equation*}
\Psi_{g} \equiv\left[\sum_{i=1}^{2}\left|c_{i} \Psi_{T_{i}}\right|^{2}\right]^{\frac{1}{2}} \tag{5.32}
\end{equation*}
$$

The ratio, $\left(c_{1} / c_{2}\right)^{2}$, affects the rate of convergence for each state. As the coefficient for the trial function describing a given state is increased, the time needed to obtain its asymptotic population is correspondingly decreased. It is thus useful to increase the coefficient for a state showing a slower convergence rate.

Results for the QMC energy, transition dipole moment between the $1 s$ and $2 p_{x}$ states, and other expectation values for the hydrogen atom, computed by Method 2, are presented in Tables 5.4 and 5.5. Calculations were undertaken for several time steps and convergence times to investigate convergence and time step bias. Below, removal of bias is measured by the accuracy in the computed energy and mixed expectation values, $\langle r\rangle_{m}$.

Examining the results for the energy and $\langle r\rangle_{m}$ in Table 5.4 immediately reveals faster convergence for the ground state than for the excited state. Decreasing $c_{1}$ thus still allows accurate ground-state energies to be obtained for convergence times of only about $30 h^{-1}$. Also note that time step bias is not apparent: varying the time step for similar convergence times and the same $c_{1}$ has little effect on the ground-state results. However, the dependence of the excited-state quantities on the convergence time and time step is markedly different. The first four energies in Table 5.4 reveal that, both at $t=20$ and $60 h^{-1}$, the energies at $\tau=0.025$ and $0.050 h^{-1}$ are noticeably different. More importantly, convergence to the exact energy is extremely slow - a noticeable error persists at $t=60 h^{-1}$. The trapping of walkers near the node of the excited state
appears to once again be affecting the energy. However, the effect is not as large in comparison to Method 1 ; at $\tau=0.025 h^{-1}$ and at $t=60 h^{-1}$, for example, the $2 p_{x}$ energies from Methods 1 and 2 are $-0.12745(7)$ and $-0.12645(15) h$, respectively. On the other hand, the trapping of points near $x=0$ is not significant for $\langle r\rangle_{m}$ as the accuracy of this quantity depends only on the convergence time.

Obviously, convergence to the $2 p_{x}$ state distribution is difficult when $\Psi_{g}$ has equal mixtures of the ground and excited state trial functions $\left(c_{1}=c_{2}\right)$. The last three energies for each state demonstrate the advantage of increasing the excited state representation relative to the ground state. Accurate ground-state energies are still obtained, but now the the $2 p_{x}$ QMC energies are much better than the best $c_{1}=c_{2}$ energy ( $0.4 \%$ error versus $1.2 \%$ ). Even at $t=15 h^{-1}$, the $2 p_{x}$ energy (for $c_{1}=0.16, c_{2}=0.84$ ) has roughly half the $c_{1}=c_{2}$ error at a convergence time of $60 h^{-1}$ and the same time step. Therefore, judicious choices of the coefficients yield efficient convergence for both states.

Values for the transition dipole moments are shown in the last column of Table 5.4. As expected for a quantity which depends on two different eigenstates, there is overall less accuracy in the transition dipole moment when good convergence is not obtained for both states. The first four computations in Table 5.4 yield the least accurate energies for each state and transition dipole moments of inferior quality in comparison to the final two computations. Increasing the representation of the excited state in $\Psi_{g}$ and the convergence time for the ground state improves the energies of both states. However, for first of these results, the fifth entry, the relatively short convergence time of $15 h^{-1}$ for the excited state yields the poorest value of $\langle r\rangle_{m}$. As indicated by the
last two calculations in Table 5.4, further increasing the excited-state convergence time to $30 h^{-1}$ produced little change in the (accurate) energy, but significantly improved the value of $\langle r\rangle_{m}$. Correspondingly, the most accurate transition dipole moments are obtained $-0.5 \%$ error.

To summarize, the highest quality transition dipole moment is obtained when each state is described most accurately, as measured by the energy and the mixed expectation yalue of $r$. (Other expectation values should be useful as well.) This conclusion is not surprising since the energy is only one, and not necessarily the best, way to judge the accuracy of the sampling of a given distribution. Therefore, it is best to study the behavior, as function of the convergence time and time step employed in each QMC walk, of expectation values in addition to that of the energy.

In Table 5.5 we report pure expectation values obtained for $r$ and $r^{2}$ for both states using the present method. Since only a single value of $P_{1}$ and $P_{2}$ is sampled, the pure expectation values are computed employing the square of the asymptotic population rather than the product of two independent estimates of the quantity. Therefore, an unknown error is introduced in sampling $\left|\phi_{i} / \Psi_{T_{i}}\right|^{2}$. The accuracy of the results in Table 5.5 implies that this error is quite small.

For the ground state, all the values of $\langle r\rangle$ are statistically equivalent as are all those for $\left\langle r^{2}\right\rangle$. This indicates that these expectation values are fairly insensitive to the time step, and that sufficient convergence times have been achieved. Note also that the accuracies are quite good, in each case showing only a $0.3 \%$ error. The results for $<r>$ and $<r^{2}>$ of the $2 p_{x}$ state also appear to be quite insensitive to the time step, but, in contrast to the $1 s$ state values, show a marked convergence-time dependence. Note
that as $t$ is increased from 15 to $60 h^{-1}$, the errors in $\langle r\rangle$ and $\left\langle r^{2}\right\rangle$ are reduced from $3.2 \%$ to $0.6 \%$ and $7.1 \%$ to $0.7 \%$, respectively. Comparing the $c_{1}=c_{2}$ excited-state expectation values with the $\left(c_{1}=0.16, c_{2}=0.84\right)$ results reveals that, similar to the case of $\langle r\rangle_{m}$ but unlike that of the energy, increasing the representation of the excited state in $\Psi_{g}$ is not necessary to obtain accuracy in pure expectation values of $r$ and $r^{2}$ for the $2 p_{x}$ state. Finally, we point out that the error in $\left\langle\Psi_{T_{1}}\right| x\left|\Psi_{T_{2}}\right\rangle$ is $11 \%$ and that the errors in the trial expectation values of $r$ and $r^{2}$ are, for each state, $11 \%$ and $23 \%$, respectively. Therefore, reducing these errors to under $1 \%$ using QMC represents a significant improvement.

### 5.5. Exact Transition Dipole Moments: Green's Function Approach (Method 3)

In the previous two methods, values of a QMC solution, $\phi_{i}$, were sampled using an auxiliary walk guided by a trial function, $\Psi_{T_{i}}$. These walks were propagated in imaginary time until the number of descendants of the point starting the secondary walk converged to a value proportional to $\phi_{i} / \Psi_{T_{i}}$. When convergence times are large, the computational cost is prohibitive. Therefore, a method which does not depend on asymptotic populations to compute transition dipole moments might be significantly more efficient. Such a method, discussed in this section, is based on an idea due to Kalos[32] for sampling a single eigenstate by averaging an analytic expression for the Green's function over a suitable distribution. Here this approach is implemented so that the eigenstate required for computing the transition dipole moment is sampled by averaging a short-time approximation to Green's function over the appropriate QMC
distribution. If low variance averages of the Green's function are readily obtained, this method will present a viable alternative to the other two.

We begin the theory with the time development of a distribution, $f_{i}$,

$$
\begin{equation*}
f_{i}\left(\underline{R}^{\prime}, t+\tau\right)=\int G\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right) f_{i}(\underline{R}, t) d \underline{R}, \tag{5.33}
\end{equation*}
$$

which implies for the Green's function average

$$
\begin{align*}
\bar{G}^{(i)}\left(\underline{R}^{\prime}, \tau, t\right) & \equiv \int G\left(\underline{R} \rightarrow \underline{R}^{\prime}, \tau\right) f_{i}(\underline{R}, t) d \underline{R} / \int f_{i}(\underline{R}, t) d \underline{R} \\
& =f_{i}\left(\underline{R}^{\prime}, t+\tau\right) / \int f_{i}(\underline{R}, t) d \underline{R} . \tag{5.34}
\end{align*}
$$

At large imaginary time, i.e., $f_{i} \propto \Psi_{T_{i}} \phi_{i}$, the dependence on $t$ cancels in the numerator and denominator of Eq. (5.34) leaving

$$
\begin{equation*}
\bar{G}^{(i)}\left(\underline{R}^{\prime}, \tau\right)=\exp \left[-\tau_{i}\left(E_{i}-E_{R_{i}}\right)\right] \Psi_{T_{i}}\left(\underline{R}^{\prime}\right) \phi_{i}\left(\underline{R}^{\prime}\right) / s_{i} \tag{5.35}
\end{equation*}
$$

Thus the Green's function average, like the distribution itself, is proportional to $\Psi_{T_{i}} \phi_{i}$.
Here the short-time Green's function, $G_{a}$, cf. Eq. (2.26), is employed. Note that, $G_{a}$ yields time-step bias in both the distribution it generates in the QMC walk, $f_{i}$, and the numerical values of $\Psi_{T_{i}} \phi_{i}$ computed by Eq. (5.34). Therefore, as in Methods 1 and 2, time-step bias must be removed.

In the present Green's function approach, transition dipole moments are computed by sampling from two QMC distributions, in analogy to Method 1. (A Green's function approach analogous to Method 2 was studied and found to be less satisfactory.) Here, the first state is obtained from Green's function averages, and the second from $\Psi_{T_{2}} \phi_{2}$, as depicted in Fig. 5.3. We now seek an operator $O$ involving $\bar{G}_{a}^{(1)}$ such that

$$
\begin{equation*}
\left.<\Psi_{T_{2}}|O| \phi_{2}>\left|<\Psi_{T_{2}}\right| \phi_{2}\right\rangle=\left\langle\phi_{1}\right| A\left|\phi_{2}\right\rangle \tag{5.36}
\end{equation*}
$$

By inspection of Eqs. (5.35) and (5.36) $O$ is found to be

$$
\begin{equation*}
O=s_{1} s_{2} \exp \left[\tau_{1}\left(E_{1}-E_{R_{1}}\right)\right] \Psi_{T_{1}}^{-1} A \Psi_{T_{2}}^{-1} \vec{G}_{a}^{(1)} \tag{5.37}
\end{equation*}
$$

where $\Psi_{T_{1}}$ and $\Psi_{T_{2}}$ are assumed to be normalized. Likewise a quantity analogous to $O$ in Eq. (5.37) with $\bar{G}_{a}^{(2)}$ may be used to obtain an independent estimate of the transition moment.

Since $\tau_{1}\left|E_{1}-E_{R_{1}}\right|$, a product of two small quantities, is generally less than 0.001 , the exponential factor can be neglected when one is interested in only $0.1 \%$ accuracy. The overlap integrals may be computed from the same distributions used to evaluate $\langle O\rangle$. In particular,

$$
\begin{equation*}
\left.s_{i}=\left[\left.\langle | \Psi_{T_{i}}\right|^{-2} \bar{G}_{a}^{i)}\right\rangle_{\Psi_{T_{i}} \phi_{i}}\right]^{-\frac{1}{2}} \tag{5.38}
\end{equation*}
$$

where we again neglect the factor of $\exp \left[\tau_{i}\left(E_{i}-E_{R_{i}}\right)\right] \approx 1$. In addition to the transition moment, the pure expectation values can be computed also since

$$
\begin{equation*}
\left.\left.Q_{p}=\left.\langle | \Psi_{T_{i}}\right|^{-2} \bar{G}_{a}^{i)} A\right\rangle_{f_{i}} /\left.\langle | \Psi_{T_{i}}\right|^{-2} \bar{G}_{a}^{(i)}\right\rangle_{f_{i}} \tag{5.39}
\end{equation*}
$$

For this method to be viable, Green's function averages should be precise for distributions of reasonable size. In addition, the time step bias in $\overline{G_{a}}$ must not be excessively large. Because $G_{a}$ approaches a delta function as $\tau$ goes to zero, the variance in $\bar{G}_{a}$ diverges thus precluding the use of very small time steps. However, since the average of $G_{a}$ evolves the distribution $\Psi_{T} \phi$ for only time $\tau$, if $\Psi_{T} \phi$ possesses little time step bias then one expects the bias in $\bar{G}_{a}$ to also be small.

In our computation of the $1 s \rightarrow 2 p_{x}$ transition dipole moment for the H atom using the present method, we simply obtained 50,000 points distributed as $\Psi_{T} \phi$ for each state by diffusion QMC. The trial functions used to guide these walks are the same as those described in Sec. 5.2. The ground- and excited-state time steps were 0.050 and
$0.025 h^{-1}$, respectively. To ascertain the quality of each distribution, we compare averages of various quantities obtained from them with exact analytic averages over $\Psi_{T} \phi$. Table 5.6 shows this comparison and demonstrates that the distributions appear to be quite good, i.e., errors are less than $0.2 \%$ for the ground state and $1.0 \%$ for the excited state.

To test the quality of the averages, $\bar{G}_{a}$, overlap integrals and pure expectation values [cf. Eqs. (5.38) and (5.39)] are computed for each state. This is accomplished by evaluating $\Psi_{T}$ and $\bar{G}_{a}$ for each point in the QMC distribution, $\Psi_{T} \phi$. (While singlestate properties may be computed from Green's function averages and by Method 2, neither of these approaches appear to be as efficient in this regard to the algorithms described in Chap. 4.) When computing $\bar{G}_{a}\left(\underline{R}_{j}\right)$ for single-state properties, $\underline{R}_{j}$ is omitted from the average, i.e.

$$
\begin{equation*}
\bar{G}_{a}\left(\underline{R}_{j}\right)=(N-1)^{-1} \sum_{k \neq i}^{N} G_{a}\left(\underline{R}_{k} \rightarrow \underline{R}_{i}, \tau\right) \tag{5.40}
\end{equation*}
$$

This omission is employed because the two samplings of $\phi$, one from $\Psi_{T} \phi$ and the other from $\overline{G_{a}}$, must be independent as shown in Chap. 4. In a sense, including $\underline{R}_{j}$ in the computation of $\bar{G}_{a}\left(\underline{R_{j}}\right)$ corresponds to an artificial "clustering" of the distribution about $\underline{R}_{i}$. This effect was verified in preliminary calculations of pure expectation values in which including the point $\underline{R}_{j}$ in $\bar{G}_{a}\left(\underline{R}_{j}\right)$ yielded poor results.

As the number of points, $N$, in Eq. (5.40) is increased, values of $\bar{G}_{a}$ become more precise. Therefore, to obtain precise results yet a rough estimate of statistical error, the 50,000 points were blocked into two groups of 25,000 in computing the overlap integral and pure expectation values of each state. (Given that only two values are
averaged, the statistical errors in the pure expectation values are somewhat uncertain, probably by a factor of two at most.) The results of these computations are presented in Table 5.7. The accuracy of computed quantities depends strongly on the accuracy of $\bar{G}_{a}$ which in turn depends on the magnitude of time-step bias. Therefore, this bias was studied for each state by computing at several values of $\tau$.

For the ground state, biases are small but noticeable at $\tau=0.20$ and $0.10 h^{-1}$. By $\tau=0.05 h^{-1}$ it appears that the values of $\bar{G}_{a}$ are accurate. This is implied by the better than $0.5 \%$ agreement of the expectation values obtained from Green's function averages with those obtained by substituting analytic values of $\Psi_{T} \phi / s$ for $\bar{G}_{a}$. Also, these results are within $0.5 \%$ of the exact pure expectation values. Thus, for 50,000 points sampled from $\Psi_{T} \phi$, where $\Psi_{T}$ is only of modest accuracy, the overlap integral and pure expectation values are of high quality for the ground state of H .

We now consider the behavior of the Green's function averages for the $2 p_{x}$ state at $x=0, \bar{G}_{a}(0)$ where " 0 " signifies $x=0$. Since $\bar{G}_{a}(0)$ should be proportional to the $2 p_{x}$ state distribution, $\Psi_{T_{2}}(0) \phi_{2}(0), \bar{G}_{a}(0)$ should vanish. However, note that

$$
\begin{equation*}
\bar{G}_{a}(0)=\int G_{a}\left(\underline{R}_{k} \rightarrow 0, \tau\right) \Psi_{T_{2}}\left(R_{k}\right) \phi_{2}\left(\underline{R}_{k}\right) d \underline{R}_{k} / \int \Psi_{T_{2}}\left(R_{k}\right) \phi_{2}\left(\underline{R}_{k}\right) d \underline{R}_{k} \tag{5.41}
\end{equation*}
$$

will not vanish for non-zero $\tau$ because $G_{a}$ and $\Psi_{T_{2}} \phi_{2}$ are everywhere positive and only zero at $x=0$. The node only appears for $\tau=0$ when $G_{a}$ is a delta function. Therefore, we have investigated a modification of $\bar{G}_{a}$ such that it vanishes at $x=0$ for nonzero $\tau$ as follows. Since $G_{a}\left(\underline{R}_{k} \rightarrow 0, \tau\right)$ is symmetric about $x_{k}=0$ [employ $\Psi_{T}\left(\underline{R}_{k}\right)=x_{k} \exp \left(-\gamma r_{k}\right) \quad$ in $\quad G_{a}\left(\underline{R}_{k} \rightarrow 0, \tau\right) \quad$ in Eq. (2.26)] then averages of $G_{a}\left(\underline{R}_{k} \rightarrow \underline{R}_{j}, \tau\right)$ over $\Psi_{T_{2}}\left(\underline{R}_{k}\right) \phi_{2}\left(\underline{R}_{k}\right)$, which is also symmetric about $x_{k}=0$, will become zero as $x_{i} \rightarrow 0$ when weighted by $\operatorname{sign}\left(x_{i} x_{k}\right)$. Finally, since $G_{a}$ becomes a
delta function as $\tau \rightarrow 0$, weighted and unweighted averages are identical because only $\underline{R}_{k}=\underline{R}_{i}$ [where $\operatorname{sign}\left(x_{k} x_{i}\right)=1$ ] contributes to these averages at $\tau=0$.

Computations (not shown) were performed with and without this weighting on the $2 p_{x}$ state with $0.05 \leq \tau \leq 0.50 h^{-1}$. The effect of this modification on values of the quantities reported in Table 5.7, always less than $0.2 \%$, decreases with decreasing time step.

The behavior of the expectation values in Table 5.7 shows that time-step bias in these quantities is larger for the ground state. Pure expectation values for the excited state are in statistical agreement with each other, and very accurate (generally less than $1 \%$ error), for $0.10 \leq \tau 1.00 h^{-1}$. In contrast time-step bias is obviously present in all the computed pure expectation values of the ground state at $\tau=0.20 h^{-1}$. Time steps which are large, in terms of the resulting bias, for the $1 s$ state are small, by the same criterion, for the $2 p_{x}$ state. This concept of different time scales is also reflected in the behavior of the statistical errors. As stated previously the Green's function becomes a delta function as $\tau \rightarrow 0$ so that the averages of $G_{a}$ possess large variances (and poor accuracy) at small time steps. This effect manifests itself in low accuracies and large statistical errors in computed expectation values as the time step becomes "small". A time step of $0.05 h^{-1}$ yields high accuracy and small statistical errors in results for the ground state. On the other hand, this time step gives the poorest agreement with the exact results, and diverging statistical errors, for the excited state.

Turning now to the transition dipole moment, we discuss the factors which affect the computed result. The primary consideration is that values of $\overline{G_{a}}$ give good agreement with

$$
\begin{equation*}
\bar{G}_{a}(\underline{R})=\Psi_{T}(\underline{R}) \phi(\underline{R}) / s \tag{5.42}
\end{equation*}
$$

That is, both the explicit $\tau$-bias, $\exp \left[\tau\left(E-E_{R}\right)\right]$, and the implicit $\tau$-bias, arising from the short-time approximation, should be small. Furthermore, the number of points used to compute the Green's function average must be large enough to yield good statistical accuracy. This aspect is investigated by performing computations with $\Psi_{T} \phi / s$, the analytic form of $\bar{G}_{a}$ when it is exact, in place of $\bar{G}_{a}$. In other words, we compare averages of $\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-1} \bar{G}_{a}^{(i)}$ with averages of $\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-1}\left(\Psi_{T_{i}} \phi_{i} / s_{i}\right)$, the latter are referred to as "Analytic $\bar{G}$ " in Table 5.8, in ascertaining the accuracy of Green's function averages. (The errors in the Analytic $\bar{G}$ results arise from statistical error due to the finite number of points sampled from $\Psi_{T_{i}} \phi_{i}$, and the time step used in the QMC walk yielding this distribution.)

Results for the transition dipole moment are presented in Table 5.8. Two separate sets of calculations have been carried out at several values of $\tau$. The top set samples values of $\Psi_{T_{1}} \phi_{1}$ from $\bar{G}_{a}^{(1)}$, while the bottom set samples $\Psi_{T_{2}} \phi_{2}$ from $\bar{G}_{a}^{(2)}$. In both sets of calculations, $\vec{G}_{a}^{i j}$ is obtained from all 50,000 points distributed as $\Psi_{T_{i}} \phi_{i}$. Averages of $\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-1} \vec{G}_{a}^{(i)}$ are grouped into ten blocks of 5,000 points each from which statistics are obtained. The first column of results ignores both the explicit $\tau$-dependence and the overlap integrals. Therefore, these and the Analytic $\bar{G}$ (this column) results allow a direct analysis of the errors in $\bar{G}_{a}$ from time-step bias and limited ensemble size. In the second column of results, the explicit $\tau$-dependence is removed by multiplying first-column results by $\exp \left[\tau_{i}\left(E_{i}-E_{R_{i}}\right)\right]$ (this factor is unity for the Analytic $\bar{G}$ values). This dependence is taken from previous QMC computations on the $1 s$ and $2 p_{x}$ states of H, cf. 3.2, with the trial functions employed here. Finally, the transition dipole
moments are obtained by multiplying the second-column results by the overlap integrals $s_{1}$ and $s_{2}$. The values of $s_{1}$ and $s_{2}$ are those computed at $\tau=0.05$ and $0.20 h^{-1}$, respectively, the smallest values of $\tau$ before large increases in the observed statistical error of these quantities occur, cf. Table 5.7.

The results in Table 5.8 demonstrate that values computed with $\bar{G}_{a}^{(2)}$ possess less time-step bias than do those of $\bar{G}_{a}^{(1)}$, as also found in the computation of pure expectation values. However, the statistical error in the $\bar{G}_{a}^{22}$ results is seen to be roughly twice as large, making calculations with $\bar{G}_{a}^{(2)}$ less preferable since, as seen in Table 5.8, time-step bias is readily removed. The difference in statistical errors is caused by the greater inherent statistical uncertainty in sampling $\Psi_{T_{2}} \phi_{2} / s_{2}$, an analytic comparison of the statistical errors, $\sigma$, yields

$$
\begin{equation*}
\sigma\left[<\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-1}\left(\Psi_{T_{2} \phi_{2} / s_{2}}\right)>_{\Psi_{T_{1} \phi_{1}}}\right]>3 \sigma\left[<\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-1}\left(\Psi_{T_{1} \phi_{1} / s_{1}}\right)>_{\Psi_{T_{2} \phi_{2}}}\right] \tag{5.42}
\end{equation*}
$$

Computing the transition dipole moment by sampling values of the $1 s$ distribution (from $\bar{G}_{a}^{(1)}$ ) and averaging over the $2 p_{x}$ distribution is most efficient in Method 3. Results for expectation values computed in this way, top part of Table 5.8, are now analyzed in detail. Comparing the second and third columns in Table 5.8, reveals that the explicit $\tau$-dependence is insignificant when other non-zero- $\tau$ effects are also negligible, $\tau \leq 0.20 h^{-1}$. We also see, from the first column, that Green's function averages are reliable for $\tau \leq 0.20 h^{-1}$ as the discrepancy between $\bar{G}_{a}^{(1)}$ and Analytic $\bar{G}$ results is less than $0.9 \%$. The last column in Table 8 gives the transition dipole. Though the time-step bias in the computed transition dipole moment is large at $\tau=1 h^{-1}, 27 \%$ error, by $\tau=0.20 h^{-1}$ convergence to statistically constant and accurate values, for example only $0.63(62) \%$ error at $\tau=0.10 h^{-1}$, is obtained. Thus, distributions of
reasonable size ( 50,000 points from $\Psi_{T_{1}} \phi_{1}$ and $\Psi_{T_{2}} \phi_{2}$ ) used in the "Green's function" approach yield accurate and precise single-state expectation values and transition dipole moments for the $1 s$ to $2 p_{x}$ transition in the hydrogen atom.

### 5.6. Evaluation of Each Method

The results presented here show that Methods 2 and 3 are clearly superior to Method 1. The $4.4 \%$ error in the transition dipole moment obtained from Method 1 is an order of magnitude worse than the $\sim 0.4 \%$ error obtained by the other two. This disparity might be caused by the lack of convergence to the QMC distribution of the $2 p_{x}$ state, as indicated by the energies in Table 5.3. In addition, the statistical error with Method 1 is relatively large. For example, to obtain a transition dipole moment of $0.778(17)$ using the Method 1 took four times the computation time as Method 2 took to yield a value of $0.7425(35)$. This poor efficiency results from the ratio $\Psi_{T_{2}} / \Psi_{T_{1}}$ becoming unbounded as $r$ becomes large [cf. Eq. (5.9)]. In general, such ratios of trial functions describing different states will possess singularities and cause large statistical errors in transition dipole moments computed by Method 1. For this reason, when using several walks, a VMC walk with QMC side walks is more efficient for the computation of transition dipole moments.

As we have seen, the latter two methods yield highly accurate single-state expectation values and transition dipole moments. In considering the relative efficiency of these two methods, the time-step biases and difficulty in correctly selecting other parameters (e.g., convergence time or distribution size) must be examined.

The time-step bias of the two methods is largely equivalent. While small time
steps were not required in computing Green's function averages, the time steps employed in obtaining $\Psi_{T_{1}} \phi_{1}$ and $\Psi_{T_{2}} \phi_{2}$ should be the same as those used in the QMC side walks of Method 2. With Method 2, an ensemble of points sampled from $\left|\Psi_{g}\right|^{2}$ is converged to the distributions $\Psi_{T_{1}} \phi_{1}$ and $\Psi_{T_{2}} \phi_{2}$ in sampling asymptotic populations. In Method 3, each QMC distribution is obtained by converging from $\left|\Psi_{T}\right|^{2}$. Since $\left|\Psi_{T_{i}}\right|^{2}$ yields a more accurate description of $\Psi_{T_{i}} \phi_{i}$ than does $\left|\Psi_{g}\right|^{2}$, convergence in Method 3 is about an order of magnitude faster than in Method 2. However, employing a Green's function average instead of asymptotic populations gives an additional summation in the Green's function approach. Therefore the relative efficiency between the two methods is strongly dependent on the number of points required to obtain highquality estimates of $\Psi_{T} \phi$ from $\bar{G}_{a}$. Table 5.8 shows that an accurate transition dipole moment is obtained employing moderately sized distributions of 50,000 points for each state. In addition, the selection of $c_{1}, c_{2}$, and convergence times in Method 2 is not trivial. This may be appreciated by noting the number of computations and the varying quality of the transition dipole moment in Table 5.4. For these reasons the Green's function averaging method is the most efficient of the three studied here for the computation of the $1 s \rightarrow 2 p_{x}$ transition dipole moment of the hydrogen atom.

It is possible that larger systems may be more difficult to treat using Method 3 than Method 2. As the dimensionality of a problem increases, larger distributions are required for statistically accurate averages of an increasingly complex $G_{a}$. Such distributions will reduce efficiency versus Method 2 due to the increased computation time in evaluating $\bar{G}_{a}$. It is also notable that the time step bias can be eliminated more easily using Method 2, although smaller time steps yields longer QMC side walks (to
converge to asymptotic weights) making calculations costly at small $\tau$, the limitation on the smallness of the time step appears to be more severe for Green's function averaging. This is due, as seen in calculations on the $2 p_{x}$ state, to statistical errors rapidly increasing as the time step becomes small and the Green's function approaches a delta function.

In conclusion, both Methods 2 and 3 hold promise for computing transition dipole moments of larger atoms.

### 5.7 Calculation of the $\mathrm{Li} 2^{\mathbf{2}} \mathrm{S} \rightarrow \mathbf{2}^{\mathbf{2}} \mathrm{P}$ Oscillator Strength

As seen in the previous two sections, Methods 2 and 3 yield an accurate transition dipole moment for H . Here, we investigate the capability of Method 2 to compute the $2^{2} S \rightarrow 2^{2} P$ transition dipole moment from which is obtained the experimentally observable oscillator strength and excited-state lifetime, cf. Eqs. (5.2) and (5.3). (Computations on Li employing Method 3 have not yet been undertaken.) The lithium atom serves as an excellent test case because it is the simplest atom for which fixednode error must be considered for both the ground and first-excited state. Furthermore, a near-exact theoretical computation of the oscillator strength has not been performed.

For the $S$ and $P$ states, the trial function consists of a Slater determinant multiplied by an E-E correlation function. As discussed in Chap. 3, the basis sets are of near-HF quality and are given in Ref. 77. The E-E correlation function parameters, VMC, QMC, and estimated exact energies are presented in Table 5.9. As seen from comparing the QMC and exact energies, fixed-node error in the QMC energy is not observable. Therefore, these trial functions make an excellent starting point for computing
the oscillator strength, $f$.
We now turn to the initial calculations of the oscillator strength. Since no timestep bias was visible in the $P$-state energy at $\tau=0.01 h^{-1}$, cf. Sec. 3.4, this time step was used in the QMC side walks of both states. Also, for all computations discussed in this section, moves were rejected upon crossing a node. Since carrying the weights when sampling asymptotic populations was advantageous in the single-walk calculations of pure expectation values, cf. Chap. 4, weights are carried in the QMC side walks employed here. The minimum for the weights is set at 0.1 and the maximum at 2.0. In addition, asymptotic populations are only sampled once. Thus, an error is present in the pure expectation values (which was quite small for H ). Nonetheless, these quantities are expected to show the most marked dependence on convergence to asymptotic populations and are therefore considered useful.

Table 5.10 presents results for the single-state properties and the oscillator strength. The energies are computed by averaging the local energy over points sampled in the QMC walk at times greater than $t / 2$. The coefficients, $c_{1}^{2}$ and $c_{2}^{2}$, are defined by Eq. (5.32) and " 1 "' denotes the ground state and ' 2 '" denotes the excited state. Several convergence times are employed and the trial functions are weighted differently at $t=20 h^{-1}$. The non-QMC results for $r_{p}$ and $r_{p}^{2}$ (ground state) are taken from Ref. 11 in which a 352-term Hylleraas expansion is employed to yield an almost exact energy of $-7.47806 h$ (the exact is $-7.47807 h$ ). Therefore, the expectation values of $r$ and $r^{2}$ obtained in Ref. 11 should be quite accurate.

While the pure expectation values of the ground state appear to have converged, and are in good agreement with the results of Ref. 11, the energies are too low, by
more than statistical error, for $t \geq 10 h^{-1}$. As seen in Secs. 5.3 and 5.4 , trapping effects can play a role in preventing the convergence to asymptotic populations. In addition, these effects may be visible in one quantity but not in another. (The overall effect of trapped points in biasing an average depends on the extremity of the values near a node of the quantity averaged.)

The excited-state energies, on the other hand, appear to converge by $t=10 h^{-1}$ and give statistical agreement with the exact (as did the QMC energy computed straightforwardly, cf. Table 5.9). However, the statistical errors are so large that the discrepancies found in the ground state energies are within the statistical errors of the excitedstate energies. The pure expectation values have also reached a reasonable degree of convergence. However, no accurate estimates are available for comparison.

We now turn to the oscillator strengths, which are computed from the transition dipole moment and $\Delta E[\equiv E(P)-E(S)]$ according to Eq. (5.2). Note that the threefold degeneracy of the $P$ state yields a factor of three in Eq. (5.2), and for all QMC (and VMC) oscillator strengths, $\Delta E=0.06778(30) h$ is obtained from the QMC $S$ and $P$-state energies (the exact difference is 0.06791 h ). For all calculations, the second-order approximation is more accurate than the pure. In addition, all but the $t=20 h^{-1}$ calculation yielded poor values of the oscillator strength. The relatively high quality of the $t=20 h^{-1}$ oscillator strength may be due to increasing the excited-state representation in $\Psi_{g}$ since this was found to be beneficial for the H calculations. However, the reasonable quality of the $t=20 h^{-1}$ oscillator strength versus the $t=30 h^{-1}$ value is somewhat puzzling given the agreement of the single-state expectation values. Of course, such an occurrence is possible given the uniqueness of
the oscillator strength. In any event, our most accurate pure oscillator strength, $f_{p}$, is not of the quality desired as it only reproduces the previously most accurate theoretical value of $f=0.748[12]$, obtained from a Hylleraas expansion. The second-order $f$-value is somewhat better, within $0.4 \%$ of experiment.

While an accurate value of $f$ is computed above, we wish to further improve the quality of the calculations. Specifically, convergence to asymptotic populations does not appear to have reached the point such that excellent agreement with experiment is observed. While this lack of agreement may be due to fixed-node error, it is of interest to facilitate convergence to asymptotic populations to insure that converged results are obtained. Furthermore, time-step bias has not been studied. While it is expected that time-step bias is not significant at $\tau=0.01 h^{-1}$, it is useful to know if bias is small at larger time steps since such values of $\tau$ would allow more efficient QMC side walks.

Lack of convergence may be due to the trapping of points selected from $\left|\Psi_{g}\right|^{2}$ which are close the node of $\Psi_{T_{1}}$ or $\Psi_{T_{2}}$ at the start of a QMC walk. For Li, explicit measurements of the number of accepted moves for each walker has shown that a small, but non-negligible, percentage of the points sampled from $\left|\Psi_{g}\right|^{2}$ do not move during the entire course of the QMC walk. The results in Secs. 5.3 and 5.4 also strongly indicate that adverse effects are caused by the trapping of points near a node. Here, we pursue an idea to greatly reduce trapping effects without removing the Metropolis acceptance/rejection step which is generally very desirable.

To reduce trapping effects, two time steps are employed during the course of the walk. The initial time step is very small and is used for only a brief period to allow
points to move away from nodes. The final time step is of the size typically used in QMC calculations for the system at hand, and the majority of the QMC walk is implemented with the larger value of $\tau$. The results of such calculations are presented in Table 5.11.

For all the calculations presented in Table 5.11, the initial time step is $0.002 h^{-1}$, i.e., about an order of magnitude smaller than those normally used for Li. The initial propagation time with the first time step is denoted by $t_{i}$, and $t$ is the total convergence time. Also, $c_{1}=c_{2}=0.5$.

In addition to the quantities reported in Table 5.10, the "growth" energy, $E_{g}$, is given as well. The growth energy estimates the QMC energy from the change in the ensemble size as the QMC walk proceeds. Recalling Eq. (2.24), the time dependence of the QMC distribution is given by

$$
\begin{equation*}
f(\underline{R}, t)=c_{0} \exp \left[-t\left(E-E_{R}\right)\right] \Psi_{T}(\underline{R}) \phi(\underline{R}), \tag{5.43}
\end{equation*}
$$

from which the population is obtained as

$$
\begin{equation*}
P(t)=\int f(\underline{R}, t) d \underline{R}=c_{0} \exp \left[-t\left(E-E_{R}\right)\right]\left\langle\Psi_{T}^{\prime} \mid \phi\right\rangle \tag{5.44}
\end{equation*}
$$

Thus, $E_{g}$ is computed from populations at $t$ and $t+T$ as

$$
\begin{equation*}
E_{g}=E_{R}-T^{-1} \ln [P(t+T) / P(t)] . \tag{5.45}
\end{equation*}
$$

While $E_{g}$ is a valid estimator of the QMC energy, it most often possesses a significantly larger amount of time-step bias than the average of the local energy and is, therefore, generally not of interest. However, in the current context the sensitivity of $E_{g}$ is a useful indicator of the remaining effects of time-step bias. Since Eqs. (5.44) and (5.45) require that convergence to $\Psi_{T} \phi$ is obtained, the growth energy is computed by measuring changes in the population $1-2 h^{-1}$ before the end of each

QMC walk.
The most significant results in Table 5.11, are those of the oscillator strength. We now see that employing two time steps, $0.002 h^{-1}$ and $0.010 h^{-1}$, yields an oscillator strength in excellent agreement with experiment, 0.741 (7) (second-order) and 0.742(7) (pure) versus $0.742(1)$. That convergence is enhanced by using two time steps is best seen by comparing the results above with those using the same final time step and a longer convergence time $\left(12 h^{-1}\right)$, but without a small initial time step. This comparison shows that the oscillator strength and all single-state properties for $\tau=0.01 h^{-1}$ and $t=12 h^{-1}$ are of poorer quality than those for which a smaller time step is used in conjunction with $\tau=0.01 h^{-1}$ (except for the $P$-state QMC energies which are in close statistical agreement). It is also seen, by comparing the $\tau=0.025, t=10 h^{-1}$ results with those at $\tau=0.010, t=10 h^{-1}$, that the larger time step generally yields less accuracy, indicating the presence of time-step bias. These differences are most noticeable for the for the oscillator strength, growth energies, and the excited-state values of $r_{p}$ and $r_{p}^{2}$.

In concluding this chapter, Table 5.12 compares QMC results with other theoretical values. In addition to oscillator strengths, excited-state lifetimes are also presented. The QMC value of the excited-state lifetime is obtained from the $\tau=0.01, t=10 h^{-1}$ value of the oscillator strength which is combined with the QMC-computed energy according to Eq. (5.3). Since the other theoretical oscillator strenghts are computed using the exact energy difference, the corresponding excited-state lifetimes are as well. As seen in Table 5.12, the QMC result is the most accurate and is in excellent agreement with recent and precise experimental measurements. However, the accuracy
above was not easily obtained as care, i.e., a small initial time step, had to be taken to allow the walkers to propagate to the asymptotic populations. Furthermore, it is desirable to increase the efficiency of the approach since the $0.9 \%$ precision in our value required seven hours on a Cray/XMP. Improvements in efficiency will require more accurate trial functions which will yield asymptotic populations more quickly and reduce time-step bias. In addition, alternative forms of $\left|\Psi_{g}\right|^{2}$ should be explored.

Table 5.1. Approximations to the transition dipole moment. Four approximations to the transition dipole moment between the $1 s$ (" 1 '") and $2 p_{x}$ (" 2 '") states of the hydrogen atom are compared. The trial functions, $\Psi_{T_{i}}$, are given in the text and are approximations to the exact hydrogenic wave functions, $\phi_{i}$, accurate to $1 \%$ for the energy expectation value. All functions are normalized. The approximations reported here correspond to $A_{t t}, A_{1 t}, A_{2 t}$ and $A_{s}(A=x)$, respectively. The first three expressions are accurate to first order in the error in the trial functions, while the superscripted quantity is accurate to second order.

| Quantity | Analytic Expectation Value | 1\% Error 1 |
| :---: | :---: | :---: |
| $<\Psi_{T_{1}}\|x\| \Psi_{T_{2}}>$ | 0.8277 | 11.1 |
| $\left\langle\Psi_{T_{1}}\right\| x\left\|\phi_{2}\right\rangle$ | 0.8981 | 20.6 |
| $<\phi_{1}\|x\| \Psi_{T_{2}}>$ | 0.6782 | 9.0 |
| $<\phi_{1}\|x\| \phi_{2}>^{(2)}$ | 0.7485 | 0.5 |
| $\left.<\phi_{1}\|x\| \phi_{2}\right\rangle_{\text {Exact }}$ | 0.7449 | 0 |

Table 5.2. Time-step biases for the $1 s$ and $2 p_{x}$ states of the hydrogen atom. Atomic units are used throughout: energy is in hartrees, distance in bohrs, and time in inverse hartrees. Statistical errors, representing one standard deviation of a Gaussian distribution, are shown in parentheses. The time step for the ground state calculation is 0.050 $h^{-1}$ and that for the excited state is $0.025 h^{-1}$. All expectation values are computed with respect to the mixed distribution $\Psi_{T} \phi$ for the state in question.

|  | 1s state |  |  |
| :---: | :---: | :---: | :---: |
|  | -E - | $<r>$ | $\left\langle r^{2}\right\rangle$ |
| QMC | 0.49984(4) | 1.5819(8) | 3.3345(38) |
| Analytic | 0.50000 | 1.5789 | 3.3241 |
| \% Bias | -0.032(9) | 0.19(5) | 0.31(11) |
| $2 p_{x}$ state |  |  |  |
| QMC | 0.124999 (19) | 5.2637(33) | 33.251(41) |
| Analytic | 0.125000 | 5.2632 | 33.241 |
| \% Bias | -0.001(15) | 0.01(6) | 0.03(12) |

Table 5.3. Transition dipole moment of the hydrogen atom by Method 1. The trial functions describing the $1 s$ and $2 p_{x}$ states are given in the text. The values for zero convergence time are computed analytically.

| Convergence time | $-E\left(2 p_{x}\right)$ | $\left.<1 s\|x\| 2 p_{x}\right\rangle$ |
| :---: | :---: | :---: |
| 0.0 | 0.19625 | 0.678 |
| 7.5 | $0.13601(7)$ | $0.720(15)$ |
| 15.0 | $0.13143(7)$ | $0.731(15)$ |
| 22.5 | $0.12959(7)$ | $0.742(15)$ |
| 30.0 | $0.12866(7)$ | $0.756(16)$ |
| 37.5 | $0.12812(7)$ | $0.768(16)$ |
| 45.0 | $0.12780(7)$ | $0.776(17)$ |
| 52.5 | $0.12759(7)$ | $0.777(17)$ |
| 60.0 | $0.12745(7)$ | $0.778(17)$ |
| Exact |  |  |

Table 5.4. Energies and transition dipole moment for the $1 s$ and $2 p_{x}$ states of the hydrogen atom by Method 2. These quantities are computed for several values of the time step ( $\tau$ ), convergence time $t$, and trial function coefficient [ $c$, see Eq. (5.32)].

| 1s State |  |  | $2 p_{x}$ State |  |  | $<1 s\|x\| 2 p_{x}>$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left(\tau, t, c^{2}\right)$ | -E | $\langle r\rangle_{m}$ | $\left(\tau, t, c^{2}\right)$ | -E | $\left\langle r>_{m}\right.$ |  |
| (0.050,20,0.50) | 0.49889(3) | 1.5787(15) | (0.050,20, 0.50 ) | 0.12803(21) | 5.325(26) | 0.7267(20) |
|  |  |  | (0.050,60, 0.50$)$ | 0.12708(14) | 5.285(12) | 0.7498(20) |
|  |  |  | (0.025,20,0.50) | 0.12741(9) | 5.325(12) | 0.7366(20) |
| (0.025,20,0.50) | 0.49888(6) | 1.5876(39) | (0.025,60,0.50) | $0.12645(15)$ | 5.264(10) | 0.7564(30) |
| (0.040,32,0.16) | 0.49979(5) | 1.5772(36) | (0.025,15,0.84) | 0.12565(4) | 5.356(8) | 0.7292(23) |
| (0.040,40,0.16) | 0.49989(4) | 1.5822(51) | (0.025,30,0.84) | 0.12551(8) | 5.291(11) | 0.7425(35) |
| (0.025,35,0.16) | 0.49987(3) | 1.5778(42) | (0.015,30,0.84) | 0.12538(2) | 5.294(7) | 0.7410(18) |
| Exact | 0.50000 | 1.5789 | -.- | 0.12500 | 5.263 | 0.7449 |

Table 5.5. Pure expectation values for the $1 s$ and $2 p_{x}$ states of the hydrogen atom by Method 2. The parameters $\tau, t$ and $c$ are described in the text and take the same values as those in Table 5.4.

| 1s State |  |  | $2 p_{x}$ State |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left(\tau, t, c^{2}\right)$ | $\langle\phi\| r\|\phi\rangle$ | $\langle\phi\| r^{2}\|\phi\rangle$ | $\left(\tau, t, c^{2}\right)$ | $\langle\phi\| r\|\phi\rangle$ | $\langle\phi\| r^{2}\|\phi\rangle$ |
| (0.050,20,0.50) | 1.5018(17) | 3.008(7) | (0.050,20,0.50) | 5.102(22) | 31.42(32) |
|  |  |  | (0.050,60,0.50) | 5.028(11) | 30.33(12) |
|  |  |  | (0.025,20,0.50) | 5.105(10) | 31.40(15) |
| (0.025,20,0.50) | $1.5005(23)$ | 2.999(12) | (0.025,60,0.50) | 4.969(19) | 29.93(13) |
| (0.040,32,0.16) | 1.5070(39) | 3.010(13) | (0.025,15,0.84) | 5.160(7) | 32.13(11) |
| (0.040,40,0.16) | 1.5064(65) | 3.023(20) | (0.025,30,0.84) | 5.045(11) | 30.61(12) |
| (0.025,35,0.16) | 1.5042(33) | 3.008(11) | (0.015,30,0.84) | 5.056(6) | 30.70(7) |
| Exact | 1.5000 | 3.000 | --- | 5.000 | 30.00 |

Table 5.6. Expectation values over distributions used in Method 3. For each state, the distribution consists of 50,000 points sampled from $\Psi_{T} \phi$. Statistical errors are obtained by averaging ten values of $\left\langle\Psi_{T}\right| Q|\phi\rangle\left\langle\left\langle\Psi_{T} \mid \phi\right\rangle\right.$, each of which is an average over 5000 points.

| $Q$ | $1 s$ state |  | $2 p_{x}$ state |  |
| :---: | :---: | :---: | :---: | :---: |
|  | From distribution | Exact | From distribution | Exact |
| $x^{2}$ | $1.1098(74)$ | 1.1080 | $19.80(10)$ | 19.94 |
| $r$ | $1.5816(33)$ | 1.5789 | $5.240(10)$ | 5.2663 |
| $r^{2}$ | $3.328(12)$ | 3.324 | $32.91(11)$ | 33.24 |
| $E_{L}$ | $-0.49942(50)$ | -0.50000 | $-0.125036(67)$ | -0.125000 |

Table 5.7. Expectation values from Green's function averages. For these single-state properties, averages are obtained from two calculations of 25,000 points each. Here, and in Table 5.8 , points in the ground- and excited-state distributions were obtained employing time steps of 0.050 and $0.025 h^{-1}$, respectively.

| $1 s$ state |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\tau$ | $\left\langle\Psi_{T} \mid \phi\right\rangle$ | $\left\langle x^{2}\right\rangle$ | $<r>$ | $\left\langle r^{2}\right\rangle$ |
| 0.20 | 0.99699(19) | 1.0172(53) | 1.5249(30) | 3.0528(11) |
| 0.10 | 0.99625(33) | 1.0034(48) | 1.5113(33) | 3.0247(34) |
| 0.05 | 0.99599(22) | 0.9975(90) | 1.5066(34) | $3.0093(29)$ |
| Analytic $\bar{G}$ | 0.99613(18) | 1.0038(47) | 1.5030(22) | $3.0062(10)$ |
| Exact | 0.99585 | 1.0000 | 1.5000 | 3.0000 |
| $2 p_{x}$ state |  |  |  |  |
| 1.00 | 0.99492(35) | 18.06(13) | 4.997(10) | 29.77(23) |
| 0.75 | 0.99408(31) | 17.98(14) | 4.984(10) | 29.63(24) |
| 0.50 | 0.99322(29) | 17.90(17) | 4.973(11) | 29.54(25) |
| 0.20 | 0.99150(19) | 17.80(20) | 4.973(6) | 29.60(17) |
| 0.10 | 0.9893(24) | 17.70(21) | 4.993(17) | 29.92(21) |
| 0.05 | 0.9848(79) | 17.50(35) | 5.048(79) | 30.79(120) |
| Analytic $\bar{G}$ | 0.99207(31) | 17.93(7) | 4.982(4) | 29.74(11) |
| Exact | 0.99309 | 18.00 | 5.000 | 30.00 |

Table 5.8. Transition dipole moment of H by method 3. The Green's function is averaged over 50,000 points, and the expectation value, $\left\langle\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-1} \vec{G}_{a}^{i i}\right\rangle_{\Psi_{T_{j}} \phi_{j}}$, is computed by averaging over ten distributions of 5000 points drawn from $\Psi_{T_{j}} \phi_{j}$. The labels ' 1 " and ' 2 "' correspond to the $1 s$ and $2 p_{x}$ states, respectively.

| $\tau$ | $\left\langle\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-2} \bar{G}_{a}^{11}\right\rangle \Psi_{T_{2} \phi_{2}}$ | $T(\tau)^{a}\left\langle\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-2} \bar{G}_{a}^{11}\right\rangle_{\Psi_{T_{2}} \phi_{2}}$ | $\left.<1 S\|x\| 2 p_{x}\right\rangle$ |
| :---: | :---: | :---: | :---: |
| 1.00 | $0.9370(52)$ | $0.9566(53)$ | $0.9446(52)$ |
| 0.75 | $0.8441(45)$ | $0.8535(45)$ | $0.8428(44)$ |
| 0.50 | $0.7858(41)$ | $0.7900(41)$ | $0.7801(40)$ |
| 0.20 | $0.7527(41)$ | $0.7539(41)$ | $0.7445(40)$ |
| 0.10 | $0.7494(47)$ | $0.7496(47)$ | $0.7402(46)$ |
| 0.05 | $0.7496(62)$ | $0.7497(62)$ | $0.7403(61)$ |
| Analytic $\bar{G}$ | $0.7561(39)$ | $0.7561(39)$ | $0.7469(38)$ |
| Exact | 0.7532 | 0.7532 | 0.7449 |
| $\tau$ | $\left.<\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-2} \bar{G}_{a}^{(2)}\right\rangle_{\Psi_{T_{1} \phi_{1}}}$ | $\left.T(\tau)<\Psi_{T_{1}}^{-1} x \Psi_{T_{2}}^{-2} \bar{G}_{a}^{2)}\right\rangle_{\Psi_{1} \phi_{1}}$ | $<1 s\|x\| 2 p_{x}>$ |
| 1.00 | $0.7364(88)$ | $0.7371(88)$ | $0.7279(87)$ |
| 0.75 | $0.7399(89)$ | $0.7403(89)$ | $0.7310(88)$ |
| 0.50 | $0.7430(90)$ | $0.7432(90)$ | $0.7339(89)$ |
| 0.20 | $0.7463(93)$ | $0.7463(93)$ | $0.7370(92)$ |
| 0.10 | $0.748(10)$ | $0.748(10)$ | $0.739(10)$ |
| 0.05 | $0.750(12)$ | $0.750(12)$ | $0.741(12)$ |
| Analytic $\bar{G}$ | $0.7426(86)$ | $0.7426(86)$ | $0.7336(85)$ |
| Exact | 0.7532 | 0.7532 | 0.7449 |

a The factor $\exp \left[\tau\left(E-E_{R}\right)\right]$, cf. Eq. (5.37), where $E$ is the growth energy at time step $\tau$.

Table 5.9. Correlation function parameters and energies of Li. ${ }^{a}$

|  | $S$ State | $P$ State |
| :---: | :--- | :--- |
| $a_{1}$ | 0.5 | 0.5 |
| $b_{1}$ | 3.5 | 3.0 |
| $E(\mathrm{VMC})$ | $-7.4506(10)$ | $-7.3865(10)$ |
| $E(\mathrm{QMC})$ | $-7.47809(24)$ | $-7.41031(22)$ |
| $E_{\text {exact }}$ | $-7.47807^{6}$ | $-7.41016^{c}$ |

${ }^{a}$ All energies are in $h$.
${ }^{b}$ Ref. 116.
${ }^{c}$ Ref. 12.

Table 5.10. Single-state properties and oscillator strength for Li , first set of calculations. ${ }^{a}$

| $t$ | Single-State Properties ( $S$ State) $-E \quad r_{p}$ | $r_{p}{ }^{2}$ |
| :---: | :---: | :---: |
| 0 (VMC) | $7.4506(10)$ | 6.247(14) |
| 5 | 7.47810(28) 1.6684(23) | 6.167(20) |
| 10 | 7.47830(21) $1.6663(53)$ | $6.169(52)$ |
| 20 | $7.47841(22) \quad 1.6639(44)$ | 6.124(33) |
| 30 | 7.47839(13) $1.6610(66)$ | 6.104(63) |
| Exact or estimated | $7.47807^{\text {b }}$ 1.6623 ${ }^{\text {c }}$ | $6.118^{\text {c }}$ |
| $t$ | Single-State Properties ( $P$ State) -E | $r_{p}{ }^{2}$ |
| 0 (VMC) | 7.3685(10) 1.998(4) | $9.703(5)$ |
| 5 | 7.4186(18) 1.957(18) | 9.63 (7) |
| 10 | 7.4107(6) 1.963(9) | 9.36 (12) |
| 20 | 7.4098(12) 1.955(9) | 9.26 (10) |
| 30 | 7.4095(20) 1.951(10) | 9.21 (12) |
| Exact ${ }^{\text {d }}$ | 7.4102 -- | --- |
| $t$ | $c_{1}^{2}, c_{2}^{2}$ <br> Oscillator Strengths <br> Second-order ${ }^{e}$ | Pure |
| 0 (VMC) | 0.780(4) | 0.780(4) |
| 5 | 0.50, $0.50 \quad 0.757(7)$ | $0.762(7)$ |
| 10 | 0.50, 0.50 0.771(9) | 0.778 (10) |
| 20 | 0.33, 0.67 0.745(7) | 0.748(8) |
| 30 | 0.50, 0.50 0.767(11) | $0.775(11)$ |
| Experiment ${ }^{f}$ | --- 0.742(1) |  |

${ }^{a}$ The unit of time is $h^{-1}$, the unit of energy is $h$, and distances are in bohr.
${ }^{b}$ Ref. 116.
${ }^{c}$ Ref. 11.
${ }^{d}$ Ref. 12.
${ }^{\text {' }}$ See Eq. (5.5).
${ }^{\prime}$ Ref. 142.

Table 5.11. Single-state properties and oscillator strengths for Li , second set of calculations. ${ }^{a}$

| $\left(\tau, t_{i}, t^{b}\right)$ | ${ }_{-E}$ Single- |  | $r_{p}$ | $r_{p}{ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| (0.025, $0.2,4$ ) | 7.4800(17) | 7.47290(70) | 1.6753(63) | 6.238(65) |
| (0.025, $0.5,10$ ) | 7.47896(63) | 7.47284(42) | 1.6644(52) | $6.138(45)$ |
| (0.010,0.5,10) | 7.47820(29) | 7.47571(31) | 1.6659(33) | $6.147(34)$ |
| (0.010,0.0,12) | 7.47750(51) | 7.47497(54) | 1.6714(38) | $6.211(42)$ |
| Exact or estimated | $7.47807^{\text {c }}$ | $7.47807{ }^{\text {c }}$ | $1.6623^{d}$ | $6.118^{\text {d }}$ |
| $\left(\tau, t_{i}, t\right)$ | $\begin{aligned} & \text { Single- } \end{aligned}$ | $\begin{gathered} \text { Properties }( \\ -E_{g} \end{gathered}$ | $r_{p}$ | $r_{p}^{2}$ |
| $(0.025,0.2,4)$ | 7.4061(17) | 7.4039(8) | 1.989(9) | 9.67(11) |
| (0.025,0.5,10) | 7.4102(8) | 7.4037(6) | 1.968(7) | 9.48(10) |
| (0.010,0.5,10) | 7.4140(18) | 7.4087(3) | $1.958(7)$ | 9.33(8) |
| (0.010,0.0,12) | $7.4127(18)$ | 7.4080(4) | 1.970(9) | 9.74(14) |
| Exact ${ }^{\text {e }}$ | 7.4102 | 7.4102 | --- | -- |
| $\left(\tau, t_{i}, t\right)$ |  | lator Strength Second-order $f$ |  | Pure |
| (0.025,0.2,4) |  | 0.765(8) |  | 0.768(8) |
| (0.025,0.5,10) |  | 0.763(10) |  | 0.770(11) |
| (0.010,0.5,10) |  | 0.741 (7) |  | $0.742(7)$ |
| (0.010,0.0,12) |  | 0.758(9) |  | $0.762(10)$ |
| Experiment ${ }^{8}$ |  | --- |  | 0.742(1) |

${ }^{a}$ The units are given in Table 5.10.
${ }^{b}$ All initial time steps are $0.002 h^{-1}, \tau$ is the final time step, $t_{i}$ is the propagation time with $\tau=0.002 h^{-1}$, and $t$ is the total convergence time.
${ }^{c}$ Ref. 116.
${ }^{d}$ Ref. 11.

- Ref. 12.
${ }^{f}$ See Eq. (5.5).
${ }^{8}$ Ref. 142.

Table 5.12. Oscillator strengths and excited-state lifietimes for the $2^{2} S \rightarrow 2^{2} P$ transition of $\mathrm{Li}^{a}{ }^{a}$

| Method | Oscillator Strength | $2^{2} P$ Lifetime |
| :---: | :---: | :---: |
| Hartree-Fock |  | 0.768 |
| CI $^{b}$ | 0.753 | 26.36 |
| Hylleraas expansion |  | 0.748 |
| QMC $^{d}$ | $0.7419(69)$ | 27.89 |
| Experiment $^{e}$ | $0.7416(12)$ | $27.29(4)$ |

${ }^{a}$ Excited-state lifetimes are in nanoseconds.
${ }^{b}$ Ref. 111.
${ }^{c}$ Ref. 12.
The QMC results are derived using the QMC-computed energy difference of $0.06778(30) h$ while the remaining theoretical results are obtained using the exact energy difference of 0.06791 h .
${ }^{〔}$ Ref. 142.

Figure 5.1. QMC walk within a QMC walk. The primary (vertical) QMC walk is guided by $\Psi_{T_{1}}$ and generates the distribution $\Psi_{T_{1}} \phi_{1}$. During the primary walk, secondary (horizontal) QMC walks, guided by $\Psi_{T_{2}}$, are performed to sample asymptotic populations, proportional to $\phi_{2} / \Psi_{T_{2}}$. Combining this weight with an operator (e.g. $x$ ) allows the evaluation of the transition matrix element.


Figure 5.2. VMC walk with two QMC "side walks". Configuration space is sampled using a guided Metropolis (VMC) walk (vertical) guided by $\Psi_{g}$. Starting with points sampled during the Metropolis walk, two separate QMC walks guided by $\Psi_{T_{i}}$ (horizontal) are evolved forward in imaginary time. The asymptotic populations of the QMC walks are proportional to $\phi_{1} / \Psi_{T_{1}}$ and $\phi_{2} / \Psi_{T_{2}}$. These factors may be combined with multiplicative operators to obtain transition matrix elements.


Figure 5.3. Green's function averaging approach. As in Method 1, the distribution $\Psi_{T_{2}} \phi_{2}$ is sampled using a QMC walk (vertical) guided by $\Psi_{T_{i}}$. For a point $\underline{R}_{j}$ sampled from $\Psi_{T_{2}} \phi_{2}$, a short-time approximation to the Green's function is averaged over points $\frac{R_{k}}{\Psi_{k}}$ drawn from the QMC distribution $\Psi_{T_{1}} \phi_{1}$. This average is proportional to $\bar{\Psi}_{T_{1}}\left(\underline{R}_{j}\right) \phi_{1}\left(\underline{R}_{j}\right)$. Combining these with the operator of interest results in an estimator of the transition matrix element.


## Chapter 6

## Summary and Conclusions

This thesis has described three areas of application of the fixed-node diffusion QMC approach: energies (Chap. 3), single-state properties other than the energy (Chap. 4), and multi-state properties (Chap. 5).

Computations of the energy have been performed for several first-row atoms and molecules. It has been found that simple trial functions, generally derived from a single Slater determinant, have yielded accurate energies. QMC computations on small systems, i.e., $\mathrm{H}_{3}, \mathrm{Li}, \mathrm{LiH}$, and $\mathrm{Li}_{2}$, have yielded much success - obtaining 98-100\% of the correlation energy (CE). For the remaining higher- $Z$ systems that have been studied in detail, $\mathrm{BH}, \mathrm{N}, \mathrm{N}_{2}, \mathrm{H}_{2} \mathrm{O}, \mathrm{F}$ and $\mathrm{F}^{-}$, single-determinant trial functions yield approximately $90 \%$ of the CE. Thus if near-exact energies are desired on a general basis, trial functions with improved nodal structures will be required.

As has already been observed for $\mathrm{Be}[56]$ and $\mathrm{Li}_{2}$, improvement upon a singledeterminant trial function, so that nearly exact energies are obtained, is readily accomplished by employing a small multi-determinantal trial function which describes effects known to be important. This is encouraging as it implies that similar improvements, over single-determinant energies, may be obtained for other systems. However, it is important to realize that that increasing the complexity of the trial function along standard $a b$ initio guidelines does not necessarily yield an improved nodal structure. A
simple example of this was found for $\mathrm{H}_{3}$ where a near-HF basis set introduced an additional node.

Therefore, it is also useful to consider less standard trial function forms. An important advantage possessed by QMC methods is that only trial function derivatives are required, rather than integrals, allowing a much greater flexibility in the choice of the trial function than standard theoretical approaches. The extent to which this flexibility can be exploited has been demonstrated by Umrigar et al.[24] in obtaining a trial functions for Li and Be whose VMC energies yielded more than $99 \%$ of the CE. If trial functions approaching this accuracy, e.g., $90 \%$ of the CE obtained by VMC, can be found in a more general context, then near-exact QMC energies should result.

In addition to fixed-node error, the time-step bias resulting from the short-time approximation to the Green's function must be considered. That is, estimates of the unbiased energy must be obtained from calculations of biased energies. When timestep bias is large, unbiased estimates are difficult to obtain and may require computations at small time steps which is quite costly. (See, for example, the discussion of the $\mathrm{F}-\mathrm{F}^{-}$calculations in Chap. 3.) We have found that how well the electron-nuclear cusp condition is satisfied has a large effect on time-step bias. Choosing trial function parameters to satisfy this condition (exactly or approximately depending on the number of electrons) has resulted in QMC energies with a greatly reduced time-step bias allowing reliable estimates of the $\tau=0$ value. For example, for $\mathrm{H}_{2} \mathrm{O}$ we were able to compute at values of $\tau$ for which bias was not discernible, without incurring excessive computational cost.

In addition to the energy, the computation of other single-state properties has been
explored. Both single- and double-walk algorithms have been presented, and modifications which improve efficiency have been implemented, i.e., carrying weights or exploiting the correlation between pure and trial expectation values. Thus far, small systems such as $\mathrm{H}_{2}$ and LiH can be treated with high accuracy. Computations on larger systems have not yet been implemented, and, as discussed above, trial functions more accurate than the single-determinant variety are desired.

The final avenue of exploration involved the computation of transition dipole moments. Three algorithms were presented and implemented on the H atom. These calculations introduced new considerations, such as trial function normalizations, overlap integrals, and other quantities. The approaches described in Secs. 5.3 and 5.4 were found to be the most viable.

Subsequent to the H atom calculations, Method 2 (VMC and two QMC side walks) was employed in computing the transition dipole moment, and thereby the oscillator strength and excited-state lifetime, for the $2^{2} S \rightarrow 2^{2} P$ transition of Li. The resulting oscillator strength and excited-state lifetime were found to be of excellent quality. The high computational cost of the calculations, however, emphasizes, as with the other applications, that more accurate trial functions are desired to increase the applicability of the approaches developed here.

## Appendix A

## A Condition for the Equivalence of Nodal Volumes

Here, we show that when there exists a one-to-one transformation between two nodal volumes, which does not change the Hamiltonian, then the nodal volume energies will be identical.

Consider two nodal volumes $v_{\alpha}$ and $\nu_{\beta}$ and the corresponding nodal volume energies $\varepsilon_{\alpha}$ and $\varepsilon_{\beta}$, respectively. These energies are given by

$$
\begin{equation*}
\varepsilon_{\alpha}=\int_{\underline{R} \in v_{\alpha}} d \underline{R} \phi_{\alpha}^{*}(\underline{R}) H \phi_{\alpha}(\underline{R}) / \int_{\underline{R} \in \bar{v}_{\alpha}} \phi_{\alpha}^{*}(\underline{R}) \phi_{\alpha}(\underline{R}) \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{\beta}=\int_{\underline{R}^{\prime} \in v_{\beta}} d \underline{R} \phi_{\beta}^{*}\left(\underline{R}^{\prime}\right) H \phi_{\beta}\left(\underline{R}^{\prime}\right) / \int_{\underline{R} \in v_{\beta}} d \underline{R}^{\prime} \phi_{\beta}^{*}\left(\underline{R}^{\prime}\right) \phi_{\beta}\left(\underline{R}^{\prime}\right) \tag{A.2}
\end{equation*}
$$

Let there exist a one-to-one transformation, $T$, acting on electron coordinates such that for $\underline{R} \in v_{\alpha}$ and $\underline{R}^{\prime} \in v_{\beta}, \underline{R}=T \underline{R}^{\prime}$ and $T H=H$. Since $T$ is one-to-one, there exists an inverse, $T^{\prime}$, such that $\underline{R}^{\prime}=T^{\prime} \underline{R}$ and $T^{\prime} H=H$.

Employing the transformation $T$ in Eq. (A.1) yields

$$
\begin{equation*}
\varepsilon_{\alpha}=\int_{T \underline{R}^{\prime} \in \bar{v}_{\alpha}} d\left(T \underline{R}_{\alpha}^{\prime}\left(T \underline{R}^{\prime}\right) T H \phi_{\alpha}\left(T \underline{R}^{\prime}\right) / \int_{T \underline{R}^{\prime} \in \bar{v}_{\alpha}} d\left(T \underline{R}^{\prime}\right) \phi_{\alpha}^{*}\left(T \underline{R}^{\prime}\right) \phi_{\alpha}\left(T \underline{R}^{\prime}\right)\right. \tag{A.3}
\end{equation*}
$$

Since $T$ is one-to-one, the integrals above may be written as an integration over $\underline{R}^{\prime}$. Also, for every $\underline{R}^{\prime} \in v_{\beta}$, we may define a new function in $v_{\beta}$ as $\phi_{\beta}^{\prime}\left(\underline{R}^{\prime}\right)=\phi_{\alpha}(\underline{R})$ for $\underline{R}=T \underline{R}^{\prime}$. Thus, there results

$$
\begin{equation*}
\varepsilon_{\alpha}=\int_{\underline{R}^{\prime} \in \bar{\nu}_{\beta}} d \underline{R}_{\beta}^{\prime} \phi_{\beta}^{*}\left(\underline{R}^{\prime}\right) H \phi_{\beta}^{\prime}\left(\underline{R}^{\prime}\right) / \int_{\underline{R}^{\prime} \in \nu_{\beta}} d R_{\beta}^{\prime} \phi_{\beta}^{*}\left(\underline{R}^{\prime}\right) \phi_{\beta}^{\prime}\left(\underline{R}^{\prime}\right) \tag{A.4}
\end{equation*}
$$

Since $\varepsilon_{\beta}$ is the minimum energy obtainable in $\nu_{\beta}, \varepsilon_{\alpha} \geq \varepsilon_{\beta}$. However, substituting $T^{\prime} \underline{R}$ into Eq. (A.2) yields by the same reasoning above, $\varepsilon_{\beta} \geq \varepsilon_{\alpha}$ and, therefore, $\varepsilon_{\alpha}=\varepsilon_{\beta}$. Finally, if $\phi_{\alpha}$ and $\phi_{\beta}$ are unique, i.e., no degeneracy exists, then $\phi_{\beta}^{\prime}\left(\underline{R}^{\prime}\right)=\phi_{\beta}\left(\underline{R}^{\prime}\right)=\phi_{\alpha}(\underline{R})$. [Note that we may also obtain $\left.\phi_{\beta}\left(\underline{R}^{\prime}\right)=-\phi_{\alpha}(\underline{R}).\right]$

## Appendix B

## The Computation of the Trial Function and its Derivatives

As discussed in Sec. 2.5, a move $\underline{R} \rightarrow \underline{R}^{\prime}$ is performed in a step-wise fashion by obtaining new electron coordinates for each electron one at a time. Therefore, we now consider the move above only to consist of $\underline{r}_{1} \rightarrow \underline{r}_{1}^{\prime}$; computations concerning the moves of the other electrons are completely analogous. The first $n_{\alpha}$ electrons are assumed to be spin-up and the remaining $N-n_{\alpha}$ are spin-down. For each electron move, we desire an efficient algorithm to compute the quantities necessary for the QMC simulation.

For notational convenience in the equations below, we define,

$$
\begin{align*}
& \underline{R}_{\alpha} \equiv\left(\underline{r}_{1}, \underline{r}_{2}, \cdots, \underline{r}_{n_{\alpha}}\right), \\
& \underline{R}_{\alpha}^{\prime} \equiv\left(\underline{r}_{1}^{\prime}, \underline{r}_{2}, \cdots, \underline{r}_{n_{\alpha}}\right), \quad \text { and } \\
& \underline{R}_{\beta} \equiv\left(\underline{r}_{n_{\alpha}+1}, \underline{r}_{n_{\alpha}+2}, \cdots, \underline{r}_{N}\right) \tag{B.1}
\end{align*}
$$

From Eq. (2.38), $\Psi_{T}(\underline{R})$ may be written as

$$
\begin{equation*}
\Psi_{T}(\underline{R})=\operatorname{Det}\left[\mathrm{A}^{\alpha}\left(\underline{R}_{\alpha}\right)\right] \operatorname{Det}\left[\mathrm{A}^{\beta}\left(\underline{R}_{\beta}\right)\right] F(\underline{R}), \tag{B.2}
\end{equation*}
$$

and analogously at $\underline{R}^{\prime} . F$ is the product of the E-E and E-N correlation functions, and A is the matrix formed from the MOs. The quantities of interest are $\Psi_{T}\left(\underline{R}^{\prime}\right) / \Psi_{T}(\underline{R})$, and $\Psi_{T}^{-1} \nabla_{1} \Psi_{T}$ and $\Psi_{T}^{-1} \nabla_{1}^{2} \Psi_{T}$ at $\underline{R}$ and $\underline{R}^{\prime}$. From Eq. (B.1), the spin-down ( $\beta$ ) determinant cancels from the quantities under consideration. Also, the correlation functions and their derivatives are computed straightforwardly, leaving the computation of the
spin-up determinant and its derivatives as the present concern.
Specifically, we must evaluate $\operatorname{Det}\left[\mathbf{A}^{\alpha}\left(\underline{R}_{\alpha}{ }_{\alpha}\right)\right] / \operatorname{Det}\left[\mathbf{A}^{\alpha}\left(\underline{R}_{\alpha}\right)\right]$ and $\operatorname{Det}\left[\mathbf{A}^{\alpha}\right]^{-1}\left(\nabla_{1}, \nabla_{1}^{2}\right) \operatorname{Det}\left[\mathbf{A}^{\alpha}\right]$ at $\underline{R}_{\alpha}$ and $\underline{R}_{\alpha}^{\prime}$. The first step towards this end is to obtain the MOs, their gradient, and Laplacian at $\underline{r}_{1}$ and $\underline{r}_{1}^{\prime}$. As can be seen above, a total of ten determinants are required. If each is computed individually, the computational cost scales as $10 n_{\alpha}^{2}$.

A more efficient alternative is implemented using the inverse of $A^{\alpha}$. Dropping the superscript, $\alpha, \mathbf{A}$ is given by

$$
\mathbf{A}\left(1,2, \cdots, n_{\alpha}\right)=\left[\begin{array}{cccc}
\psi_{1}(1) & \psi_{2}(1) & \cdots & \psi_{n_{\alpha}}(1)  \tag{B.3}\\
\psi_{1}(2) & \psi_{2}(2) & \cdots & \psi_{n_{\alpha}}(2) \\
\cdots & \cdots & \cdots & \cdots \\
\psi_{1}\left(n_{\alpha}\right) & \psi_{2}\left(n_{\alpha}\right) & \cdots & \psi_{n_{\alpha}}\left(n_{\alpha}\right)
\end{array}\right]
$$

The inverse of $\mathbf{A}, \mathbf{A}^{-1}$, is computed at the start of the random walk and is updated for each electron move with an algorithm scaling as $n_{\alpha}^{2}$. Each column of $\mathrm{A}^{-1}$ is

$$
\begin{equation*}
\mathbf{A}_{i}^{-1}=\operatorname{Det}(\mathbf{A})^{-1}\left(M_{i 1}, M_{i 2}, \cdots, M_{i n_{\alpha}}\right), \tag{B.4}
\end{equation*}
$$

where $M_{i j}$ is the minor of $a_{i j}=\psi_{j}(i)$.
Returning to the MOs, we define

$$
\begin{equation*}
O_{1} \psi(1) \equiv\left[O_{1} \psi_{1}(1), O_{1} \psi_{2}(1), \cdots, O_{1} \psi_{n_{a}}(1)\right] \tag{B.5}
\end{equation*}
$$

where $O_{1} \equiv\left(\nabla_{1}, \nabla_{1}^{2}\right)$. We now see that the quantities depending on $\operatorname{Det}(\mathbf{A})$ may be conveniently computed as scalar products, which scale as $n_{\alpha}$. Namely,

$$
\begin{aligned}
& \operatorname{Det}\left[\mathbf{A}\left(\underline{R}_{\alpha}\right)\right]^{-1} \operatorname{Det}\left[\mathbf{A}\left(\underline{R}_{\alpha}^{\prime}\right)\right]=\psi\left(\underline{R}_{\alpha}^{\prime}\right) \cdot \mathbf{A}_{1}^{-1}, \\
& \operatorname{Det}\left[\mathbf{A}\left(\underline{R}_{\alpha}\right)\right]^{-1} O_{1} \operatorname{Det}\left[\mathbf{A}\left(\underline{R}_{\alpha}\right)\right]=\left[O_{1} \psi\left(\underline{R}_{\alpha}\right)\right] \cdot \mathbf{A}_{1}^{-1},
\end{aligned}
$$

and

$$
\begin{equation*}
\left.\operatorname{Det}\left[\mathbf{A}\left(\underline{R}_{\alpha}^{\prime}\right)\right]^{-1} O_{1} \operatorname{Det}\left[\mathbf{A}\left(\underline{R}_{\alpha}^{\prime}\right)\right]=\left[O_{1} \psi\left(\underline{R}_{\alpha}^{\prime}\right)\right] \cdot \mathbf{A}_{1}^{-1} /\left[\psi\left(\underline{R}_{\alpha}^{\prime}\right)\right] \cdot \mathbf{A}_{1}^{-1}\right] . \tag{B.6}
\end{equation*}
$$

From Eq. (B.6), and the fact that $\mathbf{A}^{-1}$ must be updated for each electron moved, the computational cost now scales as $n_{\alpha}^{2}+9 n_{\alpha}$, which is far more efficient than computing the determinants individually, $10 n_{\alpha}^{2}$. The computational cost, $T$, incurred by moving all the electrons is now seen to be

$$
\begin{equation*}
T=n_{\alpha}\left(n_{\alpha}^{2}+9 n_{\alpha}\right)+n_{\beta}\left(n_{\beta}^{2}+9 n_{\beta}\right), \tag{B.7}
\end{equation*}
$$

or for $n_{\alpha} \approx n_{\beta} \approx N / 2$,

$$
\begin{equation*}
T \sim \frac{1}{4} N^{3}+\frac{9}{2} N^{2} . \tag{B.8}
\end{equation*}
$$

## Appendix C

## Antisymmetry Nodes of $\mathbf{H}_{3}$

It is useful to calculate the nodal locations of the trial functions, since these nodes ultimately determine the accuracy of the QMC energy. Calculations of the exchange nodes lead to the diagrams shown in Figs. 3.12-3.14.

Here we demonstrate that a nodal surface, obtained by finding the zeros of the $2 \times 2$ determinant of the trial function at a fixed position of one like-spin electron, remains invariant for the previously fixed electron anywhere on this surface. In other words, the surface is the same independent of the positions of the like-spin electrons on it. This property greatly simplifies the picturing of the exchange nodes.

In the $2 \times 2$ case considered here, the vanishing of the determinant implies

$$
\begin{equation*}
\psi_{1}\left(\underline{r}_{1}\right) \psi_{2}\left(\underline{r}_{2}\right)=\psi_{1}\left(\underline{r}_{2}\right) \psi_{2}\left(\underline{r}_{1}\right), \tag{C.1}
\end{equation*}
$$

where $\Psi_{1}$ and $\Psi_{2}$ are the two MO's. If we now move electron 2 to $r_{2}^{\prime}$, still on the nodal surface for fixed $\underline{r}_{1}$,

$$
\begin{equation*}
\psi_{1}\left(\underline{r}_{1}\right) \psi_{2}\left(\underline{r}_{2}^{\prime}\right)=\psi_{1}\left(\underline{r}_{2}^{\prime}\right) \psi_{2}\left(\underline{r}_{1}\right) \tag{C.2}
\end{equation*}
$$

Dividing Eq. (C.1) by Eq. (C.2) gives

$$
\begin{equation*}
\frac{\psi_{2}\left(r_{2}\right)}{\psi_{2}\left(\underline{r_{2}^{\prime}}\right)}=\frac{\psi_{1}\left(r_{2}\right)}{\psi_{1}\left(r_{2}^{\prime}\right)} \tag{C.3}
\end{equation*}
$$

which may be written as

$$
\begin{equation*}
\psi_{1}\left(\underline{r}_{2}^{\prime}\right) \psi_{2}\left(\underline{r}_{2}\right)=\psi_{1}\left(\underline{r}_{2}\right) \psi_{2}\left(\underline{r}_{2}^{\prime}\right) . \tag{C.4}
\end{equation*}
$$

Thus we find that if $\left(\underline{r}_{1}, \underline{r}_{2}\right)$ and $\left(\underline{r}_{1}, \underline{r}_{2}^{\prime}\right)$ are both on a nodal surface; the determinant
also vanishes at $\left(\underline{r}_{2}, \underline{r}_{2}\right)$. So any pair points on the locus of points mapped out at fixed $\underline{r}_{1}$ is also on the nodal surface.

## Appendix D

## Variance of Rounded Versus Unrounded Weights

Here, we compare the variance obtained for the weight when it is integer rounded with the correct expectation value versus when its full real value is kept. The difference is significant when it is necessary to sample asymptotic populations.

Consider a number $w$ and its associated probability density function, $f(w)$. The mean and variance of $w$ are given by

$$
\bar{w}=\int w f(w) d w
$$

and

$$
\begin{equation*}
V_{w}=\int w^{2} f(w) d w-\bar{w}^{2} \tag{D.1}
\end{equation*}
$$

Let $I_{w}(\xi) \equiv \operatorname{int}(w+\xi)$ be the integer rounded weight. Here $\xi$ is a uniform random variate between 0 and 1. The mean value of $I_{w}(\xi)$ over the uniform distribution of $\xi$ 's is given as

$$
\begin{equation*}
\bar{I}_{w}=\int_{0}^{1} I_{w}(\xi) d \xi=\int_{0}^{1} \operatorname{int}(w+\xi) d \xi=w . \tag{D.2}
\end{equation*}
$$

In comparison to Eq. (D.1), the variance variance of the rounded weight is

$$
\begin{equation*}
V_{T_{w}}=\int\left[\int_{0}^{1} I_{w}^{2}(\xi) d \xi\right] f(w) d w-\left[\bar{I}_{w} f(w) d w\right]^{2} \tag{D.3}
\end{equation*}
$$

Defining the remainder $r(w)$ by $w=\operatorname{int}(w)+r(w)$ one obtains for the integral over $\xi$,

$$
\begin{align*}
\int_{0}^{1} I_{w}^{2}(\xi) d \xi & =\int_{0}^{1-r}[\operatorname{int}(w+\xi)]^{2} d \xi+\int_{1-r}^{1}[\operatorname{int}(w+\xi)]^{2} d \xi \\
& =(1-r)[\operatorname{int}(w)]^{2}+r[\operatorname{int}(w)+1]^{2} \\
& =w^{2}+r-r^{2} . \tag{D.4}
\end{align*}
$$

Eq. (D.3) now becomes

$$
\begin{equation*}
V_{I_{w}}=\int\left[w^{2}+r(w)-r^{2}(w)\right] f(w) d w-\bar{w}^{2}, \tag{D.5}
\end{equation*}
$$

or

$$
\begin{equation*}
V_{I_{w}}=V_{w}+\int\left[r(w)-r^{2}(w)\right] f(w) d w . \tag{D.6}
\end{equation*}
$$

Since $r(w)-r(w)^{2} \geq 0$ and $f(w)$ is, by definition positive definite, $V_{I_{w}} \geq V_{w}$. This quantifies the lower variance in the weights when integer rounding is avoided. Though the additional variance in a single integer rounded weight is small, the reduction in the variance of the asymptotic populations (which are essentially the products of several weights) can be significant.
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