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Abstract

Collocations, semi-productive lexical combinations with one
figurative and one literal word, are said to be a “pain in the
neck” for researchers and L2 learners. The present study aims:
(i) to conceptually replicate the processing costs incurred by
L1 speakers when processing collocations using a larger and
more diverse set of items, (ii) to use literalness judgements
to test whether L1 speakers are aware of the semi-transparent
meaning of a collocation, and (iii) to test whether the pres-
ence of processing costs associated with collocations can be
predicted from literalness judgements. If so, we propose that
literalness judgements could be used as a diagnostic for reli-
ably identifying collocations. We replicate the L1 processing
costs with a larger stimulus set and demonstrate that speakers
are aware of the semi-transparent meaning of the collocation.
We further show that L1 speaker judgements about the literal-
ness of a word combination can be used to predict its status as
a collocation.
Keywords: semi-productive language; collocations; literal-
ness judgements

Collocations
From chasing dreams and drawing ire to heavy rain and
catching fire, semi-productive lexical patterns are ubiquitous
in human language (Mel’čuk, 2003). Often referred to as col-
locations, these idiosyncratic lexical items are comprised of
one word used in its literal sense and one other in its figura-
tive sense, constrained by an arbitrary restriction on substi-
tution (Howarth, 1998). To illustrate, one can raise doubts
or lift bans, but not #lift doubts (to mean raise doubts) nor
#raise bans. Collocations are syntactically well formed, but
deviate from or violate the expected semantic representation
(Culicover, Jackendoff, & Audring, 2017). For example, the
verb kill prototypically requires an animate object, so one can
kill bugs and kill trees, but not *kill books. Yet one can kill
time, hope, and dreams. Evidently, collocations are neither
fully productive nor fully idiomatic.

Collocations constitute the largest subset of formulaic lan-
guage (Barfield & Gyllstad, 2009), which together with other
subsets such as idioms, binomials, and metaphors account
for more than half of any given text, written or oral (Erman
& Warren, 2000). A long history of research shows that
proper knowledge and use of these lexical units is crucial
to developing communicative competence, as they provide

idiomaticity and fluency to the language user (Firth, 1957;
Pawley & Syder, 1983; Nation, 2001; Durrant & Schmitt,
2010; Siyanova-Chanturia & Pellicer-Sanchez, 2018; Garner,
2022). It is hardly surprising then that they are considered to
be crucial in various areas of linguistics, from language teach-
ing and lexicography (Čermák, 2006) to natural language pro-
cessing (NLP) applications such as human-computer interac-
tion (Ford & Smith, 1982; Koulouri, Lauria, & Macredie,
2016) and machine translation (Dankers, Bruni, & Hupkes,
2022). While collocations have attracted a great deal of atten-
tion in these spheres, they have also gained notoriety. Due to
their semi-transparent nature, collocations are considered to
be a “pain in the neck” (Sag, Baldwin, Bond, Copestake, &
Flickinger, 2002) for researchers and second language (L2)
learners alike. However, collocations have largely been ig-
nored in theoretical linguistics (Herbst, 2018; Wray, 2002)
and perhaps as a result, in mainstream psycholinguistics as
well. Little is known about how first language (L1) speak-
ers acquire and process collocations, or if they are even a
valid psychological construct, i.e., not merely a descriptive
typology, in the first place. Therefore, the present study aims
to investigate L1 speakers’ intuitions of the semi-transparent
nature and meaning of a collocation.

The Identification Problem

For researchers, the traditional method for identifying collo-
cations has relied on L1 speaker judgements, which can be
tedious and expensive, especially with large corpora (Wahl &
Gries, 2018). Furthermore, these judgements are subjective
and often do not replicate across raters. For example, we all
agree that one can chase dreams, but not everyone will agree
that you can hunt them. This is problematic as it could leave
collocations unidentified, or conversely, it could misidentify
word combinations that have appeared together by chance as
a collocation. The emergence of computational approaches
for automatic collocation extraction have helped overcome
some of these issues. Exploiting the properties that colloca-
tions are always syntagmatically related (Nesselhauf, 2003),
well-formed (Culicover et al., 2017), and occur together more
frequently than chance (Sinclair, 1991) might permit iden-
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tifying collocations using statistical measures such as mu-
tual information scores to gauge the strength of associations
(Wahl & Gries, 2018). However, purely statistical meth-
ods have their limitations. They often misidentify colloca-
tions, while simultaneously leaving low-frequency colloca-
tions unidentified (Seretan, 2018). Ultimately, collocations
identified through these methods must be manually curated.

The Selection Problem
For second language (L2) learners, collocations are known
to be notoriously difficult to acquire and use, even for those
reaching high language proficiency levels (Wolter & Gyllstad,
2013; Fioravanti, Senaldi, Lenci, & Siyanova-Chanturia,
2021). While L1 children seem to learn collocations with ap-
parent ease, research suggests that even early sequential bilin-
guals have trouble converging on the “native-like” use of col-
locations as adults (Nishikawa, 2019). Part of the difficulty
may stem from the fact that collocations often comprise high-
frequency words, which causes learners to overestimate their
knowledge of the semi-transparent meaning involved, leading
to errors in comprehension (Laufer, 2011; Martinez & Mur-
phy, 2011). In production, L2 speakers tend to allow substi-
tutions in collocations that to an L1 speaker sound odd and
erroneous (Fioravanti et al., 2021; Cowie & Howarth, 1996).
A widely cited study by Pawley and Syder (1983) claims that
L1 speakers do not make lexical choices based on word-level
syntax or semantics in a way that two synonyms could be
substituted in a given combination. To illustrate, heavy and
weighty are both adjectives with similar meanings. However,
L1 speakers will produce the combination heavy smoker but
not weighty smoker. Evidently, these seemingly arbitrary lex-
ical choices made by L1 speakers—that Pawley and Syder
(1983) term “native-like selection”—could hold the key to
solving the identification problem.

This difficulty faced by L2 speakers is reflected in behav-
ioral (Wolter & Yamashita, 2015, 2018) and electrophysio-
logical (Pulido & Dussias, 2019) data which show that L2
learners process collocations slower and less accurately than
productive language. Interestingly, L1 speakers tested as a
control group in these studies also incur processing costs for
collocations over productive combinations, at least in terms
of reaction times (RTs) (Gyllstad & Wolter, 2016; Souza &
Chalmers, 2022). However, these studies are underpowered,
especially in terms of items, as they have to be curated within
the constraints of the L2 speakers’ first language.

The Present Study
Based on the review of the literature and the gaps identified
therein, the present study aims: (i) to conceptually replicate
the costs incurred by L1 speakers when processing colloca-
tions using a larger and more diverse set of items, (ii) to test
whether L1 speakers are aware of the semi-transparent mean-
ing of a collocation, and (iii) to test whether the presence of
processing costs associated with collocations can be predicted
from literalness judgements. If so, we propose that literalness
judgements could be used as a diagnostic for reliably identi-

fying collocations. In the following we present behavioral ex-
periments and statistical modelling aimed at addressing these
issues.

Experiment
To answer the questions posed above, this study tests L1 En-
glish speakers in two behavioral tasks—a timed acceptability
judgement task and a novel literalness judgement task. In
the acceptability judgement task, we ask speakers to judge
whether a word combination is acceptable to them in English.
In the novel literalness judgement task, we ask them to judge
whether the verb in a given word combination is being used
literally.

We first conceptually replicate L1 results from L2 colloca-
tional processing studies. Specifically, we test how well RTs
in the acceptability judgement task can be predicted by our
expert “gold standard” judgements of whether or not a given
word combination is a collocation. In other words, we test
whether the processing cost associated with collocations (as
compared to productive combinations) that has been reported
in previous literature is indeed a robust behavioural signa-
ture of collocations. We then investigate L1 speakers’ intu-
itions of the semi-transparent meanings via literalness judge-
ments and compare them to our gold standard. We look at
whether speakers’ own literalness judgement task responses
can equally well predict this processing signature. Specifi-
cally, we compare a model that predicts acceptability judge-
ment task RTs using our “gold standard” judgements to a
model that predicts them using L1 speakers’ literalness judge-
ments. This comparison allows us to test whether literalness
judgements can be used as a diagnostic for identifying collo-
cations.

Materials
First, we generated a preliminary list of 158 Verb-Noun col-
locations based on previous literature, L1-speaker intuitions
(of the first author) and the Collins COBUILD Advanced
Learner’s Dictionary (Collins, 2018). We then computed
each collocation’s phrasal frequency and association scores in
The Sketch Engine’s enTenTen21 corpus, a massive (61.6M
tokens; 52.3M words), dynamic web corpus containing texts
from various genres and from all varieties of English. The
corpus was queried using the verb as the node and restricting
the collocate to the direct object position. Light verb con-
structions, i.e., collocations involving “neutral” verbs such as
make and take (e.g., make a decision, take a walk) were not
included as their meanings can be gleaned from the noun it-
self (Culicover et al., 2017).

Then each verb in the preliminary list was checked to en-
sure that all initial collocations were moderately to strongly
associated by referencing their logDice scores. We opted
to use logDice scores instead of mutual information as they
are not affected by corpus size and have the added benefit of
being easy to interpret. Mutual information is strongly af-
fected by frequency and corpus size, wherein low-frequency
words tend to have a higher mutual information (indicating
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stronger association), which could be misleading (Rychlý,
2008) and the larger the corpus, the more skewed the mutual
information will be. Dice calculates association without
accounting for corpus size. It is expressed as:

D =
2 f xy

f x + f y
, (1)

where fx and fy are the number of occurrences of words x
and y in the corpus respectively, and fxy is the number of
co-occurrences of x and y. However, the values of the Dice
score (D) are usually very small numbers. Therefore, Rychlý
(2008) proposes the logDice, which is easier to interpret and
is expressed as:

logDice = 14+ log2 D. (2)

LogDice expresses the strength of the association on an
easy-to-interpret scale with a theoretical maximum value of
14 which indicates that the two words always occur together
in a given corpus, while a score of zero means that they never
occur together. A negative score indicates dissociation—the
words are likely to be unrelated. In essence, the closer the
value is to 14, the stronger the association.

We eliminated collocations with a logDice score lower than
five. This resulted in a list of 100 base collocations with a
mean phrasal frequency of 20470.27 (SD = 37504.29) and a
mean logDice score of 7.28 (SD = 1.26). For every collo-
cation, we created a corresponding productive combination
which shared the verb but differed in the noun. This noun
was chosen by identifying an alternative which resulted in
the minimum difference in raw corpus frequency between the
collocation and the productive combination. The final item
set comprised 200 target items—100 Verb-Noun collocations
(e.g., chase dream, freeze account) and 100 productive Verb-
Noun combinations containing the same verb as the collo-
cation (e.g., chase rabbit, freeze vegetable). We also con-
structed 40 nonsense items (e.g., roast bells, stay music) with
unique verbs and nouns for use as fillers to balance the ac-
ceptability judgement task.

Experimental Procedure
As previously mentioned, the study comprised two tasks, an
acceptability judgement task (AJT) and a literalness judge-
ment task (LJT). Each participant performed both tasks. Fig-
ure 1 depicts the experimental procedure to which the partic-
ipants were subjected. The median completion time was 6.4
minutes. A total of 230 L1 English speakers (F=117; M=113;
Non-binary=0) with a mean age of 42.03 years (SD = 13.41)
were recruited using Prolific. They were remunerated £1.50
for their participation. The study was certified according
to theUniversity of Edinburgh’s School of Philosophy, Psy-
chology and Language Sciences Research Ethics Process (RT
number: 339-2122/4).

Acceptability Judgements In this task, participants were
asked to judge whether or not the word combination pre-
sented to them sounded acceptable, i.e., would they as L1

AJT

Start

Consent: Yes

End

Socio-
Demographic
Questionnaire

Train

Test

LJT

Train

Test

Figure 1: Experimental Procedure Flow Diagram

English speakers use this word combination in their everyday
speech, by pressing the ‘y’ key for yes or the ‘n’ key for no.
They were asked to respond as quickly and accurately as pos-
sible. During testing, each participant saw 10 collocations,
10 productive combinations, and 20 nonsense combinations.
Items were presented in an individualized random order with
the constraint that no participant saw a collocation and a pro-
ductive item with the same verb. A fixation cross with an
inter-stimulus interval of 350 ms was presented between tri-
als. Trials timed out at 8,000 ms if no decision was taken. See
figure 2 for a visualization of how the stimuli were presented
to the participants in the AJT.

Literalness Judgements The procedure for this task was
similar to the previous one. The participants were asked to
judge whether or not the action expressed by the verb in the
word combination was really happening, by pressing the ‘y’
key for yes or the ‘n’ key for no. The participants judged
the same 20 target items that were presented to them in the
acceptability judgement task. Trials were not set to time out
and participants were made aware that this was not a speeded
judgement task.

Both tasks began with a short training set of six trials with
feedback. Participants were informed that there were no right
or wrong answers and that we were only interested in their
judgements. Therefore, for feedback during training we opted
for a smiley face emoji for answers that matched our gold
standard and a confused face emoji for answers that did not.
The decision to include this feedback was made on the basis
of suggestions from participants in a pilot experiment. See
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Stimulus
(4500 ms)

kill time

Acceptable

‘Y’

Unacceptable

‘N’

Fixation Cross
(350 ms)

Figure 2: Stimulus Presentation for the Acceptability Judge-
ment Task

figure 3 for a visualization of how the stimuli were presented
to the participants in the LJT.

Data Analysis
Data pre-processing Our initial data set comprised 4,600
observations. We eliminated responses with reaction times
(RTs) slower than 450 ms (0.1%), outliers greater than 3.5
standard deviations from the mean (1.61%), and incorrect ac-
ceptability judgement responses (4.58%). The resulting data
set comprised 4,266 observations. All statistical models were
run on this data.

Statistical Models We specified linear mixed-effects mod-
els using the ’lme4’ (Bates, Mächler, Bolker, & Walker, 2015)
package in R version 4.3.2 (R Core Team, 2023). We first

Are you really killing something?

(no timeout)

kill time

Yes
”Y”

No
”N”

Figure 3: Stimulus Presentation for the Literalness Judge-
ment Task

specified a maximal model as “justified by the design” (Barr,
Levy, Scheepers, & Tily, 2013). The main dependent variable
was the reaction times (RTs) from the acceptability judge-
ment task. The main predictor variables were Condition (Col-
location or Productive), i.e., our “gold standard”, Phrasal
Frequency (logged and scaled) and the interaction between
the two. The logDice scores (scaled) were included as a
covariate. Full crossed random effects for (Condition ||
ID) and (Condition|| Verb) and random intercepts (1 |
Verb) and (1 | Participant) were specified. The maxi-
mal model is expressed as:

Maximal Model:
RT ∼ Condition * Phrasal Frequency + Score +

(Condition || ID) + (Condition || Verb)

Due to convergence and singular fit issues, the maximal
model was simplified by step-by-step elimination of the ran-
dom effects structure. The final model was expressed as:

Gold Standard Model:
RT ∼ Condition * Phrasal Frequency + Score + (1

| ID) + (1 | Verb)

The second set of models was the same as the simplified first
set, except that instead of our “gold standard”, the literalness
judgements (Yes or No) were included as the main predictor
variable. The final model was stated as:

Human Judgements Model:
RT ∼ Literalness Judgements * Phrasal Frequency

+ Score + (1 | ID) + (1 | Verb)

Results
Global Results
The mean RT and mean accuracy for each condition in the ac-
ceptability judgement task was first calculated (see Figure 4).
The mean RT was 1051.89 ms (SD = 330.28 ms) for produc-
tive combinations and 1091.14 ms (SD = 337.58) for collo-
cations. The mean accuracy for productive items was 95.6%
and for collocations was 93.2%. Figure 5 depicts the mean
agreement between the literalness judgements and the gold
standard. 91.5% of the literalness judgements for productive
combinations agree with our gold standard, while only 81.5%
of literalness judgements match our gold standard for collo-
cations.

Model Results
Results for the Gold Standard Model showed a significant dif-
ference in RTs between Conditions (treatment coded, with
productive combination as the baseline; β = 41.511;SE =
5.960; p < 0.001), suggesting that collocations are processed
significantly slower than productive items. This replicates the
processing cost observed in L1 control groups in previous
L2 studies, but with a larger and more diverse set of stim-
uli. Unsurprisingly, Phrasal Frequency also has a significant
effect on RTs (β = −71.849;SE = 8.206; p < 0.001), corre-
sponding to a 71.849 ms decrease in RT for every 1 standard

2522



Figure 4: Mean Reaction Times and Accuracy in the Accept-
ability Judgement Task for Productive Combinations and Col-
locations. Error bars indicate bootstrapped confidence inter-
vals.

deviation increase in phrasal frequency. A statistically sig-
nificant interaction between condition and phrasal frequency
was also found, suggesting that condition had more of an im-
pact on lower frequency combinations (β = −18.484;SE =
6.206; p= 0.003). No significant effect for logDice score was
detected (β =−0.297;SE = 6.349; p = 0.963).

Importantly, results for the Human Judgements Model
were very similar. We found statistically significant dif-
ferences in RTs between Literalness Judgements (treatment
coded, with judgement of the verb as literal as the baseline;
β = 35.205;SE = 6.174; p < 0.001), suggesting that partic-
ipants were 35.205 ms slower to respond to figurative verbs
than literal ones. Similarly, an increase in phrasal frequency
led to faster RTs (β = −68.598;SE = 8.067; p < 0.001) and
a statistically significant interaction between the literalness
judgements and phrasal frequency was also found, suggesting
that literalness judgement had more of an effect for lower fre-
quency items (β =−17.8384;SE = 6.347; p = 0.005). Once
again, there was no significant effect for logDice score (β =
−0.476;SE = 6.314; p = 0.939).

Models were compared using Akaike Information Crite-
rion (AIC). The AIC score for the Gold Standard Model was
60517 and for the Human Judgements Model was 60533, sug-
gesting a small difference in favour of the Gold Standard.

Discussion
The present study set out: (i) to conceptually replicate the
processing trends of L1 speakers reported in L2 collocational
processing studies, (ii) to investigate whether L1 speakers are
aware of the semi-transparent meaning of a collocation, and
(iii) if so, to determine whether literalness judgements could
be used as a reliable method to identify collocations. Results

Figure 5: Mean Agreement in the Literalness Judgement Task
for Productive Combinations and Collocations. Error bars in-
dicate bootstrapped confidence intervals.

from our experiments show that L1 speakers do indeed incur
a processing cost for collocations over productive language,
they are aware of the figurative meaning of the verb and lit-
eralness judgements can be used as a method to identify col-
locations. This has several implications, both theoretical and
practical.

Idioms which are fully opaque (e.g., kick bucket, break leg)
are processed faster and more accurately than productive lan-
guage in both the L1 and the L2, a phenomenon often referred
to as the idiom superiority effect (Noveck, Griffen, & Maz-
zarella, 2023). Studies investigating compositionality have
shown that familiarity, which comes from frequent exposure,
plays an important role in determining processing advantages
for idioms in comparison to matched novel phrases (Tabossi,
Fanari, & Wolf, 2009). This finding is in line with usage-
based models such as those put forth by N. Ellis, Simpson-
Vlach, and Maynard (2008), which posit that frequent expo-
sure leads to chunking, i.e., holistic storage, retrieval, and
access in short-term and long-term memory. Furthermore,
there is evidence that formulaic units (in general) are encoun-
tered and used more frequently by L1 speakers and are there-
fore processed faster than productive language (N. Ellis et
al., 2008; N. C. Ellis, 2008; Arnon & Snider, 2010; Carrol
& Conklin, 2020; Wahl & Gries, 2018). Our results suggest
that collocations do not enjoy this superiority effect as other
subsets of formulaic language do, and as such, should not be
classified under this umbrella term as is currently done.

The crux of the issue with collocations is understanding the
“native-like selection” and the arbitrary restrictions on substi-
tution that makes collocations difficult to predict a priori. The
issue of understanding conventionalized structure in poten-
tially arbitrary word-meaning mappings is reminiscent of the
homonomy-polysemy continuum. Homonymous words are
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useful because they keep the inventory low and they are eas-
ily disambiguated across contexts (Piantadosi, Tily, & Gib-
son, 2012). Polysemous words can obey fixed indexical/rela-
tional/metonymical rules (e.g., food and animal) or they can
have historic relations that to present day speakers are non-
apparent (Port for Portugal; for dessert wine; for the docks).
Understanding this relationship with regards to collocations
might be useful for shedding light on these similar restrictions
at the single word level. Furthermore, polysemy is useful as
it enables languages to compress multiple concepts into indi-
vidual word-forms thereby allowing for a compact lexicon
in the face of limited cognitive resources such as memory
(Xu, Malt, & Srinivasan, 2017). In collocations, a word is
reused by mapping an existing sense from its literal domain
to a figurative domain, based on structural similarities. For
example, in the collocation freeze accounts, the verb freeze
shares the sense of being able to revert to its original state
with a productive use such as freeze water. Understanding
how these mappings occur could further help uncover the un-
derlying patterns in the “native-like selection” that we see in
collocations.

From a methodological standpoint, the upshot of our work
is that we now have a possible tool for testing novel semi-
productive collocations. While we understand that selectional
restrictions are somewhat arbitrary, at the same time they
appear to cluster (e.g., abstract concepts). We can now try
and understand novel constructions by looking at literalness
judgement tasks and processing costs in acceptability judge-
ments. Practically, our work shows that we can rely on L1
speaker judgements for large-scale identification of colloca-
tions. This could be used as tool to build extensive lists of
collocations that can be used for more robust item sets in
experiments, in textbooks for L2 learners, for computerised
language teaching, for training NLP systems, etc.

Finally, our results from the literalness judgement task sug-
gest that L1 speakers are indeed aware of the semi-transparent
meaning of the collocations, whereas research shows that
L2 speakers are unaware of the same (Martinez & Murphy,
2011; Laufer, 2011; Laufer & Waldman, 2011; Nesselhauf,
2004). We recommend that these semi-transparent lexical
items should be explicitly taught to L2 learners.

Limitations & Future Work
Only Verb+Noun collocations were used in this study, fu-
ture work should investigate other syntactic categories of
collocations such as Noun+Noun, Adverb+Verb, and Ad-
verb+Adjective. Furthermore, the stimuli were presented out
of context. Many collocations are context-dependent and
therefore should be tested using stimuli that in context. A
possible confound in the experimental design, is the feedback
during training. It could be that our participants were bi-
ased by our feedback. We plan to re-run this experiment with
no feedback and compare the results to those of the present
study. It must be noted that several items saw low agreement
ratings with our gold standard. Although we do not perform
a qualitative study of these results in the present paper, our

future work will consider how judgements vary based on in-
dividual verbs and their verb classes (Levin, 1993).

Finally, our immediate next steps are to extend this study
by testing synonyms of the figurative word in the collocation
to further investigate the “native-like” selection procedure
by comparing whether a novel collocation like hunt dreams
would show a similar processing cost and literalness judge-
ments as an existing one like chase dreams.

Conclusion
In the present study, we conceptually replicated the process-
ing trends of L1 speakers reported in L2 collocational pro-
cessing studies by means of an acceptability judgement task.
Our results confirmed that L1 speakers do indeed incur a
processing cost for collocations over productive language.
We further investigated whether L1 speakers are aware of
the semi-transparent meaning of a collocation using a novel
literalness judgement task. We found that in contrast with
L2 speakers, L1 speakers are indeed aware of the figurative
meaning of the verb in the collocation and that there may be
credence given to collocations as a valid psychological con-
struct in the mind of a speaker. Finally, we attempted to de-
termine whether literalness judgements could be used as a
reliable method to identify collocations. Results from our ex-
periments show that the literalness judgements provided by
L1 speakers show broad agreement with our expert gold stan-
dard judgements, and therefore can be used to identify collo-
cations.
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