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Reliable autonomous robot navigation is critically important when a mobile service robot is 

used in a domestic or industry environment. To guarantee an accurate and reliable 

navigation performance, many practical applications leverage artificial landmarks. In this 

dissertation, we introduce a visible light-enabled indoor localization system that relies on 

unique spatial encoding produced when the mechanical mirrors inside a projector are 

flipped based on gray-coded binary images. Then we present the first encoded projection 

based navigation system for indoor autonomous robots. At the same time, off-the-shelf 

photodiodes are used as landmarks and strategically placed on the ceiling to form a 

topological representation of the environment. The proposed technology makes use of a 

topological map for global path planning and encoded projection based location discovery 

for local smooth navigation. With this combination, the proposed scheme is efficient, 

scalable, and can be applied to mobile robots with limited computation resources in a 

large-scale workplace. Through experiments within real-world environment, we 

demonstrate that our proposed approach can locate a target device with an average 
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accuracy of 1.7 millimeters and allows robust autonomous robot navigation in practice 

with a navigation error of 18.5 millimeters. Furthermore, for dealing with the generally NP-

hard multi-robot coordination problem, we discretize the environment into a topological 

graph and take advantage of its subgraph structure to guarantee the completeness and 

reliability for real-world multi-robot applications.  

 

 

 

 

 

 

 

 

 

 

 

 



1 

 

Chapter 1 Introduction 

Mobile autonomous robots can be expected to perform various services in a plethora of 

environments, for example, office mail delivery, medical equipment transportation inside 

hospitals, and guiding in public supermarkets, museums, and big exhibition centers. 

Although we have observed substantial progress on the autonomous navigation of mobile 

robots, it remains one of the fundamental problems in a large amount of literature. 

Unsurprisingly, robot navigation system designers must address multiple, possibly 

competing, requirements by balancing tradeoffs in terms of computation, communication, 

accuracy, and reliability to satisfy design objectives. For instance, system designers might 

strive to minimize the engineering cost of modifying the environment and the computation 

requirement of the overall system, but at the same time attempt to maximize the reliability 

and repeatability of the resulting navigation system.  

 

The basic requirements for the autonomous navigation of a mobile robot are 

environmental recognition, path planning, driving control, and location 

estimation/correction capabilities. The location estimation and correction capabilities are 

practically indispensable for the autonomous mobile robot to execute the given tasks 

efficiently. Even though indoor localization technology has been studied for decades, it still 

has problems for helping robots in the above simple scenario. For example, classical 

positioning technology based on wireless radio signals is still shy of its potential to provide 

truly ubiquitous and real-time location for many applications [1, 2]. Although radio 

technologies offer a great opportunity to measure internode distance and bearing or to 

perform simultaneous angle-distance measurements by utilizing heterogeneous radio 
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interfaces, wireless localization systems are still inaccurate and unreliable in indoor 

environments. It is primarily caused by three major challenges, namely, multipath 

reflections [3], environmental dynamics [4], and device heterogeneity [5]. With the available 

accuracy from this type of technology, we obviously cannot rely on the system to navigate 

robots inside workplace where human and robots coexist and collaborate.  

 

1.1 Location Estimation Requirement 

As a matter of fact, researchers and developers often face more challenges while 

developing indoor localization systems. Many mobile devices are battery-powered and 

have limited computation power and storage capability, whereas many practical 

applications have high demands on accurate and real-time location information and are 

inherently intolerant to small localization errors and system latency. These needs motivate 

researchers and developers to offer location-based services that deliver better delay 

performance and user experience. Simply because if a localization scheme incorrectly 

locates robots in a given scenario, the purpose of localization might be entirely defeated. 

Consequently, we prefer the system to be high-accuracy, low-latency, and have only 

minimum computation overhead. This pushes us into using wireless signals, such as visible 

light [6] or Ultra-wideband (UWB) [7] signals, rather than, for example, WiFi [8] and 

Bluetooth [9]. Even in the homes and workplaces where we could deploy more and more 

computing infrastructure, the cost, high power consumption, and low reliability for 

traditional radio signals is often prohibitive. 
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In this dissertation, we propose a new indoor localization technique that allows battery-

powered devices to locate themselves with sub-centimeter accuracy, low signal processing 

overhead (thus low latency), and minimum power consumption. This technique operates by 

projecting a sequence of gray-coded binary images into the environment, which uniquely 

encode each pixel inside the projection area with a pair of coordinates <x, y>. A given 

mobile device can locate itself by collecting and decoding a sequence of light intensity at a 

given place using an off-the-shelf light sensor. This sensor is simple and inexpensive, which 

allows it to be easily incorporated into many existing devices/applications, thus enabling 

them to recognize their own position inside the projection area. Additionally, the 

procedure required to restore a device’s position from sensed light is fast (11.75 

milliseconds) and power efficient, so they can be applied to battery-powered devices and 

deployed for large-scale applications over a long period of time. Further, the proposed 

system realizes fine-grained localization with sub-centimeter precision. This opens a huge 

field of new applications where high-accuracy location information is demanded. Finally, 

our experiments show the proposed approach is feasible. In a controlled lab study, the 

proposed positioning system can offer real-time localization services with 1.7 millimeters 

of accuracy across a variety of environments. 

 

1.2 Modeling Light in the Environment 

Overall, a positioning system based on white lighting LEDs, the main component inside the 

projector we use, has many advantages. Lights are typically placed at regular intervals on 

the ceiling, and have line of sight (LOS) to most positions within a room. Multipath 

transmission presents much less of a challenge in optical systems than RF, because if 
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reflected components are present, they typically have much lower power than the LOS path 

[10]. Further, as optical signals cannot pass through opaque obstacles, LED based 

positioning is free of interference from other systems working in different rooms. Installing 

a white LED based positioning system is potentially almost as “simple as changing a light 

bulb.” The advantages of positioning with LEDs also include low-cost frontends, 

simultaneous illumination and localization, and environmental friendliness. Because of the 

many advantages of LEDs, there are increasing number of papers published describing a 

variety of schemes for indoor positioning using LEDs [11]. The ranging techniques used in 

these papers include received signal strength (RSS) [12-15], time difference of arrival 

(TDOA) [16], and phase difference of arrival (PDOA) [17]. Most of the papers published so 

far have presented either practical evaluation or simulation localization results for very 

specific idealized scenarios in which parameters such as the optical power transmitted and 

the radiation pattern of each LED are precisely manually crafted. For the systems using 

TDOA or PDOA perfect synchronization has been assumed. For these idealized cases, very 

low estimation errors have been reported [12, 13, 16]. 

 

While the research so far on visible LED-based systems has shown that accurate 

localization can be possible, little has published on the channel characterization. The 

determination of these characteristics will allow optimization of the parameters governing 

optical positioning systems. Many studies on channel characteristics for infrared (IR) have 

been made since the first studies by Gfeller and Bapst in 1979 [18]. A computer simulation 

using a recursive method is present in [19]. Characterization of wireless channel by 

measuring in various room is reported in [20]. In this paper, we would like to perform one 
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of the first theoretical analysis of channel characteristics of visible light. We will report a 

series of simulation processes and results developed based on MATLAB and Simulink to 

present a comprehensive channel modeling and characterization study for both line-of-

sight (LOS) and non-line-of-sight (non-LOS) paths. We consider various scenarios with 

different transmitter specifications (i.e. single versus multiple light source) and receiver 

specifications (location and rotation). For each setup, we obtain its channel impulse 

responses (CIRs), and present a channel characterization, in which various channel 

parameters are presented, including mean excess delay, root mean square (RMS) delay 

spread, maximum bit rate, and coherence bandwidth through simulation.  

 

1.3 Autonomous Robot Navigation with High Reliability 

Observing the promising resolution of visible light based indoor localization technology, we 

advocate an encoded projection based topological navigation system for an indoor 

autonomous service robot by presenting two tradeoffs we have investigated when building 

a practical delivery robot in a real-world office setting: 

1) Should we use a continuous metric map or a semantic topological map? 

2) For landmark-based navigation system, are active landmarks more suitable than 

passive landmarks for scenarios we are interested in, such as office setting, and 

hospital where human and robots coexist? 

 

Note that we focus our attention on the case where the mobile robot moves in a common 

workplace with level floors and ceilings. We also assume that the robot has a clear view of 
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the ceiling. Figure 1 provides an example setting, where a robot with a projector on top is 

facing upwards and projecting encoded patterns onto the ceiling. 

 

 

Figure 1. An example scenario: an office with level floors and ceiling. 

 

1.4 Multi-robot Coordination 

Further, indoor autonomous robot navigation is not just a theoretical exercise. It has many 

important real-world applications as well. It often manifests itself in the scenarios, such as 

office, hospital, warehouse, and more. Meanwhile, for many real-world applications, 

multiple robots are employed to accomplish design goals more efficiently. This, therefore, 

brings up another critical problems: how multiple robots can be coordinated to achieve 

their goals without causing any problems? 

 

Although many algorithms have been proposed to solve this problem, they all have their 

own disadvantages. Some of them offer optimal solutions but do not scale up to large 

groups of robots. While some algorithm cannot guarantee completeness. Worse, we also 
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find that the following two problems, which are crucial to deploy real-life robot navigation 

system, have not been fully studied in prior research: 

1) For a given representation of an environment, normally a floorplan, how should we 

design the potential paths so that there will be no mutual collision between multiple 

robots? 

2) What is the maximum number of robots that can be operated insides the given 

environment without them colliding with each other? 

 

In this work, we propose a general algorithmic framework for solving multi-robot 

coordination problems on graph representation. We demonstrate a new type of abstract 

representation for subgraph structures and generalize these subgraph topologies to more 

common cases step by step. We advocate that decomposing a topological map into 

subgraphs is a more intuitive and efficient way for path planners to perform coordination 

between multiple robots.  

 

1.5 Contribution  

This work makes three main contributions. Firstly, the key contribution is to advocate an 

encoded projection based localization system with the focus on low-power sensing devices 

featuring limited power consumption, communication capability, and computation 

resources. To my best knowledge, this is the first time that projection-based encoded light 

signal is exploited as an indoor localization method to obtain fine-grained, real-time 

location data for such devices. Secondly, this work introduces the encoded projection-

based location discovery to the field of the indoor mobile service robot navigation. Here, 
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we reverse the traditional vision-based approach: we use a projector instead of a camera to 

encode the navigation space around the robot and we use active photodiode landmarks to 

decode the received light signal instead of retro-reflective tags or active LEDs. We also 

implemented a navigation system in a real-world scenario by combining the introduced 

landmark design and a topological representation of the environment. An Android 

application has also been developed, allowing users to navigate a robot to different goals by 

touch interaction on a tablet or using voice recognition. Users can also monitor the 

landmark-level location and moving direction of the robot in real-time. Finally, a general 

algorithmic framework is proposed to help deploy robot navigation system in real life by 

discretizing the environment into topological graphs and exploring particular subgraph 

structures with which a certain amount of robots can be freely manipulated without 

mutual collision. 

 

1.6 Dissertation Structure 

The rest of this dissertation is organized as follows: In Chapter 2, we perform one of the 

first theoretical analysis of channel characteristics of visible light communication. We will 

also report a series of simulation processes and results developed based on MATLAB and 

Simulink to present a comprehensive channel modeling and characterization study for both 

line-of-sight and non-line-of-sight paths. Chapter 3 details a new indoor localization system 

using coded visible light and depicts an experiment validation of the proposed system 

conducted in a real-world office setting. How to utilize the proposed positioning system for 

indoor autonomous robot navigation will be explored in Chapter 4. Finally, we answer the 
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two problems regarding multi-robot navigation and illustrate our framework in Chapter 5. 

The conclusion and future work will be presented in Chapter 6. 
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Chapter 2 Visible Light Channel Modeling 

To design, implement, and operate optical communication systems efficiently, it is 

important that the characteristics of the channel are well understood. Consequently, the 

prerequisite condition is to establish a model that can precisely describe its channel 

impulse response, which is then used to analyze the effects of channel distortion.  

 

A considerable amount of work has been published on the channel characterization on 

infrared IR channel modeling [10, 12-19, 21], most of which depend on either recursive 

calculation methods [10, 12, 13], or Monte Carlo ray tracing approaches [14, 15, 18]. 

However, it has been reported that there exists significant difference between visible light 

channel and infrared communication, which implies that existing IR models cannot be 

applied to visible light communication (VLC). Meanwhile, most of existing channel 

modeling for VLC assume direction line of sight. In this case, the optical path loss can be 

easily calculated based on the knowledge of the location of the transmitter and the 

receiver, as well as the physical properties of them. However, indoor environment is not 

ideal. Receivers may use reflected signals off the room surface, such as walls, ceilings, and 

furniture. These reflections can be considered as unwanted signals or multipath 

distortions, which make the location estimation less accurate. 

2.1 General Optical Channel Model 

Different from radio wireless systems where various types of modulation techniques can 

be used, such as amplitude modulation (AM), pulse modulation (PM), or frequency 

modulation (FM), it is extremely difficult to collect appreciable signal power in a single 

electromagnetic mode for an optical wireless system. This spatially incoherent reception 
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makes it difficult to construct an efficient heterodyne or homodyne downconverter for AM, 

PM, and FM. As a result, the intensity modulation (IM) with direct detection (DD) become the 

most viable modulation/downconverter for optical wireless links, in which the desired 

waveform is modulated onto the instantaneous power of the carrier and a photodetector 

produces a current proportional to the square of the received electric fields.  

 

As shown in Figure 2, the topologies of optical wireless system can be grouped into 

different classes, according to the degree of directionality of the transmitter and receiver 

and whether the link relies on the existence of a LOS path between them [20]. In this work, 

we will focus our attention on nondirected LOS and non-LOS link. LOS links require a clear 

path between the transmitter and receiver, which is designed to maximize power efficiency 

and minimize multipath distortion. However, non-LOS links increase link robustness and 

ease of use, allowing the system to operate even when barriers, such as people and cubicle 

partitions, stand between the transmitter and receiver.  

 

 

Figure 2 Classification of visible light links. 
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Non-LOS links, however, suffer from the effects of multipath propagation in the way similar 

to RF systems. This is because that multipath propagation introduces severe amplitude 

fades into electric field on the scale of a wavelength. This issue will be even worse if the size 

of the photodetector is proportional to one wavelength or less. This finding has encouraged 

the use of detector in model optical wireless receiver with a surface area typically millions 

of square wavelengths. A typical IM/DD-base optical wireless system can be seen in Figure 

3, and its equivalent baseband model is also shown in Figure 4.  

 

 

Figure 3 Transmission and reception in a visible light link with IM/DD. 
 

 

 

 

 

 

Figure 4 Modeling visible link as a baseband linear, time-invariant system. 
 

We use the following equations to summarize the above model: 
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( ) ( ) ( ) ( )

( ) ( ) ( )

y t Rx t h t n t

Rx h t d n tτ τ τ
∞

−∞

= ⊗ +

= − +∫
 (1) 

where �(�) is the resulting photocurrent, � is the photodetector responsivity, �(�) is the 

instantaneous transmitted optical power, ℎ(�) is the baseband channel impulse response, 

�(�) is system noise, and ⨂ represents the convolution.  

 

In many applications, optical wireless link is operated in the presence of intense visible 

background light, for example sun light.  While received ambient light can be minimized by 

optical filtering, it still adds shot noise, which can be modeled as white, Gaussian, and 

independent. It is also worth mentioning that when little or no ambient light is present, the 

dominant noise source would be receiver preamplifier noise, which is also signal-

independent. This stands in contrast to the signal-dependent Poisson noise considered in 

photon-counting channel models. Ambient noise sources will be discussed in detail later. 

 

In [22], the channel impulse response ℎ(�) was modeled by Gfeller and Bapst as follows 
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where �	 is the minimum delay. 
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2.2 Nondirected LOS Propagation Model 

In general, for an optical wireless link where an LED is used as a source and large-area 

photodetectors are used as receivers, its angular distribution of the radiant intensity 

pattern is usually assumed to follow a Lambertian radiation pattern given by the following 

distribution 
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φ φ π π

φ π
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  (3) 

where 
 is called the Lambertian order, which is related to the LED semi-angle at half-

power Φ�/�  and can be given as follows  
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m
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Consequently, the radian intensity can be given as 
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Another important component in an optical wireless link is the photodetector. From 

analysis above, we see that ideally a large-area detector would be more suitable for indoor 

optical wireless system so that the multipath propagation issue can be alleviated. But in 

practice, it would cause many problems, for instance, increased cost, increased junction 
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capacitance, and increased noise on the receiver side. To build a fully functional optical 

wireless link, a non-imaging concentrator is commonly used in order to increase overall 

effective collection area. Yet, the optical gain of an ideal non-imaging concentrator can be 

modeled as  
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
≤ Ψ ≤ ΨΨ = Ψ

 Ψ > Ψ

 (6) 

where � is the internal refractive index, and Ψ� ≤ �/2 is the field of view of the receiver 

(FOV). Based on the constant radiance theorem, we can also know that the FOV of a 

receiver system is related to the collection area of lens and the active photodetector area 

[23], and this relation can be illustrated as 

 

 sin( )
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Having the above equations, for a typical indoor environment with an optical wireless link 

having a Lambertian source and a receiver with a non-imaging concentrator of gain ( )g Ψ , 

the channel gain can be represented as the following equation 
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where � and � are the distance and the angle of a receiver with respect to the transmitter, 

respectively, as shown in Figure 5. 
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Figure 5 Propagation model of nondirected line-of-sight visible light link 
 

As a result, for any receiver inside the projection area of the transmitter, its received power 

will become 

 

 ( )LOS t LOSP P H= × •  (9) 

where ��  is the transmitted power over the channel of the light source. 

 

A simulation is performed to graphically present the received power of simulated pairs of 

transmitters and receivers over nondirected visible light link for a specific room with the 

size of	5 � 5 � 3	
. System parameters for the calculation of the channel dc gain are shown 

in Table 1. Figure 6 illustrates the case where a single LED is installed on the ceiling at the 

center of the room, while Figure 7 shows the case where four LEDs are evenly distributed 

in the room. 
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Table 1 System parameters for simulation. 

 Parameters Values 

Transmitter 

Room size 5×5×3 m3 

Reflectance factor 0.8 

Semi-angle at half power 70° 

Lambert’s order 1 

Transmitted power 20 mW 

Numbers of LEDs 60×60 

Azimuth 0° 

Elevation -90° 

Position (single LED) (0, 0, 3) 

Position (four LEDs) 
(-1.25, -1.25, 3), (-1.25, 1.5, 3) 

(1.25, -1.25, 3), (1.25, 1.25, 3) 

Receiver 

Half-angle FOV 60° 

Internal refractive index 1.5 

Active area (AR) 1cm2 

Azimuth 0° 

Elevation 90° 

Receive plane above floor 0.8 meter 

 

 

 

Figure 6 Distribution of received power over nondirected LOS link with one LED. 
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Figure 7 Distribution of received power over nondirected LOS link with four LEDs. 
 

 

2.3 Nondirected Non-LOS Single-Reflection Propagation Model 

Although determining the distribution of optical power over line-of-sight links throughout 

a room is adequate for basic power budget calculations, it does not allow the power penalty 

due to multipath propagation to be accurately predicted, since multiple reflections are not 

taken into consideration in the LOS propagation model. 

 

2.3.1 Optical Power Distribution 

Different from RF signal, visible light does not pass through opaque barriers but will 

certainly reflect off walls, ceilings, and various other objects inside a room, such as people 
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and furniture. Even worse, in many applications there is a need to offer wireless services to 

multiple users within a relatively large room. In this case, a source with a wide optical 

footprint needs to be adopted, which will add more reflected light into the environment. 

Yet, for indoor applications, nondirected non-LOS configure is considered to be more 

flexible. It uses wider beam transmitters, wide FOV receivers, and scatters from surfaces 

within the room, thus offering a broader coverage area. However, non-LOS optical wireless 

links incur a high optical path loss (thus higher transmit power) and suffer from 

intersymbol interference (ISI) introduced by multipath propagation. The path loss can be 

increased even further if a temporary obstruction, such as moving people, obscures the 

receiver such that the main signal path is blocked. This situation is commonly referred to as 

shadowing [24]. 

 

 

Figure 8 Compare power spectral distribution to the measured spectral reflectance of various texture. 
 

As shown in Figure 8, the power spectral distribution (solid line, which corresponds to the 

left axis) is compared to the measured spectral reflectance (which corresponds to the right 
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axis) of plaster and plastic wall, floor, and ceiling, concluding that the reflectivity depends 

on both wavelength and the texture of the objects [25]. And the difference of reflectivity of 

different surfaces leads to different delay spread and inter-symbol interference. Figure 8 

also shows that the plaster wall has the higher reflectivity than floor and ceiling. In this 

section, we further analyze the non-LOS optical link within the same simulated indoor 

environment we use in the previous section and we will focus our attention on the 

reflection from the four walls around the simulated environment. 

 

With the consideration of reflections from the walls, we can further revise our model on the 

channel gain to the following equation: 

 

 
Reflections

( ) ( )r t LOS t refP PH PdH= • + •∫  (10) 

where �� is the received power at the photodetector, ��  is the transmitted power over the 

channel of the light source, and ��� (∙) is channel gain over the LOS optical link. Different 

from before, we add the received power of reflections from all the walls. Here, the DC 

channel gain of the first-order reflection can be represented as follows: 
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where, as illustrated in Figure 9, �� is the distance between the transmitter and a particular 

reflective point, and �� is the distance between this reflection point and the receiver. " is 

used to represent the reflectance factor of the surface where the reflective point situates. 

�#$%&&  is used to denote a reflective area of small region. �� 	denotes the angle of irradiance 

to a reflective point, while '(�	and )(� are the angle of irradiance to the same reflective 

point and the angle of irradiance to the same receiver, respectively. Finally, Ψ�	is the angle 

of incidence from the reflective surface. It can be seen from the equation that the reflection 

characteristics of objects for a given environment depend on various factors, including the 

transmitted signal wavelength, the angle of incidence	�� , and the texture of the objects, 

such as material and roughness, relative to the wavelength.  

 

 

Figure 9 Propagation model of reflected link. 
 

In order to accurately predict the path loss for non-line-of-sight links, we perform another 

simulation to analyze the channel characteristics of nondirected non-LOS link for the same 

simulated environment (see Table 1) focusing on the first-order reflected path. The 

simulation setup is also shown in Figure 9. Here, the surfaces of the walls are divided into 
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small areas with the size of	ΔΑ. And there are totally , reflecting elements. Having this, 

each reflecting element can be considered as a receiver, which will 1) receive light signal 

through the nondirected LOS link from the transmitter, and 2) re-emit the collected light 

signal scaled by reflectivity	". Figure 10 & 11 demonstrate the optical power distribution of 

the first reflection at the receiving surface from totally four walls in the simulated indoor 

environment with one and four LED sources, respectively. 

 

 

Figure 10 Distribution of received power from first-order reflection with one LED. 
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Figure 11 Distribution of received power from first-order reflection with four LEDs. 
 

Additionally, we combine the result from the first simulation, which only includes the LOS 

optical link (seen in Figure 6 & Figure 7), and the reflected optical power from four walls 

together. Figure 12 illustrates the resulting power distribution in the simulated 

environment, including both LOS component and non-LOS first-order reflection with only 

one LED in the middle of the room. Figure 13 shows the case with four LEDs. 
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Figure 12 Optical power distribution for single LED.  

 

 

 
Figure 13 Optical power distribution for four LEDs. 
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2.3.2 Channel Impulse Response 

Further, the channel impulse response with first-order reflection from the surrounding 

walls can be described as 
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Given the system parameters in Table 1, we calculate the impulse response of the 

simulated LOS link and the first-order diffused reflection as shown in Figure 14 and Figure 

15. 

 

Figure 14 Impulse response of the reflective links with a LOS path. 
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Figure 15 Impulse response of the reflective links without a LOS path. 
 

 

 

2.3.3 Channel Delay Spread 

As discussed above, non-LOS links suffer from intersymbol interference caused by 

multipath propagation, which can be characterized by the root-mean-square (RMS) delay 

spread of the signal. As in Eq. (10), for multipath cases, the total received optical power 

includes both the line-of-sight ones and the first-order reflected links. It can be given as the 

following equation: 

 rT ,i ref,j

1 1

M N

LOS

i j

P P P
= =

= +∑ ∑  (13) 

where M represents the number of LOS optical links from the transmitters to a specific 

point in the environment and N represents the number of reflection optical links to the 

same point. ��� ,(  denotes the received optical power from the ith LOS link and 



27 

 

	��./,0	indicates the received power from the jth reflected link. In general, delay spread is a 

measure of how much signal propagation smears the signal over time due to scattering 

from objects at various distances. If delay spread is large compared to the symbol time, 

interference between conjunctive symbols will happen, limiting the maximum data rate of 

the communication channel.  The RMS delay spread is one of important performance 

criteria for the upper bound of the data transmission rate for a specific communication 

channel. Error! Reference source not found. presents then mean delay spread observed 

in the simulation, which is the first moment of the power delay profile and can be defined 

by 
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We then calculate the root mean square of the channel delay time, which is the square root 

of the second central moment of the power delay profile and can be represented as the 

following equation 
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Figure 16 and Figure 17 illustrate the mean delay spread and RMS delay spread of the 

simulated optical link in the case of a single transmitter situated at the center of the room, 

respectively.  

 

 

Figure 16 Mean delay spread for a single LED. 
 

 

Figure 17 RMS delay spread for a single LED. 
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Figure 18 Maximum data rate distribution for a single LED. 
 

Finally, the RMS delay spread determines the maximum bit rate that can be transmitted 

through a communication channel [26] and it can be given by the following equation when 

an equalizer is not used 

 

 max

1

10 RMS

R
D

≤
×  (16) 

Thus, we can plot the maximum date rate distribution for the simulated system, as shown 

in Figure 18, from which we can see that the maximum achievable data rate in our 

simulated channel without requiring an equalizer is about 170 Mbps. 

 

Similar to the single transmitter case, we further perform our simulation for the case of 

four transmitters placed at the locations of (-1.25, -1.25, 3), (-1.25, 1.5, 3), (1.25, -1.25, 3), 
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and (1.25, 1.25, 3). Here, both the LOS optical links from all four transmitters and the 

reflected links from the surrounding four walls have been taken into consideration. 

 

 

Figure 19 Mean delay spread for the case of four transmitters. 
 

 

 

Figure 20 RMS delay spread for the case of four transmitters. 
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Figure 21 Maximum data rate distribution for the case of four transmitters. 
 

Figure 19 demonstrates the mean delay spread distribution for the case of four 

transmitters while Figure 20 calculates the RMS delay spread distribution, from which we 

can see that the maximum value is 1.86 nanosecond and the average value is 1.29 

nanosecond. We also plot the maximum date rate distribution for the given settings in 

Figure 21 and a 53 Mbps can be achieved without the need for an equalizer, which is much 

less than the 170 Mbps from the case of a single transmitter. 

 

2.4 OOK Modulation 

As we present above, different from RF systems where the amplitude, frequency and phase 

of the carrier signal can be modulated, in most optical systems operating below 2.5 Gbps 

data rates, it is the intensity of the optical carrier that is modulated. While for systems 

which have even higher transmission data rates, external modulation will be required. In 
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this section, the most widely used modulation technique in optical systems, OOK 

modulation, will be discussed in terms of power efficiency and bandwidth efficiency. Its 

spectral properties, error probability, and the power and bandwidth requirements will be 

presented. 

 

As one of the baseband modulation schemes, OOK is more tolerant to the effects of the 

multipath channel. It does not translate the data to a much higher carrier frequency before 

modulating the intensity of the light source. Therefore, a significant portion of the signal 

power is restricted to the dc region. Due to this simplicity, OOK is the most reported 

scheme for IM/DD in optical communication system: a bit ‘0’ is denoted by the absence of a 

light pulse; a bit ‘1’ is represented by a light pulse which could either occupy the entire, also 

known as non-return-to-zero (NRZ), or part of the bit duration, also known return-to-zero 

(RZ). An example of such mapping of OOK-NRZ and OOK-RZ with a duty cycle 1 = 0.5 for 

average transmitted power of �%56 is given in Figure 22. 

 

 

Figure 22 Transmitted waveforms for OOK: (a) NRZ and (b) RZ (η=0.5). 
 

Further, the electrical power spectral densities (PSDs) of the OOK-NRZ and OOK-RZ (1 =

0.5) assuming independency and identically distributed (IID) one and zeros are given by 
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, respectively. Here, �%56 is the average power, R is the sensitivity of the photodetector, 78 is 

the bit duration, and 9(⋅) is the Dirac delta function. Additionally, we plot the PSDs of OOK-

NRZ and OOK-RZ in Figure 23, where we use the same average transmitted power �%56	for 

both cases, and both the power axis and the frequency axis are normalized to the average 

electrical power multiplied by the bit duration, (�%56�)
� , and the bit rate, 	1/78 , 

respectively. 

 

 

Figure 23 Power spectral densities of OOK-NRZ and OOK-RZ. 
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Figure 23 demonstrates that for a given average transmitted power, OOK-RZ will have 

twice the average power of OOK-NRZ. This can be seen by calculating the areas under the 

two curves. Further, for baseband modulation schemes, the bandwidth requirement is 

generally defined as the span from DC to the first null in the PSD of the transmitted signal. 

Unsurprisingly, as shown in Figure 23, the OOK-RZ in our simulation has twice the 

bandwidth requirement of OOK-NRZ, which is due to the fact that the pulses in OOK-RZ are 

only half as wide as in OOK-NRZ. From Figure 23 we can also see that OOK-NRZ has 

spectral nulls at multiples of the bit rate, while, on the other hand, OOK-RZ has discrete 

terms at odd multiples of the bit rate. Finally, both OOK-NRZ and OOK-RZ have significant 

power components at DC and low frequencies. This implies that electrical high-pass 

filtering would not be effective in reducing the interference produced by artificial light 

sources, because high cut-on frequencies cannot be used without introducing significant 

baseline wander. 

 

2.5 Modeling Background Noise 

As shown in Figure 4, a typical optical communication channel often can be affected by 

additive white Gaussian noise (AWGN). Consequently, a continuous-time filter with an 

impulse response <(�) is normally used. This filter is often designed to be matched to the 

transmitted pulse shape =(�), and followed by a sampler and voltage comparator which is 

set midway between expect bit ‘1’ and ‘0’ levels. We have plotted this revised model in 

Figure 24. 
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Figure 24 Block diagram of OOK based optical system with AWGN. 
 

Here, the transmitter filter has a unit-amplitude rectangular impulse response	=(�), with a 

duration of one bit. Further, the output of the transmitter filter is scaled by the peak 

detected signal photocurrent 2��%56	and 	�%56  is the average received optical power. 

Similar to the linear model in Figure 4, the signal-independent shot noise �(�) is then 

added to the receiver and modelled as white and Gaussian, with a double-sided power 

spectral density	>/2, given by the following equation 
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2

N
qI=   (19) 

where q is the electron charge and IB is the average photocurrent generated by the 

background light. 

The received signal at the input of the matched unit energy filter can be modelled as 
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where 	�(�)~>(0, @�)is the additive white Gaussian noise due to ambient light with 

double-sided power spectral density >/2, zero mean, and a variance of @�, and AB is the 

peak photocurrent.  
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Having this, a digital symbol ‘1’ will be assumed to have been received if the resulting signal 

is above the threshold level and ‘0’ otherwise. Therefore, the probability of error of the 

channel can be represented as 
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where 7ℎ is the threshold signal level, =(0) and =(1) are the probabilities of bit ‘0’ and bit 

‘1’, respectively. Besides, the marginal probabilities are defined as: 
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For equiprobable symbols, both =(0) and =(1) are chosen to be equal to 0.5; therefore, the 

optimum threshold point is 	7ℎ = 0.5AB and the conditional probability of errors will be 

reduced to 
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where C(∙) is Marcum’s Q-function, which is the area under the Gaussian tail, represented 

by 
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Additionally, in the case of a matched filter, Eq. (20) can be replaced by 
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Meanwhile, the variance of the noise samples at the output of the filter is dependent only 

on the PSD of the noise input and the energy in the impulse response of the matched filter. 

Thus, if the input is additive white Gaussian with a double-sided PSD	>/2, the variance of 

the noise at the output of the filter can be denoted as: 
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Thus, the standard deviation can be represented as: 
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Finally, having Eq. (24), Eq. (26), and Eq. (28), we can have the following 
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where D8 denotes the average energy per bit and can be represented as 
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and D8/> is commonly referred to as the Signal-to-Noise ratio per bit (SNR). 

 

Based on the optical communication model with OOK modulation and a matched filter 

discussed above, we perform another simulation to investigate the bit error rate (BER) for 

OOK-NRZ with randomly generated 100000 symbols and plot the result in Figure 25. 

 

 

Figure 25 BER simulation for OOK-NRZ channel. 
  

On the other hand, for the case of OOK-RZ modulation, the average energy per bit is 

increased by a factor of	1/1, and can be described as 
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Comparing Eq. (30) and Eq. (31), we can easily see that OOK-RZ requires less electrical 

power (3 dB) than OOK-NRZ in order to achieve the same signal-to-noise ratio. But this 

comes at the expense of doubling the bandwidth. 
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Chapter 3 Coded Light Based Indoor Localization 

3.1 Introduction 

In the context of indoor localization for location-based services, there exist several 

approaches to provide indoor location information. More specifically, Zou et al. [27] 

applied an online sequential extreme learning machine based indoor localization algorithm 

on WiFi signals so that the proposed system reduce the time consumption and manpower 

cost for offline site survey in traditional fingerprinting-based wireless signal indoor 

localization systems. Wu et al. [28] proposed a genetic algorithms based localization 

scheme to estimate the location of unknown RFID nodes, given that RFID technology has 

been used in a variety of IoT applications. Alletto et al. [29] placed Bluetooth Low Energy 

(BLE) beacons in different rooms of a museum as wireless landmarks. An application 

running on the user’s mobile device is used to determine the user’s location based on the 

value of Received Signal Strength Indicator (RSSI) so that personalized cultural contents 

can be provided to visitors. 

  

Prior systems that employ visible light to determine indoor position include [6, 30-34]. For 

these systems, high precision localization schemes often require well-shaped LEDs for 

propagation modeling [6, 33, 34] or ultra-dense deployment [33] (multiple LEDs within the 

camera’s field-of-view). In contrast, our system features an easy-to-deploy approach in 

which off-the-shelf Digital Light Processing (DLP) projectors and light sensors are used to 

provide high-resolution localization. Since projecting binary images into the environment 

is the inbuilt function of the projector, the proposed technology does not require any 

augmentation on the projector itself.  
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Also on the topic of indoor localization, there exists a large body of literature including 

UWB [7, 35], WiFi [8, 36, 37], Bluetooth [9, 38], ZigBee [39], radar [40], and magnetic 

sensing [41].  

 

In this dissertation, we advocate an encoded projection based localization system with the 

focus on low-powered mobile devices featuring limited power consumption, 

communication capability, and computation resources. We call it Pilot. To the author’s best 

knowledge, this is the first time that projection-based encoded light signal is exploited as 

an indoor localization method to obtain fine-grained, real-time location data for such 

devices. And a performance comparison between Pilot and the state-of-the-art existing 

work is given in Table III. 

 

3.2 Projector Encoding 

Pilot takes advantage of particular properties of DLP projectors in order to assign unique 

coordinates to each pixel inside the projection area. Foremost, a DLP projector normally 

has a so-called Digital Micromirror Device (DMD) chip in it, which consists of millions of 

micro optical mirrors arranged with diamond pixel array geometry and configuration. 

These micro mirrors can be flipped between two states (on and off) independently at a high 

frequency. This fast-flipping property allows it to be used to modulate light using OOK 

modulation scheme by changing projected images. 

 

Another important property that is exploited is that a sequence of gray-coded binary 

patterns can be used to encode the projection area by assigning a unique pair of 
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coordinates to each pixel in it. So, while projecting a sequence of gray-code patterns by 

flipping the corresponding mirrors inside the projector, the light signals coming out of each 

mirror unambiguously transmit its pixel coordinates on the projector plane into the 

environment. These two properties work in concert to enable Pilot to provide fine-grained 

location information simply but reliably. 

 

To capture light intensity at different locations, we use an off-the-shelf light sensor. This is 

particularly well suited to locate mobile devices, which are normally low-cost, battery-

operated, and have limited computation resources. If mass-produced, this sensor and its 

required peripheral circuit might cost less than two dollars.  

 

Our method has one important constraint shared by all existing visible light-based indoor 

localization systems: it can only locate devices inside the projection area, or rather it has a 

line-of-sight requirement. This condition needs to be met not only because we use visible 

light to convey localization information, but also because we envision the projector to be 

integrated with existing lighting fixtures in the environment, providing both location 

discovery and smart environment illumination simultaneously.  

 

Sensing in Pilot is surprisingly robust in a wide variety of use contexts. The same sensing 

technique can be used for TV controllers, mobile robots, rice cookers, temperature 

controllers, and many other low-powered IoT devices. The only notable restriction is that 

these devices must be seen by the projected light, thus blocking the light will prevent the 

device from locating itself. So, for example, a smart shopping cart augmented with our 
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sensor could be used for customer behavior tracking, but if the sensor is covered by a 

shopping item, the cart is not likely to locate itself inside the shop. However, this is not 

necessarily a negative quality. If customers are selecting personal products, they might not 

want to be tracked by the system. A good example of this is the pharmacy area in a retail 

store, where shoppers would like to protect their privacy about which products they are 

viewing and purchasing. 

 

3.3 Location Discovery 

3.3.1 Gray-coded Position Encoding 

Pilot is based on the projection of a set of patterns onto the desired environment, such as 

walls, tables, and much more. These patterns are specially designed so that each pixel 

inside the projection area has its own codeword (a sequence of binary digits), and there is a 

direct mapping from the assigned codeword to the corresponding coordinates of the pixel 

on the projected pattern. Codewords are simply numbers, which can be mapped in the 

pattern by using gray levels, colors, or geometrical representations. 

 

We adopted an easy but robust coding strategy called gray code [42], which is one of the 

common time-multiplexing pattern projection techniques. In this case, a set of patterns is 

successively projected onto the surface. The codeword for a given pixel is formed by the 

sequence of illuminance values for that pixel across the projected patterns along time. The 

advantage of this design is that the structure of each pattern can be very simple, thereby 

the procedure to decode the coordinates from the codeword being simple as well. 
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In Pilot, only two illumination levels are used (therefore OOK-NRZ), which are coded as ‘0’ 

(black) and ‘1’ (white). Each pixel has its own codeword formed by a sequence of 0s and 1s 

that correspond to its value in each projected pattern. Thus, a codeword is obtained once 

the sequence is completed. This design helps Pilot achieve high accuracy for localization 

due to three factors.  

 

First, since multiple patterns are projected, the codeword basis tends to be small (two in 

Pilot) and only a small set of primitives (0 and 1) are used, which are easily distinguishable 

between each other. Second, a coarse-to-fine paradigm is followed, meaning the position of 

a pixel is being encoded more precisely while the patterns are successively projected. 

Finally, an important advantage of gray code is that consecutive codewords have a 

Hamming distance of 1, meaning it is more robust against noise. Figure 26 demonstrates an 

example in which three vertical (left three) and three horizontal patterns (right three) are 

used to resolve an 8×8 unit grid. 

 

 

Figure 26 An example of gray code images for an 8×8 grid. 
 

3.3.2 Embedded Synchronization Signal with High Reliability 

Pilot can be used in a variety of indoor environments. More specifically, we use Manchester 

coding [43] to transmit the data patterns through a visible light channel to remove the 

dependency on the DC voltage of the received light intensity, which can be influenced 

severely by ambient lighting conditions. This scheme improves the signal-to-noise ratio of 
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the overall system. Further, Pilot does not require any additional communication channel 

for synchronization but instead has embedded synchronization frames inside each data 

package, allowing the sensor units to be synchronized with the data source automatically.  

 

As a matter of fact, this encoding scheme also helps with the flickering issue of visible light 

communication. This is usually due to long runs of ‘0’s or ‘1’s and may cause serious 

detrimental physiological changes in humans if the fluctuation in the brightness of the light 

is perceivable to human eyes [44]. In Pilot, each ‘1’ or ‘0’ is followed by its reverse bit 

(except the header, which has three ‘1’s in a row), and the number of ‘1’s in each packet is 

only one more than the number of 0s. This design keeps switching between ‘1’ and ‘0’, 

freeing the system from fluctuation so that users always see the projector as a stable light 

source. 

 

3.3.3 Signal Detection & Position Reconstruction 

The sensor unit in Pilot includes one or two light sensors to decode light signals. The 

number of light sensors on a single sensor unit depends on the target application, as 

detailed later. Each light sensor is connected via a signal conditioning circuit to the same 

Arduino Micro microcontroller, using its general digital I/O port. The microcontroller is an 

Atmel Atmega32U4 chip running at 16 MHz and contains 26 general digital I/O ports, each 

of which can be used to collect light intensity by configuring it for input and evaluating the 

voltage level. The signal conditioning circuit contains an amplifier and voltage comparator, 

which not only increases the signal strength even when the sensor unit is far away from the 

projector, but also removes unwanted noise. In our prototype implementation, the sensor 
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unit can detect the projector’s location signals from up to 4.5 meters. Finally, the firmware 

running on the microcontroller collects light signals every 250 microseconds and restores 

the original position data, which can then be sent out to a host PC for event triggering and 

data logging via a WiFi module. We use RN-XV WiFly module from Sparkfun in our current 

setup. 

 

3.4 Projector-Light Sensor Homography 

Pilot is designed to provide fine-grained 2D physical coordinates for battery-powered 

mobile devices with high accuracy. In attempting to answer this challenge, another key 

component in the system is projector-light sensor calibration.  

 

To obtain physical coordinates of the sensor unit, the position, orientation, and optical 

parameters of the projector relative to the interaction surface should be known. Consider 

that there exists a point (x’, y’) in the projector plane, that, in our case, is a pixel on the DMD 

mirror array inside the projector, and it is projected to a point on a projection screen, for 

instance, a flat table, with physical coordinates  (x, y). (Here, we assume that the origin on 

the table is already known.) The relationship between (x’, y’) and (x, y) is determined by a 

planar projective transformation whose parameters further depend on the position and 

orientation of the projector relative to the table, and the optical parameters of the lens 

inside the projector. The following equation demonstrates this relationship, where H is the 

perspective transformation between the projector plane and the table, and is also known as 

the homography between the pixel coordinates on the projector plane and the Euclidean 

coordinates in the physical space.  
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This planar homography, or projective transformation, defines a non-singular linear 

relationship between points on planes, which plays an important role in the geometry of 

multiple views.  

 

It is evident that the correspondence condition E = �E′ is projective relationship because 

it has only involves projective geometric relationship, such as the intersection of lines and 

planes. In other words, the homography encodes the correspondence between the images 

of the points in one view to the images of the same points in the other view and only 

depends on the intrinsic and extrinsic parameters of the devices used to capture the two 

views and the parameters of the 3D plane. Since planar surfaces are ubiquitous in the 

environment, estimating homography induced by a plane between two views is an 

important step in many applications, such as camera calibration, augmenting reality, 

stitching and warping images, and other applications that use perspective geometry such 

as image registration and image mosaicing. It has also been used widely in tracking 

applications using multiple cameras and to build structured light system, which usually 

consists of a projector and a camera.  In our system, we use the homography relationship 

between the projector plane and the light sensor plane to infer the transformation matrix 

between these two planes, which can be used to transform pixel coordinates on the 

projector DMD chips to the physical coordinate in the space.  
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In our proposed system (x’, y’) coordinates can be observed and decoded by a light sensor 

and (x, y) can be measured relative to a user-defined origin. Therefore, H can be calculated 

with the following steps: (1) marking a certain number of points in the projection area; (2) 

measuring the distances between these points and the origin of the physical plane; and (3) 

collecting the pixel coordinates of these points using a light sensor.  

 

Further, this transformation matrix can be applied to future sensor readings to obtain the 

Euclidean coordinates of a projected point. We have followed these steps to calculate the 

homography in our experiments and evaluate the performance of this design in the sense 

of localization accuracy in the next section. 

 

3.5 System Evaluation 

To assess the feasibility of our localization approach, we created a proof-of-concept system 

seen in Figure 27. For evaluating the different features of our Pilot localization technique, a 

comprehensive evaluation was conducted. These experiments are used to evaluate the 

following features of this proposed system. 

• Localization Accuracy 

• Localization Latency 

• Localization Refresh Rate 

• Ambient Light Robustness 

 

Different types of experiments have been designed to examine these features respectively. 

All these experiments are conducted under an indoor environment. During the evaluation, 
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a DLP projector was installed behind the ceiling (Figure 27 Middle), and a flat office table 

was used as an interaction space. The distance between the projector and the office table is 

2 meters, and the resulting projection area is 1380 mm × 860 mm (54.3” × 33.85”). 

 

 

Figure 27 The DLP projector and a sensor module in Pilot. 
 

 

3.5.1 Localization Accuracy 

3.5.1.1 Experiment Design 

To evaluate the localization accuracy of our proposed system, a test arena was developed. A 

commercial cutting mat with grid markers was placed on the table to provide ground 

truths data. The size of the cutting mat itself is 36”× 48” and the grids on top of it are 

located at a 0.5” distance. 

 

As shown in Figure 28, 64 points (black dots marked on the mat) were chosen for data 

collecting, and they were selected to be uniformly distributed in the projection area. A 

sensor unit was placed at all these points to collect pixel coordinates on the projection 

plane, and their physical distances regarding the center were also measured. The 

homography under this setup was calculated based on these two sets of data. 
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Figure 28 A test arena for calculating the homography. 

 

We also collected the pixel coordinates of another 56 points, which are different from the 

64 points from the first step, and applied the homography calculation from to them. The 

physical coordinates of these 56 points were also measured as ground truth. The difference 

between the ground truth and the calculation from Pilot for these new 56 points shows the 

localization error. These errors are plotted in Figure 29 for better understanding. 

 

 

Figure 29 Localization errors of all 56 points. 
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3.5.1.2 Results 

A 2-D plot (Figure 29) shows how much of the errors are at different locations inside the 

projection area. The error is defined as the Euclidean distance between the computed 

coordinates from Pilot and the ground truth. It is clear from this figure that the errors are 

small and the accuracy of the localization technique is high. The empirical cumulative 

distribution function (CDF) for this experiment is also illustrated in Figure 30. For 90 

percent of these points, Pilot has achieved a localization deviation less than 2.875 

millimeters. For the whole projection space, Pilot achieved an average error of 1.707 

millimeters, and the standard deviation is 0.918 millimeters. This demonstrates that Pilot 

achieves its goal of sub-centimeter device localization in practice. 

 

 

Figure 30 The empirical cumulative distribution function of localization error for 56 discrete points inside the 

projection. 
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3.5.2 Localization Latency 

Another fundamental question that we aim to answer in this thesis is: can we use Pilot for 

real-time location-based applications and services? We should note that the latency of Pilot 

comes from multiple levels. Foremost, the visible light packet itself is 47 frames in our 

current implementation, and 250 microseconds for each frame. This is 11.75 milliseconds 

long in total. Further, the microcontroller adds a certain delay while decoding the collected 

light intensity, restoring the original physical coordinates, and then packing position data 

for transmission. Finally, to make Pilot portable and compatible with existing mobile 

devices, we chose WiFi for communication between Pilot and target devices in our 

evaluation. Open Sound Control (OSC) [45] is also used as the data transmission protocol 

because of its simplicity and robustness. The WiFi connection is the communication 

bottleneck of our current implementation because the WiFi bandwidth is shared between 

the Arduino board in Pilot with other devices in the testing environment, including 

desktops, laptops, mobile phones, and a variety of other wireless devices. Therefore, we 

designed the following experiment to measure the latency of the proposed system. 

 

 

Figure 31 Experiment setup to evaluate system latency of Pilot. 
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3.5.2.1 Experiment Design 

We used a simple setup to measure the delay between the time when Pilot receives a 

“start” command for position decoding and the time when a laptop (2.2 GHz CPU, 8 GB 

memory) receives the decoded position through WiFi connection and applies the 

homography to the sensor readings to get the final position. Figure 31 demonstrates our 

setup for this experiment. A program is developed to run on the laptop recording a 

timestamp of a keypress event from the keyboard. Whenever the user presses the “space” 

key on the keyboard, the corresponding timestamp is recorded by the program, which also 

notifies Pilot to start the position detection process through serial communication running 

at 115200 baud. In turn, Pilot will send the detected position data to the same laptop 

through WiFi connection once it finishes data processing. The time interval between this 

program detecting the keyboard event and it receiving a position package is considered as 

system latency. 

 

Table 2 Data Transmission Latency for Pilot. 

Communication Channel Transmission Latency (millisecond) 

WiFi 31.46 

Serial 23.2 

 

3.5.2.2 Results 

Our evaluation consisted of two phases. First, we transmitted location data from the sensor 

unit to the host PC using WiFi connection. We then ran the second phase of this experiment 

by repeating this process, but this time we used serial communication to collect position 

data from Pilot to the host PC. Six participants were recruited from our lab to collect 1200 
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groups of time difference measurements, and an average latency of 31.46 milliseconds was 

reported when using WiFi connection, as seen in Table 2. Whereas, the delay decreases to 

23.2 milliseconds when serial communication (115200 baud) is used. 

 

3.5.3 Localization Refresh Rate 

Another research question we would like to answer in this paper is: does Pilot support 

mobility? An important feature of location-based service, especially within the Fog 

Computing paradigm, is that objects equipped with sensors could be moving all the time. 

Therefore, service continuity should be supported in various scenarios. At the localization 

level, the refresh rate of Pilot plays an important role to ensure location-based services are 

available at all times. Six participants were invited for the following evaluation to find out 

the number of positions that Pilot can detect at different movement speeds. 

 

 

Figure 32 Experiment setup to evaluate localization refresh rate in Pilot.  
 

3.5.3.1 Experiment Design 

Figure 32 demonstrates the setup of this evaluation, and the procedure to conduct this 

experiment is detailed as followed. All six participants were asked to situate a sensor unit 

on one of their fingers and touch two touchpads in a fixed order (left one first, then right 
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one). They were also asked to perform this action at different speed modes: normal, 

medium, and as fast as possible. The time when these two touch sensors are activated were 

used as timestamps indicating the beginning and ending of a single test, and the time 

difference of clicking these two pads consecutively and the physical distance between them 

were used to calculate the movement speed of user’s finger. To make our experiment as 

accurate as possible, the participants were given a demonstration of the system first before 

being allowed to practice with it. Once they were familiar with the procedure, we started 

the experiment. 

 

The distance between these two pads is 20 centimeters. This distance is chosen to be long 

enough so that participants must move their fingers for a measurable period of time, but 

not so long that they have to move or stretch their body to access the second touchpad, 

which obviously will decrease their movement speed and affect the experiment accuracy. 

The time interval between two touch events is detected by another microcontroller 

(Arduino Uno) and sent to the laptop through serial communication (115200 baud) for 

data logging. A program running on the same laptop is used to count the number of 

position packages during this time interval. 

 

We repeated the above set of experiments 10 times for each speed case. Participants could 

use any finger for the touch action, but they must use the same one during a single test. 

Thirty tests were performed for each user, totaling 180 tests for all six participants. 

Participants were allowed to take a rest and change to another finger between the tests. 
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3.5.3.2 Results 

Figure 33 illustrates the tracking performance of Pilot with different moving time, varying 

among 955.504 milliseconds, 547.692 milliseconds, and 435.105 milliseconds, respectively. 

 

 

Figure 33 Tracking refresh rate of Pilot at different movement speeds. 
 

Figure 33 also shows average movement speeds calculated by the following equation:  

 

 ( )20

      

the distance between two touchpads  cm

the timeinterval between two touch ev s
V
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=  

(33) 

which are 211 mm/s, 368 mm/s, and 461 mm/s, and the average number of position 

packages received at these three different speeds is 84.96, 84.955, and 84.937. Each package 

contains the position data sensed by the sensor unit on the user’s finger. This agrees with 

the theoretical maximum refresh rate of Pilot, which is 85.1 Hz and decided by the total 
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number of patterns the projector can send every second and the length of a position packet. 

This quantity can be calculated simply by this equation: 
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This setup simulated a scenario where mobile devices have spatial movement while 

sensing and collecting information. Our findings underscore that Pilot can maintain a high 

refresh rate even when the target devices are moving at a high speed, indicating that our 

proposed localization technique can meet this challenge and provide continuous location-

based services without disconnection. 

 

3.5.4 Ambient Light Robustness 

Since Pilot is visible light driven, we investigated its behavior and robustness to ambient 

light across different lighting conditions. We placed a sensor unit at a known place inside 

the projection area and collected the restored positions generated by Pilot, as shown in 

Figure 34. We also measured the ambient light intensity around this sensor unit by resting 

a light meter next to it. The metric used here to quantify the system reliability is the 

percentage of correct readings generated by Pilot. 
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Figure 34 Experiment setup to evaluate system robustness. 
 

As shown in Table 3, we collected eight groups of sensor readings, generating a total of 

8000 positions. The first column indicates different light intensity of the environment. 

Since the proposed system is driven by a visible light projector, the projector itself will 

increase the light intensity of the projection area by a certain range. Thus, the second 

column in the table illustrates the light intensity of the projection space after the DLP 

projector is turned on. The third column logs the result from this experiment, showing the 

percentage of accurate position readings at different lighting setups. This experiment 

revealed that our localization technique can work reliably when ambient light is less than 

345 Lux. However, if the environment is brighter than this threshold, Pilot fails to work 

properly. We will explore how to solve this problem in Section 3.7. 

 

Table 3 Localization Accuracy under Different Conditions. 

Ambient Light Intensity (Lux) 
Ambient Light + Pilot 

Intensity (Lux) 
Accuracy Percentage (%) 

232 384 100 

312 444 100 

336 464 98.7 

345 472 94.4 

349 482 22 

355 487 0 

400 538 0 

483 614 0 
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3.6 Comparison with Other Localization Systems 

Finally, we also compared the experiment results obtained by our prototype 

implementation to those from state-of-art systems in the literature. Note that the way 

indoor localization systems are evaluated and compared can be rather tricky. Previous 

studies have shown that a plethora of factors may affect performance of a particular indoor 

positioning technology during system evaluation [46], such as setup of evaluation 

environment, evaluation points selected in a given environment, and the amount of time 

that has been devoted to developing the system under investigation. Since one of the goals 

of this work is to promote high-accuracy, low-latency indoor localization technology for 

low-power devices, we propose the following evaluation criteria for such scenario: 

accuracy, precision, and hardware complexity. 

 

Accuracy is arguably the most important requirement for positioning systems. Specifically, 

mean distance error, which represents the average Euclidean distance between the true and 

reported coordinates of selected evaluation points, has been adopted as a performance 

metric by many existing studies. One good example is the Microsoft Indoor Localization 

Competition 2014-2017 [47], where more than 100 teams from both academia and 

industry working on indoor localization technology have been invited to deploy their 

systems in realistic, unfamiliar environments and compete with each other in terms of 

accuracy. 

 

As those who are familiar with positioning systems will recognize, however, it is not 

enough to measure the performance of a positioning technique only by observing its 
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accuracy.  To be more specific, the reported coordinate is basically an estimate, which 

heavily depends on the sample size considered in the evaluation. A few data points that 

represent inevitable, occasional failures of a localization system can overly influence the 

value of mean distance error. Therefore, we also reported a measure of precision, which 

demonstrates how consistently a particular system works. In other words, it is a measure 

of the robustness of the positioning system as it reveals the variation in its performance 

over many trials. Here, the cumulative probability function of the distance error between 

the estimated and true location is used to illustrate the precision of the systems under 

consideration. 

 

Moreover, localization system designers often need to address multiple, possibly 

competing, requirements by balancing tradeoffs in terms of accuracy, precision, and system 

complexity. Here, system complexity can be attributed to hardware complexity and software 

complexity. Given that we do not have access to the source code of the solutions under 

comparison, we only examined their hardware requirements. 

 

For a typical indoor localization system, hardware components usually consist of mobile 

nodes, external base stations, and central computing infrastructures. More specifically, 

mobile nodes are often rested on target devices and could be one of the following: radio 

transceivers (e.g. WiFi, Bluetooth, ZigBee, or UWB), RFID tags, or light sensors with 

necessary microprocessors and other circuit elements. Interestingly, modern smartphones 

have packed a variety of sensors, wireless communication, and desirable computing 

capability into a small form factor, which encourages many researchers to use them as 
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mobile nodes in various applications. Although two candidates [48, 49] in Table 4 adopted 

this method for its convenience and the devices they chose may seem too demanding for 

some applications, we consider the overall solutions inspiring and could be remodeled to 

fit more scenarios with a certain effort. Therefore we included them in the comparison list, 

with an emphasis on the contributing hardware components instead of the smartphone as 

a whole.  

 

Meanwhile, WiFi access points, RFID readers, and LEDs serving as base stations can be 

easily found in the literature. Both cloud servers and dedicated desktop computers have 

been used as central computing infrastructures for location estimation. Given that base 

stations and backend servers can be connected to the grid without concern for power 

consumption, we only point them out in the last column for reference.  

Closely related to system complexity, building cost represents another dimension of 

localization system evaluation. However, the cost of a particular system may depend on 

many factors, including man power, time, space, and energy. Considering that most existing 

studies did not reveal the details about their deployment overhead and development cost, 

we think it is not appropriate for us to make any statement on this matter. 

  

Furthermore, in this work we focus our attention on the case of low-computation devices. 

Indoor localization technologies using computing vision, laser scanners, and pedestrian 

dead reckoning (PDR) are not considered, given the diversity of the appearance of low-

power devices, the size and power consumption of laser scanners, and the requirement of 

working pedestrians, respectively.  
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Finally, it can be seen from Table 4 that this evaluation study allows us to closely compare 

our proposed system with other strategies for indoor localization purpose. Even though 

these candidates do not cover every single research and industry effort in this field, they 

are representative of the most promising indoor localization technologies that can be 

integrated into either existing or future low-power devices. And based on this analysis, we 

believe we can safely say that Pilot holds significant promise for location-based pervasive 

applications with appealing accuracy, robustness, and simplicity. As shown in the third and 

fourth column, Pilot achieves the highest accuracy and precision compared to all other 

candidates. Further, Pilot is simple in design with the need of only off-the-shelf 

components: light sensors, entry-level microcontrollers, and DLP projectors installed in the 

environment. 
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Table 4 Comparisons with Representative Systems. 
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Chapter 4 Robust Indoor Navigation System for Autonomous Robots 

4.1 Introduction 

Reliable autonomous navigation is critically important when a mobile service robot is used 

in a domestic or industry environment. Unsurprisingly, robot navigation system designers 

must address multiple, possibly competing, requirements by balancing tradeoffs in terms 

of computation, communication, accuracy, and reliability to satisfy design objectives. For 

instance, system designers might strive to minimize the engineering cost of modifying the 

environment and the computation requirement of the overall system, but at the same time 

attempt to maximize the reliability and repeatability of the resulting navigation system. 

Here, we advocate an encoded projection based topological navigation system for an 

indoor autonomous service robot by presenting several tradeoffs we have investigated 

when building a practical delivery robot in a real-world office setting.  

 

4.1.1 Topological Map versus Metric Map 

The first trade-off we investigated is between topological map and metric map. On one end, 

navigation systems that do not require any environment modification but heavily rely on 

an environment map can be easily found. Such systems usually include a map building 

module, which creates a map of the environment using laser scanners [52, 53], cameras 

[54-56], or both [57]. They would also contain a localization module to determine the 

robot’s position and orientation on the map based on real-time data acquisition. Although a 

certain degree of accuracy and reliability has been achieved within such systems, map 

building is computationally expensive and does not scale well to large-scale environments.  
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At the other extreme, many researchers proposed to reduce the computation complexity 

and bound localization uncertainty by using pre-deployed landmarks in the environment. 

One good example of such cases is to place high-contrast tapes on the ground, establishing 

fixed paths for robot navigation. This method essentially reduces the computation 

overhead to the minimum because only binary signals (on/off the tape) need to be 

processed. This approach is proven to be highly reliable and has been used in a variety of 

industrial manufacturing applications. It does, however, increase the engineering cost and 

results in a system with little flexibility. Since once these tapes are fixed on the floor, for 

example, rerouting them would not be trivial. 

 

Interestingly, from many practical use scenarios in literature, we find that some tasks do 

not need an exact global geometric location of the robot regarding the environment, but 

rather require an accurate local position relative to known points of interest. Consider an 

example of delivering small packages inside large buildings, such as airports, warehouses, 

factories, and hospitals. Directing a service robot from the loading zone to a specific office 

or a sequence of offices on a routine path without bumping into anyone or entering an 

office can be sufficiently helpful in modern life as long as the navigation can be performed 

reliably. Certainly, this can be achieved with the line-following scheme. Though, placing 

high-contrast tapes on the floor of many public places might be highly unacceptable to their 

owners.  

 

Meanwhile, a common navigation task is usually specified (or could be) in terms of the 

qualitative/topological relationship between the robot and the environment. For instance, 
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when giving a robot directions from the Green Room to the Robotics area on the map in 

Figure 35, the path could be described by saying, “go down this hallway, make a left at the 

first intersection, keep walking to the end, then turn right and travel to the end of the 

hallway.” One can argue that the same directions can be given in a more metric way, such 

as “go straight for 45 meters, turn left, move forward another 40 meters, then turn right 

and continue for 20 meters.” Although both are valid directions detailing the same starting 

point to the same final destination, this is hardly the best way to specify the path from one 

location to another.  

 

 

Figure 35. An Android application for robot navigation. 
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These two navigation examples depict the difference between a topological map and a 

metric map. We argue it is advantageous if the map used for an autonomous robot can be 

defined in terms that easily relate to the robot motion capabilities or its available 

behaviors. A number of previous studies [58-64] have investigated how a topological map 

based navigation system can be used to facilitate indoor robot navigation. 

 

4.1.2 Active Landmarks versus Passive Landmarks 

Another important issue that needs to be considered in a landmark-based topological 

navigation approach is to decide what type of landmark is suitable for a given environment. 

Intuitively, landmarks are selected to be easily identified and can be natural or artificial. 

Natural landmarks are objects or features that can be found in the environment but have 

their own original functions other than facilitating robot navigation [59, 63, 64]. 

Limitations of this type of landmark include high variability for different environments and 

low robustness for recognition. Worse, these features may not always be available for some 

scenarios. These restrictions make existing features insufficient for safe and reliable 

navigation. 

 

As a result, previous studies turn to artificial landmarks to allow more accurate localization 

and navigation. For example, reflective tape [65], color landmark [66], passive RFID tags 

[67], barcode markers [68], MR-code [69], retro reflective targets [70], and infrared light 

[71] have all been explored as landmarks. 
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Artificial landmarks can also be grouped into two classes: passive markers [65-70], which 

do not consume electricity, and active markers [71], which consume electrical power. 

Passive landmarks are usually cheaper and easier to scale because no additional wiring is 

required. However, in order to improve robustness and accuracy of recognition, these 

landmarks tend to be large in size. On the other hand, active landmarks are costly and 

require more engineering to the environment but can reduce the computational complexity 

for landmark localization and provide high reliability. Selecting a suitable type of landmark 

is the second tradeoff we have studied. In our current prototype implementation, we use 

low-cost photodiodes as landmarks, and the main motivations are fourfold:  

1) Reliability 

2) Speed 

3) Accuracy 

4) Appearance 

 

Based on the high-accuracy localization scheme we present in Chapter 3, we have 

specifically designed networked sensor units using off-the-shelf components which can 

detect and decode the projected encode light. By placing these photodiode-enabled 

landmarks onto the ceiling of the environment, we do not need to face the much more 

challenging task of detecting whatever features happen to be present in the environment, 

leading to an applicable system in a variety of places. By reversing the traditional camera-

landmark approach and instead using a robot-mounted projector and photodiodes, we 

bound the potential uncertainty of common vision-based systems, such as varying ambient 

illumination, the resolution and refresh rate of the camera, and also reduce the 

computation load. In this manner, we have achieved an average accuracy of 8.65 

millimeters for landmark localization with entry-level microcontrollers.  
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Figure 36. Active landmark for decoding projected light signal. 

 

Moreover, it is important to understand that there are some scenarios where the size and 

appearance of landmarks matter. Consider, for example, a museum guiding robot which 

moves along a routine trajectory and presents video clips about artwork to visitors at 

certain locations. Here, it would not be appropriate to use a plethora of landmarks, like QR-

code markers on the floor for two reasons. One, they are not physically appealing and 

might affect the overall design of the exhibition. Second, with people walking around all the 

time, they tend to be easily worn down. Additionally, QR-code markers may not attach to 

the ceilings. Given the location and strength of light sources in most of these environments, 

ceilings tend to be darker than the walls or the floors, and localization techniques based on 

these types of markers can be severely affected by ambient lighting, low albedo surfaces, 

and shadows [72]. But the photodiodes we used are tiny and barely discernible (see Figure 

36). They can also be embedded in the ceiling so long as their active area is exposed. 
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4.2 Our approach 

4.2.1 Topological map for global navigation 

The effectiveness of topological representation of the environment and the promising 

resolution of encoded projection based landmarks encourage us to combine them together 

to build a navigation system that can:  

1) robustly recognize landmarks; 

2) accurately estimate the 2D position of the robot relative to a landmark; 

3) successfully detect the robot has arrived at the region defined by a particular 

landmark;  

4) reliably navigate a robot from one landmark to another while keeping track of the 

robot’s progress.  

 

 

Figure 37. Experiment setup for robot navigation. 

 

As we mentioned earlier, we assume the mobile robot has a clear view of the ceiling. With 

this, a DLP projector is mounted on the robot to project gray-coded binary patterns to the 

ceiling (seen in Figure 37). Each pixel in the projection area is individually encoded by the 
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projected patterns and can be decoded to restore its coordinates inside the projection area 

at a high frequency. Low-cost photodiodes server as landmarks to: (1) use the MAC (Media 

Access Control) addresses of its WiFi module (see Figure 36) as identification (ID); and (2) 

detect the projected patterns, restore its own coordinates, and send the resulting position 

to the robot for pose estimation. In this manner, the projector serves a dual purpose, both 

for activating the landmarks for global localization and for local robot trajectory smoothing. 

 

Users are provided with graphical interface (see Figure 35) monitoring the location of the 

landmarks and the real-time progress of the robot. Whenever a navigation task needs to be 

performed, for example, delivering a document from John’s office to Green Room, The user 

can click on the landmark representing John’s office on the interface, which triggers the 

system to generate a feasible path from the robot’s current region to this place. The 

resulting path consists of a list of MAC addresses of the landmarks, which the robot will 

come across, and a sequence of actions the robot should perform at each landmark.  

 

Further, this generated path will be sent to the robot, which will then move autonomously 

to each of these landmarks and perform the associated action once it arrives at a particular 

landmark until it reaches John’s office, waiting outside. John can put the package on the 

robot and then navigate the robot to Green Room in a similar manner. An example of such 

paths from Robot Home to John’s office and then from John’s office to Green Room is 

illustrated in Figure 38. Note that the IDs are shown for clarity and we only transmit MAC 

addresses and actions in our implementation. 
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Figure 38. The generated paths to navigate a robot. 

 

4.2.2 Photo-diode Enabled Active Landmarks 

Our landmark design includes a photodiode to decode light signals coming from the 

projector on the robot. This photodiode is connected to an Atmel Atmeg32U4 

microcontroller running at 16 MHz (seen in Figure 36). In our prototype, the landmark can 

detect the projector’s location signals from up to 4.5 meters, and the ceiling height in our 

testing environment is about 2.72 meters. Finally, the software running on the 

microcontroller collects the projected location signals and restores the position data of the 

particular pixel where the landmark currently is located. This position data will be sent out 

to the robot for local PID control and global path planning via a low-cost WiFi module from 

Espressif [73]. 

 

For the encoded location discovery to operate correctly for accurate local trajectory 

smoothing, the projector must be calibrated to obtain physical coordinates of the 

landmarks with respect to a world coordinate system, such as the projector on the robot. 
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Then, the distance and orientation of the robot relative to a landmark in the physical space 

can be computed accordingly to build suitable PID controllers. As previously mentioned, 

we currently only consider the scenario where both the floor and the ceiling are level. Point 

correspondences between the projection plane and the ceiling plane are then used to find 

the perspective projection matrix, which encodes the relationship between the projection 

area and the ceiling.  

 

We conducted this standard calibration by firstly fixing the projector onto a robot, then 

placing a sensor unit at 20 different points evenly distributed within the projection area on 

the ceiling, and collecting its readings respectively. We also measured the physical 

coordinates of these points relative to the center of the projection area. The resulting 

matrix has been applied to all the decoded position data of landmarks in our experiments, 

described later, to obtain the Euclidean coordinates of a particular landmark with respect 

to the projector. In actual operation, this calibration could be performed a single time while 

setting up the robot for a given environment. 

 

4.2.3 Landmark-defined Zone 

As shown in Figure 38, the generated path sent to the robot is a list of intermediate 

landmarks the robot would come across on its path to a goal and associated actions, which 

the robot would perform at these landmarks. These intermediate landmarks form a path 

providing the robot with the right directions to reach the final destination. Once the robot 

receives the generated list, it then follows this path while sending a notification message 

back to the tablet whenever it has arrived a specific landmark so that users can monitor its 
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progress on the tablet. Although our proposed encoded projection landmark design is small 

and fast, the sensing and processing are not instantaneous. For the robot to determine if it 

is within a landmark zone, we define a circular sub-region inside the projection area as a 

hot spot, as shown in Figure 39. In this way, once the position data from a landmark have 

been found to be within the range of this sub-region, the robot can be sure that it has 

arrived at this landmark zone. Then the robot would notify the tablet and perform the 

associated action with this landmark, such as turning left/right, turning around, moving 

forward, or making a stop for loading or unloading. 

 

 

Figure 39. An illustration of the robot navigation with encoded projection. 

 

4.2.4 PID Controller for Local Trajectory Smoothing 

In order to control the smoothness of the robot motion, we have implemented two PID 

controllers in our system: one for heading control, and the other for rotation control.  
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The first PID controller is implemented based on two facts. Firstly, the robot we used for 

prototyping uses a differential drive. Secondly, the projector has been aligned well with the 

robot so that the relationship between the robot and the projection area is fixed, and the 

longer side of the projection area is in parallel with the straightforward moving direction of 

the robot, as shown in Figure 39. With this setup, whenever the robot receives position 

data from an upcoming landmark, its relative physical distance away from the 

perpendicular bisector in the projection, error e in Figure 39, will be computed based on 

the homography calculation and be used to adjust the robot heading in real-time. 

 

We use a second PID controller to rotate the robot when turning is necessary. Whenever 

rotation is needed, the robot would rotate itself either to the left or right until the position 

data from the upcoming landmark indicates that the robot heading has become straight. It 

is important to note that although turning around is always 180 degree, turning left/right 

is not necessarily an exact 90 degrees. As shown in Figure 35, due to limitations of the 

environment, landmark #17 is not installed straight to the north of landmark #16. A robot 

coming from landmark #16 will adjust its heading to the left in order to reach #17 with the 

first PID controller ending up with an angle of  about 10 degree West. If landmark #18 is 

the next target, the robot would need to make a left at this point with a rotation angle of 80 

degrees. In the experiments, our robot can successfully achieve this by simply rotating until 

landmark #18 is straight ahead of it. It is also worth mentioning that all the actions 

associated with landmarks are only performed when the robot is already inside a landmark 

zone. 
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4.3 Robot Navigation Robustness Evaluation 

To demonstrate the capabilities of the proposed navigation system and evaluate its 

performance in a real-world environment, we conducted a series of navigation experiments 

in a real-life environment (see Figure 1). Notice that the testing environment is a typical 

office setting. It is basically symmetric and possesses glass doors, walls, and various places 

that look alike, making it difficult for a robot to perform accurate navigation with some 

other technologies [53], such as laser scanners or vision-based systems. 

  

We used a Pioneer 2DX robot from Adept [74] and equipped the robot with a DLP projector 

facing upwards. We also put a laptop (2.2 GHz CPU, 8 GB memory, ROS Kinetic, Ubuntu 

16.04) on the robot to process navigation tasks from users and to control the robot motion 

based on the real-time position data from landmarks. An Android tablet was provided to 

the users, allowing touch interaction and voice recognition for task assignment. Both the 

communication between the tablet and the robot as well as the communication between 

the landmarks and the robot was completed over the WiFi network in our laboratory. Open 

Sound Control (OSC) [45] is used as the data transmission protocol. Figure 37 depicts the 

setup of these experiments. 

 

Given that the robot does not have access to any IMU sensors or a compass, the initial 

position and orientation of the robot was explicitly set. In this experiment, we placed the 

robot facing north at the zone defined by landmark #1, called Robot Home, as shown in 

Figure 35. In spite of this, anytime in the middle of the experiments, the robot can be aware 

of its orientation by keeping track of the rotations it has already made. The Android 
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application was used to drive the robot among these landmarks using our proposed 

navigation method. A Hokuyo's URG-04LX-UG011 laser scanner (see Figure 37) was used 

to evaluate the outcome of the proposed navigation system by measuring the distance 

between the robot and one side of the hallway (all glasses on the other side and laser 

scanners fail to work properly.). A calibration setup, as described previously, was 

conducted ahead of time to calculate the transformation matrix between the projection 

plane and the ceiling of our lab. 

 

4.3.1 Landmark Position Estimation Accuracy 

To evaluate the position estimation accuracy of the proposed encoded projection location 

discovery for each landmark, another set of 18 points (different from the 20 points used for 

homography calculation) inside the projection area on the ceiling were selected to 1) 

collect their pixel coordinates in the projection area using a sensor unit and apply the 

calculated transformation matrix to them; and 2) measure their physical positions as 

ground truth. The difference between these two quantities is considered as the landmark 

localization error. A 2D plot is used in Figure 40 demonstrating the error for these points. A 

mean error of 8.65 millimeters for landmark localization was reported, and the standard 

deviation was 7.3 millimeters. 
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Figure 40. Landmark position estimation error for 18 points. 

 

4.3.2 Navigation Accuracy for Long Paths 

We also evaluated the navigation accuracy of the intended system by deploying 25 

landmarks on the ceiling in our lab and repeatedly navigating the robot along the formed 

path. The calculated homography was applied to the received position data from each 

landmark. The distance between the robot and the wall were measured by the laser 

scanner and compared to the ground truth, which is the physical path formed by all the 

landmarks. Additionally, as shown in Figure 35, the landmark #17 is at the corner where a 

rotation is required. This makes the distance measurement complicated. Therefore we only 

collected the data from landmark #7 to #16 and landmark #18 to #25 to evaluate the 

performance of our navigation scheme. The robot was driven along this path back and forth 

continuously for 20 times at a speed of 25	G
/HIG . We show both the ground truth and the 

robot’s real trajectory in one navigation test from landmark #7 to #25 and vice versa in 

Figure 41 and Figure 42, where ground truth is formed by the physical landmarks (red), 

and the robot’s real trajectory is color-coded in blue. 
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Figure 41. Experiment result of one navigation test from Landmark 7 to 25.  

 

 

Figure 42. Experiment result of one navigation test from Landmark 25 to 7. 

 

Figure 43 illustrates the empirical cumulative distribution function for all 20 navigation 

tests. For all tests, the robot can successfully recognize the landmark zones, make 

necessary rotations, and eventually reach its goals. The average navigation deviation was 

18.5 millimeters with a standard deviation of 24.39 millimeters. The measured maximum 

deviation of the robot from the desired trajectory was 90.45 millimeters, which occurred 

when the PID controller tried to adjust the robot’s heading around landmark #16. 
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Figure 43. The empirical cumulative distribution function for the navigation error of the proposed system 

from all 20 tests. 

 

4.3.3 Comparison with Existing Work 

Similarly, we compared the experiment results obtained by our prototype system to the 

ones from other systems in the literature. Note that it is difficult to compare all existing 

robot navigation systems due to the difference of underlying technologies and target 

applications, not to mention the impact of infrastructure deployment. For instance, the 

number of access points used in a WiFi-based location system would significantly affect the 

system performance. We therefore only excerpt the performance of the cutting-edge 

systems we can find and summarize our findings in the following table. 

 

Table 5 Comparisons with Representative Navigation Systems. 

Technical Approach Reported Accuracy Frame Rate Maximum Receiving Range 

Stargazer [75] 2 cm 20 Hz 6.5 m 

NorthStar [76] 5cm – 15cm 10 Hz 6 m 

The proposed system 1.8 cm 85 Hz 18 m 
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4.4 Discussion 

Although our results are preliminary because they were obtained in a relatively small scale, 

they are still promising. It is important to recognize that classical positioning technologies 

based on wireless radio signals, computer vision, or laser scanners can greatly suffer from 

multipath reflection, environmental similarity, or heavy computation. Nonetheless, our 

experiments are in a typical office setting that shows the proposed system can provide 

precise and reliable navigation without metric measurements and other types of sensors, 

such as odometry or inertial sensors. Some important properties of the implemented 

system have been brought to light. 

 

4.4.1 Computation Efficiency 

The encoded projection-based location discovery scheme is computation-efficient. The 

robot in the system only needs to unpack the received message to obtain positions of 

activated landmarks, control its local motion between two landmarks, and determine if it 

has arrived at a landmark zone. Considering that autonomous navigation is a fundamental 

function of mobile service robots, our design significantly reduces the computational 

complexity of such tasks so the robot can focus on its application-specific missions. 

Although we are currently using a visible light-based DLP projector, leveraging an infrared 

projector with proper signal modulation would significantly reduce the power 

consumption of the projection system and increase the signal-to-noise ratio. We will leave 

the development of such modifications for future work. 
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4.4.2 Cold Start Problem 

The photodiode-based landmarks are pre-deployed on the ceiling, forming a topological 

presentation of the environment. Although a map-building stage can be conducted 

beforehand by a navigator driving the robot to collect the topological relationship between 

consecutive landmarks automatically, we manually input this information into our system 

with a configure file, and the Android application will load this file and build the map 

rapidly and spontaneously. 

 

4.4.3 Semantic Landmark Placement 

Considering that our system only requires a qualitative map of the environment, the 

deployment of the landmarks can be flexible. We advocate a strategy of placing landmarks 

at semantically meaningful places, such as “kitchen” or “printing room” so that later on 

users can complete navigation tasks by saying these keywords to the robot or the mobile 

application. Furthermore, the topology can be updated whenever rerouting or covering a 

larger area is needed by relocating or adding landmarks. 

 

4.4.4 Minimum Mutual Communication among Landmarks 

In contrast to sensor network-based robot navigation systems [77], all landmarks in our 

system work asynchronously, sending position data to the robot without the knowledge of 

other landmarks. This design removes the burden of synchronization between landmarks. 

Also, a landmark only sends out data when the onboard photodiode detects the projected 

light. This means that when the robot is moving, only the landmarks inside the projection 

area are active and taking up the bandwidth while others remain asleep. 
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4.4.5 Obstacle Avoidance 

The robot does not need to access GPS, IMU, a compass, odometry, or other range/bearing 

measuring equipment. Both global path planning and local trajectory smoothing rely on an 

encoded projection based location discovery mechanism. Still, people may move around 

inside a target environment. Therefore, reactive obstacle avoidance using sonar range 

sensors or infrared distance sensors can be utilized to stop the robot in front of humans. 

 

4.4.6 Sensor Deployment Strategy 

An important point to be addressed is the optimal placement of the landmarks when 

deploying the proposed navigation system in a real-world environment. This problem can 

be further divided into two sub-problems: 1) how many landmarks are needed; and 2) 

where these landmarks should be placed so that the robot can perform any foreseeable 

tasks. 

 

In our prototype system, the projector gives us a projection area of 2.45 by 1.5 meters, as 

shown in Figure 39. To guarantee that the robot can always move from one landmark to 

another without using any other sensors, we have placed our landmarks in a way that the 

projector can always see at least two landmarks. In other words, the distance between two 

consecutive landmarks is about 1.2 meters. Although simple, this deployment scheme 

increases the system cost because it needs more landmarks. Surely, we can loosen this 

restriction by increasing the distance between landmarks and only requiring one landmark 

on the scene. This is partially valid because, instead of always using the upcoming 

landmark for robot heading control, we could also use a landmark the robot recently 
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passes. However, if the trajectory in front of the robot is not straight, for example when 

rotation is needed at corners, landmarks should be installed in such special places.  

 

The restriction can be additionally relaxed if other types of sensors are available, such as 

odometry, obstacle avoidance sensors, or laser scanners. These sensors can be leveraged to 

navigate the robot between landmarks even when no landmarks can be seen by the 

projector, but this would increase the uncertainty of the overall system. 

 

4.4.7 Multi-robot Coordination and Navigation 

In our current experiment, we asked the Android application to send the navigation tasks 

to the robot directly and configured all the landmarks to send its decoded positions to the 

robot as well. However, a back-end server can be added to this architecture to allow the 

coordination between multiple robots and multiple user applications. More specifically, 

multiple users can navigate several robots simultaneously through their own GUI 

applications, which could run on desktop computers or mobile devices. These applications 

will send the user’s navigation tasks to a mediate server, which would assign different 

missions to different robots. All the robots will also send their real-time global location 

back to the server so the server can monitor all the robots simultaneously and intelligently 

perform global path planning to avoid situations where two robots bump into each other at 

an intersection. This server will also update the user’s GUI applications, if necessary, so 

they can monitor the progress of their assigned robot. We will have a thorough discussion 

on this subject in the remainder of this work. 
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Chapter 5 Multi-robot Motion Coordination 

5.1 Introduction 

The multi-robot motion coordination (MRMC) problem is gaining increasing attention 

because many practical applications of autonomous robots require the use of multiple team 

members. The most common motivations for developing multi-robot system solutions are 

that: 

1) The task complexity is too high for a single robot to accomplish;  

2) The task is inherently distributed;  

3) Building several resource-bounded robots is much easier than having a single 

powerful robot;  

4) Multiple robots can solve problems faster using parallelism;  

5) The introduction of multiple robots increases robustness through redundancy. 

 

A critical issue in these mobile robot teams is coordinating the motions of multiple robots 

interacting in the same workspace. Regardless of the mission of the robots, they must be 

able to effectively share the workspace to prevent interference between the team 

members. Solutions to the motion coordination problem are approached in a variety of 

ways, depending upon the underlying objectives of the robot teams. In some cases, the 

paths of the robots are explicitly planned and coordinated in advance, as might be needed 

in a busy warehouse management application, for example. In other cases, planning is 

relaxed and emphasis is placed on mechanisms to avoid collision, applicable for tasks such 

as automated hospital meal deliveries. In yet other situations, the robots could have 

mechanisms with little pre-planning that focus on coordinating robot motions in real-time 
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using reactive, behavior-based, or control-theoretic approaches, such as those used in a 

convoying or formation-keeping application.  

 

5.2 Related work 

5.2.1 Continuous Space Representation 

Motion coordination for a single robot on a map requires finding a collision-free path from 

an initial position to a destination place. This single robot path planning problem can be 

effectively solved by the A* algorithm when an optimal path or solution is required. Though 

the search space is bounded by the size of map, the computational cost for the algorithm 

like A* to find an optimal path can be high when the map is large.  In contrast, multi-robot 

motion coordination is a more challenging problem. By planning the paths for all mobile 

robots simultaneously on the same map, multi-robot motion coordination can be 

considered as a single compound robot coordination in a composite search space, which is 

a Cartesian product of the search space for each robot. As a result, finding an optimal 

solution in MRMC can become intractable as the number of robots increases and has been 

proved to be NP-hard [78]. 

 

Existing MRMC approaches basically fall into two classes: centralized coordination and 

decoupled coordination. The first one is pretty straight-forward. The idea is that all m 

robots in the scene are treated as one single composite robot with m independent bodies 

that are not necessarily connected to each other, hence transforming the multi-robot 

problem into a single-robot one. In this way, the standard motion planning methods, such 

as, cell-decomposition, can then be used to find a path in the configuration space of the 
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composite robot. However, this compound robot has a degree of freedom equal to the sum 

of the degrees of freedom of all individual robots. This implies that the dimension of its 

configuration space is usually large, and, therefore, the time complexity and memory need 

of centralized coordination methods tend to be high [79]. And the collision of, for example, l 

robots (l < m), can be considered as a self-collision of separate parts of the compound 

robot. 

 

Decoupled methods normally include two stages:  firstly, they plan the paths for each robot 

independently while ignoring the existence of other robots; then in a second stage, they 

tries to coordinate these paths in a way that mutual robot collision can be avoided. This 

scheme significantly reduces the computation complexity, therefore, decoupled 

coordination can handle problems with large number of robots and is implemented more 

extensively in the literature. Among them, collision between robots can be avoided through 

two techniques: prioritizing the robots and velocity tuning.  

 

The technique of prioritizing the robots assigns priorities to each robot based on the 

properties of the targeted application itself. Then the moving paths of these robots will be 

computed in the order of their priorities [80]. A fully distributed cooperative path planning 

scheme is proposed in [81], where dynamic conflicts between robots can be solve by the 

heuristic adjustment of priority values. [82] also applies a heuristic algorithm to assign 

higher priorities to robots than can move to their goals directly. [83], however, utilized a 

randomized hill-climbing search to perform priority assignment while at the same using A* 

algorithm to calculate the optimal path for each robot. Another method that can be used to 
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resolve collision is velocity turning, in which, each robot can be forced to stop or decelerate 

its motion to avoid colliding with other robots [84]. 

 

5.2.2 Graph Representation 

The methods we have described above deal with multi-robot coordination in a continuous 

space, where robots can freely move among any points on the map. Although having many 

use cases in realistic scenarios, these methods suffer from high computation requirement 

when the amount of robots in the target system is large. A scheme that have been proposed 

by some researchers to overcome this issue is to downsize the configuration space in a way 

that the entire workspace can be modeled as a tree or a graph, also known as a topological 

map as we show in Chapter 4. By doing this, the original space is discretized into roads and 

stops, which correspond to edges and vertices in the graph. In this way, the overall 

computation can be reduced and many existing graph algorithms can be utilized for multi-

robot motion coordination. 

 

Another advantage of this scheme is that the graph representation guarantees that all the 

robots will only move on the predefined routes (the edges on the topological map), and 

stop at certain points (the vertices on the topological map) performing necessary actions to 

complete their paths. Therefore, the MRMC issue can be turned into an ordering problem 

where all the robots are coordinated to move toward their target either sequentially or 

concurrently, without collision with existing obstacles in the environment or other robots. 
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This graph representation scheme has inspired a number of algorithms of motion 

coordination for a group of robots on a topological map. [85] introduces predefined 

subgraphs such as stacks, halls, rings, and cliques, which turns the MRMC problem into the 

question of reaching destinations of connected subgraphs. A multi-phase algorithm is 

proposed in [86] to take advantage of the spanning tree representation of the environment 

to plan paths for a number of robots by moving all the robots to the leaves of the spanning 

tree first. Although this algorithm is complete, the maximum number of the robots that can 

be controlled is less than the number of the leaves in the resulting spanning tree. Due to the 

fact that the construction of the spanning tree for a given graph is not unique, the 

performance of this proposed algorithm varies. Besides, other structural features in a 

graph have also been utilized to develop effective algorithm for MRMC problems. For 

example [87] takes advantage of the grid structure, while [88, 89] proposes macros for 

efficient path planning on θ graphs. 

 

5.3 Our Contribution 

Although the multi-robot motion coordination problem has received a considerable 

amount of attention in the recent years, the following two problems, however, have not 

been investigated in prior research: 

1) What types of structures a general graph should have to be “reachable” for that 

maximum amount of robots? 

2) What is the maximum number of robots a given topological graph that represents a 

specific environment can accommodate while it is still being “reachable”?  
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Here, we use the notion “reachable” to represent that for a given graph and a given number 

of robots, these robots can be navigated from any initial configuration to any final 

configuration. And a configuration is the arrangement of these robots on the vertices of the 

topological graph such that one robot only occupies one vertex and all robots should have 

their own vertices. 

 

Both graph representation of the environment and these two questions have real-world 

applications especially in the scenarios we have discussed above, where a group of indoor 

autonomous robots can be taken advantage of to achieve various tasks in a workplace with 

corridors.  Considering that operations performed by robots need to be done as efficient as 

possible, the underlying MRMC system should always be able to find feasible solutions to 

navigate all the robots from their current positions to the desired targets without human 

intervention. Further, given that in most realistic scenarios, the cost of building such a 

system is a big concern for system designers, the two questions listed above should be 

answered as early as possible before deploying the whole system. 

 

Following the graph representation scheme, we assume that a given workplace, such as 

warehouses, office settings, hospitals, can be divided into vertices. And each vertex can be 

occupied by a robot or empty without a robot, which we refer to a hole, throughout this 

work. A group of robots will be accepting user requests to move from their current places 

to new places (either holes or nodes occupied by another robots). Since user requests can 

be hard to predict, this requires any configuration of these robots can be reached from any 
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initial configuration through navigating the robots along the edges on the topological map 

without colliding with obstacles or other robots. 

 

As one of the general data structures, there are two types of graphs: acyclic graph and 

cyclic graph. Acyclic graphs, also known as trees, do not have loops, therefore providing 

less flexibility to move robots around. Cyclic graphs, on the other hand, contain loops. In 

this chapter, we first investigate tree-type (acyclic) graphs, which serves as a basic for 

multi-robot motion coordination problem and then graphs with cycles, both of which can 

be extended to more general topological maps. Regarding acyclic tree-type graphs, we start 

our investigation from simple data structure, Chain, which only consists of a sequence of 

vertices. Then, we will discuss n-Star and Extended n-Star, both of which build the 

foundation of an important concept of this chapter, namely Reachable Territory. Based on 

this, we will investigate: 

i. What kind of topologies a general acyclic graph must have to be reachable? 

ii. For a given tree, what is the maximum number robots that can be moved from any 

initial configuration of their position to any target configuration without collision? 

 

Further, we will investigate how multi-robot motion coordination can be extended to 

graphs with circles. This will be started by introducing several small graphs, including 

Unicyclic Graph, Pan Graph, Tadpole Graph, and Extended Tadpole Graph. Based on the study 

on these small graphs, we will extend our findings to general graphs with circles and ask 

the same questions as we do for acyclic graphs. 
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5.4 Assumptions & Definitions 

5.4.1 Assumptions 

As we discussed above, in lots of applications, a topological representation has various 

advantages over a geometric one, for example low computation cost, providing semantic 

meaning to both robots and users. Therefore, properties of a given topological map, such as 

the number of vertices, the degree of vertices, and the existence of edges between any pair 

of vertices are important to the MRMC problem. For the rest of the chapter, we would like 

to have our investigation built on top of the following assumptions: 

1) The graph is a topological representation of an environment where a group of 

robots will be accommodated. Therefore, the graph is finite, planar, and connected. 

2) The robot will move on the edges connecting two vertices and can only stop or 

change its orientation at the positions of vertices. 

3) All the robots will start from some vertices (initial configuration) and will end at 

some other vertices (final configuration) based on user’s navigation requests. One 

robot can only occupy one vertex and one vertex can only accommodate one robot 

at a time. 

4) One edge can be only occupied by one robot at any given time.  

5) Two robots cannot swap their positions either on vertices or edges. 

6) For topological maps where trees are used, there will be no loop in these trees, 

while for cases where cyclic graphs are used, there will be at least one loop and at 

least one other node that is not in the loop. 

7) All the graphs are undirected, because robots can move in both directions. 
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8) A robot can move from its current vertex u to its neighbor v, if v is unoccupied or if 

the robot at vertex v is moving to a vertex other than u and v, which evacuates v. 

9) The weight of edges is not considered.  

10) The terms “acyclic graph” and “tree” are interchangeable in this work. 

 

5.4.2 Definitions 

To preserve self-containment character of this dissertation, several graph theory notions 

that build the foundation of this work are revisited. Here, the standard terminologies from 

this book [90] are adopted. 

 

Let G = (V, E) be an undirected graph with vertices V and edges E. The number of all the 

vertices, denoted by |G|, is the order of G. The degree of a vertex u, which is represented by 

d(u), is the number of vertices that have been connected to u. Leaves are vertices whose 

degree is 1, and internal vertices are those with degree of 2. The distance between two 

vertices u and v is denoted by dist(u, v), representing the length of the shortest path 

between them or the number of edges between these two vertices. 

 

Definition 1. A Reachable Graph (acyclic or cyclic) for m robot, RGm, is the one on which 

any configuration of m robots can be achieved by navigating the robots from any initial 

configuration of these robots in a way that no robot collides with other robots. 
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5.5 Acyclic Graph 

5.5.1 Chain 

A chain, as shown in Figure 44, represents a narrow corridor on the topological map. It is 

one of the simplest subgraphs in real environments. Formally it consists of a chain of 

vertices, each linked only to its predecessor and/or its successor. 

 

A configuration of a chain corresponds to an ordering of the robots that reside in it. Chains 

are narrow, therefore robots in the chain cannot pass each other, and so the ordering 

cannot be changed without the robots exiting and re-entering the chain. 

 

 

Figure 44. The illustration of the subgraph structure, Chain. 

 

5.5.2 n-Star 

Junctions on trees are vertices whose degree is larger than two. An n-Star is one type of 

trees which have one junction vertex, n leaves, and no internal vertices. Figure 45 shows an 

example of a 6-star with 6 leaves, where v1 is a junction 

 

 

Figure 45. The illustration of the subgraph structure, Star. 
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Apparently, with the help of a junction, robots from different leaves can swap their 

positions. For example, robots at v2 and v4 on the star in Figure 45 can swap their positions 

by first moving one of them to v3 through the junction, assuming both the junction and v3 

are not occupied by other robots, and navigating the second robot to the original place of 

the first one. And then the first robot can be moved to the original position of the second 

robot through the junction as well.  

 

In this example, robots from different leaves are interchanged by moving them through the 

junction. Meanwhile, other leaves, v3 in the previous example, can be used for situating the 

robots temporarily during the multi-robot coordination tasks so that the desired path for 

moving the target robots can be clear. 

 

Lemma 1. m-Star, a star type of trees with m leaves, is reachable for at most m-1 robots. 

 

Proof. To begin with, for a star with m leaves, there are m+1 vertices in total including m 

leaves and one junction. Let us consider the case where there are two holes (vertices 

without robots), because if a star can accommodate m-1 robots, it will certainly be able to 

accommodate any amount of robots less than m-1. For a star with m+1 vertices and m-1 

robots, the possibilities of the combination of an initial configuration and a final 

configuration for all the robot can be found in one of the four cases in Table 6. 
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Table 6 Potential Coordination Tasks for Robots on a Star 

                                 Final  

                                 

Configuration 

Initial 

Configuration 

The final positions of all robots are 

leaves 

The final position of one robot is 

the junction, and the rest are 

leaves. 

All robots start at leaves. Case A Case C 

One robot starts at a 

junction, and the rest start 

at leaves. 

Case B Case D 

 

Case A: In this case, all the robots have leaves as their starting points and they have been 

asked to move to another leaves. Since there are only m-1 robots, two of all the vertices will 

be holes including one of the leaves and the junction. Therefore, each of the robot can be 

navigated to its destination through this empty junction if the destination is empty as well. 

Otherwise, if the destination is not empty, the coordination scheme can 

1) First move the robot at the destination to the empty leaf; 

2) Then move the original robot to its destination, which has been cleared by the first 

step. 

 

Following this method, the coordination scheme would be able to move all the robots to 

their destinations one by one, which means that the whole star is reachable according to 

our definition in Section 5.4.2. 

 

Case B: In this scenarios, one of the robots starts at the junction at the center of the star 

structure, while others start from the leaves. And the destinations of all the robots are on 

the leaves. Since there are only m-3 robots on the leaves, there will be 3 leaves without 

robots on them (holes). By moving the robot at the center to one of the holes, we can turn 
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this problem to the previous case which has been proved to be reachable. Therefore, in this 

case, the star is reachable as well. 

 

Case C: In this case, all the robots are at the leaves at the beginning. And their final targets 

are leaves as well except one of them should be moved to the junction. Similar to Case A, the 

coordination algorithm can move all the robots that have leaves as their targets first and 

then move the last robot to the junction. Since all the other robots have already been 

moved to their destination, this one at the junction will not cause any blocking. Thus, in this 

case, the star is reachable. 

 

Case D: For this scenario, one of the robots starts at the junction and the target positions of 

all the robots are leaves except one which should be navigated to the junction. This robot 

may or may not be the same robot which starts at the junction. Meanwhile, since there are 

totally m leaves and two of them are empty, the coordination scheme can first move the 

robot at the junction to one of the empty leaves. This converts this case to the Case C, which 

has been proved to be reachable. Consequently, Case D is reachable as well. 

 

However, if the amount of the robots is larger than m-1, this implies that there will be holes 

less than 2, which means 1 hole or 0 hole. Apparently, the tree will not be reachable for 0 

hole. For the case of 1 hole, it is not hard to show that the tree will still not be reachable. 

For example, if the hole is the junction. Then all the leaves should have been occupied by 

robots. And any one of them can only move to the junction but cannot be navigated to other 

leaves. Further, if the hole is at one of the leaves, we can first move the robot at the junction 
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to this particular leaf and this case turns to be the same as the former. Both of these cases 

are not reachable.  

 

5.5.3 Extended n-Star 

An extended n-Star is a generalization of an n-Star. Like an n-Star, it has one junction and n 

vertices as leaves, but an extended n-Star can have internal vertices between leaves and the 

junction. Formally, it consists of n chains of vertices, all connected together by a junction in 

the center. Figure 46 shows an example of an extended n-star with 6 leaves, where v1 is a 

junction, {v2, v3, v4, v5, v6, v7, v13} are internal vertices, and {v8, v9, v10, v11, v12, v14} are leaves. 

 

 

Figure 46. The illustration of the subgraph structure, Extended Star. 

 

Definition 2. The origin of a tree is defined as the vertex which has the highest degree. 
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We can see that based on this definition, the origin of a given tree may not be unique. In 

other words, there might be several vertices which have the same highest degree among all 

the vertices.  Therefore, we propose another definition to help us finalize the selection. 

 

Definition 3. The level of a vertex is defined as the distance from the origin of the tree to 

this particular vertex along the shortest path between them.  

 

Consequently, for a given tree where several vertices have the same degree which is also 

the highest among all the vertices, we choose the one that will minimize the overall levels 

for all the other vertices. 

 

Definition 4. A Stalk is the longest branch starting from the origin (not included) on a tree. 

 

Corollary 1. The leaf on the stalk of a given tree has the largest level, lmax. 

 

Proof. Based on the definition of a stalk, it is the longest branch on a given tree (seen in 

Figure 47). In other words, the leaf of this branch will be the farthest vertex from the origin 

on the tree, which indicates the distance of it to the origin, also called its level, is the largest. 
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Figure 47. The illustration Origin, Stalk, Internal vertices, and Leaves. 

 

Lemma 2. For an extended n-Star tree, the maximum number of robots it can 

accommodate while still being reachable is m = |G| - lmax -1. 

 

Proof. To prove the extended star can always provide feasible solutions for m robots from 

any initial configuration to any final configuration, let us consider the worst case. That is a 

robot t located at the leaf of the stalk need to be navigated to the leaf of another connected 

chain of the tree. Given that the robot t will need to be navigated through its own branch 

and the junction to reach the other branch where the target is situated. At least there 

should be a clear path connecting from the current place of the robot t to the junction. 

Further, in order to move this robot from the junction to its target, which is the leaf node on 

the target branch, there should be another empty vertex on any branch other than the 

original and target ones so that the robot can move to this empty vertex temporarily and all 
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the robots on the target branch can be pushed into the original branch to clear the rest of 

the path for robot t. 

 

For the first part of the path which connects the original place of the robot to the junction, 

the coordination scheme needs lmax empty vertex, which includes the junction itself. To 

clear the second part of the path, the robot need to be moved to another branch, which 

requires one more hole.  Overall, lmax + 1 holes are required for the worst case. Considering 

that the total number of the vertices on the tree is denoted by |G|, which is also the degree 

of the tree, we can conclude that in order to make sure the tree is reachable, the number of 

robots should be equal to or less than m = |G| - (lmax +1) = |G| - lmax -1. 

 

On the other hand, if the number of holes is less than lmax +1, for example lmax, the robot will 

only be able to move the junction and no further, thus making the whole tree unreachable. 

 

5.5.4 Reachable Territory & General Acyclic Graph 

Based on our investigation about simple subtree structure, we can now consider more 

general trees which may include multiple junctions. Since obviously not every tree will 

contain only one junction, we propose to partition a given general tree into different 

territories formed around each junction. In this way, we can determine if a general tree is 

reachable by following a two-step coordination scheme: 

1) If the robots can be moved around inside a territory formed by its junction; or in 

other words, the reachability of a single territory is verified; 

2) If the coordination scheme can move the robots from one territory to another. 
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Here, to facilitate our discussion on this two-phase multi-robot coordinate scheme, we 

propose a new definition, called Reachable Territory. 

 

Definition 5. Reachable Territory of a tree is a set of vertices around a junction, in which 

the following equation holds true: 

RTj = {u | dist(u, j) ⩽ H-1, for any u ϵ V}. 

 

Here j is a junction on the tree, V is the set of vertices of the whole tree, H is the total 

number of holes (empty vertices) on the tree, and RTj is the resulting reachable territory 

around j. 

 

Figure 48. Four reachable territories on an example tree. 

 

From the definition we can see that a reachable territory includes a set of vertices that are 

close enough to a specific junction. Figure 48 illustrates an example of a general tree with 

18 vertices, three of which are holes (v5, v7, v14). As shown in the figure, there are four 
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junctions, {v2, v6, v11, v12}, and therefore four reachable territories, {RT1, RT2, RT3, RT4}, 

which have been listed in Table 7. 

 

Table 7 Reachable Territory with its Vertices 

Reachable Territory Junctions Vertices 

RT1 v6 v2, v5, v6, v7, v8, v9 

RT2 v2 v1, v2, v3, v4, v5, v6 

RT3 v11 v4, v10, v11, v12, v13, v14, v15, v17, v18 

RT4 v12 v10, v11, v12, v13, v14, v15, v16, v17, v18 

 

 

Further, based on the definition of reachable territory and Lemma 2, we can also have the 

following. 

 

Lemma 3. If a reachable territory has H holes in it, it will certainly be reachable, where H is 

the total number of holes of the tree. 

 

Proof. Given the definition of reachable territory, we can see that reachable territory can 

be considered as an extended star with less vertices: 

1) A reachable territory has only one junction; 

2) A reachable territory can have internal vertices and leaves; 

3) All the leaves inside a specific reachable territory is no further than H-1 from the 

junction. 
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Having what we have proved for Lemma 2, for a given reachable territory to be reachable, it 

needs at least lmax+1 empty nodes, where lmax is the level of the leaf on the longest branch. 

While in the definition of reachable territory, we have limited the vertices which belong to 

a reachable territory to be equal to or closer than H-1. This implies that a reachable 

territory will need at least (H-1)+1  holes to be reachable, which gives H. Thus, Lemma 3 is 

proved. 

 

Take the reachable territory consisting of {v2, v5, v6, v7, v8, v9} as an example. Overall, there are 

3 holes on the tree in total and six vertices in this particular territory. If we move the robot 

at v11 to v14 and move {v2, v3, v4, v10} all to the right one step, we will have another hole at v2, 

and there will be three holes {v2, v5, v7}. Any robots on the rest three vertices in this territory 

will be able to move freely to any position inside it. 

 

Based on our discussion about reachable territory, let us consider more carefully how such 

concept can be used to decompose a general acyclic graph, also known as a tree. A general 

acyclic graph normally has more than one junction, as shown in Figure 48. Consequently, 

we can partition a given acyclic graph into several reachable territories, each of which 

consists of a junction on the graph and vertices that satisfies the requirements from 

Definition 5. As proven in Lemma 3, if there are enough holes in a single reachable territory, 

all the robots would be able to move freely inside that particular territory. In the rest of the 

subsection, we will identify other conditions under which robots can be navigated among 

reachable territories. 
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Definition 6. Any two reachable territories are considered close if there is no junction 

vertices between them. That is, 

RT1  ≘ RT2, if u is not a junction vertex, for any u ϵ Path(J1, J2) 

 

Here we use symbol ‘≘’ to indicate two junctions to be close to each other. RT1 and RT2 are 

two reachable territories determined by two junctions J1 and J2, respectively. Path(J1, J2) 

represents all the vertices that on the shortest path from junction vertices J1 to J2. An 

example of two close reachable territories is shown in Figure 49, where the two reachable 

territories determined by junction vertices J1 and J2 are close, since there are no other 

junction vertices between them. This is also the case for J2 and J3, and J3 and J4. 

 

Figure 49. An example of close reachable territories. 

 

Based on the concept of two reachable territories being close, another notion can be 

introduced to facilitate our investigation on how to determine the reachability of a general 

acyclic graph, namely Joint Reachable Territory. 
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Definition 7. Two reachable territories are joint if they are close and the distance between 

their junction vertices is no more than H-2, where H is number of holes on the tree. That is, 

RTm ≡ RTn, if and only if RTm ≘ RTn and dist(Jm, Jn) ⩽ H-2 

 

Here, we use the symbol ‘≡’ to represent two territories being joint, and RTm and RTn are 

two reachable territories determined by two junctions Jm, and Jn, respectively. Based on this 

definition, there is only one pair of joint reachable territories, {RT3 ≡ RT4} in Figure 49, 

 

Corollary 3. If RT1 and RT2 are joint reachable territories, any robot in RT1 can also access 

any vertices in RT2. 

 

Proof. We will prove the correctness of this corollary by contradiction. Consider the RT1 

and RT2 in Figure 49, where the distance between J1 and J2 is 2, which is one more than 1 

(H-2 = 3-2 = 1). According to Definition 7, these two are not joint reachable territories. The 

worst case of a robot traveling between them would be the case that the starting point of 

the robot is at one leaf of a territory, for example v9 in RT1, while its target is the other end 

of the second territory, say v4 in RT2. From Lemma 3, we have shown that the robot can be 

freely navigated inside a reachable territory by first moving all the holes on the tree, H in 

total, to that particular territory. Now we want to move a robot from one reachable 

territory RT1 defined by junction J1 to another reachable territory defined by J2. Apparently, 

to make this movement feasible, the path from J1 to J2 should be clear, which has a distance 

of 2. And in order to move the robot to v4, both v3 and v4 should be empty as well. In total, 

this operation will require 4 holes, which are {v5, v2, v3, v4}. However, there are only 3 holes 
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in the whole tree. Thus, this operation is not feasible. Following the same method, we can 

easily show that any robot in RT3 can be moved to any vertices in RT4, since these two are 

joint reachable territories. The distance between their junctions is 1, which is no more than 

H-2, where � = 3 in our example graph. 

 

By combining this two-step coordination scheme we have shown above, the definition of 

joint reachable territory, and the results of Corollary 3, we can extend our investigation 

from one reachable territory to a general graph with multiple territories. The following 

theorem study the conditions under which any configuration of robots on a general acyclic 

graph can be rearranged to any other configuration as final destination without mutual 

collisions. 

 

Theorem 1. For any general acyclic graph with H holes and more than one reachable 

territories, the whole graph is reachable if and only if the following is true: 

1) Any two close reachable territories are joint ones; 

2) Every vertex on the graph belongs to one or more reachable territories. 

 

Proof. ⟹: The original statement in this direction is that if a general acyclic graph is 

reachable, any vertex on the graph should belong to at least one reachable territory and 

any two close reachable territories should be joint territories as well. We now show the 

correctness of this statement by contradiction for each of these two conditions separately. 

1) Suppose the graph is reachable but two of its reachable territories, for example RTa 

and RTb, are not joint such that the junction vertices of them have a distance larger 
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than H-2, say H-1. Considering both RTa and RTb are reachable territories and there 

are H holes on the graph, from Lemma 3 we have seen that we can easily prove that 

a robot, t, inside RTa is able to move freely inside this particular territory.  Since the 

statement also says that the whole graph is reachable, t should be able to move to 

any position on the graph, say a vertex inside RTb away from RTa. In order to make 

this happen, the path from the junction node of RTa to the one of RTb should be 

empty. Thus, including the destination of the robot, there should be at least H+1 ((H-

1)+1+1) holes, which contradicts to the statement in which there are only H holes 

for the whole graph. Thus this concludes that if a given acyclic graph is reachable, 

any two close reachable territories are joint. 

2) The second condition enforces that there is no isolated vertices on the graph. Here, 

“isolated vertices” means “vertices do not belong to any reachable territory”. Again, 

we prove this statement by contradiction. Assume that there is a reachable acyclic 

graph, G and one of its vertices, u, does not belong to any reachable territory. 

According to Definition 5, any vertex belongs to a reachable territory should be no 

further than H-1 to the junction. Since u is isolated, the distance between u and the 

closest junction, J, should be at lease H. Suppose that there is a robot, t, inside the 

reachable territory defined by J and it needs to be navigated to u. Considering that 

the distance between u and J is H, this navigation operation would require H+1 

empty vertices along this path. Apparently, there is only H holes on the graph and 

therefore, the vertex u cannot be isolated. 
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⟸: In this direction, the two conditions are satisfied and we now show that if this is the 

case, the acyclic graph will be reachable. Assume there is a robot t at the vertex u on the 

graph. According to the second condition, u (on which the robot sits) belongs to at least one 

of the reachable territories. Without loss of generality, we assume the closet junction to u is 

Jm and the reachable territory defined by Jm is RTm. That is, u belongs to RTm. Consequently, 

based on our discussion for Lemma 3, the robot t can move to any vertices inside RTm. 

Meanwhile, we also have the first condition, which assures that any two close reachable 

territories are joint reachable territories. This means that not only can the robot move 

freely inside RTm, it can be navigated to any vertices inside the joint reachable territories of 

RTm, say RTn. Following the same scheme, the robot will be able to move to any vertices of 

any other reachable territories of RTn and etc. Revisiting the second condition, we have that 

every vertex belongs to at least one reachable territory, we can conclude that this robot will 

be able to reach any vertex on the graph. Equally, this graph is reachable. 

 

Formally, we define the following expression as the operation of moving a robot at the 

vertex of �J  inside of RTm to the vertex of �K which belongs to RTn: 

,m n

m n

t t
Move

RT RT

 
 
 

. 

 

Given any acyclic graph, which has k reachable territories, {RT1, RT2… RTk}, according to the 

first condition, any two close reachable territories are joint reachable territories. In other 

words, we have  
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RTi ≡ RTi+1 or 1

1

,i i

i i

t t
Move

RT RT

+

+

 
 
 

 is feasible 

where	L ∈ 1, 2, … , O − 1. 

 

Given that the robot t belongs to RTm, the coordination scheme can move the robot to any 

reachable territory l by moving it from one to another as follows: 

 

,m l

m l

t t
Move

RT RT

 
 
 
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−
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This demonstrates that with the help of joint reachable territory, a robot at any place of the 

graph can be navigated to any other place. Or put it another way, any two robots on the 

graph can switch their positions. This means that the whole graph is reachable under such 

conditions. 

 

5.5.5 Example Algorithm 

An example algorithm for any general graph without loops can be seen as follows. This 

algorithm has assumed that the given graph meets the requirements given in Theorem 1. 
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Algorithm 1 MOTION_ON_TREE(G, R, A, T) 

1: J ← Tree of junctions //junctions jp and jq are connected if Near(jp, jq)=1 

2: Q ← SORT(R, T) // Sort robots based on the depth of targets from largest to smallest 

3: U ← NULL 

4: for all r ∈Q do 

5:         t ← TARGET(T[r], U) //t is the deepest available node in subtree of T[r] 

6:         P ← SHORTEST_PATH(J, A[r].junction, t.junction) 

        //n is a node in Influence Zone (IZ) of n.junction 

7:         if P.length = 1 

8:                 P’ ← SHORTEST_PATH (G, A[r], t) 

9:         else 

10:                 P’ ← SHORTEST_PATH (G, A[r], P[1]) 

11:         v ← AVAILABLE_NEIGHBOR(P[0], P’, U)  

        //v is an available neighbor of P[0] that is not in P’ 

12:         if v ≠ NULL 

13:                 MOVE(G, A, r, v, U) //move robot r from A[r] to v 

14:         for i from 1 to P.length-2 

15:                 P’ ← SHORTEST_PATH (G, A[r], P[i+1]) 

16:                 v ← AVAILABLE_NEIGHBOR(P[i], P’, U) 

17:                 MOVE(G, A, r, v, U) 

18:         P’ ← SHORTEST_PATH (G, A[r], t) 

19:         v ← AVAILABLE_NEIGHBOR(P[P.length-1], P’, U) 

20:         if v ≠ NULL 

21:                 MOVE(G, A, r, v, U)  

22:         MOVE(G, A, r, t, U) 

23:         U ← {r} + U 

24: for all r ∈U do 

25:         P ← SHORTEST_PATH(G, A[r], T[r]) 

26:         move r from A[r] to T[r] along P 

G: graph; R:list of robots; A: start position of robots; T: targets of robots; 

line 7-13: move robot r from A[r] to the neighbor of the first junction P[0] 

line 14-17: move robot r from the neighbor of P[0] to the neighbor of P[P.length-2] 

line 18-22: move robot r from the neighbor of P[P.length-2] to the target 

 

 
Algorithm 2 TARGET (n, U) 

1: t ← n 

2: for d ∈ descendants of n 

3:         if d.depth > t.depth 

4:                 if there is no robot on d  

5:                         t ← d 

6:                 else  

7:                         r ← robot on d 

8:                         if r is not in U 

9:                                 t ← d 

10: return t 



112 

 

Algorithm 3 AVAILABLE_NEIGHBOR(j, P, U) 

1: for n ∈ neighbors of j 

2:         if n is not in P 

3:                 if there is no robot on n  

4:                         return n 

5:                 else  

6:                         r ← robot on n 

7:                         if r is not in U 

8:                                 return n 

9: return NULL 

 
Algorithm 4 MOVE(G, A, r, v, U) 

1: Q ← empty nodes in subtree of v 

2: SORT(Q) 

3: for n∈Q do 

4:         s ← BFS_ROBOT(G, n, r)  

        //find nearest robot s, s is not in U, And r is not in path from n to s 

5:         if s ≠ NULL 

6:                 move s to n  

7: P ← SHORTEST_PATH(G, r, v) 

8: for i from 1 to P.length-1 do 

9:         if P[i] is not empty 

10:                 e ← BFS_EMPTY(G, P[i], r) 

                //find nearest empty node e, and r is not in path from P[i] to e 

11:                 P’ ← SHORTEST_PATH(G, P[i], e) 

12:                 for j from 1 to P.length-2 do 

13:                         move robot on P[j] to P[j+1] 

14:         move r to P[i] 

15: A[r] = v 

line 1-6 tries to push all the empty space out of the subtree of v so that the empty spaces will not be blocked 

by robot r after it’s moved to position v 

 

 

5.5.6 Robot Capacity on Acyclic Graph 

In the last section, we have demonstrated what kind of topology a general acyclic graph 

should have in order to be reachable. This is based on the assumption that there are certain 

number of holes on the tree such that there is enough space for the robots to move around. 

But we have not shown how many holes are necessary for a given graph. Or put it another 

way, what is the maximum number of robots a given acyclic graph can accommodate while 
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it is still being reachable. This is the second question we would like to answer in this script, 

and we call it robot capacity problem. Here we present another theorem which gives the 

upper bound of the number of robots that any acyclic graph can accommodate. Given that 

the number of the holes is equal to the number of vertices on the graph except those with 

robots on it, this also defines the lower bound of the number of holes. 

 

Theorem 2. The maximum number of robots that an acyclic graph can afford while still 

being reachable, or the robot capacity of a given acyclic graph, is given by the following 

equation: 


 = |R| − SJ%T − H 

where |G| is the degree of the tree, or the number of vertices. Same as the previous section, 

SJ%T represents the length of the stalk on the graph.  H, however, may have two different 

values depending on the topology of the given graph. On one hand, if one end of the stalk is 

connected to a junction and the other end is a leaf, same as the one in extended n-star from 

Section 5.5.3, H would take the value of 1. On the other hand, if both ends of the stalk are 

connected to junctions, H should be equal to 2. Figure 50 gives an example of an acyclic 

graph with a stalk which connects a leaf to a junction, while Figure 51 illustrates the case 

where both ends of the stalk are junctions. 
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Figure 50. An example of a stalk connecting a leaf and a junction. 

 

 

Figure 51. An example of a stalk with junctions at both ends. 
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Theorem 2 can be interpreted as the upper bound of the number of the robots or equally 

the least number of the holes for the whole graph to be reachable. 

 

Corollary 4. The least number of holes on the graph to make it reachable is	SJ%T + H, where 

 

1 if there is a leaf at one end of the stalk

2 if the stalk is connected to junctions at both ends
s

= 


 

 

It is also worth mentioning that both Theorem 2 and Corollary 4 stay true when there is 

only one junction on the graph. For example, we have shown in Section 5.5.3 that for 

extended n-star tree which has only one junction, its robot capacity is	|R| − SJ%T − 1, or in 

other words, the least number of holes is	SJ%T + 1. This is consistent with Theorem 2 and 

Corollary 4. 

 

5.6 Graph with Cycles 

In the previous section, we have shown how a general acyclic graph, or a tree, can be 

partitioned into several reachable territories and what conditions such graphs need to 

meet to be reachable for a group of robots. We have also discussed how to calculate the 

maximum number of robots an acyclic graph can accommodate. However, we have only 

investigated acyclic graphs. In real-world environments, system designers often need to 

deal with circles on the topological maps during sensor deployment. In this section, we will 

continue our discussion of reachable graphs and robot capacity but on graphs with cycles. 
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We start from a series of small graphs and then extend our findings to more general cyclic 

graphs. 

 

5.6.1 Unicyclic Graph 

A unicyclic graph is a connected graph with exactly one cycle and no leaves. Figure 52 gives 

an example of a unicyclic graph with 6 vertices. Although unicyclic graphs have simple 

topological structure and may not occur often in real environment, it serves as an easy 

illustration of how robots can be navigated on a circle. 

 

 

Figure 52. An example of a unicyclic graph. 

 

Consider a single circle with m vertices. Apparently, the total number of robots it can 

accommodate will be m, while the number of different permutations of robots is	
!. But, 

the only motion a group of robots can do on a circle is either clockwise rotation or counter-

clockwise one, no matter if there are holes on it. This indicates that a group of vertices 

placed in a circle is not able to afford 
! permutation, simply because robots cannot change 

their relative positions. 
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Lemma 4. A group of robots on a circle can be rearranged if and only if there is an extra 

empty vertex connected to the circle forming a pan graph. 

 

Proof. Figure 53 gives an example of a pan graph where an extra empty vertex,	W	, is 

connected to the original unicyclic graph. In this way, any robots from the original 

group	X<�, <�, <Y, <Z, <[, <\], whose original positions are	XW�, W�, WY, WZ, W[, W\], can exit from 

the loop and reenter it when necessary. In this way, the whole group of robots can reorder 

their sequence and achieve all 
! permutation. 

 

 

Figure 53. An example of a pan graph. 

 

Similar to how trees with a star structure play an important role for multiple robot 

coordination on acyclic graphs, pan graph is a basic component for cyclic graphs on which a 

sequence of robots can exchange their positions making the whole graph reachable. 

Therefore, we will extend this concept to more general graphs. 
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5.6.2 (m, n) Tadpole Graph 

A (m, n) tadpole graph, which is also known as a dragon graph, is a graph obtained by 

combining a unicycle graph with m vertices and a chain with n vertices, as shown in Figure 

54. 

 

 

Figure 54. An example of an m-n tadpole graph. 

 

Lemma 5. A tadpole graph with m vertices in the circle and n vertices on the tail is 

reachable if and only if there are � holes on the graph. 

 

Proof. From Lemma 4 we can see that a (m, 1) tadpole graph with one hole is reachable for 

m robots but not for	
 + 1. If we add another empty vertex at the end of the chain forming 

a (m, 2) tadpole graph with 2 holes, however, this whole graph is still only reachable for m 

robot but not	
 + 1. Since even if we add one more robot at one of the two vertices on the 

tail, this robot still cannot enter the circle simply because there are only m vertices for the 

circle. Following this, we can keep adding more empty vertices on the tail but would not 

increase the robot capacity of the graph. 
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5.6.3 Extended Tadpole Graph 

Similar to how we have extended our discussion on an n-Star to an extended n-Star in 

Section 5.5.3, here we extend our conclusion on a (m, n) tadpole graph to extended tadpole 

graphs.  

 

Definition 8. An extended tadpole graph is a graph with only one circle but multiple chains 

of vertices, each of which is connected to one vertex in the circle. 

 

An example extended tadpole graph is shown in Figure 55.  

 

 

Figure 55. An example of an extended tadpole graph. 

 

Further, we also extend our definition of a stalk from acyclic graphs to cyclic graphs. And, 

we still use the notion 	SJ%T to represent the length of a stalk for a given cyclic graph. 

 

Definition 9. A stalk on a cyclic graph is the longest chain connecting two vertices on two 

different circles or connecting one vertex on a circle and a leaf (included). And its length is 

noted as SJ%T. 
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An example stalk which connects two circles is given in Figure 56. Another which connects 

a circle with a leaf is given in Figure 57. 

 

Figure 56 An example of a stalk on cyclic graph. 
 

 

 

Figure 57 Another example of a stalk on cyclic graph. 
 

 

Based on our finding on tadpole graphs and new definition of extend tadpole graphs, we 

can have the following conclusion. 

 

Lemma 6. An extended tadpole graph is reachable if and only if there are at least SJ%T 

holes on it. 
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Proof. According to the definition of extended tadpole graphs and the property of the stalk 

on such graphs, we know that on a given extended tadpole graph, the leaf node on the stalk 

is the furthest vertex away from the circle. And that distance is	SJ%T. Based on this, we can 

see that when a robot needs to be navigated from one vertex to another on such graph, the 

worst case is to move a robot from the leaf on the stalk to the leaf of another chain. Because 

there is only one circle on the graph, in order to move the robot from one chain to another, 

the robot need to be on the circle first. This means that at least the path from the robot 

itself to the vertex on the graph which the chain of the robot is connected to should be clear. 

Or in other words, this requires at least SJ%T empty nodes to move the robot from its 

current place to the circle. After that, all the robots on the circle can move simultaneously 

so that the robot can move to the vertex on the circle to which the chain of its target is 

connected. This step does not require any extra holes.  

 

Further, after the robot moves to the circle, all the robots on the target chain can move out 

of this particular chain so that when the robot can have a clear way to reach to the leaf. And 

since the first step already requires SJ%T empty vertices and all the other chains has less or 

equal number of vertices than the stalk. So we can be sure that there is enough space for 

the robots on the target chain. 

 

After the robot navigates to its target position, we can move other robots back to their 

original positions by reverse operation. In this way, we can show that we can move any 

robot to any position on an extended tadpole graph as long as there are at least SJ%T holes 

on it. Following the same principle, we can be sure that any initial configuration of multiple 
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robots on such a graph can be manipulated to any final configuration. Or put it another 

way, such a graph is reachable. 

 

5.6.4 General Cyclic Graph 

Similar to how we extend the reachability of an extended n-star to any general acyclic 

graph in Section 5.5.4, we can have the correspondent conclusion for cyclic graphs. 

 

Theorem 3. For a general cyclic graph which has at least one circle and one extra vertex 

that is not on any circle, there should be at least SJ%T holes to make the overall graph 

reachable. Here, SJ%T is the length of the stalk of the graph. 

 

Proof. From the previous subsection we have seen that this condition is good enough to 

guarantee an extended tadpole graph to be reachable. And an extended tadpole graph can 

be considered as a general cyclic graph but with only one cycle. More general cyclic graph 

may contain more than one cycle on it. Since SJ%T is the length of the stalk, which is the 

longest path consisting of vertices that are not in any circle, any other paths on the graph 

which has less or equal number of vertices can be evacuated for robot coordination simply 

by moving the robots to existing holes on the graph.  

 

Further, as we have shown in Section 5.4.1, one of our assumptions is that all the graphs 

discussed here are connected. There are no isolated vertices or a group of vertices. 

Therefore, for any circle on the graph, it is guaranteed that there will be at least one extra 
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vertex connected to it. And Lemma 4 already shows that any circle with an extra empty 

node is reachable.  

 

Therefore, any circle on the graph is reachable, and any path that is connected to two 

circles at both ends or one circle and one leaf is reachable. We can conclude that any 

general cyclic graph with at least one circle and at least one vertex which is not in any circle 

will be reachable as long as SJ%T vertices are not occupied by the robots. 

 

5.6.5 Example Algorithm 

An example algorithm for any general graphs with loops can be seen as follows. This 

algorithm has assumed that the given graph meets the requirements given in Theorem 3. 
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Algorithm 1 MOTION_ON_GRAPH(G, R, A, T) 

1: T ← Tree of G where all cycles are reduced to nodes 

2: Q ← SORT(T) // sort nodes based on their depth from the smallest to the largest 

3: L ← NULL 

4: for n∈T 

5:         if n is a cycle in G 

6:                 L[n] ← all the nodes in this cycle in the order of clockwise 

7: for n∈ Q 

8:         if L[n] ≠ NULL 

9:                 replace n with L[n] 

10: U ← NULL 

11: for n∈ reverse of Q 

12:         if ∃r, T[r] = n 

13:                 t ← TARGET(T[r], Q, T, L, U)  

               //t is the deepest available node in subtree of T[r] 

14:                 P ← SHORTEST_PATH(G, A[r], t) 

15:                 c ← CYCLE (L, A[r]) //get the cycle which contains A[r]  

16:                 p ← 0 

17:                 while (p<P.length && CYCLE (L, P[p])==NULL)  p++ 

18:                 if (p==P.length) 

19:                         MOVE (r, A, P, t, G) // if there is no cycle in P, move robot r to target t along P 

20:                         continue 

21:                 nin ← P[p] //entering node of the first cycle 

22:                 MOVE (r, A, P, nin, G) // move the robot r in to the first cycle 

23:                 while A[r]≠t  //move the robot r among cycles along P 

24:                         c ← CYCLE (L, A[r]) 

25:                         while (p<P.length && c == CYCLE (L, P[p])) p++ 

26:                         nout ← P[p-1] //exiting node of the cycle or t 

27:                         nin ← NULL //entering node of the next cycle 

28:                         if nout in another cycle other than c 

29:                                 nin ← nout 

30:                         else  

31:                                 while (p<P.length && CYCLE (L, P[p])==NULL) p++ 

32:                                 if p<P.length 

33:                                         nin ← P[p] 

34:                         CLEAR(nout, nin, r, P, A, G, L) //clear all the robots between nout and nin 

35:                         move all robots r’∈c clockwise until A[r]==nout 

36:                         MOVE (r, A, P, nin, G) // move the robot r in to the next cycle if nin ≠ NULL 

37:                 U ← {r} + U 

38: for all r ∈U do 

39:         P ← SHORTEST_PATH(G, A[r], T[r]) 

50:         move r from A[r] to T[r] along P 
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Algorithm 2 TARGET (n, Q, T, L, U) 

1: if  CYCLE (L, n) ≠ NULL 

2:         c ← CYCLE (L, n) 

3: for n’∈ reverse of Q 

4:         if n’ is a node in subtree of n or c 

5:                 return n’ 

6:         else if c≠NULL && n’ ∈L[c] 

7:                 return n’ 

8: return n 

 

 
Algorithm 3 CYCLE (T, L, n) 

1: for c∈T 

2:         if c==n  

3:                 return NULL  

4:         if n in L[c] 

5:                 return c 

6: return NULL 

 

 
Algorithm 4 MOVE (r, A, P, v, G) 

1: P ← SHORTEST_PATH(G, r, v) 

2: for i from 1 to P.length-1 do 

3:         if P[i] is not empty 

4:                 e ← BFS_EMPTY(G, P[i], r) 

                //find nearest empty node e, and r is not in path from P[i] to e 

5:                 P’ ← SHORTEST_PATH(G, P[i], e) 

6:                 for j from 1 to P.length-2 do 

7:                         move robot on P[j] to P[j+1] 

8:         move r to P[i] 

9: A[r] = v 

 

 
Algorithm 5 CLEAR (nout, nin, r, P, A, G, L) 

1: c ← CYCLE (L, nout) 

2: move all robots r’∈c clockwise until A[r] is not in P  

3: P’ ← SHORTEST_PATH(G, nout, nin) 

4: if ∃n, n is in P and n is not empty 

5:         e ← BFS_EMPTY(G, n, nin)  //find nearest empty node e, and nout is not in path from n to e 

6:         move all the robots between n and e towards e until there is no empty space  
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5.6.6 Robot Capacity on Cyclic Graph 

Similarly, we can also determine the maximum number of robots that a general cyclic 

graph can afford while it is still being reachable. Since the number of robots can be 

calculated by subtracting the number of holes from the number of vertices, we can have the 

following theorem for robot capacity on cyclic graph based on Theorem 3. 

 

Theorem 4. The maximum number of robots that a cyclic graph can accommodate while 

still being reachable, or the robot capacity of a general cyclic graph, is given by: 

 


 = |R| − Â �%&_ − 1 

where Â �%&_  is the number of internal vertices on the stalk of a given graph, and its value 

depends on the topology of the graph. For one thing, if the stalk of a particular cyclic graph 

has its both ends connected to circles,	Â �%&_ =	 SJ%T. Figure 56 gives an example of such 

case, where {v1, v2, v3} are vertices on the stalk. In this case, the maximum number of robot 

that can be accommodated on such graph is	
 = 20 − 3 − 1 = 16. Or in other words, at 

least 4 holes are required to make the overall graph reachable. 

 

On the other hand, if stalk is connected to a circle at one end and a leaf at the other 

end,	Â �%&_ =	 SJ%T − 1. This case is illustrated in Figure 57, where with the same amount of 

vertices for the overall graph, however, only 3 holes are required to guarantee that graph 

to be reachable, and therefore the robot capacity for this particular case is	
 = 20 −

(3 − 1) − 1 = 17.  
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Chapter 6 Conclusion & Future Work 

There is a growing literature on visible light enabled indoor localization. Yet, there is still a 

lack of proper visible light channel modeling for the potential applications. In this thesis, 

we take a system perspective and build visible light channel model specifically for indoor 

localization purpose. We consider both single and multiple transmitter-receiver pairs. 

Meanwhile, we also analyze the performance of the resulting communication link such as 

signal-to-noise ratio and throughput. 

 

Based our investigation on visible light channel modeling, we design a high-accuracy 

indoor localization technology based on encoded visible light using DLP projectors, called 

Pilot. The salient distinguishing feature of Pilot is that all pixels inside the projection area 

have been encoded with location information and the only step needed to restore the 

corresponding coordinates for a particular sensor unit is to collect a sequence of sensor 

readings and convert the codeword to its original coordinates. This important property 

lays the foundation of its encouraging localization accuracy (1.7 millimeters) and sets it 

apart from all existing indoor localization system.  

 

Further, our technology is sufficiently low-powered and inexpensive to enable integration 

into existing location-based applications. Communication in Pilot takes place in a 

unidirectional fashion from the DLP projector to the sensor unit. This simplicity allows us 

to maintain a minimum system design, not requiring a central communication 

infrastructure or a network server for heavy computation.  
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Finally, with Pilot, indoor localization and tracking occur in real time, as illustrated in the 

system evaluation section. This property can be particularly critical for real-time location 

based services, where low latency is highly preferred.  

 

At present, Pilot also has several drawbacks. Foremost, it can only provide 2D location 

information. Further, we only test our current implementation with one projector, and 

investigating how to stitch multiple DLP projectors together to provide indoor locations at 

a larger scale needs to be explored. A potential approach is to assign unique identification 

to each projector and add a few naming frames at the beginning of the projected patterns 

so that a target light sensor can easily differentiate the source of received light signals. 

Modulating the light from the projectors with different carrier signals would also be 

necessary to avoid interference. 

 

In addition, considering gray codes have a O(log2n) relationship between the number of 

required patterns and the total number of pixels of the projecting devices, projectors with 

more pixels and higher projection rate can be explored to improve localization accuracy 

and system refresh rate. Moreover, although our experimental results are promising, 

robustness need to be improved for real word cases. For example, we are working on the 

next version of Pilot, in which the location information is transmitted through a modulated 

visible light channel with a 480 kHz carrier. This could significantly improve the signal-to-

noise ratio, thereby the overall performance of Pilot, which would allow us to track target 

devices under various challenging conditions. 
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Finally, the reason that Pilot is suitable for low-powered mobile devices is that the sensor 

unit itself only needs to decode time-multiplexing light signals to restore its own location 

using simple light sensors. Through our extensive experiments, the designed hardware 

system consumes ~25 mA current while decoding the received light signals at the 

frequency of 84 Hz. This does not include the power consumption of the WiFi module for 

data transmission, which in practice consumes about 0.65 Watts for transmission. Other 

low-powered communication technologies, such as Bluetooth Low Energy, can be utilized 

to reduce this part to around 0.45 Watts [91]. However, the DLP projector itself still 

consume a certain amount of power, around 15 Watts in our current prototype. Although 

they can be connected to the grid without the worry of running out of power, more effort is 

needed to evaluate the likelihood of reducing energy consumption. 

 

Further, observing the promising performance of the proposed localization technology, the 

encoded projection based location discovery combined with a topological map is applied to 

a mobile robot in a real-world scenario for the first time. Our proposed navigation system 

used a topological map to perform global path planning, and the encoded projection 

location discovery was used for local motion control. Photodiodes are installed on the 

ceiling to serve as landmarks. From extensive experiments, we showed how the proposed 

system enables accurate navigation of a robot from one landmark to another without using 

other types of sensing technologies, such as laser scanners, cameras, or metric information 

of the environment, and achieves an average navigation deviation of 18.5 millimeters in 

practice. However, as shown in Section 4.4, more research questions should be investigated 

to make the overall system more suitable for real world cases. 
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Finally, for many real-world applications, multiple robots are employed to accomplish 

design goals more efficiently. However, for a topological map based multiple mobile robot 

navigation, it is crucial to make sure that the map has a proper topology and enough extra 

empty places to avoid mutual collision between robots. For the last chapter of this thesis, 

we extend our investigation on reliable indoor robot navigation and propose a general 

algorithmic framework for solving multi-robot coordination problems on both acyclic and 

cyclic topological graphs. We have demonstrated a new type of abstract representation for 

subgraph structures and generalized these subgraph topologies to more general cases step 

by step. We advocate that decomposing a topological map into subgraphs is a more 

intuitive and efficient way for path planners to perform coordination between multiple 

robots.  
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