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Abstract

Three Essays in Applied Microeconomics

by

Sarah Papich

This dissertation consists of three essays in applied microeconomics. While the topics

vary, the three papers are united in their use of causal inference techniques and their

relevance to policy: each paper either evaluates effects of an existing policy or examines

whether new policies are needed for consumer protection.

The first essay examines the effects of access to Buy Now, Pay Later (BNPL) on

financial well-being. Many American consumers have limited access to credit, raising

the question of whether an increase in credit access would make them better off. Fully

rational individuals would use an increase in credit access to smooth consumption, yet

real consumers may make financial mistakes by accumulating debts they cannot repay.

I study the effects of making BNPL accessible to American consumers, including those

who otherwise have limited access to credit. This paper provides the first causal evidence

of how access to BNPL affects severe measures of financial distress and credit scores. Us-

ing credit bureau data and a two-way fixed effects identification strategy that exploits

geographic and temporal variation in availability of BNPL at a large retailer, I find that

access to BNPL reduces financial distress arising from late or missed debt payments.

The total amount past due decreases by 2.4% and the number of current delinquencies

decreases by 0.2%. Heterogeneity analysis reveals that these effects are strongest among

consumers with “fair” credit scores, the second-lowest credit score category. I also find

that BNPL access increases credit scores by an average of 1.6 points and increases use of

non-BNPL credit. These results suggest that access to BNPL reduces financial distress
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rather than causing consumers to accumulate unsustainable debts.

The second essay studies how public financing for political campaigns affects polit-

ical participation and campaign contributions. Seattle’s Democracy Vouchers program

provides a unique form of public financing for political campaigns in which voters decide

how to allocate public funding across candidates. This paper is the first to study the

effects of public financing for political campaigns on political participation. I estimate

that the Democracy Vouchers program increases voter turnout by 4.9 percentage points,

suggesting that public financing programs can increase political participation. I also find

that campaigns become more reliant on small contributions. For city council candidates,

dollars from small contributions under $100 increase by 156% while dollars from large

contributions over $250 decrease by 93%.

The third essay examines how legalizing marijuana affects fertility. State-level mar-

ijuana legalization has unintended consequences, including its effect on fertility. Mari-

juana use is associated with behaviors that increase fertility as well as physical changes

that lower fertility. In this paper, I provide the first causal evidence of the effects of

recreational marijuana legalization on birth rates using a difference-in-differences design

that exploits variation in marijuana legalization across states and over time. The main

result is that legalizing recreational marijuana decreases a state’s birth rate by an average

of 2.78%. Heterogeneity analysis shows that the largest decrease in the birth rate occurs

among women close to the end of their child-bearing years. I find suggestive evidence

of increases in days of marijuana use per month and in the probability of being sexually

active. Together, these findings show that the physical effects of marijuana use have the

dominant effect on fertility. Finally, I examine the effects of medical marijuana legaliza-

tion on fertility and find a smaller, statistically insignificant decrease in the birth rate,

which is consistent with the smaller increase in marijuana use that results from medical

legalization.
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Chapter 1

Effects of Buy Now, Pay Later on

Financial Well-Being

1.1 Introduction

Do consumers benefit from an increase in access to credit? Of American adults who

applied for credit in 2022, 30% were denied or approved for less credit than they requested

[1]. Standard economic theory dictates that these credit-constrained consumers would

be better off if they could borrow money to spread out large expenses and weather

income shocks. Yet lenders are often unwilling to extend them credit out of fear of

moral hazard: rather than simply using loans to smooth consumption, these particular

consumers may fail to repay their debts. If credit access were increased and consumers

used it to accumulate more debt than they could repay, they could be left worse off than

if they had not been given access to credit. Determining the conditions under which

these credit-constrained consumers can benefit from credit access is key to improving

their financial well-being.

In this paper, I study how increasing credit access affects financial well-being in the
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Effects of Buy Now, Pay Later on Financial Well-Being Chapter 1

context of “Buy Now, Pay Later” (BNPL), a new type of small loan that allows consumers

to split a purchase from a retailer into installments. BNPL loans charge zero or very low

interest and are accessible to many consumers, including those with limited access to

traditional forms of credit. These loans have become very popular: a 2021 survey found

that 44% of Americans have used BNPL [2], and $24 billion worth of loans were issued

in the United States by the five largest BNPL providers in 2021 alone [3].

This paper provides the first causal evidence of how access to BNPL affects credit

scores and severe financial distress arising from late or missed debt payments, such as

delinquency and bankruptcy. I introduce a model to characterize borrowing and repay-

ment decisions in a world with both BNPL access and traditional lenders. For empirical

analysis, I use variation in BNPL availability at Walmart to identify the causal effect

of BNPL access on financial well-being. Walmart is the largest retailer in the United

States, with $430.8 billion in sales in 2020 [4], and was an early adopter of BNPL. Wal-

mart made BNPL available in its stores in February 2019 through a partnership with

the BNPL provider Affirm. This partnership increased BNPL access more for consumers

living close to Walmart stores than for those living far away, creating geographic and

temporal variation in BNPL access. I use a two-way fixed effects identification strategy

to measure the causal effect of increasing BNPL access for consumers living near Walmart

when the partnership went into effect.

I use longitudinal data from the University of California Consumer Credit Panel (UC-

CCP), which is provided by one of the three major credit bureaus in the United States

and includes 9.9 million observations from June 2014 through March 2022. I use three

outcomes to measure the effects of BNPL access on debt-related financial distress: total

amount past due; number of current delinquencies; and the number of debt-related court

proceedings, which include bankruptcy filings. BNPL loans are not included in the data

because they were not reported to credit bureaus during the study period. Therefore, the

2



Effects of Buy Now, Pay Later on Financial Well-Being Chapter 1

results show how access to BNPL affects financial distress arising from non-BNPL loans

that are reported to credit bureaus. Experiencing financial distress on traditional loans

is very costly for consumers, as these financial distress measures are reported to credit

bureaus and can lead to long-term difficulties accessing future credit. I also examine how

BNPL affects credit scores and use of non-BNPL credit.

The main finding is that BNPL access reduces financial distress. I estimate that

the total amount past due decreases by 2.4% and the number of current delinquencies

decreases by 0.2%. The estimated effect on debt-related court proceedings is negative,

statistically insignificant and close to zero. Heterogeneity analysis by pre-treatment credit

score category reveals that evidence of decreased financial distress is strongest among

consumers with “fair” credit scores, the second-worst category. Consumers in the worst

category of “poor” credit scores are less affected, likely because many of them do not

qualify for BNPL. Consumers with the highest credit scores, in the “exceptional” range,

are also unaffected. These consumers likely qualify for other forms of credit with very

low interest rates and have little to gain from using BNPL, while consumers with “fair”

credit typically have low credit limits, pay high interest rates on traditional forms of

credit, and qualify for BNPL. Consumers with “fair” credit scores therefore have the

most to gain from using BNPL. Although traditional lenders consider consumers with

“fair” credit scores to be highly at risk of failing to repay loans, these consumers benefit

the most from BNPL access in terms of reduced financial distress.

I find that BNPL access improves credit scores by 1.6 points, likely due to decreased

financial distress. This effect is positive but economically small, as credit scores range

from 300 to 850. I also estimate that BNPL access increases consumers’ use of traditional

credit: total open balances increase by 4.3%, and I find suggestive evidence of a 2.1%

increase in the number of open credit cards. Increases in use of traditional credit could

result from consumers repaying BNPL loans with credit cards and from consumers gaining

3



Effects of Buy Now, Pay Later on Financial Well-Being Chapter 1

better access to traditional credit as financial distress decreases and credit scores improve.

I use two placebo tests to assess whether financial distress would have decreased

among consumers living near Walmart even if BNPL had not been introduced. The first

placebo test repeats the main analysis using only data from Iowa and West Virginia,

because these were the only two states in which Walmart did not introduce BNPL in

February 2019. The second placebo test repeats the main analysis with the treated

group defined as individuals living near Target instead of near Walmart, as BNPL was

not available at Target when it became available at Walmart. Both placebo tests provide

evidence that the main results capture the effect of increased access to BNPL, rather than

a trend over time among individuals living near Walmart that would have happened in

the absence of BNPL.

The results are robust to the use of different distance cutoffs to define a consumer as

living near Walmart. A second robustness check repeats the analysis with a propensity-

score trimmed sample, because Walmart stores are not located randomly and areas near

Walmart stores are not demographically identical to those that are farther away. A

third robustness check only uses data from before the COVID-19 pandemic to address

the concern that changes in consumer behavior during the pandemic could limit exter-

nal validity. The results of all three robustness checks are similar to the main results.

Consumer surveys suggest that individuals under 40 are most likely to use BNPL [5, 6].

I repeat my analysis with a sample of only individuals under age 40 and find that all

estimates have the same direction as the main results, but five out of six are larger in

magnitude in the restricted sample. Stronger effects among the individuals who are most

likely to use BNPL support the assumption that access to BNPL drives the main results.

Overall, I find that BNPL access improves financial well-being by reducing financial

distress. While this finding is consistent with descriptive evidence that BNPL users do not

have higher delinquency rates than the general population [7], they contrast with news
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Effects of Buy Now, Pay Later on Financial Well-Being Chapter 1

coverage of BNPL, which has largely focused on anecdotal evidence that it can be used

to accumulate debts that consumers struggle to repay [8, 9, 10, 11]. The improvement

in repayment outcomes likely results from an increased ability to smooth consumption,

especially for consumers without access to other low-interest forms of credit. When these

consumers experience a negative income shock or make an unusually large purchase,

BNPL access can enable them to avoid missing payments on traditional loans. These

results are an important consideration for policymakers as they decide whether to increase

regulation of BNPL to protect consumers. BNPL is an area of interest for policymakers:

the Consumer Financial Protection Bureau opened an inquiry into BNPL in December

2021, and the House of Representatives held a hearing to gather information about BNPL

in November 2021.

This paper contributes to a broader literature on the effects of access to credit, in-

cluding payday loans and credit cards. The payday lending literature provides mixed

evidence on whether access to high-interest payday loans benefits [12, 13, 14, 15, 16,

17, 18, 19, 20, 21] on consumers. The most closely related paper in this literature is

[22], which uses an individual’s distance from the nearest payday lender to estimate ef-

fects on financial hardship and finds that payday loan access increases the probability of

struggling to pay bills. I use a similar identification strategy to estimate the effects of

an increase in access to BNPL. BNPL shares two important characteristics with payday

loans: both are for small amounts and are accessible to consumers with limited access to

other forms of credit, but not to the very poorest consumers.

The literature on credit card borrowing provides evidence that present bias can lead

to welfare-reducing over-borrowing by unsophisticated consumers [23, 24] and can cause

many consumers to deviate from their planned repayment schedules [25]. Present bias

also has the potential to lead BNPL users to over-borrow. However, BNPL and credit

cards have two key differences: BNPL loans have lower interest rates and BNPL sets
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a strict, short-term payment schedule, while consumers have discretion over how much

time to spend paying back credit card debt as long as they meet the minimum payment

[26]. [27] find that the minimum payment on a credit card bill serves as an “anchor”,

exerting outsize influence on consumers’ repayment choices.

This paper also makes three contributions to the emerging economic literature on

BNPL. First, I use data from a credit bureau to provide a comprehensive picture of how

BNPL access affects use and repayment of traditional forms of credit. Previous work on

BNPL has used transaction-level data on spending [28, 29] or descriptive evidence from

credit cards only [30]. My finding that use of traditional credit increases is consistent

with evidence in the literature that BNPL payments are often made by credit card [30]

and that BNPL access increases retail spending [28]. Second, I provide the first causal

evidence of how BNPL access affects severe measures of financial distress and credit

scores, and I find improvements that contrast with the previous literature. Prior work

has found detrimental effects of BNPL on mild measures of financial distress, including

overdraft fees [28, 29], low balance fees [28], credit card interest payments and late fees

[29]. My results answer the question raised in previous work [30, 28, 29] of whether BNPL

access leads to a “debt spiral” that could culminate in bankruptcy: I directly examine

effects on delinquencies and bankruptcy and find no evidence of this phenomenon.

1.2 Background

1.2.1 BNPL

Consumer surveys provide information about which individuals are most likely to use

BNPL. Consumers with low credit scores or short credit histories are especially likely to

use BNPL, due to difficulties qualifying for other low-interest forms of credit [5]. BNPL
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is most popular with adults under 40 [5, 6]. Individuals who have recently had a baby,

fallen ill or lost a job are more likely to use BNPL [31]. 89% of BNPL users have at least

one credit card, and 73% have an auto loan [7]. BNPL may be appealing to consumers

who mistrust mainstream financial institutions, as well as workers with irregular incomes

such as gig economy workers [32]. BNPL is typically used for small purchases, with the

average transaction costing $200 [33]. 74% of BNPL users make their payments on time

[26], an encouraging sign that most consumers are not spending more than they can

afford to repay.

The low cost, ease of access and consumption smoothing features of BNPL make it

attractive to consumers. A survey from TransUnion found that the two most common

reasons for using BNPL are the ability to spread out payments over time and the easy

application process [7]. Many consumers who would not qualify for a low-interest credit

card can qualify for BNPL. Credit cards charge an average interest rate of 16.45%, and

rates can be as high as 30% for individuals with lower credit scores [34]. Payday loans

charge an average of 391% interest on small, short-term loans that do not require a credit

check [35] and are frequently utilized by credit-constrained individuals. BNPL access

could also help consumers by enabling consumption smoothing: using BNPL to spread

out the cost of a large purchase could reduce month-to-month volatility in a consumer’s

bills. Biweekly BNPL installments often align with the timing of paychecks [36], which

could help consumers avoid late or missed payments.

Offering BNPL has clear advantages for retailers. BNPL increases the average retail

ticket size by 30-50% and helps retailers attract new customers [33]. The minimum

purchase amount that some retailers require for BNPL could be a factor driving the

increased ticket size. The BNPL provider assumes the risk that the consumer will not

repay the loan, allowing the retailer to benefit from the higher sales that BNPL generates

without the risk of offering loans itself. Retailers have offered other payment-over-time

7



Effects of Buy Now, Pay Later on Financial Well-Being Chapter 1

options in the past, including layaway and zero-interest repayment for large purchases

when a consumer opens a store credit card. However, BNPL differs substantially from

these two alternatives. First, BNPL tends to be used more frequently and for smaller

purchases than layaway or store credit cards [36]. Second, layaway requires the customer

to pay in full before receiving the item, while BNPL allows the customer to receive the

item now and pay later [33]. Third, repayment plans that involve opening a store credit

card are only available to customers who would qualify for the credit card, and BNPL is

available to many customers who would not qualify.

1.2.2 BNPL at Walmart with Affirm

Many retailers that partner with a BNPL provider specialize in one type of good,

such as makeup or home decor. The BNPL partnership between Walmart and Affirm

is unique because Walmart sells a wide variety of items and has more customers than

any other American retailer. Walmart was also a relatively early adopter of BNPL: only

0.48% of Americans had used BNPL in 2018, the last year before the Walmart-Affirm

partnership formed [37]. Walmart’s largest competitors, Target and Amazon, did not

offer BNPL until 2021. All Walmart stores in the United States made Affirm available

in February 2019 except stores in Iowa and West Virginia.

The partnership made BNPL available in Walmart stores for purchases of at least

$144. Walmart made Affirm availability salient by advertising it to in-store shoppers with

co-branded signs hung from the ceiling and placed in aisles; tags placed on individual

items for sale; takeovers of the wall of television screens in the electronics section; and

advertisements mailed directly to the homes of Walmart customers. Figure 1.1 shows an

example of a sign placed in a Walmart store, Figure 1.2 shows an example of a tag placed

on an individual item for sale at Walmart, and Figure 1.3 shows an example of an image

8
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Figure 1.1: Sign Advertising Affirm

shown in a television wall takeover.
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Figure 1.2: Tag Advertising Affirm

Figure 1.3: Affirm TV Wall Takeover

10
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Walmart pays a transaction fee every time a customer uses Affirm. BNPL transaction

fees can be up to three times the typical fee retailers pay to accept credit cards [9]. Affirm

does not charge any late fees, likely increasing its reliance on fees from retailers. BNPL

providers that do charge late fees typically earn 25% of their revenue from late fees and

75% from retailer fees [33].

Affirm performs a soft credit check when a consumer applies for a loan [38]. A soft

credit check provides information about a consumer’s credit score, lines of credit and

payment history, but it does not appear on credit reports or affect the consumer’s credit

score. The consumer’s payment history with Affirm is also considered. If the consumer

is approved to receive a loan from Affirm, installments are due biweekly or monthly. The

shortest-term loans consist of four biweekly installments and charge zero interest. As the

price of an item increases, Affirm becomes more likely to offer a longer-term payment

plan that may charge interest [38]. Affirm does not provide information about the exact

formula they use to determine loan eligibility or how they decide which repayment plans

to offer to each customer. Affirm has reported that descriptively, average order values at

its partner retailers are 85% higher among customers who use its BNPL service [33].

The Affirm website provides details on how partnering with a retailer makes BNPL

visible and easy to use during in-store checkout. The partnership allows the retailer to

integrate the BNPL option directly into their in-store checkout system. The cashier can

select “Affirm” as the payment option from the retailer’s point of sale system, which

triggers a request to Affirm to send a checkout link to the customer directly via email

or text. Upon receiving the link, the consumer fills out a short application on her smart

phone and is then able to pay with Affirm if she is approved.

Affirm recommends specific actions its partner retailers can take to increase the

salience of BNPL for in-store shoppers. In addition to the co-branded advertising dis-

cussed above, Affirm recommends training sales associates to tell customers about BNPL,
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answer questions about it, and assist with any problems that arise in the application pro-

cess. Affirm’s website says that a common pathway to a customer using Affirm in-store

is when “A customer learns about Affirm from a sales associate.” Affirm provides an

employee training program to its partner retailers that teaches their sales associates how

to increase use of Affirm in-store.

[39] provides descriptive data on Walmart customers in 2019. Walmart has more

customers aged 25-34 than in any other age group; over 20% of Walmart customers are

in this category. More women than men shop at Walmart. The average Walmart shopper

has an annual household income of $76,000, above the U.S. average of $67,521.

1.3 Model

I consider optimal consumption, lending and repayment decisions for an individual

borrower in a world with BNPL. I model the borrower’s decision, taking lenders’ behavior

as given. First, I describe relevant features of the lenders. Second, I introduce the

borrower’s problem and describe characteristics of her optimal consumption, lending and

repayment choices. Although preferences and choices are specific to the individual, I

omit i subscripts to simplify notation.

1.3.1 Lenders

There are two lenders: a “traditional” (non-BNPL) lender and a BNPL lender. The

traditional lender offers a loan to individual i of up to the traditional credit limit BT

at traditional interest rate rT . The BNPL lender offers individual i a loan of up to

BB at interest rate rB where rB ≤ rT and rB may be zero. BB ≤ B̄B , where B̄B is

the maximum possible BNPL credit limit. For Affirm, for example, B̄B is $17,500. The

maximum possible traditional credit limit is B̄T where B̄T > B̄B. An individual has a

12
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credit score S, where a higher score indicates that the individual is more creditworthy

based on past borrowing and repayment behavior. Both traditional and BNPL borrowing

limits are higher for individuals with higher credit scores, so that ∂BT

∂S
≥ 0 and ∂BB

∂S
≥ 0 .

The traditional lender charges a lower interest rate as the credit score increases: ∂rT

∂S
≤ 0

. If rB > 0 , the BNPL lender also lowers the interest rate as the credit score increases:

∂rB

∂S
≤ 0 . The traditional lender will only lend to individuals with S > ST and the BNPL

provider will lend to individuals with S > SB , where SB < ST . Below ST , BT = 0

and below SB , BB = 0 .

Traditional and BNPL lenders use different business models, which lead to different

interest rates and minimum credit scores for the two types of lenders. Traditional lenders

earn money from interest payments on their loans, while BNPL lenders primarily earn

money from retailer fees and are therefore able to charge lower interest rates. Therefore

rB ≤ rT . The difference in how the two types of lenders earn money provides one

explanation for why SB < ST . The presence of retailer fees, which the BNPL lender

receives regardless of whether the BNPL loan is repaid, limits expected net losses for a

BNPL lender and makes the BNPL lender more willing to lend to “riskier” individuals

with lower S . Affirm does not charge any late fees. Therefore their reason for lending to

individuals with lower S is not that they profit from late fees when a “riskier” individual

fails to repay a loan.

1.3.2 Borrowers

In each period t , individual i has traditional debt DT
t and BNPL debt DB

t . She

chooses consumption Ct , traditional borrowing L
T
t , repayment of traditional loans RT

t

, BNPL borrowing LB
t and repayment of BNPL loans RB

t . She can fund consumption

with borrowing and income Yt . The individual receives an income shock θt in each period

13
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that determines whether she receives Y l
t or Y h

t , where Y l
t < Y h

t :

Yt =


Y l
t if θt = 0

Y h
t if θt = 1

Traditional lending and borrowing affect the individual’s credit score in the next

period: ∂St+1

∂LT
t

≤ 0 and ∂St+1

∂RT
t

≥ 0 . BNPL lending and repayment do not affect credit

scores because BNPL is not reported to credit bureaus. However, the BNPL lender will

extend more credit if the individual has a history of repaying BNPL loans. Therefore the

individual must consider the following relationships between this period’s lending and

repayment decisions and next period’s credit limits:
∂BT

t+1

∂RT
t

≥ 0 ,
∂BT

t+1

∂LT
t

≤ 0 ,
∂BB

t+1

∂RT
t

≥ 0 ,

∂BB
t+1

∂LT
t

≤ 0 ,
∂BB

t+1

∂LB
t

≤ 0 , and
∂BB

t+1

∂RB
t

≥ 0 . While the individual knows the direction of these

relationships, the exact formula used to calculate each period’s credit limit is proprietary

lender information and is therefore unknown to the individual.

Although rB ≤ rT , an individual may choose to borrow from the traditional lender

even when she has not reached her BNPL credit limit, so that LB
t < BB

t and LT
t > 0

. One reason for this behavior could be that the individual would rather borrow and

then repay traditional credit in order to improve her credit score, which will increase

both her traditional and BNPL credit limits. While an increase in LT
t decreases S , this

decrease could be outweighed in the long term by the increase in S that results from

paying off the loan. Another reason could be that BNPL is not available at all retailers,

and therefore her options are limited when she funds consumption through BNPL. Credit

bureau evidence has empirically shown that BNPL users also utilize traditional credit

[7].

The individual’s goal in a world with BNPL is to maximize lifetime utility given by:
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u(Ct) + βEt[Σ
T−t
τ=1δ

τu(Ct+τ )] where
du

dCt

≥ 0 and
d2u

dC2
t

≤ 0 (1.1)

subject to:

Ct ≤ Yt + LT
t + LB

t −RT
t −RB

t (1.2)

LT
t ≤ BT

t (1.3)

LB
t ≤ BB

t (1.4)

RT
t ≤ DT

t (1.5)

RB
t ≤ DB

t (1.6)

BT
t+1 = f(LT

t , R
T
t , B

T
t ) (1.7)

BB
t+1 = g(LT

t , R
T
t , L

B
t , R

B
t , B

B
t ) (1.8)

DT
t+1 = (DT

t −RT
t + LT

t )(1 + rTt ) (1.9)

DB
t+1 = (DB

t −RB
t + LB

t )(1 + rBt ) (1.10)

The individual is present-biased and discounts the future at rate δ . Preferences are

time-inconsistent if β ̸= 1 , as established in [40]. β and δ determine the extent to

which the individual values future utility. An individual who values the future highly

has an incentive to borrow less and repay more of her debt today to obtain a higher

credit limit in the future, while the reverse is true for an individual who does not value

the future. A higher future credit limit enables higher future consumption. With time-

inconsistent preferences, an increased opportunity to borrow could lower the individual’s
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lifetime utility.

Who has the most to gain from access to BNPL? One benefit of BNPL is that it

increases the total credit limit, BT
t +B

B
t . The increased credit limit from BNPL allows the

individual to increase consumption, which will have the largest utility gains for individuals

with low values of Yt . Individuals with low incomes and credit scores close to SB benefit

most from the increased credit limit, as these individuals have low values of BT
t . A

second benefit is that BNPL offers a lower interest rate than traditional loans. As St

increases, rTt → 0 and the benefit of rBt ≤ rTt shrinks towards zero. Therefore as St

decreases towards SB the individual has more to gain from the low interest rate offered

by BNPL. A third benefit is that BNPL enables consumption smoothing. Increased

ability to smooth consumption is particularly valuable for individuals who experience a

negative income shock in period t , so that Yt = Y l
t , especially if they have low values of

St and therefore BT
t is low and rTt is high.

The increase in access to BNPL that I study in this paper is an increase in BB
t

. The increase in BB
t enables the individual to increase overall consumption, smooth

consumption, and increase the amount she borrows at the lower interest rate rBt . I

examine the effects of the increase in BB
t on use and repayment of traditional forms of

credit, and therefore I am interested in the signs of
∂RT∗

t

∂BB
t

and
∂LT∗

t

∂BB
t

.

First, I consider the potential direction of
∂LT∗

t

∂BB
t

. BNPL and traditional forms of

credit are complements if
∂LT∗

t

∂BB
t
> 0 , and substitutes if

∂LT∗
t

∂BB
t
< 0. Because rBt ≤ rTt , if C∗

t

is unchanged by the increase in BB
t the individual will substitute BNPL for traditional

credit without changing overall borrowing so that
∂LT∗

t

∂BB
t
< 0 . However, if

∂C∗
t

∂BB
t
> 0 the

individual may increase traditional borrowing in addition to increasing BNPL borrowing

so that
∂LT∗

t

∂BB
t
> 0 . One reason for

∂C∗
t

∂BB
t
> 0 could be that Yt = Y l

t and i prefers to

smooth consumption, but the extent of consumption smoothing is limited by the amount
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of available credit.
∂C∗

t

∂BB
t
> 0 is more likely at low values of Yt because lower-income

individuals gain more utility from an increase in consumption.

Second, I consider the potential direction of
∂RT∗

t

∂BB
t

. Repaying traditional loans in

period t reaps future benefits in terms of higher BB
t+1 and BT

t+1 but lowers Ct . The

individual prefers lower RT
t if the utility gain from increasing Ct exceeds the gain from

increasing future credit limits. When Yt = Y l
t ,

∂RT∗
t

∂BB
t

could be positive: an individual faced

with a negative income shock is more likely to pay her debts when BNPL is available to

help her smooth consumption.
∂RT∗

t

∂BB
t
< 0 could occur if

∂LB∗
t

∂BB
t

is large and positive, leading

to a value of DB
t that is large relative to Yt . This outcome is more likely at low values

of β and δ and could lead to lower repayment of traditional debt.

What do the signs of
∂RT∗

t

∂BB
t

and
∂LT∗

t

∂BB
t

tell us about financial well-being?
∂LT∗

t

∂BB
t
> 0

accompanied by
∂RT∗

t

∂BB
t

≥ 0 could signify improved financial well-being. Higher borrowing

can indicate higher consumption and consumption smoothing, both of which increase

utility. With
∂RT∗

t

∂BB
t

≥ 0 , the increase in utility from consumption does not come at the

cost of a failure to repay debt.
∂LT∗

t

∂BB
t
> 0 accompanied by

∂RT∗
t

∂BB
t
< 0 could be a cause for

concern. This combination would indicate that individuals with access to BNPL increase

consumption by accumulating debts that they do not repay. Failure to repay traditional

debts today leads to higher long-term repayment costs as the debt accumulates interest

at rate rt, as well as lower credit limits and higher interest rates in the future. In the

remainder of the paper, I empirically examine the signs of
∂RT∗

t

∂BB
t

and
∂LT∗

t

∂BB
t

by estimating

the causal effect of an increase in access to BNPL on use and repayment of non-BNPL

forms of credit.
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1.4 Data

1.4.1 Walmart Location and BNPL Availability Data

I obtained the date when Affirm became available at Walmart from an announcement

on Affirm’s Twitter page.1 Data on the locations of all Walmart stores in the United

States is available on the Walmart website. I used shapefiles from the U.S. Census to

determine the distance from the center of each census block to the nearest Walmart. My

data on the distance from the center of each census block to the nearest Walmart shows

that 9.13% of census blocks in the United States are within two miles of Walmart, and

29.48% are within five miles.

1.4.2 Outcome Data

For data on financial well-being, I use the California Policy Lab’s University of Cal-

ifornia Consumer Credit Panel (UC-CCP). This longitudinal panel provides quarterly

data on a 1% random sample of California residents from 2004 until the first quarter

of 2022. The data includes each consumer’s demographic attributes, census block and

ZIP code, as well as detailed financial information on the amount consumers borrow; the

amount they repay; and consequences of failing to repay, such as accounts going into

delinquency or a consumer declaring bankruptcy. BNPL loans are not included in the

data, and therefore I measure the effects of BNPL access on use and repayment of forms

of credit that are reported to credit bureaus.

The data includes individual-level demographic characteristics, such as gender, ed-

ucation and age. Certain characteristics are not available, including race and income.

BNPL is a significant source of consumer lending in California: a report from the Califor-

1https://web.archive.org/web/20230118161951/https://twitter.com/affirm/status/

1100737321345794048?lang=en
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nia Department of Financial Protection and Innovation found that 91% of all consumer

loans in California in 2020 were from the top six BNPL providers [41].

I drop observations prior to June 2014 because 2010 census block identifiers first

appear in the data in June 2014. Beginning the sample in June 2014 also excludes the

Great Recession from the pre-treatment period. I also exclude deceased individuals and

individuals for whom geographic identifiers are missing, leaving a sample of 9,929,100

observations of 310,284 individuals. Access to BNPL is measured as the distance from

the center of the census block to the nearest Walmart.

Figure 1.4 and Figure 1.5 show trends over time in the raw data for all seven outcomes.

These graphs provide descriptive evidence that outcomes for consumers living near and

far from Walmart follow similar trends over time, suggesting that consumers who do not

live close to a Walmart store provide a useful counterfactual for those who do. I use event

studies, described in more detail in the Methodology section, to formally test whether

the two groups followed parallel trends before BNPL became available.
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Figure 1.4: Trends in Raw Data on Borrowing Outcomes and Credit Score
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Figure 1.5: Trends in Raw Data on Financial Distress Outcomes
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1.4.3 Additional Data

I use demographic data from the American Community Survey (ACS) five-year esti-

mates to obtain census block group-level demographic data on median income, education,

race, median age and total population. Table 1.6 compares 2018 demographics of census

blocks within five miles of Walmart to all other census blocks. Census blocks near Wal-

mart have a slightly lower median age, a higher percentage of college-educated residents,

a higher percentage of black residents and a lower percentage of white residents than cen-

sus blocks farther from Walmart. This demographic data is used to create a propensity

score-trimmed sample, which is used for robustness checks. The demographic variables

are not included as controls, as they provide little variation after the inclusion of census

block, individual and time fixed effects.

Figure 1.6: 2018 Summary Statistics

I construct a novel data set to control for whether each census block is part of a

banking desert. A banking desert is defined as a census tract for which the nearest bank

branch is more than 10 miles from the center of the census tract. While bank desert
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demographics have been examined using a single year of data, to my knowledge this

is the first data set that includes the banking desert status of all census tracts in the

United States in more than one year. Bank desert status provides a measure of credit

availability through traditional financial institutions. Controlling for bank desert status

helps alleviate the concern that changes in financial outcomes when BNPL becomes

available could be related to changes in the availability of other, more traditional sources

of credit. While census block fixed effects largely control for the financial environment,

the bank desert control is included as an added precaution.

1.5 Methodology

Variation in access to BNPL is necessary to determine a causal relationship between

BNPL availability and consumers’ financial outcomes. I use two sources of variation in

BNPL access: geographic variation in distance to the nearest Walmart and variation

over time in whether Walmart offers BNPL. This identification strategy requires three

main assumptions. The first assumption is that outcomes in the treatment and control

groups would have followed parallel trends in the post-treatment period if BNPL had not

become available. I use event studies to support this assumption.

The second assumption is that living close to a Walmart store increases the likelihood

of shopping at Walmart. Many individuals use Walmart as their grocery store, and con-

sumers are more likely to grocery shop at a store close to their home: 76% of Americans

travel less than two miles to shop for groceries, and 84% travel less than five miles [42].

Data from SafeGraph on the median distance traveled to each Walmart store provides

further support for this assumption, as is described in more detail in the Appendix.

Distance to Walmart is a meaningful measure of access to BNPL despite the fact that

Walmart’s partnership with Affirm also made BNPL available on its website. Distance
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affects the likelihood of shopping in a Walmart store, and the vast majority of shopping

still happens in stores: e-commerce sales as a percent of total commerce peaked at 15% in

2020 and have declined since [43]. Online and in-store shopping tend to be complements

rather than substitutes [44], raising the likelihood that Walmart’s in-store customers use

its website. Furthermore, Walmart’s in-store pickup option and same-day delivery for

nearby customers both increase the likelihood that customers who live near Walmart will

shop on its website more than customers who live far away. Any increase in online access

experienced by both the treated and control groups will bias the results towards zero.

The third assumption is that the locations of households and Walmart stores do

not depend on BNPL availability at Walmart. The vast majority of Walmart stores

chose their locations years before BNPL companies formed, ensuring that Walmart did

not choose neighborhoods with more financially distressed residents when BNPL became

available. Figure 1.7 supports this assumption by showing that almost all Walmart stores

opened before 2010, nearly a decade before BNPL became available. Similarly, consumers

who would like to use BNPL at Walmart most likely did not move closer to a Walmart

store when BNPL became available. The cost of moving would greatly exceed the savings

from using BNPL. To address the possibility that movement between the treatment and

control groups could affect the main results, I repeat the main analysis with a sample

restricted to exclude individuals whose treatment status switches in the post-treatment

period. Results using this restricted sample are nearly identical to the main results, as

shown in the Appendix.
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Figure 1.7: Walmart Opening Dates

I use the following regression specification to obtain the main results:

Outcomeict = α + βAccessct + γXit + δZct + ψi + ϕc + ρt + ϵict (1.11)

Outcomeict is an outcome for individual i in census block c at time t. Accessct is an

indicator equal to one if the center of census block c is within five miles of a Walmart

offering BNPL at time t, and zero otherwise. A two-mile cutoff and the natural log of

distance to Walmart are used as alternative measures of treatment. Xit is a vector of

individual-level controls that vary over time, including age and education. Zct is a control

for whether the census block is in a bank desert at time t. ψi is an individual fixed effect,

ϕc is a census block fixed effect and ρt is a year-quarter fixed effect. Standard errors are

clustered at the census block level.

I estimate the effect of BNPL access on seven outcomes. Three measure financial dis-

tress: total past due, number of current delinquencies, and total public records. Delin-

quencies are accounts that have been past due for at least 30 days, and total public
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records is the number of debt-related court proceedings, such as bankruptcy filings. The

fourth outcome is credit score, which incorporates information on both financial distress

and use of credit. The final three outcomes measure use of non-BNPL credit: number of

open credit cards, total open balance, and average monthly payment. Total open balance

is the total amount of debt the consumer holds on all loans. Average payment is the

average monthly payment on each loan. For all outcomes except credit score, I use the

transformation Outcomeict = ln(Yict + 1) due to skewed distributions of the raw out-

comes. I use two robustness checks to address concerns raised about this transformation

in [45], described in more detail in the Robustness Checks section. For credit scores, I

use the raw credit score as the outcome.

I use event studies with the following specification to assess the plausibility of the

parallel trends assumption:

Outcomeict = α+
3∑

j=−5

j ̸=−1

βj1{t = j} ∗WithinF iveMilesc + γXit + δZct +ψi + ϕc + ρt + ϵict

(1.12)

WithinF iveMilesc is an indicator for whether census block c is within five miles of a

Walmart. As for the main results, standard errors are clustered at the census block level.

The number of years since BNPL became available at Walmart is j. Coefficients that

are close to, and statistically indistinguishable from, zero in the pre-treatment period

provide evidence of parallel pre-trends.
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1.6 Results

1.6.1 Main Results

I find that BNPL access decreases financial distress. Table 1.8 displays the main

results. The least extreme measure of financial distress is total past due, which is the

total amount that is past the due date. I find a 2.4% decrease in total past due, which

is significant at the 1% level. This estimate equates to a decrease of $7.30 from the

pre-treatment average of $304. For the next-most extreme outcome, number of current

delinquencies, I find a much smaller effect: a 0.2% decrease, significant at the 1% level.

The estimated effect on the number of current delinquencies represents a 0.0016 decrease

from the pre-treatment average of 0.08. For the most extreme outcome, total public

records, I estimate a statistically insignificant 0.08% decrease. In terms of the model,

these results indicate that
∂RT∗

t

∂BB
t
> 0 : individuals repay more of their traditional debts

when their access to BNPL increases.

Figure 1.8: Main Results

Figure 1.9, Figure 1.10 and Figure 1.11 provide evidence of parallel pre-trends for

the three repayment outcomes. F-tests show that pre-treatment estimates in these event
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studies are also jointly insignificant, as shown in Table 1.12.

Figure 1.9: Event Study: Total Past Due
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Figure 1.10: Event Study: Number of Current Delinquencies
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Figure 1.11: Event Study: Total Public Records
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Figure 1.12: Event Study F-Tests

There are two main takeaways from the repayment results. First, despite concerns

raised in the literature, the press and among regulators, BNPL does not appear to lead to

over-borrowing. Far from causing a “debt spiral”, BNPL reduces debt-related financial

distress, likely due to the increased ability to smooth consumption while paying low or

zero interest. Volatility in expenses or income can lead to a missed payment on a credit

card or car loan, especially for financially vulnerable individuals with low savings and

limited access to credit. Even a small low-interest loan such as BNPL can help these

consumers avoid missing a loan payment in a month in which they incur an unexpected

expense or experience a negative income shock.

Second, while BNPL does appear to improve financial well-being, its largest effect is

on the least extreme measure of financial distress. BNPL availability does not reduce

the likelihood of bankruptcy, but it does help consumers pay monthly bills on time.

The small size of BNPL loans may explain why they only affect less extreme measures
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of financial distress, and why the effects are economically small. While [28] and [29]

find that BNPL leads to negative effects on financial well-being in the form of higher

overdraft fees and lower bank account balances, I find no evidence of negative effects

on more extreme outcomes. Worsening of the financial distress outcomes I study could

have longer-lasting impacts than incurring an overdraft or low balance fee from a bank

because these outcomes are reported to credit bureaus and can damage credit scores.

Next, I examine the effect of BNPL access on credit scores. Changes in a consumer’s

credit score matter for two reasons: they provide a measure of her creditworthiness today,

and they determine the credit limit and interest rate that lenders will offer her in the

future. Table 1.13 shows that BNPL access increases the average credit score by 1.6

points. This estimate is statistically significant at the 1% level. While the effect is

economically small, as credit scores range from 300 to 850, it is a positive effect and it

shows that BNPL access does not damage credit scores. The small improvement in credit

scores likely results from reduced financial distress. Figure 1.14 displays the event study

for credit score, which largely supports a causal interpretation of this result. While zero

is outside the confidence interval for one pre-treatment estimate, an F-test shows that

the pre-treatment estimates are jointly insignificant.
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Figure 1.13: Credit Score Results
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Figure 1.14: Event Study: Credit Score
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Finally, I examine the effect of BNPL access on use of traditional credit. Two mea-

sures of traditional credit use increase in response to BNPL availability: number of open

credit cards and total open balance. For my main specification, which uses five miles

from the nearest Walmart as the cutoff for treatment, I estimate a 2.1% increase in the

number of open credit cards and a 4.3% increase in the total open balance. Both esti-

mates are significant at the 1% level. The estimated increase in the total open balance

is $141 for the median consumer, with a total open balance of $3,298 prior to treatment.

The estimated effect on number of open credit cards equates to an increase of 0.049 open

credit cards, compared with the pre-treatment average of 2.34. The estimated effect on

average monthly payment is a statistically insignificant increase of 0.1%.

The estimated effects on total open balances and average monthly payment can be

interpreted as causal, while the estimated effect on number of open credit cards should

be interpreted as suggestive evidence of an increase. Figure 1.15 and Figure 1.16 provide

evidence of parallel trends for total open balance and average monthly payment prior to

treatment. Figure 1.17 shows evidence of a pre-trend for number of open credit cards,

particularly in the early part of the sample period. F-tests confirm that the pre-treatment

estimates for total open balances and average monthly payment are jointly insignificant,

while pre-treatment estimates for number of open credit cards are jointly significant, as

shown in Table 1.12.
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Figure 1.15: Event Study: Total Open Balances
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Figure 1.16: Event Study: Average Monthly Payment
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Figure 1.17: Event Study: Number of Open Credit Cards

In terms of the model, these results indicate that
∂LT∗

t

∂BB
t
> 0 . This increase in use

of traditional credit is likely driven by two mechanisms: consumers using credit cards

to repay BNPL loans and consumers gaining better access to traditional credit as their

credit scores improve. Descriptive studies provide evidence that consumers frequently

use credit cards to repay BNPL loans [30] and that BNPL users are typically active users

of traditional credit [7]. When BNPL is available, consumers may put BNPL payments

on a credit card instead of making a purchase with a debit card or cash, which could

increase use of traditional credit without changing total consumption.
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Increased utilization of credit can lower a credit score, especially if the consumer

already uses a high percentage of her available credit. Consumers are advised to use

no more than 30% of their available credit to avoid lowering their credit score [46].

However, the finding of an overall increase in credit scores shows that the positive effect

of reduced financial distress dominates the negative effect on credit scores of increasing

use of traditional credit. Because credit scores increase as a result of BNPL access,

consumers may be more likely to be approved for credit cards and may see their credit

limits increase, enabling them to increase their use of traditional credit.

1.6.2 Heterogeneity Analysis

While the main results show that BNPL access reduces financial distress on average,

it is still possible that groups within the population are worse-off when they have access

to BNPL. Groups of particular concern could be consumers with low credit scores, which

can result from a history of failing to repay debt, and young consumers. I use hetero-

geneity analysis to investigate whether the effects of BNPL access vary by consumers’

pre-treatment credit score categories or demographic characteristics.

First, I examine heterogeneity by credit score category prior to treatment. I group

credit scores into the standard categories defined by FICO. Table 1.18 shows how each

category is defined, with the highest credit scores in the “exceptional” category, followed

by “very good”, “good”, “fair” and then “poor.” Table 1.19 displays the results. I

find that directions of the effects do not vary by group and effects are strongest among

individuals who had “fair” credit scores before BNPL was available: decreases in financial

distress and increases in use of credit in this group are similar to the main results in terms

of both magnitude and significance.
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Figure 1.18: FICO Credit Score Ranges

Figure 1.19: Heterogeneity by Pre-Treatment Credit Score
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The next-most affected category is “good”: effects on all three financial distress

measures for this group are negative, but statistically insignificant and close to zero,

while estimated effects on credit use are positive and slightly larger in magnitude than for

people with “fair’ scores. People with”very good” credit scores increased their number of

open credit cards by 1.9% as a result of BNPL, an estimate which is smaller in magnitude

to the main results and is significant at the 1% level. No other estimates are significant at

the 5% level for individuals in this group. BNPL did not affect people at either extreme

of the credit score range: no estimates are significant a the 5% level for individuals with

“poor” or “exceptional” credit.

These results do not show evidence of increased financial distress for consumers in

any credit score category. The effect sizes vary due to differences across these groups in

access to BNPL and traditional credit. People with “poor” credit are unlikely to qualify

for BNPL and are therefore unlikely to be affected by BNPL availability. At the other

extreme, people with “exceptional” credit are also unlikely to be affected: these people

already have access to very low-interest forms of credit, and they are more likely to have

a preference for paying bills off immediately rather than using a service such as BNPL.

Those with “fair” credit scores have the most to gain from BNPL access, as they do not

have access to other low-interest forms of credit but their credit scores are high enough to

qualify for BNPL. 22% of the sample is in the “fair” category. People with “good” credit

scores have slightly better non-BNPL credit options than people with “fair” credit scores,

but still may not qualify for many credit cards and are likely charged high interest rates.

Therefore, the strongest effects of BNPL on both borrowing and repayment outcomes are

among individuals with “fair” credit scores, followed by those with “good” credit scores.

These findings also provide support for the identification strategy, as I find the strongest

effects among the consumers who are most likely to use BNPL.

Next, I repeat the main analysis on a sample restricted to people under age 40.
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Determining whether BNPL access increases financial distress among young consumers

is particularly important because young consumers under 40 are the most likely to use

BNPL [5, 47, 48, 9, 7]. Table 1.20 displays the results. The directions and statistical

significance of all six estimates are the same as the main results, and magnitudes are

larger for individuals under 40 for five of the six outcomes. These findings show that

BNPL access reduces financial distress among young consumers. The results also provide

support for the identification strategy by showing larger effects in the population most

likely to use BNPL. Additional heterogeneity analysis by gender, education, marital

status and home ownership appears in Table 1.20 Table 1.21.

Figure 1.20: Heterogeneity by Age and Gender
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Figure 1.21: Additional Heterogeneity

A striking takeaway from the heterogeneity analysis is that the directions of the ef-

fects of access to BNPL do not vary systematically across demographic groups. While

magnitudes and significance do vary by group, showing which individuals are most af-

fected by BNPL access, I do not identify any demographic groups for whom BNPL access

worsens financial distress. This finding may help alleviate concerns of systematic misuse

of BNPL among groups that are considered vulnerable, such as young adults who are still

developing financial literacy [49]. Individuals with fair credit, who have either struggled

to repay debts in the past or have yet to build a credit history, also benefit from access

to BNPL loans.
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1.6.3 Placebo Tests

Event studies support the argument that the main results are causal by showing

parallel trends in the treated and control groups before BNPL became available. However,

even if Walmart had not introduced BNPL, it is still possible that financial distress would

have decreased and credit use would have increased more among individuals living near

Walmart than among those who live far away. I use two placebo tests to assess whether

the main results capture a trend over time among consumers living near Walmart that

would have occurred in the absence of BNPL.

For the first placebo test, I repeat the main analysis using only data from Iowa and

West Virginia. In February 2019, Walmart made BNPL available in all its American

stores except in these two states. This placebo test provides insight into whether indi-

viduals living close to Walmart would have improved debt repayment and increased use

of credit more than individuals living farther from Walmart even in the absence of BNPL.

For this placebo test, I use a 0.02% national sample of credit bureau data, which I restrict

to only include individuals who live in Iowa and West Virginia. This data is identical

to the data used to obtain the main results, except that the sample size is smaller and

individual-level demographic controls are unavailable. Therefore, I also repeat the main

analysis of California data without controls to ensure that the absence of controls does

not drive any differences between the main results and the placebo test.

Table 1.22 shows the results. None of the placebo estimates are statistically signifi-

cant at the 5% level, while five of the six estimates for the main results are statistically

significant at this level. The placebo estimates for number of open credit cards, total

open balance, number of current delinquencies, and total past due have smaller magni-

tudes than the main results. Furthermore, the placebo estimates for number of current

delinquencies, total past due, and average payment have the opposite sign of the main
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results. The results of this placebo test support the argument that the main results

capture the effect of BNPL, rather than an effect that would have happened even in the

absence of BNPL. A limitation of this placebo test is that the sample, while not small at

56,812, is much smaller than the sample used to obtain the main results. One possibility

is that the placebo test does not show statistically significant effects due to the smaller

sample size. I use a second placebo test with a larger sample size to address this concern.

Figure 1.22: Placebo Test: Iowa and West Virginia

For the second placebo test, I repeat the main analysis using an indicator for whether

an individual lives within five miles of Target to define the treated group. Target and

Walmart sell similar products, and both offer low-cost options for items such as cloth-

ing and household goods. This placebo test would determine whether the main results

capture effects that are common to all consumers living close to a low-cost, big-box re-

tailer such as Target or Walmart, rather than the effect of BNPL becoming available at

Walmart. I restrict the sample for this placebo test to before June 2021, when Target

introduced its own BNPL partnership. I also restrict the sample to exclude individuals

who live within five miles of Walmart to ensure that these results do not capture the ef-

fect of Walmart introducing BNPL. The benefit of this placebo test is that I can conduct
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it with California data, and therefore the sample size is larger than for the first placebo

test. A limitation of this test is that Target and Walmart are different retailers, and in-

dividuals who live close to Target may differ from individuals who live close to Walmart.

I repeat the main analysis with the same time restriction to facilitate comparison with

the placebo results.

Table 1.23 shows the results of the second placebo test. Placebo estimates of effects

on the number of open credit cards, total open balance, average payment, and number

of current delinquencies are statistically insignificant, with magnitudes that are smaller

than the main results and very close to zero. The estimated effect on the total amount

past due is statistically significant at the 10% level, and the effect on total public records

is significant at the 1% level. However, both of these effects have the opposite direction

of the main results, providing further evidence that the main results do not capture a

general trend among all consumers living close to a large retailer. This placebo test has

a large sample size of 4.96 million observations and is therefore more comparable to the

main results in terms of power. Table 1.23 also shows estimated effects of BNPL at

Walmart with the sample restricted to before June 2021. Estimated effects of BNPL at

Walmart in this time frame are nearly identical to the main results.

Figure 1.23: Placebo Test: Target
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1.7 Robustness Checks

1.7.1 Alternative Distance Cutoffs

The first robustness check uses two alternative measures of treatment to ensure that

the main results do not depend on using a cutoff of exactly five miles to define treatment.

Results from two alternative measures of treatment are very similar to the main results.

For the first alternative specification, I use a two mile distance from the nearest Walmart

as the cutoff for treatment. I estimate that access to BNPL increases the number of

open credit cards by 1.83% and increases total open balance by 2.67%. These estimates

are significant at the 1% and 10% levels, respectively. As with the main results, the

estimated effect on average payment is statistically insignificant and close to zero at

0.2%. For the financial distress outcomes, I estimate a 2.38% decrease in total past due

that is significant at the 1% level; a 0.3% decrease in number of current delinquencies

that is significant at the 1% level; and a 0.2% decrease in total public records that is

significant at the 10% level. The estimated effect on credit score is an increase of 1.13

points, which is nearly identical to the main result and is statistically significant at the

1% level.

For the second alternative specification, I use the log of distance from the nearest

Walmart as a continuous measure of distance. I estimate that a 1% increase in distance

away from Walmart when BNPL is available decreases number of open credit cards by

1.24%, decreases total open balance by 2.5%, increases number of current delinquencies

by 1.58%, and increases total amount past due by 1.25%. All four estimates are significant

at the 1% level. As with the main results, the estimated effects on average payment and

total public records are statistically insignificant at the 5% level and close to zero. For

credit score, I estimate that a 1% increase in distance from Walmart decreases credit

score by 0.01 points. This estimate has the same direction as the main result and is also
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significant at the 1% level.

1.7.2 Propensity Score Trimming

As a second robustness check, I restrict the sample to only include census blocks

with propensities between 0.1 and 0.9 of being within five miles of Walmart, using the

standard cutoffs established in [50]. Census blocks within five miles of Walmart have

statistically significant demographic differences from census blocks more than five miles

from Walmart, raising the question of whether census blocks farther than five miles away

are an informative control group, even when event studies provide support for the parallel

trends assumption. Using propensity scores to trim the sample helps to address this

concern. The propensity scores are predicted values from a regression of an indicator

for being within five miles of Walmart on demographic variables from the American

Community Survey in 2018, the last year prior to treatment. Despite differences in the

averages of demographic variables shown in Table 1.6, propensity score trimming barely

reduces the sample size, from 9,929,100 to 9,782,360. Results from the propensity score-

matched sample are nearly identical to the main results, as shown in Table 1.1.
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Table 1.1: Robustness Checks

1.7.3 Restriction to Before COVID-19

Next, because the COVID-19 pandemic started during the treatment period, I restrict

the sample to before 2020 to determine whether the effect of BNPL was different before

the pandemic. With this restriction, the data includes only four treated quarters. Table

1.1 shows that the number of open credit cards increased by an average of 1.48% and

total open balance increased by 1.81%. These estimates are significant at the 1% and

5% levels, respectively. Estimates for the three financial distress outcomes have the same

direction as the main results, but the magnitudes are smaller and only the change in

number of current delinquencies is statistically significant at the 10% level. Magnitudes

may have increased over time as buyers became more aware of BNPL availability at

Walmart.
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1.7.4 Extensive Margin Results and Normalization

For all outcomes Y except credit score, I use the transformed outcome ln(Y + 1)

to obtain the main results. I use the standard interpretation of the results as percent

changes. While a percent change should be invariant to scaling of the outcome variable,

[45] shows that the percent change obtained using the transformed ln(Y + 1) variable

does depend on scaling of the outcome variable and can therefore lead to misleading

interpretations of the magnitudes of coefficients. I perform two additional analyses to

address this concern. First, I use a linear probability model to estimate results at the

extensive margin. The outcomes in this analysis are indicator variables and are there-

fore not subject to the interpretation issue identified in [45]. Second, I use normalized

outcomes of the form Y
X

as suggested in [45], where X is the population average of Y

prior to treatment. These normalized outcomes are already in the form of a percent, and

results can therefore be interpreted as percentage point changes at the intensive margin.

The extensive margin results are very similar to the main results. I estimate increases

in the probability of using credit: the probability of having any open credit cards increases

by 0.8 percentage points, the probability of any open balance increases by 0.1 percentage

points, and the probability of having any monthly payment increases by 0.3 percentage

points. The estimates for any credit cards and any monthly payment are significant at the

1% level. I also estimate decreases in the probability of financial distress: the probability

of having any money past due decreases by 0.361 percentage points and the probability

of any current delinquencies decreases by 0.359 percentage points. Both estimates are

significant at the 1% level. The estimated effect on the probability of having any public

records is small, negative and insignificant.

Results using the normalized outcomes appear in the Appendix. The normalized

results are also consistent with the main results: I estimate increases in the number of
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open credit cards and total open balance, and decreases in the total amount past due and

number of current delinquencies. The magnitudes of the normalized estimates are similar

to the main results, suggesting that in this setting the use of the ln(Y +1) transformation

does not lead to a misleading interpretation of magnitudes.

1.8 Conclusion

The rapid growth of BNPL has raised questions about whether consumers will be

able to reap the benefits of these inexpensive, easily accessible loans without incurring

unsustainable levels of debt. Because this new form of credit is not subject to many

of the regulations designed to protect consumers in more traditional lending markets,

BNPL provides a fairly rare modern example of consumers and lenders operating in a

credit market with few consumer protection laws.

I provide the first causal evidence of how access to BNPL affects severe measures of

financial distress and credit scores. I find that BNPL access reduces financial distress,

likely due to the increased ability to smooth consumption when BNPL is available, and

that the reduction in financial distress is most pronounced among consumers who had

“fair” credit scores prior to treatment. I also find that increased access to BNPL leads to

a small improvement in credit scores. These results suggest that consumers benefit from

access to BNPL rather than using it to accumulate debts they cannot afford to repay.

Policymakers should consider these results as they decide whether new laws are needed

to regulate BNPL.
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Chapter 2

Do Democracy Vouchers Help

Democracy?

2.1 Introduction

Policies that provide public financing for political campaigns have gained popularity

in the United States. Between 2010 and 2018, 14 states and 24 municipalities began

providing public financing with the goal of limiting candidates’ reliance on large, private

donations from wealthy citizens [51]. A 2018 poll found that 72% of Americans believe big

donors have a disproportionate influence on election outcomes [52]. The perception that

elections are decided by wealthy elites rather than ordinary Americans could contribute to

low voter turnout: two thirds of people who did not vote in the 2020 election agreed that

“voting has little to do with the way that real decisions are made in this country”, and

when asked about the best way to encourage more people to vote, these non-voters gave

“cleaning up government” as the most common answer [53]. With 80 million Americans

choosing not to vote in the 2020 election [53], programs that limit private financing and

provide public funding for campaigns have the potential to increase political participation
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by changing the perception that candidates are dependent on wealthy donors and are not

responsive to ordinary people.

The city of Seattle, Washington implemented its Democracy Vouchers program in

2017 in the hopes of reducing candidates’ reliance on large donations [51]. This program

gives every registered voter in Seattle $100 worth of publicly funded Democracy Vouchers

to donate to candidates for municipal office. Candidates who accept vouchers agree to

limits on non-voucher contributions. In this paper, I study the Democracy Vouchers’

effects on political participation, measured through voter registration and turnout. I also

examine how the program affected candidates’ reliance on large and small contributions,

as well as the effect on the total cost of elections. To my knowledge, this paper is the first

to provide evidence of the effects of public financing for political campaigns on political

participation.

I use data on voter registration, voter turnout and campaign donations in King

County, where Seattle is located, from 2009 to 2021. Because Seattle is the only treated

group in my sample, I use the method developed by [54] for inference. The first main

result is that Democracy Vouchers increase political participation, raising voter turnout

by 4.9 percentage points. This estimate equates to a 9% increase from the pre-treatment

average in Seattle. I estimate that voter registration increases by 23 voters per precinct,

which is equivalent to a 6% increase from the pre-treatment average in Seattle, although

the estimated effect on voter registration is statistically insignificant. The increase in

voter turnout shows that the Democracy Vouchers program improves political participa-

tion. One reason for increased participation could be the unique design of the program,

which engages voters by allowing them to decide how public financing should be allo-

cated. The process of researching candidates to decide where to donate vouchers could

lead individuals to feel more invested in election outcomes, raising their likelihood of

voting. Another factor could be increased faith in the political system due to a reduced
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influence of large donations and wealthy donors on election outcomes. This improved

view of the political system could increase political participation even among voters who

do not use their vouchers. I next examine whether large donations became less influential.

The second main result is that Democracy Vouchers reduce candidates’ reliance on

large contributions by increasing small donations while decreasing large donations. This

shift makes candidates more reliant on voucher donors and small cash donors for fund-

ing, which may make candidates more responsive to the desires of less wealthy voters.

[55] show that small donors are more likely than large donors to be female or belong

to an ethnic minority, suggesting that Democracy Vouchers may make politicians more

responsive to these groups. Among candidates for city council, who face the lowest con-

tribution limits when they accept vouchers and were the only eligible voucher recipients

until 2021, I find that dollars from small contributions of $100 and under increased by

156% and dollars from contributions of $250 and under increased by 95%. Dollars from

large contributions of more than $100 decreased by 85%, dollars from contributions of

more than $250 decreased by 93%, and dollars from contributions between $100 and $250

decreased by 74%.

Third, I examine the program’s effects on total campaign contributions and expendi-

tures. I estimate increases in contributions and expenditures among all candidates, but

decreases for city council candidates. Although the magnitudes of these estimates are

fairly large, all estimated effects on total contributions and expenditures are statistically

insignificant.

This paper contributes to the literature on determinants of political participation.

My paper is the first to study the effects of public financing for campaigns on voter reg-

istration and turnout. Voter turnout has been found to increase in response to increased

newspaper coverage [56], experiencing negative effects of a local policy [57], increased

competitiveness of the election [58, 59], online voter registration [60], increased campaign
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spending in state-level elections [61] and compulsory schooling, which also increases voter

registration [62]. Voter turnout decreases in response to broadband Internet access due

to a decline in viewership of televised news [63] and is unaffected, both in the general

population and among Black voters, by voter identification laws [64].

Furthermore, this paper contributes to the emerging literature that examines vari-

ous outcomes of the Democracy Vouchers program. My paper is the first to study the

program’s effects on political participation. [65] examine demographic changes in the

donor pool resulting from the program and find that when vouchers were available, the

donor pool moved closer to being demographically representative of the electorate. By

contrast, [66] finds that voucher availability made the donor pool less representative of

the electorate. The most closely related paper is [67], which uses difference-in-differences

to study Democracy Vouchers’ effects on campaign finance outcomes. I perform my cam-

paign finance analysis using the [54] method and my control group consists of other cities

in King County, while their control group is composed of several large cities in Washing-

ton and California. I also include data from Seattle’s 2021 election, while their sample

ends in 2020. One advantage of my approach is that I am able to provide evidence of

parallel pre-trends, while [67] do not have parallel pre-trends for their campaign finance

outcomes. Both this paper and [67] find increases in small donations, but including 2021

data reduces the magnitude substantially: I estimate that 95-156% more dollars were

given in small donations to city council candidates, compared with their estimate of

350%. While [67] estimate a 53% increase in total contributions per city council race, I

estimate a 46% decrease in total contributions to city council candidates. Including data

from an additional election is useful in determining whether patterns from the first two

elections with Democracy Vouchers are persistent over time.
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2.2 Background

Starting with the 2017 election, every registered voter in Seattle received four Democ-

racy Vouchers in the mail nine months before election day. In each of the following

months, vouchers were mailed to all voters who registered in the past month, with the

last batch of vouchers mailed on October 1. A voter can donate a voucher by mailing it

to an eligible campaign. Voters have discretion over whether to send all four vouchers

to the same campaign and whether to use fewer than four vouchers. Vouchers can be

returned at any point before the general election, and candidates can spend them either

in the August primary election or in the November general election (Seattle Municipal

Code 2021). Vouchers are only available for Seattle’s municipal elections,1 which are held

every odd-numbered year.

Seattle’s voters approved the Democracy Vouchers program in a 2015 ballot initiative,

which includes 10 years’ worth of funding from a property tax increase of $3 million per

year. The tax affects both commercial and residential properties, and the average Seattle

homeowner pays about $8.00 per year to fund the program (City of Seattle 2021a). The

tax increase is not large enough to pay for voucher donations by all of Seattle’s residents,

likely due to the expectation that many voters will not use their vouchers. When a

candidate reaches the expenditure limit, he or she must stop redeeming vouchers. These

expenditure limits further reduce the probability that all vouchers will be redeemed. The

value of unused vouchers remains in the program budget.

Seattle’s municipal campaigns are non-partisan, with the two best-performing can-

didates from the primary election competing in the general election. Candidates are

required to collect at least 150 signatures and at least 150 donations of $10 or more to

qualify to receive vouchers. Voucher recipients must accept a lower individual contribu-

1Elections for city-level positions

56



Do Democracy Vouchers Help Democracy? Chapter 2

tion limit, which is a limit on the amount of non-voucher money they will accept from

any individual. Table 2.1 shows Seattle’s individual contribution limits by year. Publicly

available data on campaign contributions in Seattle2 shows that before the Democracy

Vouchers program, 54% of total campaign funding came from donations larger than $250;

after the program was implemented, only 16% of campaign funding came from these

large donations. Democracy Voucher recipients agree to campaign expenditure limits

that range from $150,000 to $800,000, depending on the office (Seattle Municipal Code

2021). The same campaign contribution data shows that before Democracy Vouchers

were available, 31% of Seattle’s municipal campaigns exceeded the lowest expenditure

limit of $150,000 and 1.8% spent more than the highest limit of $800,000. After vouchers

became available, 26% of campaigns spent more than $150,000 and 1.5% spent more than

$800,000.

Table 2.1: Contribution Limits

Data from the City of Seattle on Democracy Voucher contributions shows that par-

ticipation in the voucher program has steadily increased over time, as is shown in Table

2.2. Only 3.4% of voters participated in the program in 2017, equating to $1,390,650

in total campaign contributions from Democracy Vouchers. Participation was higher in

the 2019 election, with 7.7% of voters participating and candidates receiving $3,511,825.

In the 2021 election, voucher donations reached $4,476,000, with 9% of registered voters

2https://www.pdc.wa.gov/political-disclosure-reporting-data/browse-search-data/contributions.
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participating. [68] found anecdotal evidence after the 2017 election that many voters

were aware of the program, but were not interested enough in municipal elections to

prioritize researching candidates and mailing in vouchers before the deadline. Others

assumed the vouchers were junk mail and recycled them.

Table 2.2: Voucher Use Statistics

Although voter participation has increased continuously, candidate participation de-

clined in the 2021 election. The candidate participation rate in the voucher program

increased from 44% in 2017 to 91% in 2019, but decreased back to 56% in 2021 [69].

Data on voucher contributions from the City of Seattle shows that candidates received

an average of $114,260 in vouchers per campaign, which is equivalent to 93% of the

average campaign’s total funding. Democracy Vouchers therefore became a significant

source of funding for municipal campaigns despite the low participation rate among vot-

ers. The remainder of the paper explores the program’s effects on political participation

and campaign finance.

2.3 Data

2.3.1 Sample and Time Frame

I use data from King County, the county in Washington where Seattle is located, for

all outcomes. The other cities in King County are used as a counterfactual for Seattle.
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King County is Washington’s most populous county, containing one third of the state’s

population. Table 2.3 shows the populations of the control cities, as well as the city

council size and term limits for each city. While Seattle has the largest population, the

control group does not exclusively consist of small towns: five of Washington’s ten largest

cities are in King County [70]. All of the control cities have a mayor and a city council

consisting of either five or seven members. City council and mayoral terms are typically

four years, with a two-year city council term in one city and two-year mayoral terms in

11 cities.

Both Seattle and the control cities have unusually high levels of political engagement:

before Democracy Vouchers were available, Seattle’s average voter turnout was 52.9%

and the average in King County’s other cities was 46.7%, both greatly exceeding the

national average of 27% turnout in local elections [71]. Local economic shocks to Seattle

affect the entire county, as Seattle is the county’s largest city and economic center [72].

Economic shocks affect the amount of disposable income available for cash donations,

making the cities surrounding Seattle a useful control group.
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Table 2.3: Control Cities
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I use data from the odd-numbered years from 2009 to 2021. I only use data from

odd-numbered years because Seattle holds municipal elections in these years, and they

are therefore the only years when Democracy Vouchers can be used. Federal elections

and Washington’s statewide elections are held in even-numbered years, and I exclude

these elections because they garner much more attention, higher voter participation and

more donations than local elections. King County holds county-wide elections in odd-

numbered years, so voters in every city in my sample have an election in which they can

participate in all years in my sample. However, seven of the 39 cities in King County do

not hold municipal elections in odd-numbered years. Those seven cities are included in

voter registration and turnout data, but not in campaign finance data.

2.3.2 Political Participation

To measure voter registration and turnout, I use precinct-level data from King County

for the odd-numbered years from 2009 to 2021. King County election officials provided

these data upon my request. For each precinct, I am able to observe the number of

registered voters and the percent of registered voters who cast a ballot in each municipal

election. King County has about 2,550 precincts in each election in the data, with the

exact number ranging from a minimum of 2,514 in 2013 to a maximum of 2,611 in 2019.

Each precinct has an average of 473 registered voters. The political participation data

contains 17,890 observations, one for each precinct in each year. All registered voters in

all precincts in Seattle received Democracy Vouchers in 2017, 2019 and 2021.

Elections in King County are coordinated at the county level. Voters in each city in

the county elect county-level officials as well as city-specific officials. Each city is divided

into precincts, which are the smallest level at which elections are organized. Precinct-

level data provides the finest available geographic variation in political participation.
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Analysis of voter registration and turnout is therefore performed at the precinct level.

Precinct boundaries are re-drawn between elections, typically resulting in minor changes

to a few precincts. I can always observe the city in which a precinct is located, and

precinct boundaries are drawn so that they never span multiple cities. Therefore, the

changes in precincts over time do not interfere with my analysis, but they do mean that

I am unable to use precinct fixed effects when I estimate the vouchers’ effects on voter

registration and turnout.

2.3.3 Campaign Finance

I use publicly available data on campaign contributions in King County to measure

the Democracy Vouchers’ impact on campaign finance. These data are available online

from the Washington Public Disclosure Commission.3 The data include all donations

to campaigns in King County beginning in 2007, but I exclude 2007 from my analysis

because census tract-level demographic controls are unavailable for that year. I adjust

the contributions for inflation by converting all contributions to 2019 dollars. I combine

these data with voucher contribution data, which is publicly available from the Seattle

Ethics and Election Commission.4 When the outcome is a dollar amount, I always

use 2019 dollars. However, in parts of my analysis I use restrictions such as “donations

under $100”, and for these restrictions I use the original amount rather than adjusting for

inflation. I use the original amount for these restrictions because the value of each voter’s

Democracy Vouchers was not adjusted for inflation from 2017 to 2021, and because the

distribution of donations shows that voters are always most likely to donate a nominal

dollar amount ending in zero or five.

3Data are available here: https://www.pdc.wa.gov/political-disclosure-reporting-data/browse-search-
data/contributions.

4Data are available here: https://www.seattle.gov/democracyvoucher/program-data/distributed-
voucher-funds
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I began with data on 864,453 campaign contributions. Restricting my sample to

candidates for mayor, city council and city attorney in all cities removed 130,079 obser-

vations. Accounting for corrections removed 2,733 more observations.5 I also removed

data on the 27,315 Democracy Vouchers that were returned to the city blank or assigned

to an invalid campaign. After these restrictions, I have a sample of 704,326 contributions.

Each observation in these data is a contribution from an individual to a campaign. I also

have campaign-level data on 944 campaigns from 2009-2021, in which each observation

is one candidate’s campaign in one election. The campaign-level data show the total

amounts of contributions and expenditures for each campaign.

I aggregate all campaign finance data to the city-year level for my main analysis. I

chose the city level over the campaign level because the Democracy Vouchers program

could affect the number of candidates running for office (discussed in more detail in the

Appendix). Campaign-level analysis could show a decrease in the average cost of a cam-

paign even if the overall election became much more expensive because more candidates

were running for office. Another option would be to perform the analysis at the race level.

Race-level analysis was the focus of [67], and I complement their analysis by studying

outcomes at the city level.

The campaign finance outcomes are total contributions, total expenditures, small

contributions, and large contributions. I use two cutoffs to separate “small” and “large”

contributions: $100 and $250. $100 is chosen because it is the total amount that each

individual receives in Democracy Vouchers, and $250 is chosen because it was the most

common individual contribution limit for voucher recipient candidates during the 2017-

2021 period. A contribution of exactly the cutoff amount is counted as a small contri-

bution. Previous literature has raised the question of whether to aggregate donations

5After reporting a contribution, campaigns can issue a correction, saying the amount initially reported
was incorrect and providing the correct amount. I adjusted the contributions to reflect the corrected
amount, rather than the original amount. I removed contributions that were corrected to zero.
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at the donor-campaign-year level before assigning them to a size category [73]. I do not

perform this aggregation for two reasons. First, multiple small contributions are a differ-

ent choice by the donor than one large contribution. Second, 89% of non-voucher donors

only make one contribution per campaign per election year. The choice of whether to

aggregate in this case only affects the size category assignment of non-voucher donations,

as individuals can only donate up to $100 in Democracy Vouchers in each election.

The small and large contribution outcomes are a city-year level measure of the total

dollar amount of campaign contributions that came from donations under or over the

cutoff, respectively. For example, if only four donations were made in Bellevue in 2009 in

the amounts of $100, $100, $300 and $400, then Bellevue would have $900 in total con-

tributions, $200 in small contributions and $700 in large contributions in 2009 regardless

of whether the $100 or the $250 cutoff was used.

The control cities vary in size, as shown in Table 2.3, and certain small cities either

did not report any contributions in some elections or did not have a contribution in every

size category. To obtain a balanced panel at the city-year level for total contributions

and expenditures, I used a value of zero for total contributions and expenditures if one

of the 32 cities that has municipal elections in odd-numbered years did not report any

contributions. For the remaining outcomes, which are the amount of contributions in a

certain dollar amount category, I included each of the 32 cities in the control group if it

ever reported a contribution in that category from 2009-2021. If the city is included in the

control group for the outcome, I used a value of zero for any years when the city did not

report contributions in the category in question. The rationale for allowing the control

group to vary slightly by outcome is that if a city never any has donations over $250, it

does not provide a useful counterfactual for donations over $250 in Seattle. The sample

size in the campaign finance analysis varies slightly by outcome due to this variation in

the control group.
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Because the individual-level campaign contribution data includes the donor’s name, I

can use names to identify whether a voucher donor also gave a cash donation and whether

the same individual donated in multiple years. Matching by name reveals that both cash

and voucher donors were very unlikely to donate in more than one election from 2009-

2021. The average cash donor gave a donation in 1.29 elections, and the average voucher

donor gave a donation in 1.27 elections. I do not perform analysis of individual-level

changes in donation behavior when Democracy Vouchers become available, because this

matching exercise demonstrates that donating in multiple elections is a very rare behavior

even among the 9.2% of the King County population that is politically engaged enough

to donate in at least one of the seven elections I study. More detailed information about

this matching exercise can be found in the Appendix.
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Figure 2.1: Histogram of Contributions Before Vouchers
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Figure 2.2: Histogram of Contributions After Vouchers
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Figure 2.1 and Figure 2.2 are histograms showing the distribution of contribution

sizes in Seattle before and after the Democracy Vouchers program. Each contribution is

one contribution from one donor. In each histogram, the leftmost bar shows the number

of contributions of $100 or less. The distribution of contributions became more left-

skewed when Democracy Vouchers became available, with contributions in the smallest

category of $100 or less increasing from 64% to 94% of all contributions. This shift in

the distribution of contributions aligns with the program’s goal.

2.3.4 Demographic Controls

I use census tract-level data from American Community Survey five-year estimates to

obtain demographic characteristics of each precinct, including age, gender, race, income,

education and total population. Census tract boundaries are different than precinct

boundaries, allowing one tract to span multiple precincts. The demographic character-

istics I use for each precinct are therefore weighted averages of the census tracts that

overlap with that precinct, where the weights are determined by the percent of area that

overlaps. For example, if 20% of Precinct 1 is in Census Tract A, 50% is in Census Tract

B and 30% is in Census Tract C, then Precinct 1’s demographics are a weighted average

of Tracts A, B and C with a weight of 0.2 given to A, 0.5 given to B and 0.3 given to C.

I use geographic area because I cannot observe the percent of the precinct’s population

that resides in each census tract. Table 2.4 compares city-level averages of demographic

variables, as well as the number of registered voters and voter turnout, between Seattle

and the other cities in King County. This table uses data from 2009 until 2015, the

year of the last election before Democracy Vouchers became available. In Section 4, I

describe the fixed effects and controls I include to ensure that my results are not driven

by demographic differences between Seattle and the control cities.
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Table 2.4: Summary Statistics

2.4 Methodology

I use the method that [54] developed for difference-in-differences with one treated

group, recognizing that the standard cluster-robust variance estimator does not perform

well in the case of only one treated group [54, 74, 75]. The [54] method is robust to

heteroskedasticity, while the two other methods developed for difference-in-differences

with one treated group [74, 75] rely on homoskedasticity assumptions that would cause

them to under-reject the null hypothesis in my setting [54]. The wild bootstrap, often

used when the number of clusters is small, can perform well with few treated groups

except in the case of only one treated group [76, 77].

With one treated group, the standard difference-in-differences estimator is equal to

the difference-in-differences estimand plus a second difference in differences: the differ-
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ence in the pre-post difference in average errors between the treated and control groups

[74]. As the number of control groups grows large, the pre-post difference in average

errors for the control groups shrinks to zero. However, with only one treated group, the

pre-post difference in average errors for the treated group does not disappear, making

the difference-in-differences estimator inconsistent. Obtaining a consistent estimator of

the difference-in-differences estimand in this setting requires using information from the

control group to estimate the pre-post difference in average errors for the treatment group

[74]. [54] allow for heteroskedasticity when they estimate the average errors of the treat-

ment group. They use estimated heteroskedasticity to rescale the pre-post difference

in the control groups’ average residuals, making the control groups’ average residuals

informative about the treated group’s pre-post difference in average errors [54].

2.4.1 Political Participation

For voter registration and turnout, my specification is:

Ypct = β0 + β1Seattlepc ∗ V ouchert + γc + ψt + θXpct + ϵpct (2.1)

Ypct is voter registration or voter turnout in precinct p in city c in election year t .

Seattlepc is an indicator for whether Seattle is the city in which precinct p is located.

V ouchert is an indicator for whether Democracy Vouchers are available in year t . Xpct

is a vector of precinct-level demographic controls, including race, gender, age, education,

income, and total precinct population. β1 is the coefficient of interest. I use city and

time fixed effects, and standard errors are clustered at the city level.

2.4.2 Campaign Finance

For all campaign finance outcomes, the regression specification is:
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ln(Yct + 1) = β0 + β1Seattlec ∗ V ouchert + γc + ψt + θXct + ϵct (2.2)

Yct is the outcome in city c in election year t . Seattlec is an indicator for whether city

c is Seattle. V ouchert is an indicator for whether Democracy Vouchers were available in

Seattle in election year t . Xct is a vector of city demographic controls, including race,

gender, age, education, income, and total city population. β1 is the coefficient of interest.

I include city and year fixed effects, and I cluster at the city level.

To measure the vouchers’ effects on campaign finance, I use four outcomes: total

campaign contributions, total campaign expenditures, amount of small contributions,

and amount of large contributions. Each of these outcomes is a dollar amount measured

at the city-year level. I perform the campaign finance analyses for my entire sample,

as well as for a sample restricted to candidates for city council. The vast majority of

campaigns in the data (88%) are for city council, and city council candidates were the

only candidates to receive vouchers in the 2017 and 2019 elections. Although mayoral

and city attorney candidates did not receive vouchers in those elections, I include them

in the full-sample analysis because mayoral candidates did receive vouchers starting in

2021 and because lower individual contribution limits for city council candidates could

potentially have spillover effects on contributions to mayoral and city attorney candidates

in 2017 and 2019. 11% of campaigns in my sample are for mayor and 1% are for city

attorney. Figure 2.3 shows that 64% of total campaign funding went to city council

candidates, 31% went to mayoral candidates and 5% went to city attorney candidates.
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Figure 2.3: Contributions by Political Office

I log the financial dependent variables due to a skewed distribution of residuals when

the dependent variables are not logged. I do not perform the campaign finance analysis

at the precinct level because donations to any campaign can come from anywhere in the

city.

Because individuals can donate to a candidate outside their home city, spillover effects

pose a potential threat to identification for campaign finance outcomes. This problem

would arise if the contribution limits placed on Democracy Voucher recipient candidates

motivated Seattle residents to donate to campaigns outside their city. An investigation of
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the extent of spillover effects shows that the percent of all dollars contributed that were

outflows from Seattle has always been small and remained fairly stable from 2009-2021,

only slightly decreasing from 3.1% to 3% when vouchers became available. The rarity

and stability of these spillovers suggests that they are unlikely to be a substantial driver

of the main results.

2.4.3 Event Studies

I use event studies to assess the plausibility of the parallel trends assumption for

difference-in-differences. The event study regressions have the following form:

Yct = β0 +
2021∑

j=2009

j ̸=2015

βjSeattlec1(t = j) + ψc + γt + θXct + ϵct (2.3)

Yct is the outcome in city c in year t . γt is a year fixed effect, and ψc is a city fixed

effect. Logs and precinct-level analysis are used for an outcome if they were used in the

difference-in-differences regression, so that each event study matches the corresponding

difference-in-differences regression. 2015 is the omitted year because the last election

without Democracy Vouchers was held in that year. I use the [54] method to obtain

p-values for the event study, and I calculate confidence intervals using those p-values.

2.5 Results

I find that the Democracy Vouchers program increases political participation. Esti-

mated effects on both voter turnout and voter registration are positive, although only

the estimated effect on voter turnout is statistically significant. Figure 2.4 provides evi-

dence of similar pre-trends for voter registration and turnout in Seattle and the control

cities. Analysis of campaign finance outcomes shows that small contributions, defined
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as either contributions $100 and under or $250 and under, increased while contributions

over those cutoffs decreased. I do not find evidence of statistically significant changes in

total contributions and expenditures.6 Figure 2.5 and Figure 2.6 display event studies

for the campaign finance outcomes, which show evidence of similar pre-trends in Seattle

and the control cities.

The event studies suggest that the parallel trends assumption necessary for identifica-

tion is plausible. Event studies for the political participation outcomes are better-powered

to detect violations of the parallel trends assumption than event studies for campaign

finance outcomes due to larger sample sizes and a larger proportion of treated units for

the political participation outcomes. For the main results, these same features make

statistical significance a more demanding test for the campaign finance outcomes than

for the political participation outcomes.

6The synthetic control approaches from [78] and [79] produce estimates that are consistent with the
main results discussed in this section. Synthetic control results are not included in the main text because
placebo tests suggest that they are unreliable for causal inference, likely due to the short pre-treatment
period. These results are available in the Online Appendix.
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Table 2.5: Main Results

2.5.1 Political Participation

I use two measures of political participation: voter registration and voter turnout.

Only registered voters receive Democracy Vouchers, creating an incentive to register to

vote for individuals who would like to donate vouchers. Voter turnout could increase

if either the decrease in large donations or the process of donating vouchers raises an

individual’s enthusiasm for her preferred candidate, increasing her likelihood of voting.

Democracy Vouchers could improve political participation by reducing cynicism about

the political system and its responsiveness to only the desires of wealthy donors.

Table 2.5 displays the estimated effects on political participation. Voter turnout,

measured as the percent of registered voters who vote in an election, increases by 4.9

percentage points. This estimate is statistically significant at the 10% level and represents
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a 9% increase from the pre-treatment mean of 53%. This result suggests that public

financing for political campaigns can increase political engagement. I estimate that the

Democracy Vouchers program increases voter registration by 23 voters per precinct, a

6% increase from the pre-treatment mean of 412. However, this estimate is statistically

insignificant.

While increasing political participation was not an official goal of the voucher pro-

gram, it is a beneficial unintended consequence of the program. Democracies are only

responsive to the desires of people who vote, and an increase in voter turnout leads to

political outcomes that reflect the preferences of a larger subset of the population. The

particular form of public financing may be an important determinant of its effect on

political participation: because Democracy Vouchers are mailed to all registered voters

and donating them is an interactive experience, they are salient. The process of research-

ing candidates and choosing where to send vouchers could lead to individuals becoming

more invested in the outcome of the election than they would be in an alternative public

financing system that directly provides government grants to candidates.
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Figure 2.4: Event Studies: Political Participation

2.5.2 Small Contributions

Because the Democracy Vouchers program restricts the size of contributions for pro-

gram participants and provides a new source of small contributions, it may affect the

amounts of campaign contributions that come in the form of small contributions and

large contributions. I first define small contributions as contributions less than or equal

to $100, the value of each voter’s Democracy Vouchers. This category includes all Democ-

racy Voucher donations as well as non-voucher donations of $100 or less. I replicate my

analysis with $250 as the cutoff for a small donation. I chose $250 as the cutoff because

$250 was the maximum individual donation to a city council candidate who received

Democracy Vouchers in the first two years of the program. This cutoff increased in 2021.

Results using the 2021 cutoff are similar to the main results and are discussed in detail

in the Robustness Checks section.

I find that the Democracy Vouchers program increases the amount of funding from

donations of $100 and under, as well as the amount of funding from donations of $250
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and under. This finding aligns with the descriptive statistic that the average contribution

in Seattle decreased by 77% under the program, from $201.35 before 2017 to $45.95

in the 2017, 2019 and 2021 elections.7 The increase in small donations is consistent

with the program’s goal of making candidates more reliant on small rather than large

contributions.

Table ?? displays my results for these outcomes. First, I examine the vouchers’

effects on contributions of $100 and under and find an increase of 310%. This estimate

is significant at the 1% level, and Seattle’s pre-treatment average was $786,059. When I

restrict my analysis to candidates for city council, I estimate an increase of 156% that is

significant at the 10% level. Seattle’s pre-treatment average for city council candidates

was $556,453.

Second, I estimate the vouchers’ effects on contributions of $250 and under. I esti-

mate that Democracy Vouchers increased these contributions by 256%. This estimate is

statistically significant at the 1% level, and the pre-treatment average is $1,634,864. This

result is informative about the behavior of donors who would have given $250 or less in

the absence of vouchers. If these donors substituted vouchers for their cash donation,

giving $100 in vouchers and $150 in cash, I would not see a change in the amount of

dollars from contributions of $250 or less. Therefore, this result provides evidence that

Democracy Vouchers did more than crowd out cash donations. When I restrict this anal-

ysis to city council candidates, the pre-treatment average is $1,100,594, and I estimate a

statistically insignificant increase of 95%.

Together, the results suggest that most of the increase in small contributions came

from an increase in donations of $100 or less. I find the strongest evidence of an increase

in small contributions when I use $100 as the cutoff. The new small donations include

7A contribution is defined here as one contribution from one donor. Note that it is possible for one
donor to make multiple contributions.
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Democracy Vouchers as well as any cash donations of $100 or less that were inspired by

the program.

Although most voucher recipients were city council candidates, estimated effects are

smaller when the sample is restricted to candidates for city council, likely for two reasons.

First, mayoral and city attorney candidates became eligible to receive vouchers in 2021,

and the resulting increases in voucher and small cash contributions are excluded from

the city council-only sample. Second, individuals who received Democracy Vouchers in

2017 and 2019 may have become more likely to make small contributions to all municipal

candidates in those years, including those who were ineligible for vouchers. Restricting

the sample to city council therefore leads to an underestimate of the program’s total

effect on small contributions.

Figure 2.5: Event Studies: Campaign Finance
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Figure 2.6: Event Studies: Campaign Finance (City Council Only)

2.5.3 Large Contributions

I find evidence that the amount of campaign funding coming from large donations

decreases when Democracy Vouchers are available, which is consistent with the program’s

goals. I perform this analysis with both $250 and $100 as the cutoff for a large donation.

I also estimate the change in contributions between $100 and $250. The results appear

in Table 2.5.

I estimate a 36% decrease in contributions of more than $250. Seattle’s pre-treatment

average was $1,977,098. This estimate is statistically insignificant. For contributions of

more than $100, I estimate a statistically insignificant decrease of 16%. When I re-

strict my sample to candidates for city council, I find a 93% decrease in contributions

over $250 and an 85% decrease in contributions over $100. Both estimates are statisti-

cally significant at the 1% level. Pre-treatment averages were $1,220,657 and $1,764,798

respectively. Although point estimates are negative for the results that include all candi-

dates, the estimates for city council candidates are larger in magnitude and statistically
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significant.

Stronger evidence of a decrease in large contributions to city council candidates than

to all candidates likely has two causes. First, city council candidates were the only

candidates eligible to receive vouchers in two of the three elections with vouchers and

were therefore the only candidates subject to lower contribution limits in those elections.

Second, mayoral candidates had a larger individual contribution limit of $550 if they

accepted vouchers when they became eligible in 2021. An analysis of mayoral candidates

only shows that contributions over $550 decreased when mayoral candidates became

eligible to receive vouchers in 2021, as shown in Table 2.8.

The decrease in contributions over $250 provides insight into the type of city council

candidate that chose to accept Democracy Vouchers: if the only candidates who accepted

vouchers were those who would not have received any contributions over $250 in the

absence of the program, then I would not find a decrease in contributions over $250.

Candidates who expected to receive contributions over $250 if they chose not to accept

vouchers decided that choosing to accept vouchers would maximize their total funds

despite the decrease in the individual contribution limit, showing that they expected a

compensating increase in small donations if they chose to accept vouchers and accepted

the $250 contribution limit.

I also examine changes in donations between $100 and $250. I estimate a statisti-

cally insignificant decrease of 5% for all candidates and a 74% decrease for city council

candidates, which is significant at the 5% level. The pre-treatment average for city coun-

cil candidates in Seattle was $266,474. Contributions under $250 are unaffected by the

lower contribution limit for candidates who accept Democracy Vouchers, and therefore

a decrease in contributions of this size is not driven by the $250 individual contribution

limit binding. The decrease in contributions between $100 and $250 is therefore evi-

dence that for some donors, optimal cash contributions decrease when vouchers become
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available. This group of donors may experience a “warm glow” from donating vouchers

that replaces the “warm glow” they could otherwise gain from donating cash. The total

decreases in donations over $100 and donations over $250 are likely due to a combination

of donors for whom the optimal cash donation decreases and donors whose optimal cash

donation exceeds the $250 limit, but who are restricted by the limit.

One potential concern about these results is that the decreases in contributions over

$100 and contributions over $250 may be driven by the decrease in the cap on campaign

contributions from individuals from $700 to $500 for non-voucher recipients that occurred

when the Democracy Vouchers program began. I use robustness checks to examine this

possibility and conclude that the decrease is at least partially driven by the Democracy

Vouchers program, and does not solely result from the decrease in the contribution cap.

Another concern is that wealthy donors may have substituted their contributions

to Political Action Committees (PACs), which are independent entities that can spend

unlimited amounts as long as they do not directly coordinate with a candidate’s cam-

paign.8 Although King County provides partial data on PAC spending, the data does

not include sufficient detail to analyze whether changes in PAC spending resulted from

the Democracy Vouchers program.

2.5.4 Total Campaign Contributions and Expenditures

I examine the Democracy Vouchers’ effects on total campaign contributions and ex-

penditures to determine how the program affected the total cost of elections. These two

outcomes are closely linked but are not quite equal, as candidates do not always spend

the full amount they receive in contributions. Table 2.5 displays the results for total

8Traditional PACs are allowed to coordinate with a candidate’s campaign and face strict contribution
limits, while the 2010 Citizens United v. Federal Election Commission Supreme Court ruling enabled
“Super PACs” to receive unlimited contributions as long as they do not coordinate with the candidate’s
campaign.
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campaign contributions and expenditures.

For all candidates, I estimate a 40% increase in total contributions and a 57% increase

in total expenditures. By contrast, in a sample restricted to only city council candidates I

estimate a 46% decrease in total contributions and a 54% decrease in total expenditures.

Although the estimates are large in magnitude, none are statistically significant. The

difference in the signs of the estimates for the full sample and city council candidates

is consistent with the evidence above that large contributions decreased more for city

council candidates than for the full sample of candidates. The larger decrease in funding

from large contributions for city council candidates may result from those candidates

being eligible for vouchers in more elections than mayoral or city attorney candidates. It

is possible that if all candidates had been eligible for vouchers in all three elections from

2017 to 2021, the decrease in large contributions would have outweighed the increase in

small contributions to make elections less expensive for all candidates.

The estimated effect on total contributions can be used to calculate the extent of

crowding out. The 46% decrease in total contributions to city council candidates implies

crowding out of 60%, which means that each dollar donated in Democracy Vouchers

reduced private contributions by $0.60. This estimate is larger than the magnitude

found in [67]. However, the estimated effect on total contributions is imprecise, which is

demonstrated by the statistical insignificance of estimates with large magnitudes. The

60% estimate should therefore not be taken as a precise estimate of crowding out.
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2.6 Robustness Checks

2.6.1 Permutation Tests

An alternative to the [54] approach to difference-in-differences with one treated group

is the permutation test method used in [80] and [81]. This approach repeats the difference-

in-differences regression for each city in the control group, replacing the Seattle indicator

with an indicator for the control city. Then the estimate from the main difference-in-

differences regression is compared to the placebo estimates to determine statistical signif-

icance. Because the method from [54] uses a different method than standard difference-

in-differences techniques to calculate both point estimates and p-values, the permutation

test here functions as a robustness check for both the point estimates and levels of sta-

tistical significance in the main results.

Both [81] and [80] used fifty control units, meaning that 5% significance from a two-

tailed test could be achieved only if their treated unit was ranked at the top or bottom

of the distribution of placebo estimates. In my setting, with only 38 control units for

political participation outcomes and 31 control units for campaign finance outcomes, 5%

significance from a two-tailed test cannot be achieved even if the estimate for Seattle

is ranked at the top or bottom of the distribution, and 10% significance can only be

achieved if Seattle is ranked at the top or bottom.
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Table 2.6: Permutation Test Results

Table 2.6 displays the results of the permutation tests. While all estimates have the

same directions as the main results and similar magnitudes, only the estimated effect on

voter turnout achieves statistical significance at the 10% level. The point estimate is a 7.2

percentage point increase, larger than the effect found with the [54]. The lack of statistical

significance for other outcomes is unsurprising due to the size of the control group, as

this test is considered very demanding even with a larger number of control units [81].

Finding statistical significance at the 10% level for voter turnout with this demanding

test provides further evidence that the Democracy Vouchers program increased political

participation.
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2.6.2 Controls for Number of Races

Table 2.7: Control for Number of Races

One potential concern is that changes in campaign finance outcomes could result from

a change in the number of city council races or whether a mayoral election is being held

in a given year. To address this concern, I include controls for the number of city council

and mayoral elections being held in each city in each year. Table 2.7 displays the results.

Estimates and statistical significance for the political participation outcomes are nearly

identical to the main results. The signs of all large and small contribution estimates, such

as estimates under $100, remain the same. The directions of the estimated effects on total
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contributions and total expenditures change when these controls are included, but the

estimates remain statistically insignificant. Overall, the results of this robustness check

are similar to the main results. Event studies including these controls, which appear

nearly identical to the main event studies, can be found in the Appendix.

2.6.3 2021 Changes to the Program

Two significant changes were made to the Democracy Vouchers program in 2021.

First, mayoral candidates became eligible to receive Democracy Vouchers for the first

time. Mayoral candidates who accepted vouchers were subject to an individual contribu-

tion limit of $550. Second, the individual contribution limit for city council candidates

who received vouchers increased from $250 to $300.

Because the program in 2021 differed from the program in 2017 and 2019, I exclude the

years 2017 and 2019 to analyze the difference between the 2021 election and the elections

before Democracy Vouchers were available, using the 2021 cutoffs to define small and

large contributions. As with the main results, I find increases in small contributions and

decreases in large contributions.

Table 2.8: Before 2017 vs. 2021

Table 2.8 shows the results. For city council candidates, I estimate an 85% decrease

in contributions over $300 and a 101% increase in contributions of $300 and under. The
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estimated decrease in large contributions is statistically significant at the 5% level, while

the estimated increase in small contributions is not. For mayoral candidates, contribu-

tions over $550 are estimated to decrease by 93% and contributions of $550 and under

are estimated to increase by 165%. Both estimates are significant at the 1% level.

2.6.4 Maximum Contribution Limit

Because the law that implemented the Democracy Vouchers program also lowered

the maximum contribution amount from $700 to $500, I expect that the reduction in the

amount of contributions over $250 is partially driven by the decrease in this cap.

To determine whether this cap reduction is the primary mechanism reducing the

amount of contributions over $250, I first use the number of contributions over $250

as my outcome, rather than the dollar amount. Table 2.9 displays the result. I use

this outcome because individuals switching from a donation of more than $500 to a

donation of $500 in response to the new contribution cap would not lower the number

of contributions over $250. A decrease in the number of contributions over $250 should

be driven by the Democracy Vouchers. I estimate a 24% decrease, which is statistically

significant at the 1% level. Evidence of parallel trends is weaker for this outcome than

for the main results, as can be seen in Figure ??.
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Table 2.9: Additional Robustness Checks

Second, I use the dollar amount of contributions between $250 and $500 as an out-

come. The result appears in Table 2.9. I expect that individuals who prefer to donate

more than $500 donated exactly $500 when the new contribution cap was imposed. Indi-

viduals who prefer to make donations between $250 and $500 (not including individuals

who donate exactly $500) should not be affected by the overall contribution cap being

lowered from $700 to $500. Therefore, if I find a smaller amount of donations between

$250 and $500, I can attribute that effect to the Democracy Vouchers. I estimate a 48%

decrease. Although the magnitude of this estimate is fairly large and has the expected

direction, it is imprecisely estimated and statistically insignificant.

Third, I use the amount of contributions over $250 as my outcome, replacing all con-

tributions over $500 in the data with $500. The result appears in Table 2.9. Individuals

who donated more than $500 prior to 2017 would most likely have donated $500 if the

contribution limit had not decreased. Coding these donations as $500 allows me to test

whether the decrease in the amount of donations over $500 was driven by the decrease

in the contribution cap. When I perform this robustness check, I find a statistically in-

significant 43% decrease. This result is similar in magnitude to the one I found without

top-coding.
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Overall, the results of these robustness checks are consistent with the conclusion that

the decrease in the amount of contributions over $250 was at least partially driven by

the Democracy Vouchers, and was not solely the result of the decrease in the cap on

contributions to non-voucher recipients. Finding positive results or precisely estimated

null results for these robustness checks would have cast doubt on the conclusion that

large donations decreased due to the Democracy Vouchers program.

Figure 2.7: Event Studies for Robustness Checks

2.7 Conclusion

Unlike most forms of public financing, the Democracy Vouchers program allows in-

dividuals to allocate government funding that can supplement or replace their cash do-

nations. By limiting candidates’ reliance on large donations, the program could increase

political participation if voters believe candidates are becoming more responsive to the

average voter rather than wealthy donors. Political participation could also increase if

the process of donating vouchers leads voters to feel more invested in the outcome of an
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election. I study the program’s effects on voter registration, voter turnout and campaign

contributions.

My results show that the Democracy Vouchers program increased political participa-

tion, raising voter turnout by 4.9 percentage points. This result is a favorable unintended

consequence of the policy, as increasing voter turnout was not one of its explicit goals. To

determine whether candidates became less reliant on large contributions, which could be

a factor driving the increase in political participation, I examine changes in the composi-

tion of contributions. I find that the Democracy Vouchers program reduced the amount

of funding that candidates received from large contributions and increased the amount

they received from small contributions. These are policy-relevant findings as public fi-

nancing for political campaigns gains popularity and as policymakers decide how that

public financing should be allocated.

This paper is the first to examine the effects of public financing for political cam-

paigns on political participation. Seattle’s Democracy Voucher’s program has three main

elements that could affect political participation: the provision of public financing, the

contribution limits placed on candidates who accept public financing, and the involve-

ment of voters in allocating the financing. By studying this program, I am not able to

decompose which of these three elements played the largest role in driving my results

or whether all three elements are necessary to increase political participation. Studying

alternative public financing policies to determine whether they have similar effects on

political participation is a promising area for future research.

The magnitudes of my effects are remarkable considering both the low rate of voter

participation in the program and the fact that vouchers were only available for municipal

elections, which tend to interest voters less than statewide or federal elections. My

results provide encouraging evidence that public finance programs can improve political

participation and shift the composition of political contributions, making candidates more
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reliant on small rather than large donations.
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Chapter 3

Marijuana Legalization and Fertility

3.1 Introduction

State-level legalization of marijuana in the United States has had wide-reaching ef-

fects, many of which are not yet understood. Health outcomes affected by marijuana

legalization include self-reported health [82], sick days taken from work [83], alcohol con-

sumption [84] and opioid mortality [85]. Marijuana legalization could also affect another

health outcome that has been absent from policy discussions: fertility. Any impact on

fertility is an unintended consequence of the policy, which should be considered as more

states and the federal government evaluate whether to legalize marijuana.

The medical literature provides descriptive evidence that marijuana use could either

raise or lower fertility. In this paper, I examine how marijuana legalization affects birth

rates to determine which effect is dominant. The physical effects of marijuana use could

lower the likelihood of pregnancy, while the psychological effects could raise it. First,

marijuana use has physical effects on both men’s and women’s bodies that could lower

the likelihood of pregnancy. Marijuana use is associated with a 29% decrease in sperm

counts [86] and ovulation delays of up to 3.5 days [87], both of which make conception
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less likely. Second, marijuana use could lead to sexual behaviors that raise the likelihood

of pregnancy. Using marijuana can heighten enjoyment of sexual activity and dimin-

ishes the ability to think about long-term consequences of failing to use contraception.

Marijuana use is associated with an increase of 1.1-1.3 sexual encounters per month [88]

and a decrease in the likelihood of using contraception, with marijuana users being 5.46

percentage points more likely to use condoms inconsistently than non-users [89]. Medical

researchers have been unable to establish whether these relationships are causal or which

effect is dominant due to legal limitations on studying marijuana use.

In this paper, I study the effects of marijuana legalization on fertility and provide the

first causal evidence of how recreational marijuana legalization affects birth rates. I use

a difference-in-differences (DID) design that exploits variation in marijuana legalization

across states and over time to examine how recreational marijuana laws (RMLs) affect

birth rates, marijuana use, sexual activity and gonorrhea cases. I measure changes in the

birth rate using restricted-access birth data from the National Vital Statistics System.

To gain insight into the mechanisms driving changes in the birth rate, I use restricted-

access data on marijuana use and sexual activity from the National Longitudinal Survey

of Youth. I use the estimator from [90] to show that my results are robust to both

heterogeneous treatment effects and contamination bias that could arise in estimating

the effects of RMLs in states that already had medical marijuana laws (MMLs).

Because marijuana legalization must increase marijuana use in order to affect fertility

through the channels established in the medical literature, I begin by estimating effects on

marijuana use and find suggestive evidence that days of marijuana use per month increase

by 41% in response to RMLs. This result is consistent with past findings that marijuana

legalization increases marijuana use [91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103].

Heterogeneity analysis shows that men increase marijuana use more than women in

response to RMLs.
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Next, I find the main result of the paper: RMLs lead to a 2.78% decline in the average

birth rate. This result provides evidence that marijuana’s physical effects, which suppress

the likelihood of pregnancy conditional on sexual activity, have the dominant effect on

fertility. Age heterogeneity analysis shows that these effects are most pronounced for

women close to the end of their child-bearing years: the largest decrease in the birth

rate occurs among women aged 30-34, closely followed by women 35-39 and then by

women 40-44. The birth rate in all three of these age groups declines by over 6%. This

heterogeneity analysis suggests that women are having fewer total children in response

to RMLs rather than delaying births. Event studies show that RMLs begin to affect the

birth rate in the first two quarters after legalization.

Third, I investigate how RMLs affect sexual activity to determine whether the de-

crease in the birth rate results from a decline in sexual activity or from the fertility-

suppressing physical effects of marijuana use. I find suggestive evidence that RMLs

increase the probability of being sexually active by 3.6 percentage points. This find-

ing supports the association between marijuana use and increased sexual activity in the

medical literature. I do not find statistically significant effects of RMLs on gonorrhea

cases or the probability of having sex with a stranger, a measure of risky sexual behavior.

While RMLs increase sexual activity, this change is modest and is less important than

marijuana-induced physical changes in determining the overall effect on fertility.

Finally, I examine how MMLs affect fertility. I find suggestive evidence that days of

marijuana use increase by 23% in response to MMLs and causal evidence that MMLs lead

to a small, statistically insignificant decrease in birth rates. The smaller birth rate effect

of MMLs is consistent with the smaller increase in marijuana use resulting from these

laws. This result contrasts with a finding in the previous literature that MMLs increase

birth rates [93]. I expand on the previous literature by using 21 additional years of data

on birth rates and by using the estimator from [90] as a robustness check to show that
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my results are driven by neither negative weights arising from heterogeneous treatment

effects nor contamination bias from multiple treatments.

This paper makes two main contributions to the literature. First, it adds to the grow-

ing literature on the health effects of marijuana legalization, which is more developed for

MMLs than for RMLs. This paper provides the first causal evidence of how RMLs affect

fertility and provides new evidence on how MMLs affect fertility by using new data and

recent advances in the difference-in-differences literature. The most closely related paper

is [93], which investigates the effects of MMLs on fertility. While the relationship be-

tween recreational marijuana consumption and fertility has been studied in the medical

literature [86, 87, 88, 89], these studies have been associative rather than causal and

have not studied the effects of legalizing recreational marijuana. [104] study the effects

of both MMLs and RMLs on perinatal health and find that RMLs increase maternal

hospitalizations due to marijuana use disorder while lowering tobacco use disorder hospi-

talizations by about the same amount. Neither type of law affects newborn health. [104]

use the multiperiod difference-in-differences (DIDM) estimator from [90] for robustness

to heterogeneous treatment effects and multiple treatments, as I also do in this paper. A

thorough review of the literature on health effects of marijuana legalization is available

in [105].

Second, this paper contributes to the literature on determinants of fertility in devel-

oped countries. The literature shows that determinants of fertility include unemployment

[106], increased insurance coverage of contraceptives [107] and laws that reduce access to

contraception and abortion [108]. This paper is the first to provide causal evidence that

RMLs impact fertility.
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3.2 Background

3.2.1 Marijuana Legalization

Marijuana use has been criminalized at the federal level in the United States since

1937. While the federal law has not changed, the majority of states have now passed

MMLs, and a smaller group of states has also passed RMLs. In 1996, California became

the first state to implement a MML and has since been followed by thirty-one other

states. The timeline of state-level MMLs from 1996-2019 appears in Table 3.1. When

a state passes a MML, a citizen of that state can obtain a physician recommendation

for marijuana. Marijuana can only be legally purchased and used by the individual

who obtained the recommendation, although researchers have found some evidence of

spillovers to recreational use when medical marijuana is legalized [94].
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Table 3.1: Marijuana Legalization Dates
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When a state passes a RML, any individual who is at least 21 years old can legally

buy and use marijuana. States with RMLs have various restrictions on purchases and

use of marijuana. For example, Colorado has a RML but does not allow marijuana

use in any public place. Colorado and Washington became the first two states to pass

RMLs in 2012. Thirteen more states had RMLs by 2020. Table 3.1 shows the timeline

of RMLs from 2012-2019. All states with RMLs already had MMLs. Even after a RML

is passed, consumers with a medical need for marijuana have an incentive to obtain a

physician recommendation for marijuana. Medical marijuana is exempt from sales tax,

and a physician recommendation enables the consumer to purchase stronger marijuana

and larger quantities of marijuana than a recreational consumer [109]. RMLs could po-

tentially increase marijuana use among individuals who already used marijuana, because

legalization makes marijuana easier to buy. Individuals could also begin using marijuana

for the first time if they had previously avoided marijuana only because it was illegal.

Marijuana legalization has become a more popular policy in the past two decades:

67% of Americans believed that recreational marijuana use should be legal in 2019, com-

pared with 31% in 1999 [110]. However, it is still controversial. Proponents argue that

legalizing marijuana allows law enforcement to focus on more serious crimes, provides a

valuable source of tax revenue, preserves individual freedom, and does not harm users’

health. Opponents believe that legalization will increase the number of car accidents,

encourage both marijuana use and the use of more addictive drugs, and damage soci-

etal morality [111]. The policy debate over the health effects of RMLs has been largely

restricted to the questions of how marijuana use affects the lungs, the brain and the

likelihood of seeking more dangerous or addictive drugs after trying marijuana. Because

marijuana legalization is a recent development, researchers are still developing the un-

derstanding of its full effects that will be necessary to inform future policy making. One

of the effects that researchers have yet to fully explore is marijuana legalization’s impact
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on fertility.

3.2.2 Fertility

Fertility rates in the United States have been consistently below the replacement rate

in recent decades [112], raising the prospect of an aging population with a working class

that is too small to support the elderly. Fertility rates vary between states: in 2018,

Vermont had the lowest fertility rate at 47.2 births per 1,000 women aged 15-44, while

South Dakota had the highest rate at 73.6 [113]. The absence of fertility from policy

debates over the effects of state-level marijuana legalization suggests that marijuana

legalization has not been endogenous to fertility: states are not legalizing marijuana

with the goal of increasing birth rates, nor are they refusing to legalize marijuana to

decrease sexual activity or encourage condom use. I empirically test this assumption by

using event studies to show the absence of differing pre-trends in fertility between states

that did and did not legalize marijuana.

3.2.3 Gonorrhea Cases

Gonorrhea cases can provide insight into changes in sexual activity and contraceptive

use. Gonorrhea is a sexually transmitted disease that can be cured in less than two weeks

with antibiotics. Condoms, the only birth control method that prevents gonorrhea, are

80% effective at preventing transmission [114]. Condom use is more likely than other

types of birth control to be affected by marijuana use because individuals must actively

choose to initiate condom use during each sexual encounter. When an individual has used

marijuana prior to a sexual encounter and is less able to think through the consequences

of his or her decisions, condom use is less likely. An increase in gonorrhea cases can be

driven by a decrease in condom use or an increase in overall sexual activity with condom
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use remaining constant.

Gonorrhea is most common outside of long-term, mutually monogamous relationships

[115]. Therefore, an increase in gonorrhea cases can also show an increase in sexual activ-

ity outside of long-term, mutually monogamous relationships. The number of gonorrhea

cases among men is commonly used as an outcome in this literature due to its short

duration, which ensures that the times of contraction and diagnosis are close together

[93, 116, 117, 114]. [117] finds that drunk driving laws reduce gonorrhea cases among

men by 14%; [93] find that MMLs increase gonorrhea cases among men by 12%; and

[116] finds that increased access to alcohol upon turning 21 has a null effect on gonorrhea

rates, with a 5.2% increase at the upper bound of the 95% confidence interval.

3.2.4 Mechanisms

Marijuana use has behavioral and physiological effects on fertility that could coun-

teract one another. Marijuana use is associated with an increased likelihood of engaging

in sexual activity [88, 118] and lower likelihood of using contraceptives conditional on

engaging in sexual activity [89, 119, 120]. Marijuana use can also heighten sensory per-

ception, increasing the hedonic effects of sexual activity [121, 122], and decreasing pain

associated with sex [123]. Sixty-five percent of medical marijuana recommendations are

for chronic pain [124]. A decrease in the severity of chronic pain could affect fertility

by enabling a patient to be sexually active if chronic pain had precluded enjoyment of

sexual activity.

On their own, these behavioral effects should increase fertility. However, marijuana

use also has physical effects that could decrease fertility. Marijuana use in women can

delay ovulation and impair embryo implantation [87]. In men, it can reduce sperm count

and motility [86, 87, 125]. Marijuana use can disrupt reproductive hormones in both
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men and women [87, 125]. These effects could counteract the behavioral response to

marijuana use, leading to a plateau or decrease in fertility. Whichever fertility effect

dominates will determine the overall effect of marijuana legalization on the birth rate.

RMLs and MMLs could have different effects on fertility for two main reasons. First,

RMLs increase access to marijuana in the entire adult population, while MMLs increase

access primarily among individuals with physician recommendations to use marijuana.

While MMLs produce some spillovers to recreational use [92, 94, 126], they provide less

expansive marijuana access than RMLs. Effects of RMLs are therefore likely to be larger

in magnitude.

Second, these two types of laws could increase marijuana use in different sub-populations,

as individuals who obtain physician recommendations for medical marijuana may differ

from those who access marijuana only through a recreational dispensary. MMLs affect a

subset of the population that is disproportionately likely to suffer from a health condi-

tion such as chronic pain. If these individuals tend to be past their child-bearing years,

then RMLs can be expected to have stronger effects on fertility. Similarly, if one type of

law increases marijuana use more in men and the other type increases use more among

women, then the effects of the laws could vary depending on which gender experiences

stronger physical or psychological effects of marijuana use.

Birth rates can be affected by changes in miscarriage rates, and [127] finds an as-

sociation between a male partner’s use of marijuana and an increased probability of

miscarriage. However, I find that effects of both RMLs and MMLs on miscarriages and

stillbirths are statistically insignificant and close to zero, as discussed in the Appendix.

Therefore an increase in miscarriage or stillbirth is unlikely to drive changes in the birth

rate when marijuana is legalized. A change in abortion is another potential mechanism. I

investigate effects on abortion and find statistically insignificant effects, but cannot draw

a strong conclusion due to imprecise estimates. Details of this analysis are also provided
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in the Appendix.

3.3 Data

3.3.1 Birth Rates

To determine how marijuana legalization affects birth rates, I use restricted-access

birth data from the National Vital Statistics System.1 This data includes every birth

in the United States from 1989-2019 and provide the date and location of the birth,

as well as demographic information about the mother. I aggregate the data to obtain

birth counts at the state-quarter-year level and use the birth count to calculate the

birth rate. The birth rate is total number of births per 1,000 population in a quarter,

multiplied by four to obtain the annualized birth rate as is standard in calculating birth

rates [128]. For heterogeneity analysis, I calculate the birth rate within a specific group.

For example, I determine the birth rate among Hispanic mothers by finding the number

of births to Hispanic mothers in each state-quarter-year and using the total Hispanic

population to calculate the birth rate. I use state-level demographic information from

the Surveillance, Epidemiology and End Results Program (SEER) to obtain the total

population in each state in each year, as well as the number of people in each group

that I use for heterogeneity analysis. I have 6,324 state-quarter-year level observations

of birth rates. The average birth rate is 3.44. Figure 3.1 shows the average birth rate by

the type of marijuana law in effect at the end of 2019. This graph provides suggestive

evidence of similar trends in birth rates in the three groups of states. Figure 3.2 shows

the percent of births by mother’s age. Women aged 25-29 were responsible for the largest

share of births from 1989-2019. Births to women under 25 have declined substantially

1National Center for Health Statistics. Natality- All Counties (Years: 1989-2019), as compiled from
data provided by the 57 vital statistics jurisdictions through the Vital Statistics Cooperative Program.
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since 1989, while births to women aged 25 and older have increased.

Figure 3.1: Birth Rate by Treatment Status
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Figure 3.2: Birth Rate by Age Group

3.3.2 Demographic and Policy Controls

I include controls from several sources to account for time-varying factors that affect

birth rates. Shares of the total population by race and age group are provided by SEER.

Shares of the total population by ethnicity and educational achievement are from U.S.

Census data. These controls are included because changes in the demographic composi-

tion of a state’s population could affect the birth rate: for example, an increase in the

share of the population that is elderly will lower the birth rate. I control for changes

in abortion policy, which can influence the birth rate by affecting the probability that a

pregnancy will end in abortion. I use data from [129] on three categories of laws that
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restrict access to abortion: ambulatory surgical center laws, admitting privilege laws, and

transfer agreement laws. Changes in same-sex marriage laws could potentially impact

birth rates by increasing the share of married-couple households that cannot have chil-

dren accidentally. I therefore control for whether same-sex marriage is legal. The date

when same-sex marriage became legal in each state was obtained from the Georgetown

Law Library.

Changes in economic conditions can also affect the birth rate, as couples often de-

cide to delay births during recessions [130, 106]. Therefore I include controls for the

quarterly unemployment rate and median household income, which are available from

the Local Area Unemployment Statistics and Small Area Income and Poverty Estimates,

respectively. Access to health care and social safety net programs for low-income women

may influence the birth rate by reducing the cost of pregnancy-related healthcare and

increasing available household resources. The Kaiser Family Foundation provides data

on whether and when states expanded Medicaid under the Affordable Care Act, as well

as the Medicaid income eligibility threshold for pregnant women. The United States

Department of Agriculture provides data on whether the state’s Women Infants and

Children (WIC) program has transitioned to using Electronic Benefit Transfers (EBT).

WIC provides food to pregnant and postpartum women, as well as children under age

five, and is easier to use when it is provided via EBT.

To isolate effects of marijuana legalization, I control for other policies that can affect

marijuana consumption. I control for cigarette and beer tax rates, as cigarette and

beer price changes may affect marijuana consumption [131, 132]. State cigarette tax

rates were obtained from the Campaign for Tobacco-Free Kids.2 State beer taxes were

available from the Tax Policy Center. I also control for decriminalization of marijuana.

Decriminalization reduces the penalty for using or possessing marijuana, usually from jail

2Cigarette tax rates are available starting in 2000. The 2000 tax rate is used for years prior to 2000.
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time to a fine for the first offense. Repeat offenders may still receive jail time. These laws

do not allow commercial sale or home cultivation of marijuana, requiring users to purchase

marijuana illegally. Decriminalization therefore does not increase access to marijuana in

the same way as legalization, and the fine may still deter risk-averse individuals from

using marijuana when it is decriminalized.

Table 3.2 shows the differences in the average birth rate and average values of the

control variables for states with RMLs compared with other states. These tables show

that states with RMLs are demographically similar to states without them.3

Table 3.2: Summary Statistics

3.3.3 Marijuana Use and Sexual Activity

I use restricted-access data from the 1997 National Longitudinal Survey of Youth

(NLSY) to measure the effects of marijuana legalization on marijuana use and levels

3The Appendix provides equivalent summary statistics for states with and without MMLs, and shows
similar evidence of demographic similarities between the two groups of states.
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of sexual activity. The NLSY provides individual-level panel data on 8,984 individuals

from 1997-2017. From 1997 to 2011, each individual was surveyed once per year; after

2011, the survey was only conducted in 2013, 2015 and 2017. The restricted-access data

include geographic identifiers and individual demographic information, such as race, age,

sex, marital status and education level. NLSY respondents are of child-bearing age or

slightly younger throughout the survey: respondents’ ages ranged from 12 to 18 when

the survey began in 1997 and from 32 to 38 in the final year, 2017. The NLSY provides

weights to make the survey representative at the national level.

Table 3.2 shows that states that passed RMLs had higher average days of marijuana

use per month and a higher percentage of respondents who had used any marijuana in

the past month than states without RMLs: 2.09 compared to 1.79 and 26% compared to

23%, respectively.

3.3.4 Gonorrhea Cases

To estimate the effects of marijuana legalization on gonorrhea cases, I use data from

the Centers for Disease Control and Prevention. Data are publicly available and provide

gonorrhea case counts at the state-year level from 2000-2019. I study gonorrhea cases

among men rather than women because gonorrhea case numbers are measured more

accurately for men. Up to 80% of women with gonorrhea are asymptomatic, while only

10-20% of men are asymptomatic [133]. Men’s symptoms are typically painful, alarming

and appear within 14 days of exposure, creating a high likelihood that a man’s gonorrhea

case will be reported to a medical professional within two weeks of exposure to gonorrhea

[116], while women without symptoms are unaware that they need to seek treatment.

Due to the gender difference in the likelihood of developing symptoms, studying only

gonorrhea cases among men is standard in the literature [116, 93].
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3.4 Methodology

3.4.1 Birth Rates

I use a difference-in-differences design to analyze the effects of RMLs and MMLs on

fertility, taking advantage of variation in when states adopted these laws. I use event

studies with the following specification:

Yst = α +
4∑

j=−7

j ̸=−1

βj1(t = j) + ϕXst + γs + ρt + θst+ ϵst (3.1)

Yst is the birth rate in state s from births conceived in semester t. The semester

of conception is backed out from the semester of birth under the assumption that each

pregnancy lasts nine months. I use the semester of conception because an increase in

marijuana use can have an immediate effect on conception, but an effect on births does

not materialize until the end of a pregnancy.

The number of semesters since marijuana legalization is j .4 The first treated semester

for each state is the semester when the RML or MML became effective. Precise dates

when treatment began appear in Table 3.1. Although some states did not yet have

operational dispensaries when their laws became effective, the laws could begin to affect

marijuana use as soon as they become effective by changing the penalty associated with

marijuana use and the behavior of law enforcement. I conduct separate event studies for

RMLs and MMLs, as is standard in the literature [104]. The semester immediately prior

to treatment is omitted from the event studies.

Xst is a vector of controls: shares of the total population by race, ethnicity, age, and

4A semester is six months, either January-June or July-December.
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education; unemployment rate; median household income; state cigarette tax; state beer

tax; an indicator for whether the state has expanded Medicaid; indicators for abortion

restrictions in the form of ambulatory surgical center laws, admitting privilege laws, and

transfer agreement laws; an indicator for whether same-sex marriage is legal; the Medicaid

eligibility threshold for pregnant women as a percentage of the federal poverty level; a

WIC EBT indicator; and an indicator for whether marijuana has been decriminalized.

The regressions include state fixed effects, year-quarter fixed effects and state-specific

linear time trends. The state fixed effects control for the time-invariant characteristics of

each state, the year-quarter fixed effects control for changes in the birth rate over time

that are common to all states, and the state-specific linear time trends control for linear

changes in the birth rate over time within each state. Standard errors are clustered at

the state level. Regressions are weighted by the total state population, as is standard in

the literature when birth rates are used as an outcome [134, 135, 136].

Event studies are used to test the plausibility of the parallel trends assumption and

examine dynamic effects of marijuana legalization on birth rates. In addition to event

studies, I estimate two-way fixed effects regressions to obtain estimates of the average

effect of marijuana legalization on birth rates in the post-treatment period. The two-

way fixed effects estimates can be interpreted as causal when the event study provides

evidence of small, statistically insignificant differences in trends between the treated and

control groups prior to treatment. I use the following regression specification:

Yst = β0 + β1Recreationalst + β2Medicalst + β3Xst + γs + ρt + θst+ ϵst (3.2)

Yst is the birth rate in state s at time t, where time is measured at the year-quarter

level and t is the estimated quarter of conception. The quarter of conception is backed out
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from the quarter of birth under the assumption that each pregnancy lasts nine months.

Recreationalst is a dummy variable indicating whether a RML is in effect in state s in

conception quarter t. Medicalst is an indicator for whether a MML is in effect in state

s in conception quarter t. The first treated quarter for each state is the quarter when

the RML or MML became effective. The coefficients of interest are β1 and β2. The

regressions include state fixed effects, year-quarter fixed effects and state-specific linear

time trends. Controls, weighting and clustering are the same as in the event studies.

For the main results, I study effects on general birth rates for women 14-44, as well

as birth rates for women 21-30. While the birth rate to women 14-44 is the standard

measure of birth rates, I also study effects on women 21-30 because births are most

common among women in this age group, as Figure 3.2 shows. I perform heterogeneity

analysis by race, education level and age.

I use the same methodology to study gonorrhea cases with year rather than year-

quarter fixed effects because the gonorrhea data is annual rather than quarterly. A state

is considered treated in the first year in which a RML or MML becomes effective. I follow

the CDC in using the number of gonorrhea cases per 100,000 as the gonorrhea case rate.

3.4.2 Marijuana Use and Sexual Activity

I use individual-level data from the NLSY to measure the effects of marijuana legaliza-

tion on marijuana use and sexual activity. I therefore use a slightly different specification

for event studies for these outcomes:

Yist = α +
4∑

j=−5

j ̸=−1

βj1(t = j) + ϕXst + κZist + γs + ρt + θst+ ϵst (3.3)
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Yist is the outcome for person i in state s in semester t. Zist is a vector of person-

level demographic controls, including age, marital status, race and education. The two

treatments, state-level controls, state and year-quarter fixed effects, and state-specific

linear time trend are the same as in the birth rate analysis. Regressions are weighted

using NLSY sample weights. Standard errors are clustered at the state level.

I use the following specification for two-way fixed effects regressions for these out-

comes:

Yist = α + β1Recreationalst + β2Medicalst + β3Xst + β4Zist + γs + ρt + θst+ ϵist (3.4)

Yist is the outcome for respondent i in state s in quarter t. As the NLSY data provides

the precise date of the interview, Recreationalst is equal to one if a RML was effective

during the quarter in which the interview was conducted and Medicalst is equal to one

if a MML was effective during the quarter in which the interview was conducted.

3.4.3 The DIDM Estimator

Recent advances in the difference-in-differences literature have shown that two-way

fixed effects estimates can be biased when treatment timing is staggered and treatment

effects are heterogeneous across groups or over time. These advances are relevant to

my setting, as the timing of RMLs and MMLs varies across states and effects of each

law may also vary by state. Several estimators have been proposed to produce unbiased

estimates in two-way fixed effects designs with staggered adoption [137]. I use the DIDM

estimator from [90] for two reasons. First, this estimator is unbiased in the presence

of treatment effect heterogeneity across both time and states. Second, the estimator

eliminates bias that arises from the presence of a second treatment, while other estimators
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in this literature are designed for a single treatment [137]. The DIDM estimator is

therefore ideally suited to my setting, in which the two treatments are RMLs and MMLs.

Identifying the effects of RMLs and MMLs is even used as an example in [90] of an

ideal setting in which their method can be used. [104] also uses the DIDM estimator as

their preferred method of addressing bias from negative weights when studying effects of

MMLs and RMLs on perinatal health.

In a two-way fixed effects design with staggered adoption, the coefficient of interest

is a weighted sum of estimated average treatment effects on the treated units (ATTs),

where the weights may be negative. Negative weights lead to biased estimates: for

example, they could lead to a negative estimate even if all the ATTs were positive.

The presence of multiple treatments is another potential source of bias. The standard

approach of controlling for the presence of the first treatment when estimating the effect

of the second treatment is insufficient to address this concern, unless the effects of both

treatments are constant over time [90]. To estimate average treatment effects, the DIDM

estimator compares the evolution of an outcome from period t− 1 to t for a state whose

treatment status changes from t− 1 to t to the evolution of the same outcome for a state

that was untreated at both t− 1 and t [90].

Regressions using the DIDM estimator follow the same specifications as the two-way

fixed effects regressions above. When the DIDM estimator is used, reported coefficients

are DIDM estimates of average treatment effects in the post-treatment period. [90]

emphasize that their method should only be used in cases in which two-way fixed ef-

fects estimates are substantially biased by negative weights, as their estimator is less

efficient than two-way fixed effects. I therefore use their method only as a robustness

check, because a comparison between their method and the standard two-way fixed ef-

fects estimate shows that the two-way fixed effects estimate is not substantially biased

by negative weights. An important note in interpreting these comparisons is that the
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DIDM estimand is different from the two-way fixed effects estimand, and therefore the

average effect estimated using DIDM should not be expected to be exactly the same as

the two-way fixed effects estimate even in the absence of bias from negative weights.

3.5 Results

3.5.1 Marijuana Use

Figure 3.3 shows the event study for effects of RMLs on days of marijuana use in

the past month. The event study provides suggestive evidence of an increase in days of

marijuana use when a RML becomes effective, with the largest increase occurring in the

first year after implementation. Point estimates are positive in the first two semesters

after legalization. The second post-treatment estimate is the only statistically significant

dynamic effect, and the first and third post-treatment estimates have large confidence

intervals.
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Figure 3.3: RML Event Study for Days of Marijuana Use

For the parallel trends assumption to be plausible, the pre-treatment estimates should

be close to zero and statistically insignificant. One of the pre-treatment estimates is

statistically significant, and the estimates are not close enough to zero to provide strong

support for the parallel trends assumption. Estimated effects of RMLs on marijuana use

should therefore be interpreted as suggestive evidence, rather than as causal effects.

The large confidence intervals in the post-treatment period of the event study suggest

that more power is needed to precisely estimate the effect of RMLs on marijuana use.

The two-way fixed effects regression is better-powered than the event study because it

estimates fewer parameters. Table 3.3 shows the two-way fixed effects estimate: RMLs
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increase monthly days of marijuana use by an average of 0.76 days. This estimate is

significant at the 5% level and represents a 41% increase from the sample average of 1.85

days of marijuana use per month. I find that RMLs do not have a statistically significant

effect on the probability of any marijuana use in the past month, and the point estimate

for this outcome is very small.5

Table 3.3: Marijuana Use Results

These results provide evidence that RMLs increase marijuana use, with the increase

occurring mainly at the intensive margin: marijuana legalization primarily increases the

amount of marijuana use among individuals who already used marijuana, rather than

5These results are robust to the use of a Poisson regression rather than ordinary least squares for days
of marijuana use, use of the wild cluster bootstrap to determine statistical significance, and removal of
states that passed MMLs but not RMLs from the control group. Details of these robustness checks are
available in the Appendix.
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creating new marijuana users. Estimates that include individual fixed effects produce

even stronger evidence that the increase in marijuana use occurs only at the intensive

margin, as is discussed in more detail in the Robustness Checks section.

An important caveat in interpreting these results is that the oldest respondent in

the NLSY data in the final survey year is 38 years old. Past literature has found that

individuals who use marijuana for the first time in response to legalization tend to be

older adults [138] and that older adults increase marijuana use more than young adults in

response to legalization [139, 96, 98]. One possibility is that effect sizes would be larger,

and that increases would also occur at the extensive margin, if older adults were included

in the sample. However, the age range of NLSY respondents is well-suited to this paper

because they are in their child-bearing years and their response to marijuana legalization

may induce changes in their fertility.

The results for marijuana use are consistent with findings in the literature that RMLs

increase marijuana use [100, 101, 102, 103], as well as evidence that MMLs increase

marijuana use [91, 92, 93, 94, 95, 96, 97, 98, 99]. Other studies have found that RMLs

are not associated with statistically significant increases in marijuana use [138, 140] and

that MMLs are not associated with increases in the probability of marijuana use among

adolescents or young adults [141, 142, 143, 144, 145, 96, 98, 140].

Heterogeneity analysis by sex, displayed in Table 3.3, suggests that the increase in

days of marijuana use from RMLs is driven by men rather than women. Marijuana

use increases by 1.8 days per month among men, with a statistically insignificant effect

on women. This finding complements existing evidence that men use marijuana for

recreational purposes at higher rates than women [146, 147, 148].

117



Marijuana Legalization and Fertility Chapter 3

3.5.2 Birth Rates

Figure 3.4 and Figure 3.5 display event studies for the effects of RMLs on birth rates

among women aged 14-44 and 21-30, respectively. Pre-treatment estimates in both event

studies are statistically insignificant and close to zero, which provides support for the

parallel trends assumption. Both event studies show evidence of a decline in the birth

rate after a RML is implemented: all post-treatment estimates are negative, and all but

one are statistically significant.

Figure 3.4: RML Event Study for Birth Rate (Women 14-44)
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Figure 3.5: RML Event Study for Birth Rate (Women 21-30)

Table 3.4 displays two-way fixed effects estimates of the effects of RMLs on birth

rates from 1989-2019. A RML is estimated to decrease the birth rate among women ages

14-44 by 0.097 and to decrease the birth rate among women ages 21-30 by 0.057. Both

estimates are significant at the 1% level. The average birth rate among women 14-44

is 3.49, and the average birth rate among women 21-30 is 1.91. Therefore, I estimate a

2.78% decrease from the mean birth rate for women 14-44 and a 2.98% decrease from the

mean birth rate for women 21-30.6 These estimates suggest that the physical effects of

6These results are robust to the use of a shorter pre-treatment period, use of birth counts instead of
birth rates, use of the wild cluster bootstrap to determine statistical significance, removal of states that
passed MMLs but not RMLs from the control group, and removal of state-specific linear trends. Details
of these robustness checks are available in the Appendix.
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marijuana use, which lower fertility, tend to dominate the behavioral effects that could

increase fertility.
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Table 3.4: Birth Rate Results
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Table 3.5 displays the results of the heterogeneity analysis by age group. The effects

of RMLs on birth rates follow a roughly u-shaped pattern as age increases, with the

largest negative effect occurring among women 30-34. In terms of percent changes from

the mean, the birth rate for women 30-34 declines by 6.4%, the birth rate for women 35-

39 declines by 6.3% and the birth rate for women 40-44 declines by 6.1%. These results

show that the largest decreases in the birth rate occur among women close to the end of

their child-bearing years. Birth rates for women 25-29 decrease by 2.1%, while birth rates

for women under 25 do not change by a statistically significant amount. This evidence

is consistent with findings that RMLs increase marijuana use among individuals aged

30-49 [101] and increase frequent use in individuals aged 26 and older [100]. This age

heterogeneity analysis suggests that RMLs are not merely delaying births, as women’s

fertility declines sharply after the age of 35 [149] and Figure ?? shows that mothers tend

to give birth before age 35.
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Table 3.5: Birth Rate Heterogeneity Results

3.5.3 Sexual Activity

I next examine how RMLs affect the probability that an individual has been sexually

active in the past month. Figure 3.6 shows the event study. While all pre-treatment

estimates are statistically insignificant, the event study does not provide strong support

for the parallel trends assumption because the point estimates trend upward during

the pre-treatment period. Therefore I interpret estimated effects on this outcome as

suggestive evidence, rather than as causal effects. In the post-treatment period, all but

one of the point estimates are positive, and three of the four positive point estimates

are statistically significant. These post-treatment estimates suggest that RMLs increase

the probability of being sexually active. The event study estimates are imprecise, with a
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particularly large confidence interval for the first post-treatment estimate. The two-way

fixed effects regression is better-powered and provides a more precise estimate of the

average post-treatment effect.

Figure 3.6: RML Event Study for Any Sexual Activity Last Month

Table 3.6 shows the two-way fixed effects estimate for this outcome. RMLs are es-

timated to increase the probability of being sexually active in the past month by 3.6

percentage points, and this effect is statistically significant at the 1% level. The effect

remains positive, similar in magnitude and statistically significant at the 1% level when

individual fixed effects are included, as shown in the Appendix. Two-way fixed effects

estimates of the effect of RMLs on the number of sexual encounters per month and the
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probability of having sex with a stranger, a measure of risky sexual behavior, are statis-

tically insignificant. The number of sexual encounters is estimated to increase by 0.64,

which is equivalent to 9.9% of the mean in states with RMLs. The estimated effect on

the probability of having sex with a stranger is close to zero.
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Table 3.6: Sexual Activity Results
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These findings suggest that marijuana legalization increases sexual activity, which

could result in a higher birth rate. The decrease in the birth rate that results from RMLs

shows the strength of marijuana’s negative physical effects on fertility, which dominate

the behavioral effects that could increase fertility.

3.5.4 Gonorrhea Cases

Next, I study how RMLs affect gonorrhea cases. Figure 3.7 shows the event study for

gonorrhea cases. Estimates in the pre-treatment period are statistically insignificant and

close to zero, providing evidence of parallel trends prior to RML implementation. Four

of the five post-treatment estimates are positive, but none are statistically significant

and estimated effects two, three and four years after RML implementation have large

confidence intervals.
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Figure 3.7: RML Event Study for Gonorrhea Cases

The two-way fixed effects estimate, shown in Table 3.6, is an increase of 6.1 cases per

100,000, which represents a 5% increase from the mean and is consistent with the positive

dynamic effects estimated in the event study. Although this estimate is not close to zero,

it is statistically insignificant, with a large standard error. Together, the event study

and the two-way fixed effects estimate provide evidence of an increase in gonorrhea cases

resulting from RMLs, which supports evidence from the NLSY of an increase in sexual

activity. However, these estimates are imprecise and should therefore be interpreted with

caution. The lack of precision for these estimates likely results from the smaller sample

size for gonorrhea cases than for the other outcomes studied in this paper.
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3.6 Effects of Medical Marijuana Laws

In this section, I analyze the effects of MMLs on fertility in order to compare effects of

medical and recreational legalization. I begin by examining how MMLs affect marijuana

use. Figure 3.8 shows the event study for effects of MMLs on days of marijuana use in

the past month. All estimates, both before and after MML implementation, are negative

and statistically insignificant. The estimates are imprecise, suggesting that more power

is needed to precisely estimate the effect of MMLs on marijuana use. The two-way

fixed effects estimate displayed in Table 3.3 is an increase of 0.43 days. This estimate

is statistically significant at the 5% level and represents a 23% increase from the mean,

which is smaller than the estimated effect of RMLs. The larger magnitude of the effect

of RMLs is consistent with the larger increase in access to marijuana under this type of

law.
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Figure 3.8: MML Event Study for Days of Marijuana Use

Heterogeneity analysis shows that MMLs induce more marijuana use among women

than men, while the reverse is true for RMLs. [150] provide similar evidence that women

are more likely than men to receive medical cannabis cards, and are more likely than men

to increase marijuana use upon acquiring a medical cannabis card. Marijuana’s differing

physical effects on men and women may contribute to RMLs and MMLs having different

effects on fertility. For example, decreased motility of sperm from men’s use of marijuana

may have a stronger effect on fertility than the suppression of ovulation from women’s

use of marijuana.

Next, I study how MMLs affect birth rates. Figure 3.9 displays the event study for
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women aged 21-30. The equivalent event study for women aged 14-44 is available in

the Appendix. I find stronger support for the parallel trends assumption for birth rates

among women aged 21-30: while none of the pre-treatment estimates in either event

study are statistically different from zero, pre-treatment point estimates are closer to

zero in the event study for women aged 21-30. I therefore focus on estimated effects of

MMLs on birth rates for women aged 21-30, where there is stronger evidence that effects

can be interpreted as causal. All dynamic effects in this event study are close to zero

and statistically insignificant, suggesting that MMLs have little effect on the birth rate.

The two-way fixed effects estimate is a statistically insignificant decrease equivalent to

0.2% of the mean. The estimate has the same sign as the estimated effect of RMLs but

a smaller magnitude, which is consistent with the smaller effect of MMLs on marijuana

use.
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Figure 3.9: MML Event Study for Birth Rate (Women 21-30)

Previous literature has found that MMLs increase the birth rate [93]. This paper

expands on previous work studying the effects of MMLs on fertility by including addi-

tional years of data and using the estimator from [90] to determine whether results are

biased by negative weights. I examine several potential sources of the difference between

this paper’s result and the result from the previous literature and conclude that bias

from negative weights most likely drove the finding of an increase in the birth rate in the

previous literature. Bias from negative weights is diminished in the longer sample used

for this paper. A detailed discussion of this investigation is available in the Appendix.

Finally, I examine how MMLs affect sexual activity and gonorrhea cases. Figure 3.10
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displays the event study for the effects of MMLs on the number of sexual encounters in

the past month. Pre-treatment estimates are statistically insignificant and close to zero,

which provides support for the parallel trends assumption, although one pre-treatment

estimate has a large standard error. All but one of the dynamic effects are positive, and

one is statistically significant, but the dynamic effect estimates are imprecise. This event

study suggests that MMLs increase the number of sexual encounters per month. The

two-way fixed effects estimate displayed in Table 3.6 supports this conclusion: MMLs are

estimated to increase the number of sexual encounters in the past month by 1.56, and

this estimate is statistically significant at the 5% level.

Figure 3.10: MML Event Study for Number of Sexual Encounters Last Month
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Figure 3.11 displays the event study for the effect of MMLs on gonorrhea cases. All

pre-treatment estimates are very close to zero, providing support for the parallel trends

assumption. The dynamic effects suggest that MMLs lead to a slight increase in gonorrhea

cases: all but one of the dynamic effect estimates are positive, and three are larger in

magnitude than any pre-treatment estimates. However, the event study estimates are

imprecise. Table 3.6 shows the two-way fixed effects estimate: an increase of 0.75 cases

per 100,000 population, which is statistically insignificant with a large standard error.

While this estimate has the same direction as the estimated effect of RMLs, the magnitude

of the estimated effect of RMLs is approximately eight times larger.

Figure 3.11: MML Event Study for Gonorrhea Cases
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Together, these results suggest that MMLs lead to small increases in marijuana use

and sexual activity but have at most a small negative effect on the birth rate.

3.7 Robustness Checks

3.7.1 The $DID M$ Estimator

Figure 3.12 displays the event study for the effects of RMLs on the birth rate among

women aged 14-44 using the DIDM estimator from [90]. While the point estimates follow

a downward trend after legalization, fewer dynamic effects are statistically significant due

to the loss of efficiency from using this estimator. Estimated average effects using the

DIDM estimator, which are the most comparable to the two-way fixed effects estimate,

appear in Table 3.4 and are also negative, similar in magnitude to the two-way fixed effects

estimates, and within the 95% confidence interval of the two-way fixed effects estimates.

The DIDM estimates are statistically insignificant due to the estimator’s inefficiency.

The similarities between the DIDM and two-way fixed effects estimates support the use

of the two-way fixed effects estimates as the main results of the paper.7 The similarities

between the estimates also provide evidence that the two-way fixed effects estimates of

the effects of RMLs are not substantially biased by contamination from MMLs, as the

DIDM estimator is robust to contamination effects.

7The event study using the DIDM estimator for the effect of RMLs on the birth rate to women 21-30
appears in the Appendix and shows a nearly identical pattern. Similarly, results for the effect of MMLs
on the birth rate are robust to use of the DIDM estimator. Details of this robustness check for the
effects of MMLs are provided in the Appendix.
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Figure 3.12: RML Event Study for Birth Rates with $DID M$ Estimator (Women 14-44)

DIDM estimates of average effects and 95% confidence intervals for marijuana use

results appear in Table 3.3. The two-way fixed effects estimates are in the 95% confidence

intervals of the DIDM estimates for all marijuana use results.8 For gonorrhea cases, the

average effect of RMLs from the DIDM estimator is an increase of 10.8. Like the two-

way fixed effects estimate, the DIDM estimate is positive and statistically insignificant.

The similarities between the DIDM estimates and the two-way fixed effects estimates

8The DIDM estimator does not allow controls to be used with the NLSY data, nor does it allow a
second treatment to be included. The estimator is also unable to compute more than three dynamic
effects of RMLs, and because this method requires the number of dynamic and pre-treatment effects to
be equal, only three pre-periods can be used for event studies with the DIDM estimator. Due to these
limitations, substantial differences between DIDM and two-way fixed effects estimates could arise even
in the absence of bias from negative weights.
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indicates that the two-way fixed effects estimates are not substantially biased by negative

weights.

3.7.2 Dispensary Openings

The date when marijuana laws became effective is used to define treatment in this

paper. An alternative measure is the date when dispensaries opened. Dispensary opening

dates were obtained from [104]. Estimated effects of recreational dispensary openings on

birth rates are negative and similar in magnitude to the estimated effects of RMLs, but

the estimated effect on birth rates to women 14-44 is significant only at the 10% level. The

estimated effect on birth rates to women 21-30 remains nearly identical in magnitude to

the main results but loses statistical significance.9 The changes in statistical significance

may result from more limited data on the effects of recreational dispensaries: four of the

11 states with RMLs either did not open dispensaries or opened them after 2019, and

dispensary openings occurred much closer to the end of the sample period than RMLs,

leaving few observations of birth rates post-recreational marijuana dispensary openings.

Estimated effects of medical dispensaries remain statistically insignificant, although the

magnitudes increase compared to the estimated effects of MMLs.

The estimated effect of RMLs on marijuana use also remain similar to the main

results when dispensary opening dates are used to define treatment. I estimate that

recreational dispensary openings increase days of marijuana use by 0.684. This estimate

is similar in magnitude to the main result and is statistically significant at the 10% level.

The estimated effect of medical dispensaries on days of marijuana use is negative and

statistically insignificant. The data limitations discussed above are exacerbated for the

NLSY data, which ends two years earlier than the birth data. Only five states opened

recreational dispensaries during the NLSY sample period.

9This table of results is available in the Appendix.
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3.7.3 Individual Fixed Effects with NLSY Data

Because the NLSY follows the same individual over time, it allows for the use of

individual fixed effects. As a robustness check, I repeat the NLSY analysis with individual

fixed effects included. When individual fixed effects are added, the effect of RMLs on

days of marijuana use increases to 1.18 and remains significant at the 1% level. The

estimated effect of MMLs on days of marijuana use remains positive but shrinks to 0.272

and becomes insignificant at the 5% level.10 Estimated effects of both types of laws on

any marijuana use in the past month are statistically insignificant and have even smaller

magnitudes than the main results, supporting the finding that marijuana use does not

increase at the extensive margin in response to legalization.

3.8 Conclusion

Marijuana legalization has many consequences that are only partially understood.

This paper improves our understanding of these consequences by investigating how mar-

ijuana legalization affects fertility. I find that RMLs decrease the birth rate by 2.78%.

The decline in the birth rate occurs despite an increase in sexual activity: I also find

suggestive evidence that RMLs increase the probability that an individual is sexually ac-

tive by 3.6 percentage points. Together, these two findings demonstrate that marijuana’s

negative physical effects on fertility dominate its behavioral effects.

Understanding marijuana legalization’s effect on fertility is important for policymak-

ers. The decline in the national birth rate has raised economic concerns, and as more

states pass RMLs, they are likely to experience a decline in fertility. This decline may

increase the urgency of enacting policies that enable people who would like to have chil-

dren to do so. Examples of such policies could include paid maternity leave or subsidized

10The table of results is available in the Appendix.
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childcare.

Although this paper is able to provide new insights into the relationship between mar-

ijuana legalization and fertility, some questions remain unanswered. Additional mecha-

nisms, such as changes in the seriousness of romantic relationships when marijuana use

increases and the effects of fewer people being imprisoned for marijuana possession, are

promising areas for future research.
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Appendix to Chapter 1

A.1 Distance Traveled to Walmart
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Figure A.1: Histogram of Distance Traveled to Walmart
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The identification strategy assumes that individuals who live near a Walmart store

are more likely to shop at Walmart in person than people who live far away from a

Walmart store. I provides descriptive evidence to support this assumption using data

from SafeGraph on the distance customers travel to shop at Walmart. Each observation

in the SafeGraph data is the median distance traveled to visit one Walmart store in one

month. The data spans from 2019 to 2021. Figure A.1 shows a histogram of these median

distances. The data used to make the histogram is restricted to median distances of less

than 20 miles. The median distance in the full sample is 5.37 miles. The share of store-

month level observations in each bin increases until the median distance reaches four

miles and then steadily declines as distance increases, creating a right-skewed histogram.

This histogram suggests that individuals who live far from a Walmart store are less likely

to shop there in person than individuals who live near a Walmart store.

A.2 Additional Heterogeneity

Table 1.21 shows the results of heterogeneity analysis by marital status, education and

home ownership status. I find evidence of slightly stronger effects on college- than high

school-educated individuals. However, heterogeneity by education should be interpreted

with caution: the education variable is missing for approximately half of the sample,

and it is more likely to be missing for an individual without a college education because

student loans are reported to credit bureaus. Heterogeneity by marital status does not

show a clear pattern of stronger effects among single or married people. Effects among

home owners are similar to the main results in direction and magnitude. I was unable

to perform heterogeneity analysis on a sample of only renters due to limited data on

whether an individual is a renter.
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Table A.1: Extensive Margin Results

A.3 Extensive Margin Results and Normalization

Table A.2: Normalized Results
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A.4 Restriction to Exclude Treatment Switchers

Individuals who move during the post-treatment period can experience a change in

treatment status if they move from an area within five miles of Walmart to an area more

than five miles from Walmart or vice versa. To address the possibility that changes in

an individual’s treatment status could affect the main results, I repeat the main analysis

using a sample restricted to exclude individuals whose treatment status switches in the

post-treatment period. Results using this restricted sample appear in Table A.3 and are

nearly identical to the main results in terms of both magnitude and significance.

Table A.3: Results Excluding Treatment Switchers
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B.1 Matching Donors

This section provides a more detailed description of the procedure for and results

from using names to identify multiple contributions from the same donor. I used the

donor’s name to identify donations by the same individual in multiple years. Although

the donor’s address is available for non-voucher contributions, it is not available for

voucher contributions. Furthermore, when two donors have the same name, the address

does not allow me to distinguish between two different individuals at different addresses

and the same individual moving to a new address. Name-based matching is imperfect, as

multiple donors may have the same name or may change the way they write their name

(“J. Smith”, “Jen Smith” or “Jennifer Smith”), and two different voucher donors may

have the same name. I removed punctuation and capitalization before matching, but that

does not eliminate all error from changes in the way a donor writes her name. Another

caveat is that contributions of $25 or less are sometimes reported simply as “Small

Contributions”, and other contributions are reported only as “Miscellaneous Receipts”

or as anonymous. Therefore names are not available for all donors. An important
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consideration in interpreting the results of matching is that using only names leads to an

artificially large number of matches, as King County has a large enough population for

individuals to share names.

I identified 133,952 individuals who made a non-voucher donation between 2009 and

2021. I will refer to these donations as “cash” donations. I identified 74,151 individuals

who made a voucher donation between 2017 and 2021. Using names to match voucher

and cash donors, I identified 61,799 individuals who made both a cash donation and a

voucher donation between 2009 and 2021. King County has a population of 2.252 million

people, indicating that 9.2% of the population ever donated to a campaign between 2009

and 2021.

I began by examining whether individuals tend to donate in multiple elections. Of

the seven elections in my data, the average cash donor gave a donation in 1.29 elections.

Of the three elections when Democracy Vouchers were available, the average voucher

donor donated a voucher in 1.27 elections. Even among the 9.2% of the population that

is politically active enough to ever donate to a campaign, donating in multiple elections

is a rare behavior.

The data set that matches cash and voucher donors allows me to examine how cash

donations changed when an individual who had donated cash in the past started donating

vouchers. 88% of individuals who donated both cash and vouchers at some point from

2009-2021 had never donated before 2017. 7,171 individuals who had donated cash before

2017 also donated Democracy Vouchers. For these individuals, the average contribution

barely increased from $141.23 to $145.59 when vouchers became available. Therefore

this group does not descriptively appear to drive the decrease in contributions over $100,

although it is possible that their cash donations would have been larger from 2017-2021

if Democracy Vouchers had not become available.

For the 54,628 individuals who donated both vouchers and cash from 2017-2021 and
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had never donated before 2017, the average cash donation from 2017-2021 was $45.74 and

the average voucher donation was $41.83. Although these individuals had never donated

cash before Democracy Vouchers were available, on average they donated slightly more

cash than vouchers once vouchers became available.

This descriptive evidence might suggest a “crowding in” effect in which these indi-

viduals would not have donated cash from 2017-2021 in the absence of the Democracy

Vouchers program. However, the fact that the typical donor only donated in one elec-

tion from 2009-2021 casts doubt on this idea. If these individuals are politically engaged

enough to care about donating vouchers, they may have been inspired to donate cash for

the first time at some point between 2017 and 2021 even in the absence of vouchers. In

fact, they may have even made larger cash donations in the absence of the program, so

that donations would have been crowded out rather than crowded in.

The final group of Seattle donors consists of individuals who donated cash at some

point between 2009 and 2021 but never gave a voucher donation. For these individuals,

the average donation appears unchanged by the Democracy Vouchers program: their

average donation was $44.29 from 2009-2015 and $45.22 from 2017-2021. As with the

other two groups of donors, it is possible that their donations from 2017-2021 would have

been larger or smaller in the absence of the voucher program, so a causal effect cannot

be determined from this descriptive evidence.

For donors in King County outside Seattle, the average donation per donor per elec-

tion increased from $50.14 from 2009-2015 to $62.81 from 2017-2021, a 25.3% increase.

If the individuals who donated both vouchers and cash before 2017 increased their do-

nations by 25.3%, their average cash donation would have been $176.96 from 2017-2021

instead of $145.59.
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B.2 Checking for Spillovers

Other cities in King County besides Seattle are used as a control group for Seattle in

this paper. One possibility is that the Democracy Vouchers program leads to spillovers,

in which the Democracy Vouchers program affects contribution behavior in the control

cities. One type of spillover would occur if the program affects the likelihood that indi-

viduals outside Seattle donate to campaigns in Seattle rather than in their own city, or

the likelihood that individuals in Seattle donate to campaigns outside Seattle. I investi-

gate the extent of these spillover effects before and after the voucher program went into

effect. I find that these effects are small and unlikely to drive the main results.

I use the individual contribution data from 2009-2021 to examine the extent of

spillovers. Each observation in this data set is one donation by one individual to one

campaign in one election year. The non-voucher donation data includes the donor’s

home city for 638,794 observations. I removed contributions from outside King County

and contributions from businesses. I categorized a contribution as an “inflow” if it came

to a candidate in Seattle from a donor outside Seattle, and an “outflow” if it came to

a candidate outside Seattle from a donor in Seattle. I kept only observations with a

unique combination of donor city, recipient city, donor name, and election year to avoid

distortions from multiple donations by the same individual. This process left me with

288,064 observations.

Over the 2009-2021 period, 97% of donors to Seattle candidates lived in Seattle. Of

all contributions in the sample, 2.1% were outflows from Seattle and 3.1% were inflows

to Seattle. In dollars, 5.3% of all dollars contributed were inflows to Seattle and 3% of

all dollars contributed were outflows from Seattle. These statistics show that out-of-city

contributions did not exert a major influence on campaign finance in Seattle during this

time period.

148



Appendix to Chapter 2 Chapter B

How did these percentages change when Democracy Vouchers became available? Be-

fore Democracy Vouchers, 10.6% of all dollars contributed were inflows to Seattle. When

vouchers were available, 2.8% of all dollars contributed were inflows to Seattle. The per-

cent of all dollars contributed that were outflows from Seattle remained fairly stable over

this period, slightly decreasing from 3.1% to 3% when vouchers became available. While

I do find some evidence of spillover donations across city boundaries, these spillovers

account for a very small percentage of overall contributions and are therefore unlikely to

be a major driver of the main results.

B.3 Number of Candidates and Number of Donors

The Democracy Vouchers program has the potential to affect the number of candi-

dates running for office. An individual who is interested in holding public office may

be more likely to campaign when Democracy Vouchers are available, as they provide a

source of funding for candidates without connections to wealthy donors. At the same

time, well-connected individuals and incumbents likely still have better chances of at-

tracting Democracy Voucher donations due to name recognition. Potential candidates

for office may be skeptical that Democracy Vouchers will level the playing field enough

for them to be competitive. Furthermore, the decision of whether to run for office may

be driven more by other factors than by whether the individual has access to a donor

base.

The program could also affect the number of individuals who donate to campaigns.

The Democracy Vouchers program could inspire individuals who have not donated in

the past to make a donation, either by giving vouchers, a cash donation, or both. The

matching exercise above indeed shows that many voucher donors had never given to a

campaign before vouchers were available, and that many of them made cash donations
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after donating vouchers for the first time.

Table 9 in the main text shows the program’s estimated effects on the number of

campaigns and the number of donors. I estimate a statistically insignificant decrease of

1.5 candidates running for office per election when Democracy Vouchers became available.

However, this estimate should be interpreted with caution, as event studies cast doubt on

the plausibility of the parallel trends assumption for this outcome. The estimated effect

on the number of donors is an increase of 38,140 donors per year, which represents a

315% increase from the pre-treatment mean. This estimate is consistent with descriptive

evidence that the number of donors increased when vouchers became available, but the

event study for this outcome also does not support a causal interpretation of the estimate.

B.4 Census Tract Level Analysis

An alternative to measuring campaign finance outcomes at the city level is to measure

them at a smaller geographic level, such as census tract or precinct. I chose the census

tract level because it allows me to use census tract-level demographic controls without

estimating precinct-level demographics. A limitation of using geographic variation below

the city level is that Democracy Voucher data does not include the contributor’s address,

and therefore the tract-level analysis excludes Democracy Voucher donations. Political

participation outcomes are not included in this section because they are already measured

at the precinct level rather than the city level.
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Table B.1: Census Tract Level Results

Table B.1 shows that as with the main results, I find decreases in large contributions:

the estimated effects on contributions over $100, contributions over $250, and contribu-

tions between $100 and $250 are negative and statistically significant. However, I do not

find increases in small or total contributions with census tract-level analysis. Estimated

coefficients are negative for total contributions and contributions under $250, with a posi-

tive estimate for contributions under $100. None of these three estimates are statistically

significant. This difference from the main results can likely be explained by the exclusion

of Democracy Vouchers from this analysis, since Democracy Vouchers account for much

of the increase in small and total donations in the main analysis. Figure ?? shows the

results of event studies using the census tract-level data. Despite the larger sample size,

census tract-level data does not provide tighter confidence intervals in the event studies

than the city-level data, and census tract-level event studies also show weaker evidence

of parallel trends.

One advantage of census tract-level analysis is the possibility of propensity score

trimming. Seattle differs demographically from the other cities in King County, and

propensity score trimming can increase the plausibility of the parallel trends assumption
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Figure B.1: Census Tract Level Event Studies

Figure B.2: Census Tract Level Event Studies (Propensity Score Trimmed)

by creating a sample of treated and control census tracts that are more demographically

similar. Following the procedure established in [50], I began by estimating each census

tract’s propensity to be treated using a probit regression. Predicted values from this

probit regression are the propensity scores, and I removed census tracts with scores

above 0.9 or below 0.1. This procedure reduced the sample size for each regression by

approximately 4,000 observations. Event studies using the propensity score-trimmed

sample do not show stronger evidence in favor of the parallel trends assumption, as seen

in Figure ??.
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B.5 Synthetic Control: Brodersen et al. (2015) Ap-

proach

I use the synthetic control approach from [78] as an alternative estimation strategy. I

chose the [78] method for two reasons. First, it does not require the treated unit’s outcome

to be in the convex hull of the control units’ outcomes. The convex hull requirement is

common in other synthetic control methods and is not met in my setting because Seattle is

the largest city in King County and therefore often has a larger value for an outcome than

any of the control cities. Second, the [78] method does not rely on asymptotic results

and is therefore useful in a setting with few pre-treatment periods. I only have four

pre-treatment periods and therefore cannot rely on a method that relies on asymptotic

results. As for the main results, I use data from the odd-numbered years from 2009-2021.
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Table B.2: Synthetic Control Results

Table B.2 shows the results. The directions of the synthetic control estimates are the

same as the directions of the main results for all outcomes except total contributions.

However, zero is in the 95% credibility interval for all outcomes, and the credibility

intervals are very wide. Although the estimated effect on total contributions is negative,

the point estimate from the main results is within the 95% credibility interval.

I use placebo tests to determine whether the synthetic control provides a reliable

counterfactual for Seattle. For each placebo test, I restrict the sample to the years before

treatment (2009-2015) and artificially move the treatment from 2017 to 2015. I chose 2015

because the [78] method requires a minimum of three pre-treatment periods to provide

a synthetic control estimate. Because treatment did not occur in the 2009-2015 period,

the synthetic control should estimate a precise zero in the placebo test. A statistically

significant result or a wide credibility interval containing zero would suggest that the

synthetic control is not a reliable counterfactual for the treated group. The placebo test

results appear in Table ??.
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Table B.3: Synthetic Control Placebo Test Results

While zero is in the 95% credibility interval for all placebo tests, the estimates are

not precise zeros: the point estimates are not close to zero and the credibility intervals

are wide. These placebo tests show that the synthetic control is not a reliable estimate of

the treated group’s outcomes in the absence of treatment. The reason for the synthetic

control’s poor performance in this case is most likely the short pre-treatment period.

Although the [78] approach does not rely on asymptotic results, its performance improves

as the number of pre-treatment periods increases.

B.6 Conventional Synthetic Control

As an additional robustness check, I implement synthetic control using the conven-

tional method from [79]. To address the problem of Seattle’s outcomes being outside the

convex hull of the control units’ outcomes for the campaign finance outcomes, I index

the campaign finance data using the 2009 value of each outcome. Although Seattle’s

outcomes are in the convex hull of the control units’ outcomes when the data is indexed,

indexing does not resolve the issue of the small number of pre-treatment time periods.
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Unlike the [78] approach, the approach from [79] does rely on asymptotic assumptions re-

garding the the number of pre-treatment time periods and is therefore unlikely to perform

well in this setting.

For each campaign finance outcome, I begin the indexing process by dropping cities

with a value of zero for that outcome in 2009. I drop cities with a value of zero in 2009

because indexing requires dividing post-2009 values of the outcome by the 2009 value.

After dropping these cities, I have a sample of 21 cities for all campaign finance outcomes.

The political participation outcomes, voter registration and voter turnout, are mea-

sured at the precinct level rather than the city level. Because synthetic control is designed

for a single treated unit, I use the average values of voter registration and voter turnout

in a given city-year as my outcomes for synthetic control analysis. Average voter reg-

istration and voter turnout in Seattle are in the convex hull of the donor pool in every

election from 2009 to 2021, and therefore I do not index these outcomes. Because I do

not drop any cities in King County from the political participation analysis, I have a

sample of 39 cities for both voter registration and voter turnout.
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Table B.4: Conventional Synthetic Control Results

Table B.4 displays the results. The estimated effects are consistent with both the re-

sults obtained using the [78] approach and the main results of the paper. I estimate sub-

stantial increases in small contributions, decreases in large contributions, and increases

in voter registration and voter turnout. The estimated effects on voter registration and

turnout, in particular, have very similar magnitudes whether they are obtained using the

[54] method, the [78] method or the [79] method.

Although p-values are displayed alongside the estimates in Table B.4, statistical sig-

nificance is very difficult to obtain due to the relatively small size of the donor pool. The

calculation of p-values for conventional synthetic control involves ranking the treated unit

in the distribution of the control units. For the campaign finance outcomes, with only

21 cities in the data, Seattle would have to be first or last in the distribution to achieve

a p-value of 0.05. For the political participation outcomes, Seattle would have to be in
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the top two to achieve a p-value of 0.05. Therefore this robustness check is more useful

for assessing estimated effects than for determining statistical significance.

As for the [78] approach, I use placebo tests to assess whether the synthetic control

method from [79] performs well in this setting. Placebo tests that show precisely esti-

mated null effects would indicate that synthetic control performs well and can be reliably

used for causal inference.
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Table B.5: Conventional Synthetic Control Placebo Test Results

Table B.5 shows the results of the placebo tests. The placebo tests do not produce

estimates close to zero for any outcome except voter registration, indicating that the con-

ventional synthetic control method does not perform well in this setting. The most likely

explanation for the method’s poor performance is the small number of pre-treatment

periods.

B.7 Cities Included in Each Control Group

The political participation results include all 39 cities in King County. The pool of

potential control cities for the campaign finance outcomes consists of the 31 cities aside

from Seattle that hold municipal elections in odd-numbered years, with the exact control

group varying by outcome as described in the data section. Here I present a table showing
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which cities were included in the control group for each campaign finance outcome.

160



Appendix to Chapter 2 Chapter B

Table B.6: Cities in Each Control Group
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Appendix to Chapter 3

C.1 Additional Robustness Checks

C.1.1 The DIDM Estimator for MMLs
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Figure C.1: MML Event Study for Birth Rates with DIDM Estimator (Women 14-44)
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Figure C.2: MML Event Study for Birth Rates with DIDM Estimator (Women 21-30)
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Figure C.1 and Figure C.2 display the results of event studies using the DIDM esti-

mator to estimate the effects of MMLs on birth rates. Like the standard event studies,

these do not show statistically significant dynamic effects. The estimated average effects

using DIDM are negative and statistically insignificant, as shown in Table 4; the DIDM

estimate and the two-way fixed effects estimate for women 21-30 are very similar in mag-

nitude, while the DIDM estimate for women 14-44 is closer to zero than the two-way

fixed effects estimate. Results from both DIDM and two-way fixed effects lead to the

conclusion that MMLs have at most a small negative effect on births.

C.1.2 Wild Cluster Bootstrap
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Table C.1: Birth Rate Results with Wild Cluster Bootstrap
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Because relatively few states implemented RMLs, I repeat my analysis using the wild

cluster bootstrap for inference. The findings support the main results. The results for

birth rates appear in Table C.1. With the wild cluster bootstrap, estimated effects of

RMLs on birth rates among women 14-44 and 21-30 are statistically significant at the 5%

level, while estimated effects of MMLs on birth rates in both groups remain statistically

insignificant. Results for marijuana use appear in Table C.2. The estimated effect of

RMLs on days of marijuana use is significant at the 5% level when the wild cluster

bootstrap is used, while the estimated effect of MMLs on days of marijuana use becomes

statistically insignificant. Estimated effects of both laws on any marijuana use remain

statistically insignificant.

C.1.3 Removing MML-Only States
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Table C.2: Marijuana Use Robustness Checks
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Table C.3: Birth Rate Robustness Checks
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As an additional robustness check, I replicate the analyses on birth rates and mari-

juana use without the states that passed MMLs but not RMLs. This sample restriction

removes 23 states, as can be seen in Table 1. The results for birth rates appear in Table

C.3. The point estimates for the effects of RMLs remain negative and are similar in

magnitude to the main results. Estimated effects of MMLs remain negative and statisti-

cally insignificant, but have larger magnitudes when MML-only states are dropped. The

results for marijuana use appear in Table C.2. Estimated effects on days of marijuana

use remain positive and similar in magnitude when MML-only states are removed from

the sample. Results for both birth rates and marijuana use lose statistical significance

when the MML-only states are removed. This loss of statistical significance is likely due

to the decrease in power from removing nearly half of the sample.

C.1.4 Removing State-Specific Linear Trends

Next, I assess whether the main results are robust to not including state-specific linear

trends. Figure C.3 and Figure C.4 show event studies without state-specific linear trends

for the effects of RMLs on birth rates among women aged 14-44 and 21-30, respectively.

Similar to the event studies that include state-specific linear trends, both event studies

show small and statistically insignificant pre-treatment estimates that are consistent with

the parallel trends assumption. Both event studies also show a downward trend in the

birth rate following RML implementation. All dynamic effects in both event studies are

negative, and all but one are statistically significant. Two-way fixed effects estimates

without state-specific linear trends, shown in Table C.4, are very similar to the main

results: estimated effects of RMLs on birth rates among women aged 14-44 and 21-30

are negative, statistically significant and similar in magnitude to the main results, while

estimated effects of MMLs on birth rates among women in both groups are negative,
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statistically insignificant and smaller in magnitude than the effects of RMLs. These

findings indicate that the main results are robust to not including state-specific linear

trends.
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Figure C.3: RML Event Study for Birth Rates Without Time Trend (Women 14-44)
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Figure C.4: RML Event Study for Birth Rates Without Time Trend (Women 21-30)
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Table C.4: Birth Rate Results Without State-Specific Linear Trends
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C.1.5 Birth Counts

As an additional robustness check, I use a Poisson regression rather than a linear

regression to estimate effects of marijuana legalization on days of marijuana use. The

results appear in Table C.2. Point estimates are positive for both MMLs and RMLs.

While the estimated effect of RMLs is larger in magnitude, only the estimated effect of

MMLs is statistically significant at the 5% level due to a larger standard error on the

estimated effect of RMLs.

C.1.6 Birth Counts

175



Appendix to Chapter 3 Chapter C

Figure C.5: Event Study for the Effect of RMLs on Birth Counts
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Birth rates, which are used for the main results, can suffer from measurement error as

the population measure in the denominator is an estimate. I therefore use birth counts

rather than birth rates as a robustness check to eliminate this measurement error. The

event study for the effect of RMLs on birth rates appears in Figure C.5. None of the

pre-treatment estimates are statistically significant, which is consistent with the parallel

trends assumption. However, four of the pre-treatment estimates have large magnitudes.

While the post-treatment estimates show a downward trend that is consistent with the

main finding of a decrease in births, the post-treatment estimates are statistically in-

significant. All estimates in the event study have fairly large standard errors.

The two-way fixed effects estimates appear in Table C.3. I estimate that RMLs

decrease birth counts by 2,581 among women aged 14-44 and 1,912 among women aged

21-30. Both estimates are significant at the 5% level. These estimates support the main

results by showing negative and statistically significant effects of RMLs on births. The

average birth count among women 14-44 for states that ever implemented RMLs is 22,851,

making the estimated effect on the birth count larger as a percent of the mean than the

estimated effect on the birth rate. However, the standard errors are fairly large: 994

for women 14-44 and 728 for women 21-30. For women 14-44, the upper bound of the

95% confidence interval is a decrease equivalent to 2.77% of the mean, which is nearly

identical to the estimated effect on the birth rate.

The imprecision of the birth count estimates demonstrates the trade-off of using

birth rates rather than birth counts: while using birth counts eliminates population

measurement error, birth counts vary more than birth rates and produce noisier estimates.

Furthermore, the event study using birth rates provides stronger evidence in favor of the

parallel trends assumption, as pre-treatment estimates in that event study are closer to

zero. Birth rates are therefore preferred as the main outcome measure for this paper.

Estimated effects of MMLs on birth counts are statistically insignificant and smaller in
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magnitude than estimated effects of RMLs, which is consistent with the main results.

C.1.7 Sexual Activity Robustness

Table C.5 shows the results of robustness checks for estimated effects on sexual ac-

tivity.
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Table C.5: Sexual Activity Robustness Checks
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C.2 Additional Tables and Figures

Table C.6 shows demographic differences between states that legalized medical mar-

ijuana and all other states.
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Table C.6: MML Summary Stats
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Figure C.6: MML Event Study for Birth Rate (Women 14-44)
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Figure C.7: RML Event Study for Birth Rates with DIDM Estimator (Women 21-30)

183



Appendix to Chapter 3 Chapter C

C.3 Additional Heterogeneity

C.3.1 Marijuana Use Heterogeneity

Table C.7 shows heterogeneity in effects of marijuana legalization on marijuana use

by race. Black respondents experience the largest increase in marijuana use from RMLs,

with an estimated increase of 3 days of marijuana use per month. Respondents who are

neither Black nor Hispanic report the largest increase in marijuana use from MMLs: an

estimated increase of 0.5 days per month.
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Table C.7: Marijuana Use Heterogeneity Results
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C.3.2 Birth Rate Heterogeneity by Race and Education

Table 5 shows heterogeneity by race, ethnicity and education level. As with the

overall results, all the point estimates are negative. However, the effects of RMLs are

not statistically significant for any of these sub-groups. The point estimates with the

largest magnitudes are for Black and college-educated women, which is consistent with

the fact that Black NLSY respondents experienced the largest increase in marijuana use

due to RMLs. MMLs only have statistically significant effects on birth rates among white

women and women who have a high school education.

C.3.3 Sexual Activity Heterogeneity

Table 6 shows heterogeneity in sexual activity by sex. This table shows that men

increase their sexual activity more than women in response to marijuana legalization.

Men are 4.9 percentage points more likely to be sexually active in the past month in

response to RMLs, while the effect for women is statistically insignificant. MMLs increase

men’s average number of sexual encounters in the past month by 3.4 and their probability

of being sexually active in the past month increases by 2.5 percentage points. MMLs do

not have a statistically significant effect on either outcome for women. The heterogeneity

analysis shows that RMLs decrease the probability of having sex with a stranger by 3.4

percentage points for men, while MMLs decrease the probability of having sex with a

stranger by 0.8 percentage points for women.
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C.4 Additional Outcomes

C.4.1 Effects on Fetal Deaths

In this section, I examine the effects of marijuana legalization on fetal deaths. I use

data on fetal deaths from the Centers for Disease Control and Prevention (CDC). This

data includes the the total number of fetal deaths at 20 weeks of gestation or more at the

state-month level from 2005-2021. Fetal death is defined by the CDC as “the spontaneous

intrauterine death of a fetus at any time during pregnancy” and includes stillbirths.

I aggregate the data to the state-quarter-year level to match the birth rate analysis,

creating a sample of 2,741 observations. Removing data from states that did not report

data in at least one quarter reduces the sample to 2,380 observations. I also remove

observations from after the birth data ends, which leaves a sample of 1,995 observations

from 35 states. I include the same demographic and policy controls that I use for the

birth rate analysis, and I use the same regression specification. The outcome is logged

number of fetal deaths.

Estimated effects of both RMLs and MMLs on fetal deaths are statistically insignifi-

cant and close to zero. The estimated effect of RMLs is a 0.8% decrease in fetal deaths,

while the estimated effect of MMLs is a 1.2% decrease in fetal deaths. Compared to the

average of 166 fetal deaths, these decreases represent 1.32 and 1.99 fewer fetal deaths per

state-quarter-year, respectively. Even if the true effects are at the bounds of the 95%

confidence intervals, they would represent changes of fewer than ten fetal deaths com-

pared to the average. These results suggest that marijuana legalization does not affect

fetal deaths.
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Table C.8: Fetal Death Results

Event studies suggest that the parallel trends assumption is plausible for fetal deaths,

with zero in the 95% confidence interval for all pre-treatment estimates in both event

studies. Estimated coefficients in the pre-treatment period have small magnitudes.
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Figure C.8: Fetal Death Event Studies
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C.4.2 Effects on Abortion

In this section, I estimate the effects of marijuana legalization on abortion. I use state-

year level abortion counts from the CDC for the years 2011-2019. The data includes the

number of abortions performed in each state as well as the number of residents of each

state who received an abortion. I use the number of residents of each state who received

an abortion for analysis, because women may travel to a different state to receive an

abortion due to the substantial state-level variation in abortion access.

The sample includes 458 observations, one for each of the 50 states and Washington,

D.C. for the years 2011-2019, with the exception of one missing observation for Colorado

in 2018. I use two outcomes: the number of abortions and the abortion rate, measured as

the number of abortions per 1,000 women between the ages of 14 and 44. One limitation

of the data is that states and sub-state areas are not required to to report their abortion

statistics to the CDC. Abortions may be missing from the data, and the extent of this

reporting error likely varies across states and years.

I use the same two-way fixed effects identification strategy as for the main results.

Many of the same factors that affect the birth rate, such as unemployment rate, income,

and restrictiveness of abortion laws, are likely to affect the number of abortions. I

therefore use the same set of controls that I use for the main results.

Table C.9 shows the results. The two-way fixed effects estimates are imprecise for

both the effects of RMLs and MMLs on abortion counts. The estimated effect of RMLs

is a decrease of 514 abortions, but the standard error is much larger than the estimate

at 1,651. The estimated effect of MMLs is even less precise, with an estimate of 13,457

and a standard error of 11,119. Neither estimate is statistically significant. Estimated

effects on the abortion rate are similarly imprecise. I estimate that RMLs decrease the

abortion rate by 0.38 and MMLs increase the abortion rate by 2.86. Both estimates have
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Table C.9: Abortion Results

large standard errors and are statistically insignificant.

I use event studies to assess the plausibility of the parallel trends assumption for these

outcomes. The results appear in Figure C.9. The point estimates show a downward trend

in abortion counts following an RML and an upward trend in abortion counts following

an MML. Both event studies show point estimates that are closer to zero and have

smaller confidence intervals before marijuana legalization than after, and patterns are

very similar for abortion counts and abortion rates. However, as with the main results,

all estimated effects are imprecise with very wide confidence intervals. For MMLs, for

example, the 95% confidence interval for the effect on abortion counts in the fourth year

after the MML became effective ranges from -10,389 to 54,011.
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Figure C.9: Abortion Event Studies
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C.4.3 Effects on Birth Control

As explained in the Mechanisms section, marijuana legalization and the corresponding

increase in marijuana use could affect birth control use. This section discusses estimated

effects of marijuana legalization on birth control use. Estimates are obtained using data

from the NLSY. The outcome is the number of times the individual used birth control

in the past year. I estimate that RMLs decrease use of birth control by 8.3 uses per

year and MMLs decrease use of birth control by 2.4 uses per year. These estimates are

consistent with the past associations found in the medical literature between marijuana

use and a lower likelihood of using birth control [89, 119, 120].

Due to data limitations, these findings should be interpreted with caution. Suppose

an individual has twenty sexual encounters and uses birth control ten times in year one.

In year two, the individual has two sexual encounters and uses birth control two times.

In year two the individual is more likely to use birth control in each sexual encounter,

but the estimated effect on her use of birth control is a decrease of eight uses per year.

The natural solution would be to divide the number of birth control uses by the number

of sexual encounters in the past year. However, both birth control use and number of

sexual encounters in the past year have many missing observations. In fact, there are

zero observations in states with RMLs in the post-RML period for which birth control

use and number of sexual encounters in the past year are both available, and therefore

the effect of RMLs on the probability of using birth control in each sexual encounter

cannot be estimated using this data.
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Table C.10: Birth Control Results
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C.5 Comparison with Previous Literature

195



Appendix to Chapter 3 Chapter C

Figure C.10: MML Event Study for Birth Rates (2005-2014)
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Figure C.11: MML Event Study for Birth Rates with DIDM Estimator (2005-2014)
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Table C.11: Additional Birth Rate Analysis
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This paper is most closely related to [93], which studies the effects of MMLs on

fertility. My analysis of the effects of MMLs builds on [93] in multiple ways. First, I use

a longer time frame: [93] use the years 2005-2014 for all outcomes, while I use the years

1989-2019 for birth rates, 1997-2017 for marijuana use and sexual activity, and 2000-

2019 for gonorrhea rates. Second, I verify that my results are robust to heterogeneous

treatment effects using the method from [90]. In this section, I investigate why the results

I estimate for MMLs differ from the results of [93].

C.5.1 Birth Rates

Although [93] estimate that MMLs increase birth counts by about 2%, I find that

MMLs lead to statistically insignificant decreases in birth rates. One potential explana-

tion is that the effect of MMLs from 1989-2004, the years in my data that are before

the period studied in [93], was different than the effect from 2005-2014. I used only the

years 2005-2019 for my analysis to determine whether effects from 1989-2004 caused the

difference in results. However, Table C.11 shows that results from 2005-2019 resemble

my main results much more closely than the results from [93], with estimated coefficients

that are statistically insignificant and close to zero. These estimates also serve as a ro-

bustness check for my main results, showing that using a shorter pre-treatment period

does not substantially change the results. The long pre-treatment period for RMLs could

be a source of concern in the absence of this robustness check.

Another possibility is that the effect of MMLs changed after 2014. Table C.11 shows

that when the states that passed MMLs after 2014 are dropped from my sample, the

results are very similar to the results I find with the full sample. Therefore, the difference

between my results and the results in [93] do not appear to arise from the effects of MMLs

changing between their sample period and mine.
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I repeat my analysis using only the years 2005-2014, which are used in [93]. Table

C.11 shows that my results in this period are similar to the results in [93], with positive

coefficients, one of which is statistically significant. Estimates are not expected to be

identical, as [93] uses a Poisson regression to obtain their main results. The event study

also shows an upward trend after legalization, as shown in Figure C.10. The fact that

results in the 2005-2014 period are very similar between the two papers demonstrates

that the substantive difference in results does not come from [93] using birth counts with

a Poisson regression, while I use birth rates with OLS; nor does it arise from a difference

in data cleaning or controls. I also replicate the results from [93] using birth counts and

a Poisson regression and find nearly identical results, which are available upon request.

When I use the DIDM estimator in the 2005-2014 period, Figure C.11 shows that

the event study has a flat trend after a MML becomes effective. The average effects from

the DIDM estimator from 2005-2014 are statistically insignificant and close to zero, and

one of the two is negative. The discrepancy between the DIDM and two-way fixed

effects estimates from 2005-2014 arises from negative weights creating upward bias in

the two-way fixed effects estimate. Negative weights account for 30% of all weights from

2005-2014, but only 19% of all weights from 1989-2019. The larger share of negative

weights from 2005-2014 creates upward bias in the results in [93], but in the longer time

period that I use, negative weights are a smaller share of all weights and they induce less

bias. Therefore, the DIDM estimator should be used in the 2005-2014 period but not

in this paper’s period of study from 1989-2019. With use of the DIDM estimator from

2005-2014 and standard two-way fixed effects in the full period from 1989-2019, results

are consistent across periods of study.
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C.5.2 Other Outcomes

The remaining differences in our results are more minor and most likely arise from

my use of a longer time frame. My results for the effect of MMLs on days of marijuana

use in the past month are nearly identical to the finding in [93]. However, [93] find that

MMLs increase the probability of any marijuana use, while I find no effect. [93] find

that MMLs increase the probability of being sexually active by 4.3 percentage points but

do not affect the frequency of sexual activity. By contrast, I estimate that that MMLs

increase the frequency of sexual activity in the past month by 1.8 sexual encounters but

do not affect the probability of being sexually active. My result for gonorrhea is similar

to [93], as they also found a positive point estimate with large standard errors. But

unlike [93], I do not find a statistically significant effect of MMLs.
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