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Abstract

Neural networks struggle in continual learning settings from
catastrophic forgetting: when trials are blocked, new learning
can overwrite the learning from previous blocks. Humans learn
effectively in these settings, in some cases even showing an ad-
vantage of blocking, suggesting the brain contains mechanisms
to overcome this problem. Here, we build on previous work
and show that neural networks equipped with a mechanism for
cognitive control do not exhibit catastrophic forgetting when
trials are blocked. We further show an advantage of blocking
over interleaving when there is a bias for active maintenance
in the control signal, implying a tradeoff between maintenance
and the strength of control. Analyses of map-like representa-
tions learned by the networks provided additional insights into
these mechanisms. Our work highlights the potential of cog-
nitive control to aid continual learning in neural networks, and
offers an explanation for the advantage of blocking that has
been observed in humans.

Keywords: neural networks; continual learning; cognitive
control; catastrophic forgetting; cognitive maps

Introduction
Neural networks have shown impressive performance in
many domains in machine learning (ML), where they are
typically trained on batches of data that are independent
and identically distributed (Hadsell, Rao, Rusu, & Pascanu,
2020). However, agents learning about the world in real time
experience streams of data that are not independent (e.g.,
a human may spend a few hours exploring one part of an
unfamiliar city). The neural networks that have driven re-
cent success in artificial intelligence perform poorly in these
continual-learning settings because of the well known phe-
nomenon of catastrophic forgetting (or catastrophic inter-
ference; McClelland, McNaughton, & O’Reilly, 1995; Mc-
Closkey & Cohen, 1989). When samples or trials are blocked,
learning in new blocks overwrites the learning that occurred
in previous blocks. Humans and other animals do not ex-
hibit such extreme forgetting (McClelland et al., 1995), and
in some cases even demonstrate an advantage when trials
are blocked (Carvalho & Goldstone, 2014; Flesch, Balaguer,
Dekker, Nili, & Summerfield, 2018; Noh, Yan, Bjork, &
Maddox, 2016; Wulf & Shea, 2002), suggesting there are
mechanisms in the brain that mitigate catastrophic forgetting
and can even reverse it, making learning easier when experi-
ences are correlated over time.

A number of strategies for overcoming catastrophic for-
getting in neural networks have been proposed in both com-
putational neuroscience (Flesch et al., 2018; Flesch, Nagy,
Saxe, & Summerfield, 2022; McClelland et al., 1995) and
ML (Botvinick et al., 2019; Hadsell et al., 2020; Mnih et
al., 2013; Velez & Clune, 2017). Complementary learning
systems (CLS) theory emphasizes that catastrophic forgetting

arises when learning occurs too quickly in overlapping repre-
sentations (McClelland et al., 1995; O’Reilly, Bhattacharyya,
Howard, & Ketz, 2011), and that the episodic memory sys-
tem in the hippocampus plays an important role in learning
representations that are sparse or pattern-separated, allowing
rapid learning to take place. However, constraining patterns
of activity to be sparse is not the only way to ensure they will
not overlap and interfere with each other. Theories of cog-
nitive control in the prefrontal cortex (PFC) emphasize that
a crucial function of control is to selectively modulate ac-
tivity in other brain areas in order to coordinate a response
that aligns with the current context or goal (Herd et al., 2014;
Miller & Cohen, 2001; Rougier, Noelle, Braver, Cohen, &
O’Reilly, 2005). Cognitive control may therefore play an im-
portant role in regulating learning so that patterns of activity
do not overlap across different contexts or goals (Rougier et
al., 2005; Tsuda, Tye, Siegelmann, & Sejnowski, 2020).

Here, we build on this work and test neural networks
in conditions where trials are either blocked or interleaved,
showing how even in the absence of a hippocampal episodic
memory system, cognitive control can help to mitigate catas-
trophic forgetting in the blocked condition. We further hy-
pothesized that in some cases learning across blocked tri-
als is superior to interleaving because of an internal bias of
the PFC to maintain its activity over time, creating a cost
to rapidly switching between contexts or goals (Blackwell,
Chatham, Wiseheart, & Munakata, 2014; Herd et al., 2014;
O’Reilly & Frank, 2006). This idea fits well with a gen-
eral framework where the cost of switching must be traded
off against the strength of control: stronger control results
in less catastrophic forgetting, but more difficulty switching
(Herd, Banich, & O’Reilly, 2006; Shenhav, Botvinick, & Co-
hen, 2013). We perform our simulations on a task designed
to induce learning of map-like representations (Park, Miller,
& Boorman, 2021; Park, Miller, Nili, Ranganath, & Boor-
man, 2020; Russin, Zolfaghar, Park, Boorman, & O’Reilly,
2021) so that we could additionally investigate how cognitive
control affected the model’s representations.

Task

We trained neural network models on an existing task taken
from an fMRI experiment (Park et al., 2020; Russin et al.,
2021). Participants in the experiment learned about the
relative ranks of 16 people in a hypothetical social hierar-
chy along two separate social dimensions: “popularity” and
“competence” (see Figure 1). On each trial, the participants
predicted which of two people ranked higher on one of the
two dimensions, indicated by a cue. Unknown to the partic-
ipants, these faces were organized into a 4x4 grid along the1064

In J. Culbertson, A. Perfors, H. Rabagliati & V. Ramenzoni (Eds.), Proceedings of the 44th Annual Conference of the Cognitive Science
Society. ©2022 The Author(s). This work is licensed under a Creative Commons Attribution 4.0 International License (CC BY).



Figure 1: Task structure. The model learned the relative ranks
of people along two social hierarchy dimensions: popularity
and competence. The model learned through trial and error
to select which of two faces ranked higher along one of the
two dimensions (indicated by a cue). Trials were either in-
terleaved, where cues were randomly shuffled, or blocked,
where one dimension was learned at a time.

two dimensions; the participants were not instructed on the
structure of the grid, and had to infer this structure from trial-
and-error learning over pairwise comparisons.

During training, participants only saw pairs of faces that
differed by one rank on the given dimension. Then in the
scanner they performed a transitive inference test where com-
parisons were made between faces more than one rank apart.
Intriguingly, the researchers found in pilot experiments that
participants learned better when trials were blocked (i.e., one
dimension learned at a time). This is consistent with previ-
ous results showing that learning is improved when trials are
blocked (Flesch et al., 2018). This task allowed us to explore
the learning dynamics in our models, but because it was de-
signed to investigate cognitive maps in the brain, we were
also able to make concrete predictions about the representa-
tions that would be learned under different conditions.

We tested neural networks on the same task structure, in-
cluding its 4x4 grid and transitive inference test. However,
we introduced two training conditions to compare the learn-
ing behavior of models when trials were blocked vs. inter-
leaved (see Figure 1). In the interleaved condition, popular-
ity and competence trials were shuffled randomly, but in the
blocked condition the models were trained on one of the two
dimensions at a time. This allowed us to investigate the poten-
tial for cognitive control and gating mechanisms to alleviate
the effects of catastrophic forgetting, as has been observed in
humans learning certain tasks (Carvalho & Goldstone, 2014;
Flesch et al., 2018; Noh et al., 2016; Wulf & Shea, 2002).

Neural Network Model
We designed a neural network that leveraged the principles
of cognitive control in the PFC, including active maintenance
and selective modulation according to the current context or
goal. To test our hypotheses, we implemented models 1) with

and without PFC gating, 2) with different levels of active
maintenance, and 3) with different levels of control strength.

Base Model To start, we built a simple base neural network
with a multi-layer perceptron (MLP) for learning the rela-
tionships between the faces in the task (see Figure 2). The
base model takes three one-hot vectors representing the con-
text cue (“Axis”, 2 dimensions) and each of the two faces
(“Face1” and “Face2”, 16 dimensions each) as inputs, and re-
turns a prediction for which face ranked higher on the appro-
priate dimension. Each of these three inputs were embedded
with linear layers , concatenated, and fed into an MLP with
one hidden layer:

ea =Waxa +ba e1 =Wf x1 +b f e2 =Wf x2 +b f (1)

h = ReLU(Wh[eae1e2]+bh) (2)

ŷ =Wyh+by (3)

where xa, x1, x2 and ea, e1, e2 are the one-hot vectors and
embeddings representing the axis cue, face 1, and face 2, re-
spectively, h is the hidden representation of the MLP, and ŷ is
the output. Brackets denote concatenation, and ReLU() is the
rectified linear unit activation function.

Prefrontal Cortex for Cognitive Control In further simu-
lations the base MLP was augmented with a PFC layer that
received the context as input and controlled the units in the
hidden layer of the MLP with a gating mechanism:

g = c⊙h (4)
where c is a control signal vector generated from the axis cue,
and ⊙ signifies element-wise multiplication. The output layer
of the MLP then acted on the gated hidden layer, rather than
the hidden layer itself (replacing equation 3 above):

ŷ =Wyg+by (5)

Note the PFC was responsible for modulating activity ac-
cording to the current context, as the MLP no longer received
ea as input. This mechanism is largely consistent with classic
neural network models of cognitive control (Cohen, Dunbar,
& McClelland, 1990; Miller & Cohen, 2001; Rougier et al.,
2005), which emphasize the role of the PFC in modulating
and regulating the flow of activity in posterior areas through
top-down attentional control according to the current goal.

The control signal was determined from the axis cue ac-
cording to a simple scheme: half of the units in the hidden
layer were gated in response to one of the cues, and the other
half of the units were gated in response to the other cue.

c =

{
[11...100...0] · γ if axis = 0
[00...011...1] · γ if axis = 1

(6)

where γ determines the strength of the control signal’s influ-
ence on the hidden units. Note that there was no learning in
the PFC: in this work we were interested in the effects of cog-
nitive control and gating on learning in the MLP when trials
were blocked or interleaved. Future work will explore meth-
ods for introducing learning into the PFC (Flesch, Nagy, et
al., 2022; Tsuda et al., 2020; Wang et al., 2018).
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Figure 2: Model architecture. The model was trained to pre-
dict which of two faces ranked higher on the cued dimension
(“Axis”). Inputs were embedded and passed through an MLP.
The units in the hidden layer were modulated by a PFC mod-
ule, which could gate them via element-wise multiplication
by numbers from 0 to 1 (shown for illustration purposes as
unit-wise probabilities of gating vs. not gating). Additional
parameters γ and λ determined the strength of the control sig-
nal and the active maintenance, respectively.

Active Maintenance We also implemented a parameter λ

that controlled a default bias in the PFC layer to maintain its
activity over time:

s(t) = σ(c(t)+σ(s(t−1)−1+λ)) (7)
where t indicates time, λ determines the degree to which the
previous control signal is added to the current one on each
time step, σ is a rectified linear function that returns 0 for
inputs less than 0 and 1 for inputs greater than 1, and now the
new variable s integrates the control signal over time and acts
on the hidden state of the MLP (replacing Equation 4):

g(t) = s(t)⊙h(t) (8)
The maintenance parameter (λ) allowed us to control the de-
gree to which the control signal was biased to maintain its
activity over time, which introduces a cost when the context
(i.e., the axis cue) was switched from trial to trial due to in-
terference from the previous control signal (s(t−1)). The bias
to actively maintain patterns of activity in PFC is well estab-
lished (O’Reilly & Frank, 2006), and is fundamental to the
important role the PFC plays in working memory, executive
functioning, and planning. We hypothesized that these dy-
namics would be relevant to our setting because when trials
are interleaved the switch cost may have negative effects on
learning. We used a particularly simple implementation to
capture this basic dynamic, but future work will investigate
whether its effects on learning play out in more realistic im-
plementations (O’Reilly & Frank, 2006).
Implementation Details Models were built in PyTorch,
and were supervised on correct responses with a cross en-
tropy loss function. Models were optimized using backprop-
agation and Adam (Kingma & Ba, 2015) with a learning rate
of 0.001. Embedding vectors had 32 dimensions, and there
were 128 units in the hidden layer. For each simulation, 5
runs with different random initializations were performed.

Results
All versions of the model were trained on both blocked and
interleaved conditions. In particular, we explored our hy-
potheses by testing the model with different configurations
of the parameters described above. Accuracy on the test set
was evaluated for each social dimension separately in order
to assess forgetting in the blocked condition.

Catastrophic Forgetting when Trials are Blocked
First, we reproduced catastrophic forgetting in the model by
training the base MLP (without a PFC) on both the blocked
and interleaved conditions of the task (see Figure 3A). When
trials were interleaved, the base MLP model had no problem
learning the task, and quickly achieved 100% accuracy on
the test set. However, when trials were blocked, we observed
catastrophic forgetting: after initially performing well on the
first block, over the course of the second block performance
progressively declined, indicating increasing forgetting of the
relationships along the first dimension that were learned in the
preceding block. This result can be understood in the context
of CLS theory (McClelland et al., 1995), which suggests that
catastrophic forgetting occurs whenever overlapping patterns
interfere with each other.

Cognitive Control Mitigates Forgetting
To establish that gating in the PFC can mitigate interfer-
ence and reduce catastrophic forgetting, we trained the model
equipped with a PFC on the same set of conditions (see Figure
3B). For the purposes of this experiment, we removed the in-
ternal dynamics of the PFC, setting the λ parameter to 0 (no
maintenance) and the γ parameter to 1.0. When this model
was trained on the task, its performance on interleaved trials
was unaffected, and quickly rose to 100% accuracy. However,
when it was trained on blocked trials, the catastrophic forget-
ting observed in the previous experiment was alleviated, and
the model was capable of retaining what it had learned in the
first block through the subsequent block.

This finding is consistent with the basic principles of CLS
(McClelland et al., 1995): when the overlap between patterns
of activity in the hidden layer is reduced, interference and
forgetting are alleviated. However, CLS theory holds that
the hippocampus reduces overlap in its representations with
mechanisms that promote sparsity, whereas here we show that
a PFC equipped with a dynamic gating mechanism can ac-
complish a similar goal. This is consistent with the results of
previous computational models (Rougier et al., 2005; Tsuda
et al., 2020) showing that adaptive gating can offer an alter-
native mechanism for reducing the overlap between patterns
of activity, thereby reducing interference and forgetting.

Blocking Advantage with a Switch Cost
The results above and the results of previous models (Rougier
et al., 2005; Tsuda et al., 2020) show that catastrophic forget-
ting can be reduced when learning occurs in non-overlapping
patterns of activity across a layer, thereby explaining the re-
duced effects of interference observed in humans and other
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Figure 3: Accuracy results. Each plot shows accuracy (y-axis) over the course of training steps (x-axis) for a configuration of
the model, depicted by a diagram next to the associated plot. In each experiment, trials were split on the test set by the relevant
axis cue (popularity = P, shown in blue, and competence = C, shown in red), and accuracy was measured separately for each in
order to show the effects of blocking. Each simulation included 5 runs where trials were interleaved (dashed lines) and 5 runs
where trials were blocked (solid lines). Solid areas show SEM across runs. A) Catastrophic forgetting occurred in the base
MLP model when it was trained on the blocked condition. B) Catastrophic forgetting was alleviated by the addition of a control
signal from the PFC module (highlighted in cyan). C) The model’s performance on the interleaved condition suffered when
a default active maintenance was introduced in the control signal (shown by self-connection highlighted in cyan), inducing a
cost to switching between contexts. D) This switch cost was eliminated when the control strength was reduced (shown by γ

highlighted in cyan), demonstrating the tradeoff between control strength and switch cost.

animals as compared with standard neural network mod-
els. However, in certain cases human performance has been
shown to be superior when trials are blocked compared with
when they are interleaved (Carvalho & Goldstone, 2014;
Flesch et al., 2018; Noh et al., 2016). We hypothesized that
this reversal of the catastrophic forgetting phenomenon may
be due to the internal dynamics of cognitive control processes
(see Flesch, Nagy, et al., 2022, for a related idea), and in
particular due to the bias in neurons in the PFC to actively
maintain their activity over time (O’Reilly & Frank, 2006).
To explore this hypothesis, we implemented a control model
with simple recurrent dynamics (see Equation 7), keeping the
γ parameter at 1.0 but setting the λ parameter to 0.9 (i.e.,
90% of the previous control signal is maintained at each time
step). The resultant dynamics can be thought of as exhibiting
a switch cost (Blackwell et al., 2014; Hyafil, Summerfield,
& Koechlin, 2009), wherein rapidly switching the context or
goal (in this case the relevant social dimension) introduces
interference due to the ongoing maintenance of the previous
context. Note that the cognitive cost of task switching is usu-
ally measured in increased reaction times or errors, but here
we study it in the context of its effects on learning.

When these dynamics were introduced, the model was
relatively unaffected when trials were blocked, but exhib-
ited a consistent reduction in performance when trials were
interleaved (see Figure 3C). When trials were interleaved,
many switches between contexts occurred throughout train-
ing, thereby introducing interference in the control signal,

Figure 4: Effect of maintenance parameter (λ) on perfor-
mance. In the blocked condition (purple), accuracy on the
test set does not depend much on maintenance. However, as
maintenance increases, the cost to switching worsens and per-
formance in the interleaved condition declines.

causing processing to be ineffectively modulated according to
the current context. We also performed simulations where we
systematically varied the λ parameter (see Figure 4), show-
ing consistent reductions in performance on the interleaved
condition with increased active maintenance.

Tradeoff between Control Strength and Switch Cost
Previous work has suggested a natural tradeoff between the
strength of cognitive control and the cost incurred when a
context or task-set is switched (Herd et al., 2014): stronger
control would be more effective in coordinating activity in
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other brain regions according to the current goal, but may
make rapid switching between task sets or goals more diffi-
cult. To demonstrate this tradeoff, we tested a model with
the maintenance (λ) kept at 0.9, but reduced the value of γ

(control strength) to 0.1. In this case, the model still per-
formed well when trials were blocked, but the reductions in
performance when trials were interleaved disappeared (see
Figure 3D). This shows that weakening the control signal can
reduce the switch cost, aiding performance when there are
many switches. Our results are consistent with a tradeoff be-
tween the strength of control and the switch cost: without
control, catastrophic forgetting is detrimental to performance
when trials are blocked, but when control is too strong, inter-
ference hurts performance when trials are interleaved.

Analysis of Learned Representations
The grid structure of our task allowed us to make concrete
predictions about the representations that would be learned in
the hidden layers of the network (Park et al., 2020; Russin et
al., 2021). In particular, we tested whether the model formed
2D map-like representations that captured the basic structure
of the grid (Constantinescu, O’Reilly, & Behrens, 2016; Park
et al., 2020, 2021), and whether these 2D map-like represen-
tations were modulated by the current context. Previous work
has shown that on a similar task, 2D structure was modulated
by the current context, compressing the irrelevant dimension
(Flesch, Juechems, Dumbalska, Saxe, & Summerfield, 2022).

Figure 5 shows the results of performing a regression on
the representations from the hidden layer with hypothetical
distance matrices (depicted as idealized map-like represen-
tations) as the predictors. We compared the results of this
regression throughout training when the maintenance param-
eter (λ) was set to 0 and 0.9, and when the hidden represen-
tations were extracted before and after the control signal was
applied (i.e., g and h in equation 8). γ was fixed at 1.0.

The model reliably learned the 2D structure of the grid in
its hidden representations regardless of the maintenance, as
can be seen in the results from the hidden representations be-
fore the control signal was applied. This 2D structure was
modulated by the current control signal, which had the effect
of compressing the currently irrelevant dimension (or equiva-
lently, expanding the relevant dimension). This suggests that
the effect of the control signal was to allow the model to gen-
erate its response based on the relevant dimension, and to ap-
propriately facilitate learning in the neurons coding for that
dimension. However, when trials were interleaved and main-
tenance (λ) was set to 0.9, the model did not show this com-
pression pattern after control was applied, indicating a failure
to modulate its representations according to the current con-
text. This confirmed the idea that the poor performance on
interleaved trials when the switch cost was high (see Figure
3C) was caused by interference in the control signal.

Discussion
The neural networks driving current ML research do not per-
form well in continual-learning settings where incoming data

is blocked or otherwise correlated over time (Hadsell et al.,
2020). Humans do not exhibit the catastrophic forgetting that
plagues these neural networks in these settings (McClelland
et al., 1995), and in some cases even show a learning advan-
tage when trials are blocked (Carvalho & Goldstone, 2014;
Flesch et al., 2018). In this work, we built on previous
computational frameworks (Flesch et al., 2018; Rougier et
al., 2005; Tsuda et al., 2020), and investigated the potential
for cognitive control mechanisms in the PFC to induce non-
overlapping patterns of activity in order to mitigate interfer-
ence. Consistent with previous studies (Tsuda et al., 2020),
our simulations suggest that these mechanisms can aid learn-
ing when trials are blocked over time.

In addition to pattern-separation mechanisms in the hip-
pocampus proposed in CLS (McClelland et al., 1995), and
the gating mechanism in PFC proposed here and elsewhere
(Rougier et al., 2005; Tsuda et al., 2020) a number of al-
ternative mechanisms for alleviating catastrophic forgetting
in neural networks have been explored (e.g., Flesch et al.,
2018; Kirkpatrick et al., 2017; Velez & Clune, 2017). In par-
ticular, Flesch et al. (2018) show that forgetting was reduced
on a similar task when their network was augmented with
a good inductive prior. However, they did not show an ad-
vantage to blocking over interleaving, although they observed
this effect in their human experiments. While our approach is
not incompatible with the idea that good inductive priors can
mitigate catastrophic forgetting, we also show that a bias to
maintain activity in the PFC leads to an advantage of block-
ing over interleaving, providing an explanation for some of
the results observed by Flesch et al. (2018) and others.

In work developed concurrently with ours, Flesch, Nagy,
et al. (2022) show an advantage of blocking in a model based
on very similar principles. In their framework, a neural net-
work equipped with a context-gating mechanism was modi-
fied to have “sluggish” units that maintain information from
previous trials, inducing a switch cost that degrades perfor-
mance when trials are interleaved. Although there were some
slight differences in implementation and in interpretation, we
believe the broad convergence between this work and ours
highlights the potential of these principles for explaining the
advantage of blocking observed in humans.

The advantage of blocking can seem to contradict the
well-established principles of CLS (McClelland et al., 1995).
However, we show here that a “cortex-like” neural system
equipped with mechanisms for cognitive control and active
maintenance can enter a different regime than those typi-
cally considered in the CLS framework, wherein a reliance
on control exposes the system to interference in the control
signal caused by rapid context switches. We speculate that in
the brain, pattern-separation mechanisms in the hippocampus
are usually sufficient to ensure effective learning regardless
of whether experiences are correlated over time, but animals
such as humans that rely heavily on cognitive control may
in some cases require learning experiences to be correlated
over time due to the bias for active maintenance in the cogni-
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Figure 5: Results of analyzing the learned representations of the model. Representations were analyzed in terms of how well
they captured the 2D structure of the 4x4 grid (left) and how much the irrelevant dimension of the grid was compressed on
each trial (right). Idealized grids depicting these two predictions are shown on the top, where the red grid indicates idealized
spacing between representations extracted during trials on which competence was cued, and the blue grid indicates the same for
popularity trials. Plots show the beta coefficients over training from performing the relevant regressions. These were conducted
on hidden representations either before (left) or after (right) control was applied, on two configurations of the model - one with
λ = 0 (no maintenance) and one with λ = 0.9. Regression results revealed strong 2D map-like structure in the hidden layer
before control was applied, and strong 1D compression of the irrelevant dimension after control was applied. However, when
the active maintenance was too strong (λ = 0.9), the compression effect disappeared in the interleaved condition, indicating a
failure to modulate representations according to the current context. Vertical lines indicate the switch in the blocked condition.

tive controller. In our simulations, we introduced this bias to
show how it could lead to a learning advantage of blocking,
but of course there was no real need for active maintenance
in the task (as shown by the good performance of the base
MLP when trials were interleaved). We expect that there are
good computational reasons that the PFC would have a bias to
maintain its activity over time (e.g., related to its role in work-
ing memory and planning), and that these may be unrelated
to the demands of this particular task. We leave it to future
work to show that a system augmented with cognitive control
and active maintenance is superior in an absolute sense to one
without these mechanisms.

Our simulations were also inspired by the idea that active
maintenance engenders a cost to switching between contexts,
which must be traded off against the strength with which con-
trol can be applied (Herd et al., 2014). The presence of this
tradeoff means the cognitive system as a whole must opti-
mize the strength of its control signal according to constraints
imposed by learning as well as the current need for control
(Shenhav et al., 2013). This optimization may have taken
place over the course of evolution (Herd et al., 2014), but
it may also occur in real time according to the task at hand

(O’Reilly, Nair, Russin, & Herd, 2020).

Representational analyses showed that cognitive control
can act on 2D map-like representations to modulate them
according to the current context by compressing irrelevant
dimensions and allowing learning to take place in non-
overlapping patterns. However, a strong bias to maintain ac-
tivity over time leads to interference in the control signal, re-
ducing this effect and leading to poor performance when trials
are interleaved. Flesch, Juechems, et al. (2022) also showed
compression along currently irrelevant dimensions in repre-
sentations of a neural network trained on a similar task. In
particular, this occurred in a “rich” regime when their neural
network was initialized with small weights. The default ran-
dom initializations we used in our model were likely small
enough to put them in the “rich” regime, but future work will
assess the extent to which our results depend on initialization.

Intelligent systems should be capable of continually learn-
ing in settings where data is not independently sampled over
time. Our simulations demonstrate computational principles
that may underlie human continual learning, and help to ex-
plain behavioral phenomena observed in human experiments.
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