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ABSTRACT OF THE DISSERTATION

General, Flexible and Unified Near-Data Computing

by

Zhengrong Wang

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2023

Professor Anthony John Nowatzki, Chair

Over the past decades, the memory hierarchy has increasingly become the bottleneck in

general-purpose processors due to a widening gap between the growing demand for large data

and the much slower scaling of conventional memory hierarchies. Therefore, conventional

in-core computing suffers from increasingly expensive overheads such as excessive request

messages, unnecessary data movement and coherence traffic, as well as limited off-chip band-

width, to bring the data from memory to computing cores. To continue the performance

and energy efficiency scaling, architects propose near-data computing (NDC) in which com-

putations are offloaded to where the data is. However, existing NDC techniques fall short

of providing generality and flexibility across different application domains, programming

paradigms, computing substrates, which are crucial to the wide adoption of NDC.

Our key insight is that the critical missing cornerstone for general and flexible near-

data computing is a novel rich-semantic memory abstraction. Unlike existing byte-grained

load/store operations, the new interface should express a wide range of rich semantics such as

the access pattern, reuse distance, near-data computations, etc. Such high-level information

is essential for the system to promptly recognize the program’s long-term behavior and
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adjust accordingly to reach optimal states. More importantly, the new interface should be

as transparent as possible to programmers with automatic compiler analysis and runtime

library support. Based on this, we can fundamentally revolutionize the memory interface

and co-optimize computation and data together.

This dissertation explores a new ISA interface - streams - to precisely capture the pro-

gram’s long-term memory and compute activities. Streams are incorporated into the pro-

gram’s functional semantics and are exposed to the entire system stack to guide various

policies. Our evaluation and analysis suggest serval key findings. First, a set of useful and

prevalent stream patterns cover a wide range of program behaviors and can be embedded

into the program in a lightweight way while still maintaining the sequential ordering. Second,

streams naturally decouple the address generation and computation from the core pipeline

and can be offloaded as the basic unit for near-data computing. Third, by exposing high-

level semantics to the system, we can unify different computing paradigms and codesign

the software and data structure. Overall, this dissertation aims to enable a general and

end-to-end near-data computing system that wipes out the boundary between computation

and data – the computation is freely scheduled in the system near the data, and the data

is carefully mapped to the memory resources to provide maximal locality and parallelism.

Such data-computation orchestration is the key to continuing the performance and energy

efficiency scaling.
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CHAPTER 1

Introduction

For decades, conventional computer architectures followed the classical von Neumann model

which draws a clear boundary between computation and data – centralized process units (e.g.

cores in CPU/GPU) perform all the computation, with memory units (e.g. caches, DRAM)

reacts to requests and serves the data. Such a compute-centric interface simplifies the design

and works well as long as data movement is relatively cheap compared to performing the

computation.

However, the landscape is fundamentally changed by an increasing gap between the

rapidly growing demand for large data and the much slower scaling of conventional memory

hierarchies. For example, ChatGPT requires ∼14000× more parameters than its predecessor

in 2017, while high-end GPUs used to train it only scale by 2.5× in memory capacity and

2.2× in memory bandwidth at the same time. To bridge this gap, modern systems also scale

up the cache hierarchy to hold more data on-chip and serve the core’s requests more timely.

However, with the existing compute-centric interface, the cache hierarchy is inherently reac-

tive and responsive, requiring complicated tiling schemes in the software as well as complex

best-effort microarchitecture policies to predict the program behavior. Therefore, even

with caches, conventional in-core computing still suffers from increasingly expensive over-

heads such as excessive request messages, unnecessary data movement and coherence traffic,

as well as limited off-chip bandwidth, to bring the data from memory to computing cores.

This calls for a fundamental redesign to revolutionize the memory interface and co-optimize

computation and data together.
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To mitigate such overheads, architects propose a variety of specialized architectures that

carefully schedule computation near data and orchestrate data movements through efficient

pipelines. This broad paradigm of near-data computing (NDC) covers an extremely large

design space: near where (on-chip cache, DRAM, or storage), how to compute (small cores,

reconfigurable arrays, or bit-serial logic using bit lines), how to program (domain-specific lan-

guage or general compiler), as well as so many other aspects. Existing near-data computing

techniques are limited to a subset of these design choices and often require manual pro-

gramming using specific APIs, and hence insufficient to enable general, flexible and unified

near-data computing.

Key Question How to build a NDC system in which general near-data computations can

be flexibly scheduled to all available memory levels and computing substrates, with a unified

programming and ISA abstraction and automatic analysis and optimization across the full

system stack.

Our key insight is that such a general and flexible system is infeasible without a powerful

unified abstraction to precisely capture and fuse the high-level memory access behaviors

and compute patterns. This dissertation explores streams – general memory access patterns

with near-stream computations – as a potential candidate. Streams inherently condense

the essential information about memory accesses and near-data computations into a unified

offloading basic unit, and unlock many opportunities to enable perfect prefetching, general

and transparent near-data computing, automatic data layout optimization, etc.

The remainder of this chapter will focus on first introducing the background of near-

data computing, and categorizing the huge design space and corresponding challenges to

enable general, flexible and unified near-data computing. Then we introduce our approach to

leverage streams as the fundamental near-data computing abstraction and how that presents

a unique opportunity. Finally, we summarize our main contribution and the organization of

this dissertation.
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Figure 1.1: Conventional In-Core (Top) vs. Future Near-Data Computing (Bottom)

1.1 Existing Near-Data Computing

In this section, we first compare near-data computing with conventional in-core computing,

then define the design space for near-data computing and the insufficiencies of existing near-

data computing techniques.

In-Core Computing Fig 1.1 compares conventional in-core computing (top) and near-data

computing (bottom) across various abstract levels of a multi-core system. In conventional

in-core computing, all computations are centralized in the core, which incurs significant data

movement and communication overheads to fetch and write back the data. For example, to

perform a simple vector addition A[i]=B[i]+C[i], the core needs to fetch all three vectors

and write back C[] even when there is no data reuse, as the computation is fixed in the core.

These overheads are only going to be worse as modern systems continue to scale up in the

number of cores and memory hierarchy levels, leading to longer data movement distance.

Also, the growing demand for large data puts more pressure on the cache hierarchy to hold

and reuse the working set, making it wasteful to move and cache the data.

Why Caches are Insufficient To mitigate these overheads, architects spend tremendous

efforts to improve the cache hierarchy in terms of capacity and policies. For capacity, modern

CPUs employ larger caches with more levels, e.g. 2MB private L2 cache and 2.7MB shared
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L3 cache per core for Intel Xeon 4th Gen Sapphire Rapids. However, a more complex cache

hierarchy requires a more complex tiling scheme to improve the data reuse, and is infeasible

when the application has no reuse. On the other hand, architects also propose various

microarchitecture policies to dynamically bypass certain cache levels, to replace unused cache

lines, to prefetch future data, etc. However, these are all best-effort approaches to recovering

the original high-level program semantics from the primitive memory interface that operates

on individual cache lines, and are inefficient if the program’s behaviors are too complicated

or transient to be captured.

Fundamentally speaking, with the existing computing-centric interface, caches are inher-

ently reactive and lack a holistic view of the program to proactively adjust to application

phases. Even with an ideal cache that perfectly predicts the program’s future behaviors, the

data movements are inevitable due to the fixed in-core computing. Therefore, we need a

fundamental redesign of the memory interface and hierarchy to address these challenges.

Near-Data Computing To overcome these overheads, near-data computing wipes out the

boundary between computation and memory. As shown in Fig 1.1, the memory hierarchy is

enhanced with computing capability at different levels, so that computation can be scheduled

across the memory hierarchy near the data in on-chip caches, off-chip DRAM, or even near

the storage. This replaces the superfluous requests and data movements with coarse-grained

offloading messages and minimal data traffic to collect the operands. This is the key to

continuing the scaling of performance and energy efficiency.

Design Space As Fig 1.1 suggests, near-data computing touches the entire system stack

and forms a broad design space that includes at least the following dimensions. Table 1.1

characterizes a representative subset of recent near-data computing techniques. For a more

comprehensive characterization, see Table A.1.
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Table 1.1: Characterization of Representative Near-Data Approaches

NDC Work Yr. ABST. Near Where Substrate Domain Program Data Layout

Goal Unified All All General Trans. Automatic

CDCS [1] ’15 Thread Core Local Core General Trans. Limited1

Dist-DA [2] ’22 DFG LLC Core/CGRA General Trans. Oblivious

Omni-Compute [3] ’19 Inst. GPU LLC FU General Trans. Oblivious

SnackNoC [4] ’20 Kernel NoC Router FU Regular API Scratchpad

Fafnir [5] ’21 Kernel DRAM2 FU Gather API Manual

GenASM [6] ’20 Kernel DRAM ASIC Genomic API Scratchpad

EMC [7] ’16 𝜇op Seq. DRAM FU Prefetching Trans. Oblivious

To PIM or Not [8] ’22 Thread DDR Bank Core General Trans. Oblivious3

MeNDA [9] ’22 Kernel DDR Rank ASIC Sparse LA4 API Manual

Tesseract [10] ’15 Thread HMC Core Graph API Manual

TOM [11] ’16 Thread HMC GPU Core General Trans. Limited5

GPU-PIM [12] ’16 Thread HMC GPU Core General Trans. Oblivious

ABNDP [13] ’23 Thread HMC Core General API Oblivious6

PIM-Enabled Inst. [14] ’15 Inst. HMC FU General Trans. Oblivious

IMPICA [15] ’16 Kernel HMC ASIC Ptr-Chasing API Oblivious

Active Routing [16] ’19 Packet HMC FU Aggregation API Oblivious

Gearbox [17] ’22 Kernel HMC Bank ASIC Sparse LA7 API Manual

FANS [18] ’21 Kernel SSD FPGA Sorting API Manual

ASSASIN [19] ’22 Kernel SSD ASIC General8 API Oblivious

Neural Cache [20] ’18 Kernel In-LLC Bitline ML API Scratchpad

Duality Cache [21] ’19 SIMT In-LLC Bitline General Trans. Oblivious

DUAL [22] ’20 Kernel In-DRAM Bitline Clustering API Manual

Ambit [23] ’17 Inst. In-HMC Bitline General API Scratchpad

1Only at page granularity.

2In interconnects of DDR ranks and channels.

3Customized physical address layout in DRAM.

4Sparse matrix transposition.

5Specific to strided patterns on GPU.

6With DRAM-based cache to capture locality.

7Sparse linear algebra, mainly SpMV and SpMSpV.

8Programs need to be transformed into streaming computing.
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SISA [24] ’21 Set Multi.9 Multi.10 Graph Mining API Manual

MLIMP [25] ’22 DFG Multi.11 Multi. GEMM/GNN API Scratchpad

NDC Compiler [26] ’21 Inst. Multi.12 FU General Trans. Oblivious

Livia [27] ’20 Kernel13 Multi.14 Core/FPGA General API Oblivious

∙ Offloading Location: There are two possible offloading dimensions for NDC: verti-

cally across memory hierarchy levels, and horizontally among units within the same

level Many works focus on the vertical approach near the controller of cache, DRAM,

HMC, or SSD. Emerging technologies such as in-situ bitline operation turn the SRAM/DRAM

arrays into massive vector units (labeled as In-X in Table 1.1). As for the horizontal

dimension, many multi-core works targetting non-uniform memory accesses (NUMA)

and non-uniform cache accesses (NUCA) do not offload computations from the core,

but try to schedule and migrate computations horizontally among the cores to im-

prove data locality (labeled as Core in Table 1.1). Notice that most vertical offloading

approaches have a horizontal dimension within the offloaded level.

Most existing works focus on a single offloading location. However, depending on the

application, different near-data computations may favor different offloading locations,

and the optimal offloading level for a single near-data computation can also change

depending on the input size and runtime behavior.

Goal: An ideal NDC system should intelligently schedule computations to a single or

multiple efficient levels with minimal synchronization.

9In-situ DRAM (SISA-PUM) and near DRAM controller (SISA-PNM).

10In-situ DRAM bitline for SISA-PUM, and small in-order cores for SISA-PNM.

11In-situ LLC, In-situ DRAM and ReRAM.

12NoC routers, LLC controllers, DRAM controllers, inside DRAM.

13Can only process a single cache line.

14LLC controllers and DRAM controllers
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∙ Computing Substrate: Besides the offloading location, different substrates to per-

form the near-data computation also present different tradeoffs. A small in-order core

offers maximal generality but still incurs all the overheads of a general-purpose pipeline,

e.g. instruction decoding, register reads and writes, etc. The opposite extreme is fix-

function ASIC units, which are highly specialized for certain operations by sacrificing

generality. Reconfigurable hardware like FPGA and CGRA, as well as tailored func-

tion units (FUs) that can be programmed to perform some predefined primitives, tries

to balance programmability and efficiency. There are also many emerging comput-

ing substrates, e.g. bit-serial in-memory computing, resistive random-access memory

(RRAM), non-volatile memory (NVMe), high-bandwidth memory (HBM), etc. All

these techniques pose different tradeoffs.

Goal: An ideal NDC system should offload computations to the suitable computing

substrate, or even split between them to combine their strengths.

∙ Application Domain: Many prior near-data computing techniques are limited to

a specific application domain: graph processing, linear algebra, DNA sequencing,

database acceleration, sorting, etc. These applications are usually memory intensive

and can benefit the most from the improved memory bandwidth of near-data comput-

ing. Others try to target general computation by directly offloading an entire thread

or providing a general programming interface. We argue that a general near-data

computing system is more favorable in the future to handle more and more diverse

applications and amortize the costs.

Goal: An ideal NDC system should be general enough to cover a wide range of appli-

cation domains.

∙ Programming Model: Another key design choice is how to program such a complex

near-data computing system, as much essential information is required to efficiently

coordinate various system components. Some works simply program a low-level in-
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terface, e.g. intrinsics or assembly instructions, while others provide special APIs

in domain-specific or general-purpose languages. All these approaches require manu-

ally rewriting the program. Another approach is reusing a general-purpose language

and automatically extracting near-data opportunities with minimal programmer hints.

This significantly eases the overheads to adopt near-data computing on existing ap-

plications with less programmer intervention, but requires advanced compiler analysis

and careful microarchitecture optimization to maintain consistency.

Goal: An ideal NDC system should remain almost transparent to the programmer with-

out sacrificing performance.

∙ Data Layout: A common oversight in designing a near-computing system is data

layout. Simply pushing computing into the memory hierarchy does not guarantee

that computation is now closer to the data, especially when the computation accesses

more than a single piece of data. For example, stencil workloads compute on multiple

arrays, and graph workloads require indirect access to neighboring vertices. Without a

suitable data layout, the required operands may be scattered far away from each other,

and näıvely offloading computation near data may yield no data movement reduction

or even hurt the performance. However, existing NDC work either relies on manual

coarse-grained data partition, or is simply oblivious to the data layout and falls back

to in-core computing when near-data computing is not profitable.

Goal: An ideal NDC system should automatically optimize data layout to improve data

affinity.

On top of Table 1.1 lists the goal of an ideal near-data computing system. Unfortunately,

existing NDC works fall short of reaching these goals. They are often limited to certain

offloading location, computing substrate and application domain, requires enormous efforts

to program, and are oblivious to data layout. We need a general, flexible and unified NDC

system that fully realizes the potential of near-data computing.
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1.2 Near-Stream Computing

A fundamental limitation of existing NDC techniques is that they still focus more on com-

puting than data, i.e. they simply shift the conventional compute-centric view closer to the

data, but lack of holistic data-centric view. The data is still treated as a small contiguous

chunk identified by its address and size, and served by a memory subsystem reacting to

individual memory requests. Such primitive memory abstraction completely misses diverse

and rich memory behaviors. For example, do memory accesses follow a specific pattern such

as linear, affine, or pointer-chasing? What is the computation performed on the fetched

data? Are multiple data structures involved in the computation? If so, how should the sys-

tem optimize their affinity? Without a rich semantic abstraction to efficiently capture this

information, it is infeasible for near-data computing to reach the desired level of generality,

flexibility and unification.

This dissertation replaces the primitive “data” abstraction with “stream” – a general

abstraction with high-level data access patterns and near-data computations – to form a new

paradigm called near-stream computing. For example, the above vector addition example

C[i]=A[i]+B[i] can be represented as three streams: two load streams A[] and B[], and

a store stream C[]. The addition can be associated with the store stream C[], forming a

near-stream computation that is scheduled along with the stream. Specifically, near-stream

computing presents the following unique opportunities.

∙ Streams capture broad access patterns, and computations consuming or producing

stream data can be associated with the stream, forming near-stream computations.

Moreover, streams still preserve the original sequential ordering, and can be automati-

cally recognized by compiler analysis from general-purpose languages without sacrific-

ing programmability or transparency.

∙ Streams and associated near-stream computations are inherently decouplable from the

remainder of the program, making them a natural match for distributed near-data
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computing. The embedded high-level access patterns also enable proactive and highly

efficient data orchestration and synchronization between the core and offloaded streams

across the entire memory hierarchy.

∙ The dependency relationship between streams and near-stream computations precisely

represents the affinity relationship between data structures, enabling automatic data

layout optimization to make near-data computations truly near the data.

Overall, near-stream computing fundamentally takes a data-centric view: it employs a

unified data abstraction that captures general data movement and near-data computations

(§2), orchestrates data and computation flexibly across the entire memory hierarchy (§3,

§4, §5, §7), and automatically optimizes the data affinity to balance spatial locality and

parallelism (§6).

1.3 Contributions

This dissertation identifies streams as the fundamental near-data computing abstraction and

explores many unique opportunities for near-stream computing. The potential impact of this

is to enable general, flexible and unified near-data computing that eliminates communication

bottlenecks without sacrificing programmability or transparency. The specific contributions

are in terms of stream characterization/ISA extension, unified execution model/architecture

design for near-stream computing, and automatic data layout optimization and data struc-

ture codesign for data affinity.

Stream Characterization and ISA Extension We characterize various stream patterns

in a variety of representative workloads from simple strided linear accesses on an array, to

complex data-dependent accesses such as irregular indirect pattern A[B[i]] and pointer-

chasing p=p.next. Streams are prevalent, covering on average more than 60% memory

accesses [28]. Based on these observations, we extend a general-purpose ISA (we use x86)
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with stream abstraction to capture the high-level access pattern and potential near-data

computations in the presence of control flow and indirect memory, This serves as the missing

cornerstone of next-gen near-data computing. We also implement the automatic compiler

analysis and transformation to directly recognize streams from plain-C programs.

In-Core Stream Specialization With streams explicitly embedded in the ISA, we can

leverage the inherent structure of streams to specialize the core pipeline, cache interface and

cache policies. We find that streams can be decoupled, providing a semi-binding interface

that does not require stream data to be consumed. Our stream-specialized microarchitecture

benefits from stream-based prefetching, decoupling of address computation, and stream-

awareness in prefetch throttling and cache bypassing. Broadly, this paradigm of encoding

rich memory access semantics could open up new opportunities for specialization of access

and communication at even higher levels within the cache and memory hierarchy.

In-Cache Near-Stream Computing We then explore the idea of decoupling long-term

access patterns, i.e. streams, with computations into on-chip caches. Instead of always

bringing data to the core, computations are offloaded along with streams and are performed

near the data. We propose microarchitecture extensions that can recognize near-stream

computing opportunities and offload computations to remote cache banks while still main-

taining the precise state with low overhead. It dramatically reduces the network traffic and

improves core utilization, all without requiring programmer involvement. More importantly,

this work breaks with the core-centric view and explores using memory streams as the basic

unit for near-data scheduling. This hybrid approach is key to enabling high-performance

and energy-efficient execution in future large-scale multi-core systems.

Software Co-Design for Data Layout We propose the first general and programmable

framework that automatically optimizes data layout for any near-data computing technique.

The idea is to capture the essential data affinity requirement, i.e. 𝑋 should be close to 𝑌 ,

in a lightweight memory allocator interface. For example, when allocating the vectors A[N],
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B[N] and C[N], the programmer can specify that they should be element-wise aligned for

near-data computing. Another example is pointer-based data structures, e.g. linked lists,

with the new node allocated closer to the previous one. Complemented by co-optimized

data structures, runtime libraries, minimal OS extensions and microarchitecture tables, it

achieves a clean layered design that systematically captures data affinity information and

optimizes data layout throughout the system stack. Evaluated with critical dense scientific

computing and irregular graph processing workloads, it achieves 2.36× speedup and 1.82×

energy efficiency over a state-of-the-art near-data computing technique. More importantly,

it also yields 75% traffic reduction, making near-data computations truly near the data.

Fusing Near-Cache and In-Cache Computing While this new stream abstraction

captures the essential program semantics, it remains neutral to the underlying hardware

details. This makes it possible to apply it to improve the programmability and usability of

other emerging computing paradigms, or even to fuse multiple paradigms. A particularly

interesting case is bit-serial in-cache computing, in which each cache bitline is a vector lane,

forming a massive vector unit (e.g. a 64MB L3 cache with 256x256 SRAM arrays has

2M vector lanes). Due to the massive parallelism, it is especially effective for large dense

computations, e.g. matrix operations, but is not as efficient for irregular computations.

Hence we need a hybrid paradigm.

Our stream abstraction captures essential program semantics to effectively fuse both

paradigms. First, dense regular operations are often represented as computation involving

multiple affine streams. By relaxing the sequential semantics of stream and allowing all

stream elements to be processed in parallel, we can easily exploit the massive parallelism

provided by in-cache computing without introducing another set of abstractions. Second,

irregular sparse operations can still be handled as normal near-cache computing using irreg-

ular streams. We performed an end-to-end case study on the state-of-the-art point cloud

application: PointNet++, in which the dense multi-layer perceptron (MLP) is handled by

in-cache computing, while irregular operations, e.g. sampling centroids, gathering neighbor-
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Chap. Topic Author’s Related Prior Work

2 Stream Characterization and ISA ISCA 2019 [28], HPCA 2022 [31]

3 In-Core Stream Specialization ISCA 2019 [28]

4 Stream-based Proactive Cache HPCA 2021 [32]

5 In-Cache Near-Stream Computing HPCA 2022 [31]

6 Automatic Data Affinity Optimization MICRO 2023 [33]

7 In-/Near-Cache Computing Fusion ASPLOS 2023 [30], CAL 2022 [29]

8 Conclusion

Table 1.2: Dissertation Organization and Relation to Author’s Prior Work

ing vertices’ feature vectors, are left as near-cache computing. This unifies two computing

paradigms using a single abstraction, and achieves 1.92× speedup over the baseline, and

1.20× over the best of individual paradigm [29, 30]. This demonstrates the potential of a

unified abstraction to fully unleash the benefit of data-computation orchestration.

1.4 Organization

Table 1.2 summarizes the organization of the dissertation and the author’s related prior

works. In the rest of this dissertation, we first introduce stream definition, stream character-

ization as well as the proposed stream ISA in Chapter 2. Following that, we discuss how to

exploit streams and support in-core stream specialization in Chapter 3. Then we move on to

how to leverage streams to enable proactive and decentralized cache optimizations (Chap-

ter 4), and how to schedule computation along with streams (Chapter 5). Chapter 6 enables

automatic software co-optimization for data affinity, and Chapter 7 leverages streams as the

unified abstraction to fuse in-/near-memory computing. We conclude in Chapter 8.
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CHAPTER 2

Stream Basics

In this chapter, we first define and characterize streams in representative applications to

demonstrate that streams are suitable candidates for next-gen memory abstraction (§2.1).

Then we move to explore how to embed streams in the ISA (§2.2) and extend them to cover

near-data computing (§2.3). We also introduce necessary compiler support to automatically

recognize streams and transform the program.

2.1 Stream Characterization

A foundational question for a stream-specialized system is whether programs exhibit enough

streaming behavior to take advantage of. We define four key questions:

Q1 - Coverage: Do streams cover program access?

Q2 - Pattern: What are their access patterns?

Q3 - Length: Are streams long enough to be meaningful?

Q4 - Control: Are they entangled with the core’s control flow?

This section attempts to answer the above questions through a trace-based analysis of

streams. The observations both justify our motivation and provide insights for the ISA and

microarchitecture.

Stream Definition For this analysis, we empirically characterize patterns that may

eventually be capturable by an instruction as streams. where the longest extent is defined

as the entry and exit of the outermost containing loop.
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Desirable Properties Extracting access patterns from memory streams and decoupling

them from the von Neumann order of the program is key to achieving high performance

and energy efficiency. However, certain memory streams are more amenable than others for

specialization. In particular, certain properties are desirable, so we consider streams with

these properties to be “qualified”:

∙ Within an inlinable loop: This is because saving and restoring streams at function-

call boundaries would be more expensive than for a scalar register.

∙ Address is Control Independent: We intend to leave control decisions within the

non-stream portion of the program, so that traditional speculative execution may take

advantage. We disqualify control-dependent address computation, as supporting this

would simultaneously eliminate the benefit of decoupling (close interaction with non-

stream instructions), and make analysis for cache specialization more difficult.

∙ Affine Strides: This restriction keeps the hardware for streams trivial (an integer

ALU is sufficient) and also enables simple analysis by cache hardware.

Three Clarifications First, these properties only need to hold up to some loop nesting

level, because they can be considered to start at that level. Second, data-dependent streams

(indirect and pointer-chasing) are still potentially quite profitable to target, as their addresses

are still control independent. Third, it can still be profitable to target streams where not

all elements of the stream’s data are guaranteed to be used – i.e. the memory access can

be control dependent. Note that the access being control dependent is orthogonal to the

address being control dependent, and control-dependent access is not disqualified.

Methodology We profile SPEC CPU 2017 [34] to capture general application behavior,

as well as CortexSuite [35, 36] to reflect the importance of data processing. To analyze the

workloads, we use dynamic instrumentation and trace analysis. We exclude stack spilling

accesses as it would inflate the number of affine stream accesses.
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Figure 2.1: Stream Breakdown (PC: Pointer-Chasing)

Q1 and Q2: Coverage and Pattern Fig 2.1 shows the breakdown of dynamic memory

accesses. Memory accesses outside of inlinable loops are labeled “outside”. Depending on

its access pattern, each qualified stream is further classified as affine, indirect or pointer-

chasing (PC). On average, 51.49% dynamic memory accesses belong to affine streams, while

10.90% come from indirect streams and 0.3% from pointer-chasing streams. Although on

average indirect streams contribute less than 12%, for some benchmarks more than 40% of

stream accesses are indirect, e.g. namd r. These benchmarks require efficient support for

dependence between streams to achieve high performance.

Observation 1: More than 60% of dynamic memory access instructions belongs to a

stream with specializable properties.

Observation 2: Affine streams are the most common, while indirect streams are also

common for some benchmarks.

16



ld
a

lib
lin

ea
r

m
ot
io
n-
es
tim

at
io
n

pc
a

rb
m

sp
hi
nx sr
r

sv
d3

di
sp
ar
ity

lo
ca
liz
at
io
n

m
se
r

m
ul
ti_

nc
ut si
ft

st
itc

h
sv
m

te
xt
ur
e_
sy
nt
he
si
s

tr
ac
ki
ng

na
m
d_
r

pa
re
st
_r

po
vr
ay
_r

bl
en

de
r_
r

pe
rl
be
nc
h_

s
gc
c_
s

m
cf
_s

lb
m
_s

om
ne

tp
p_
s

xa
la
nc
bm

k_
s

x2
64
_s

de
ep
sj
en

g_
s

im
ag
ic
k_
s

le
el
a_
s

na
b_
s

xz
_s

av
g.

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

>0 >50 >100 >1k

Figure 2.2: Average Stream Length

Q3: Length Fig 2.2 shows the breakdown of stream accesses by the stream length. 51% of

stream accesses belong to a stream of length at least 1000, and 62.1% come from streams with

length at least 100. Notice that a stream of length N represents at least N loop iterations

(greater if we consider the reuse of stream elements). Therefore, even a shorter stream may

span across a long instruction window if the loop body is large.

Observation 3: Streams are generally long enough to convey meaningful patterns, while

shorter streams are also common, requiring low initialization overhead.

Q4: Interaction with Control For general-purpose workloads, it is common for streams

to coexist with the core’s control flow. To characterize the degree of this interaction, Fig 2.3

shows the accumulated distribution of stream accesses, grouped by the number of control

paths within the loop containing that static memory access instruction. Loops with 3 or

more control paths contribute 27.7% of dynamic stream access.
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Figure 2.3: Number of Control Paths

Observation 4: Because many stream accesses coexist with control flow, it is essential

for the ISA to decouple control flow.

2.2 Decoupled-Stream ISA

In this section, we first make an argument for the requirements of a stream-specialized

interface. We then define the decoupled-stream ISA informed by these requirements.

Stream ISA Requirements

In §2.1, we find that streams are common (> 50% of dynamic access), which is promising.

However, some streams are shorter (37% less than 100 accesses), streams often have indirect

access (about 11%), and streams often coexist with control flow (> 50% of stream accesses).

Therefore, we argue that a decoupled-stream ISA interface should have five qualities:
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1 Integration-simplicity It should be lightweight and not require excessive core modifi-

cation, while also efficiently conveying stream patterns to hardware with low overhead for

short streams.

2 Generality It should be able to capture both regular and irregular (indirect, pointer-

chasing) memory access patterns.

3 Pattern-simplicity The stream definition should be analyzable by hardware (for stream-

aware cache policies).

4 Control under streaming It should enable control-dependent access, without interfer-

ing with the core speculation.

5 Abstract It should not expose the underlying microarchitecture.

Decoupled-stream ISA Approach Streams are initialized through a configuration in-

struction that defines the pattern. To communicate with the core pipeline, each stream is

assigned a pseudo-register, which is a register implicitly mapped to stream data. This means

that instructions which consume/produce stream data remain unmodified, keeping the inte-

gration simple (req. 1 ). Streams may specify other streams as dependences, which enables

generality across irregular types (req. 2 ). Streams are simple to analyze because there are

only a handful of common patterns (req. 3 ).

Streaming under control (req. 4 ) is possible because of how we update the meaning of

each pseudo-register, i.e. the data item a pseudo-register corresponds to within the stream.

Specifically, our approach is to add a “step” instruction to the core, which indicates the

advancement of the stream from the core’s perspective. This implies that data within the

stream may be used multiple times, or even ignored if not needed depending on the core

control flow.

Streams are general and ubiquitous, and therefore useful across subsequent ISA genera-

tions (req. 5 ). The only aspect of the microarchitecture exposed is the number of pseudo-

registers, which represents the number of streams supported simultaneously.
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Decoupled-Stream Concepts

The following are the essential components of the ISA extensions:

∙ Streams: Streams are decoupled portions of the program which together generate

memory accesses. They are explicitly constructed and deconstructed (stream cfg and

stream end instructions), and their data can be accessed by traditional instructions

through pseudo-registers.

∙ Stream Types and Dependence: There are two stream types: memory streams

describe a memory access pattern; and induction streams define a repeating pattern of

values. Memory streams are dependent on either 1. induction variable streams (affine

access patterns), 2. other memory streams (indirect access patterns), or 3. themselves

(pointer-chasing).

∙ Pseudo-registers and Stream Stepping: A pseudo-register is a register which

refers to a stream’s data. The meaning of the register, the position into the stream,

is updated by a stream step instruction to the associated induction variable stream.

In other words, a stream step advances the pseudo-register position of all dependent

streams.

∙ Memory Semantics and Architecture State: Semantically, a load occurs at the

point of the first use of a pseudo-register corresponding to a load stream after stepping

or configuring, while a store happens at every write to a pseudo-register of a store

stream. Pseudo-registers become part of the architecture state after their first use and

are removed from the architecture state after stepping the corresponding induction

variable stream.

∙ Pseudo-register Width: Pseudo-registers have a definable width, which determines

the amount of data read by each step instruction. Instructions that access narrower

portions of the register specify an offset.
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Stream-ISA Extensions

To explain the ISA intuitively, we describe its principles and potential through a series of

examples that stress its different aspects. Fig 2.4 shows five examples, with the decoupled-

stream pseudo code, and the stream dependence graph.

while (i < N)
  C[i] = A[i] + B[i];
  i++;

si

sc sa sb

s_cfg(sa=A[si],sb=B[si],sc=C[si]);
while (si < N)
  sc = sa + sb;
  s_step(si);
s_end(si,sa,sb,sc);

for (i = 0:N)
  C[i] = A[B[i]];
  i++;

si

sc sb

sa

s_cfg(sb=B[si],sa=A[sb],sc=C[si]);
while (si < N)
  sc = sa;
  s_step(si);
s_end(si,sa,sb,sc);

while (i < N && j < N)
  if (A[i] < B[j])
    v += C[i];
    i++;
  else
    j++;
  

si

sa sb

sj

s_cfg(sa=A[si],sb=B[sj],sc=C[si]);
while (si < N && sj < N)
  if (sa < sb)
    v += sc;
    s_step(si);
  else
    s_step(sj);
s_end(si,sa,sc,sj,sb);

for (i = 0:N) 
  B[i] =   A[i].x 
         + A[i].y;
  i++;

si

sb sa

s_cfg(sa=A[si],sb=B[si]);
while (si < N)
  sb = sa.x + sa.y;
  s_step(si);
s_end(si,sa,sb);

a) Vector Add

sc

Legend: i, si,   : induction variable stream      A[i], sa,   : memory stream

Original Pseudo Code Stream Decoupled Pseudo Code Stream Dependency Graph

for (i = 0:M) 
  for (j = 0:N) 
    sum += A[i][j];
    j++;
  i++;

s_cfg(sj=0:MxN,sa=A[sj]);
while (i < M)
  while (sj < N)
    sum += sa;
    s_step(sj);
  i++;
s_end(si,sj,sa);

sa

sj

b) Indirect Access

c) Control Flow

d) Structural Access

e) Multi-Level Stream

Affine access pattern
to A[], B[] and C[].

Indirect access pattern to A[B[i]].

Advance si, sa, sb, sc.

Conditional usage of sc.

Structural access on sa.

Configured at outer loop level.

Figure 2.4: Decoupled Stream ISA Examples
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Basic Operation – Fig 2.4(a) The example is a dense vector addition, using three affine

streams. There are two load streams A[i], B[i] and a store stream C[i], which are all

dependent on an induction variable stream i. Each stream is assigned a pseudo-register,

which is used by the traditional instructions to interact with streams. Next, we explain the

use of stream instructions.

s cfg: A s cfg instruction is inserted before entering the loop which uses the stream’s

data. It defines all of the streams within this loop level, including their type (induc-

tion/memory), pattern (stride, width, and optional length), dependences, and starting ad-

dress1. This interface conveys stream information at a coarse granularity, using a stable

interface.

In practice, after the configuration is complete, the hardware may begin fetching data

ahead of the core’s requests based on the program. Also, note that the stream’s data never

needs to be consumed, though an unused stream would occupy a pseudo-register.

s step: As described earlier, the s step instruction advances the pseudo-register posi-

tion of the induction variable and dependent streams. In this example, stepping s i will also

advance s a, s b and s c by one element. This highlights how the approach of implicitly

stepping dependent streams avoids redundant step instructions.

An alternative decoupled ISA could have used a “destructive read” interface, where a

read of a pseudo-register implicitly advances the state. This would have worked well in this

example, eliminating the need for step instruction. However, this would not allow control-

dependent access, as described shortly.

s end: The s end instruction deallocates a set of streams from the corresponding pseudo-

registers. Generally, this happens after the loop in which the stream use occurred, but an

explicit s end enables the termination of a stream to be data-dependent.

1This can be implemented with a series of instructions for each stream. While this is shown abstractly
in the figure, in our implementation, it is an instruction cache load of configuration data, interpreted by the
hardware.
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Indirect Memory Access – Fig 2.4(b) Indirect memory access is supported by making

the address of one memory stream dependent on the value of another. In this example, s a

is dependent on s b. We also refer to s b as the base stream of s a. Note that s a is also

stepped with the s step of s i.

Control Flow – Fig 2.4(c) The s step interface enables the ISA to specify control-

dependent access, meaning that a stream element may be used 0 times, once or many times.

This example iterates over the elements of a[i] and b[j], but their relative ordering is data-

dependent. This is implemented by conditionally stepping stream s i and s j depending

on the outcome of the comparison. Having a s step instruction makes it trivial to support

such a scenario, by simply replacing the increment instruction with a corresponding s step.

Notice that here not every element of s c will eventually be used. In a traditional ISA,

such unused elements make it harder for the prefetcher to figure out the access pattern and

prefetch for future elements. With the help of the compiler and the support of explicit control

on when to step the stream, we effectively decouple the access pattern from the control flow.

This also enables a new opportunity for the hardware, as now it knows the addresses and

can speculate whether the stream element will be used and whether it should prefetch.

Coalescing Streams – Fig 2.4(d) In some situations, memory access patterns become

more regular when coalescing from two static instructions. A common scenario is iterating

through an array of structs, as shown in the example. Here the structural accesses on x and y

fields can be coalesced into a single stream, where the pseudo-register width is now doubled.

This reduces the total number of streams and also makes the access pattern contiguous.

To support this, the user of a pseudo-register may add an immediate offset parameter to

specify the offset from the head of the pseudo-register2. In this example, s a.y has an offset

of 4 bytes (assuming int32 t data type).

2In theory, this support could be added to the ISA by extending each instruction or adding a header byte
to specify the offset. In our implementation, we add this information to the stream configuration.
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Multi-Level Streams – Fig 2.4(e) It is sometimes advantageous to configure a stream

at an outer loop level to increase the length. This example iterates over a 2D array and is

transformed into a single memory stream. Because N is known and there is no conditional

stepping, the affine access pattern can be determined before entering the outer loop. The

induction variable i is not specialized as a stream in this example, while the induction

variable stream s j iterates from 0 to 𝑀 ×𝑁 .

Pattern Limitations and Speculation

The address patterns that we support are limited to those that are decouplable, i.e. de-

termined at the point of configuration. There are two relevant caveats: 1. data may be

conditionally used, and 2. the outermost dimension of the pattern can have an unknown

length. This corresponds to the two forms of speculation that we allow for address patterns:

that cache lines in the pattern are likely useful, and that streams are long enough that the

overhead of loading a few extra items is acceptable.

This has implications for how many loop levels we can hoist up the configuration of a

stream. If at a given outer level either the trip count of the inner loop becomes unknown,

or the induction variable becomes conditionally stepped, then the decoupling invariant can

no longer be maintained.

2.3 Near-Stream Computing Abstraction

Here we discuss extensions to decoupled stream ISAs [28] to associate streams with compu-

tation, as well as the compiler support.
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while (i < N)
  C[i] = A[i]+B[i];
  i++;

while (i < N)
  s_store(sc);
  s_step(i);
s_end(sa, sb, sc);

while (i < N)
  v = (A[B[i]] += 1);
  i++;
  foo(v);

sb

sa

s_cfg(sb=B[i], sa=A[sb]+=1); 
while (i < N)
  v = s_atomic(sa);
  s_step(i);
  foo(v);
s_end(sa, sb);

(c) Indirect Atomic

 Legend:       Address Dependence              Value Dependence         Stream with N-S Insts.
       sv: Stream id. for reduction stream   sa,b,c: Stream id. for memory stream

N-S Computing Pseudo Assembly Stream Dep. GraphOriginal Pseudo Code

s_cfg(sc=C[i]=sa+sb=A[i]+B[i]);

sa sb

sc

Semantically, 2 loads, 
1 add & 1 store

Semantically,
indirect atomic

(b) Vector Add

while (i < N)
  v += A[i];
  i++;

s_cfg(sa=A[i], sv+=sa);
while (i < N)
  s_step(i);
v = s_load(sv);
s_end(sv,sa);

sv

saSemantically,
 1 load & 1 add

(a) Vector Sum Config.

Get final value
+=

++

+

Config.

Config. outer & 
inner streams

while (u < N)
  P, Q = Edges[u];
  i = 0, s = 0;
  while (i < Q - P)
    v = P[i];
    s += C[v];
  // ... 

(d) Pull Page-Rank s_cfg(se=Edges[u], sv=se.P[i],
      sc=C[sv], ss+=sc);
while (u < N)
  while (i < se.Q-se.P)
    s_step(i);
  s = s_load(ss);
  // ...
s_end(se, sv, sc, ss);

Config.
se

ss +=

Outer Inner

sc

sv

Get final indirect 
reduction value

Config.

Figure 2.5: Near-Stream Computing ISA Examples

Near-Stream Computing ISAs

We extend streams to define co-located computation, or near-stream instructions. Many

types of streams can have near-stream instructions: load streams (computing using loaded

values), store streams (computing values to be stored), atomic streams (the atomic function

is defined by the stream), and special reduction streams (computing using its previous result

and loaded values). When there is a choice of associating an instruction with one or another

stream, the compiler decides based on heuristics to optimize data traffic and reuse (see §2.4).

Besides the normal address dependence for the access pattern, streams with computation

may also have value dependencies if they take other streams’ data as their computation

inputs. We define the user as the value-dependent stream and the provider as the value-base
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stream. Loop-invariant inputs are provided at configuration time. Streams cannot accept

loop-variant core values, as it breaks the decoupling boundary.

Near-stream instructions are outlined in a separate function, with the pointer in the

stream configuration. Computation is wrapped in a loop to facilitate pipelined execution of

instances of the near-stream instructions. These functions have no memory access and are

stackless. They use s load/store to communicate the stream inputs/result, and s step to

advance to the next ready computing iteration. These instructions convey no shared memory

semantics in this context and are only used for communication. This approach is general

enough for the targeted workloads.

Examples Fig 2.5 shows four examples in the near-stream computing ISA, each demon-

strating a specific feature.

Reduction - 2.5(a): A reduction stream sv sums a load stream sa. sv has value depen-

dencies on sa and itself. The in-loop s load is eliminated as the reduction is decoupled from

the core. Instead, after exiting the loop, a s load retrieves the final result.

Store - 2.5(b): A store stream sc has two value dependencies on load streams sa and

sb. The s store recieves both the address and stored value from the store stream sc, and

semantically it completes several near-stream operations: 2 loads, 1 addition and 1 store.

Atomic - 2.5(c): A s atomic instruction performs the atomic operation on the indirect

stream address, and returns the new value, which is consumed by foo().

Nest - 2.5(d): To avoid frequent configuration of short inner loop streams, we extend

the stream ISA [28] to allow nesting of stream configuration. The inner loop streams’

configuration and trip count must only depend on outer stream or loop-invariant data. Each

outer stream iteration instantiates a new inner loop stream. A conditional inner loop can

also be nested, as long as the condition purely depends on outer streams; this is transformed

into predication in the configuration.

26



2.4 Compiler Support

We implement compiler support to identify streams and transform the original program to

decouple streams with near-stream computations. We implement the compiler transforma-

tions using LLVM IR [37]. Programs are transformed and compiled to an extended x86

backend with new stream instructions.

Decoupled-Stream ISA

To support decoupled-stream ISA, there are three phases: recognizing stream candidates,

selecting qualified candidates, and code generation.

Recognizing Stream Candidates The compiler treats every static memory access in-

struction in a loop as a candidate for a memory stream, and every 𝜑 node in the loop

entrant basic block as an induction variable stream. 𝜑 nodes not in the loop entrant basic

block represent other control-dependent values and are not considered as candidates. Start-

ing from the candidate instruction, the compiler performs a backward search on its operands,

gathering instructions until it encounters a loop-invariant, a constant, or another candidate

instruction. It will also record dependencies between stream candidates.

Selecting Stream Candidates After finding the candidates, the compiler identifies all

candidates qualified for stream decoupling. First, a candidate can only be qualified if it

has a simple enough pattern to match the supported affine, indirect, and pointer-chasing

patterns. Specifically, it can not contain any 𝜑 node, which represents control-dependent

address generation. Also, it should not contain any unsupported operations, e.g. floating

point operations.

Second, the compiler checks the dependencies between streams. A trivial constraint

is that if any of its base streams within the same loop level is unqualified, the stream is

unqualified. A more sophisticated case is to handle multiple induction variables. To support
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configuring streams in outer loops, if the address pattern limitations in 2.2 are satisfied, we

remove the dependency on any outer loop induction variable so that the memory stream

depends on only one innermost induction variable (the iteration domain is incorporated into

the inner loop variable). If this is not possible, the stream becomes unqualified.

During this phase, the compiler coalesces affine streams with the same induction variable

and small offsets between their elements. The compiler also drops some qualified streams if

the total number of streams exceeds the maximum. The compiler prioritizes memory streams

with no dependent streams to drop, as they are less likely on the critical path.

Similar to some prior work [38, 39, 40], we take a hardware/software codesign approach to

memory aliasing. The compiler records which loads and stores may alias, so that non-aliasing

streams can bypass the core’s LSQ.

Code Generation During the code generation phase, the compiler first generates the

stream configuration for the selected candidates. The configuration specifies 1. which

pseudo-register to represent the stream; 2. the type of the stream (induction, load, store);

3. loop invariant values (stride, width); and 4. stream dependencies.

The compiler transforms the loop by 1. inserting stream cfg, stream step and stream end

instructions; 2. replacing the operand of a user instruction with the corresponding pseudo

register, along with the offset within the element (for a coalesced stream); 3. removing the

memory access instruction for a memory stream, and possibly insert a dummy user instruc-

tion to ensure the original program order is preserved; and 4. if there are no other users,

remove the address computation instructions.

Fig 2.6 shows both the original and transformed X86 assembly code for example in

Fig 2.4(c). The stream operands are replaced by the corresponding pseudo-registers.
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                     ...
.LBB0_1:             
    movsxd  rdx, r8d
    mov     edi, [4*rdx + a]
    movsxd  rcx, eax
    cmp     edi, [4*rcx + b]
    jge     .LBB0_3
    add     esi, [4*rdx + c]
    add     edx, 1
    mov     r8d, edx
    cmp     r8d, 1023
    jle     .LBB0_5
    jmp     .LBB0_6
.LBB0_3:                
    add     eax, 1
    cmp     r8d, 1023
    jg      .LBB0_6
.LBB0_5:                   
    cmp     eax, 1024
    jl      .LBB0_1
    ...

  
                ...
    s_cfg
.LBB0_1:        
    cmp     s2, s3
    jge     .LBB0_3
    add     esi, s4
    s_step  s0
    cmp     s0, 1023
    jle     .LBB0_5
    jmp     .LBB0_6
.LBB0_3:                
    s_step  s1
    cmp     s1, 1023
    jg      .LBB0_6
.LBB0_5:                   
    cmp     s1, 1024
    jl      .LBB0_1
.LBB0_6:
    s_end
    ...

Register to Stream Mapping
r8d -> iv stream si
eax -> iv stream sj
[4*rdx + a] -> memory stream sa
[4*rcx + b] -> memory stream sb
[4*rdx + c] -> memory stream sc

Stream to Pseudo 
Register Mapping
Stream si -> s0
Stream sj -> s1
Stream sa -> s2
Stream sb -> s3
Stream sc -> s4

Original Stream Specialized

Figure 2.6: Decoupled Stream Assembly Example

Support Near-Stream Computing

Ideally, we could formulate this as an optimization problem to find the best slicing between

computations and streams. However, we find a heuristic-based approach is capable of han-

dling the existing workloads. Specifically, the compiler tries to recognize load computation,

store computation and reduction one by one:

Load For each load stream, the compiler performs a BFS on its user instructions, and

checks if visited instructions form a closure, i.e. no outside users except the candidate final

instruction. If so, and the final instruction has a smaller data type, the compiler slices out
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the visited instructions, with the final instruction as the return value. The compiler iterates

to find larger closures with fewer bits total in live outputs. Algorithm 1 covers the details.

Store Similar to loads, the compiler searches for instructions computing the stored value,

and records a value dependence when encountering a load instruction (or its final instruction).

Reduce Reduction variables are typically represented as phi nodes in the loop entry basic

block, and can be recognized by searching backward for computation instructions. The initial

value for reduction is recorded either directly in the configuration (if constant) or as a live

input at runtime.

RMW A load and the following store to the same address are merged into a single up-

date stream. Atomics are handled similarly to stores, with a possible return value. The

compiler only targets atomics with relaxed memory order, which only guarantees atomicity

and can be reordered with other memory accesses. Therefore, they should not be used for

synchronization, e.g. locks. The compiler wraps the near-stream instructions into a loop and

outlines this to a function, with stream instructions to communicate the operands/results.

It also inserts necessary stream instructions in the original program to communicate with

streams, e.g. s store.
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Algorithm 1: Find Load Computation
Result: ComputeInsts, FinalInst

1 ComputeInsts ← ∅, FinalInst ← Load;

2 Visited ← Frontier ← {Load}, NextFrontier ← ∅;

3 while !Frontier.empty() do

4 forall Inst : Frontier do

5 forall User : Inst.users() do

6 if User in Visited or !isComputeInst(User) or !isSameBasicBlock(User) then

7 continue;

8 NextFrontier.insert(User)

9 if NextFrontier.size() == 1 then // check closure

10 FormClosure ← true;

11 CandidateFinalInst ← NextFrontier.front();

12 forall Inst : Visited do

13 forall User : Inst.users() do

14 if not User in Visited and User != CandidateFinalInst then

15 FormClosure ← false;

16 break;

17 if FormClosure and CandidateFinalInst.size() ¡ FinalInst.size() then

18 ComputeInsts ← Visited;

19 FinalInst ← CandidateFinalInst;

20 Visited ← Visited ∪ NextFrontier;

21 Frontier ← NextFrontier;

22 NextFrontier ← ∅;
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CHAPTER 3

Stream-Specialized Processors

Even without near-stream computations, streams by themselves are powerful abstractions.

In this chapter, we develop stream-specialized processors (SSP), which leverage the high-level

semantics exposed by only streams to improve performance and energy efficiency. Specif-

ically, we first overview the proposed stream-specialized processor (§3.1) with detailed mi-

croarchitecture design (§3.2) and stream-aware policies (§3.3). Then we describe the method-

ology in §3.4 and evaluate stream-specialized processors in §3.5. Finally, we discuss related

works in §3.6.

3.1 Stream Specialization Overview

Given the premise of explicitly encoding streams in the ISA, the core pipeline can be extended

to explicitly manage the stream context and the relative index in each stream. We first

overview our approach in terms of the microarchitecture of the stream-specialized processor

(SSP), and then discuss how it unlocks the following opportunities depicted in Fig 3.1.

Microarchitecture Approach We modify the core pipeline’s front end to track the posi-

tion within each stream based on interpreting step instructions. We add a stream engine (SE)

to generate addresses and interact with the memory system. Finally, we add a load-stream

FIFO (and store-stream FIFO), which core instructions may access when loading (and stor-

ing) pseudo-registers. Streams may be configured and accessed speculatively; and a simple

protocol enables the rollback of stream positions and configurations on misspeculation.
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Figure 3.1: Overview of Stream Specialization Paradigm vs Traditional Out-of-Order

Opportunity 1: Stream-based prefetching Knowing access patterns and their rela-

tionship to the core’s control flow can lead to a very effective stream-based programmable

prefetcher. As shown in Fig 3.1, the prefetcher can understand when exactly to make a

request based on how far ahead of the core the prefetch is. Similar to other programmable

prefetchers, this would enable the scheduling of memory requests far past the limits of a

traditional OOO core processor’s instruction window.

Our Approach: Stream requests are decoupled from the core’s instruction window, en-

abling deep prefetching for regular and irregular memory access. The primary benefit of

decoupling is reducing the negative impact of long-latency memory accesses, without requir-

ing a large instruction window. Maintaining the relationship to the control flow of the core

through the “step” instruction enables the prefetcher to keep an accurate distance without

running ahead and polluting the cache.

Opportunity 2: Stream decoupling Stream primitives can further be incorporated

into the functional semantics of the program to enable what we refer to as semi-binding

prefetching. Following the principle of decoupled access execute [41], a specialized mem-

ory access engine would generate requests corresponding to streams, and ordinary core in-

structions can access stream data through registers that are mapped to this data (we call

these pseudo-registers). There are several potential advantages, including the removal of
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address-generation instructions from the general core pipeline, coalescing accesses from re-

lated streams into a smaller number of requests to cache, and also reducing the possibility

of cache pollution through timely, semi-binding prefetch.

Our Approach: The principle of stream decoupling is to create a direct interface between

data which is stream-prefetched, and the core instructions. This eliminates redundant ad-

dress generation which is typical of programmable prefetchers, and simultaneously reduces

instruction pressure on the core pipeline. Besides, the benefits of vectorization of memory

are brought to traditionally non-vectorizable code; stream loads fetch data in units of the L1

bandwidth, even though a particular code may have too much control flow to be otherwise

vectorized, and our design requires no vector shuffling.

Decoupled streams are what we call semi-binding. They are binding in that they are

obligatory and consume registers. However, they are non-binding in that not all data must be

consumed, and so the hardware can ignore memory protection faults for non-consumed data.

Therefore, stream-decoupling keeps the benefits of binding prefetch, even in the presence of

control flow and indirect access. Also, the prefetch distance can be controlled through

dynamic throttling, reducing the negative impact of being obligatory.

Opportunity 3: Cache Awareness Streams are precise definitions of an access pattern.

Various cache policies could take advantage of advanced knowledge of these patterns: re-

placement policies, dead-block prediction, cache bypassing etc. One specific idea is to let

the cache bypass streams based on the expected footprint of the stream.

Our Approach: The stream engine has access to high-level information regarding streams,

through stream configuration instructions. Using this information, and supplemented by the

access pattern, the stream engine can make requests to the cache in a way that is aware of

stream behaviors.

We specifically explore the idea of exposing the footprint of the stream to the cache. A

footprint is an under-approximation of the total number of cache lines accessed. Knowing
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the footprint in advance can lead to an enhanced cache bypassing policy, where requests

from a high-footprint stream (that would not fit in e.g. an L2 cache) with low temporal

reuse are bypassed to larger caches so that they do not evict useful data.

3.2 SSP Microarchitecture Extensions

A traditional processor can be extended with a small number of relatively simple structures

to create a stream-specialized processor (SSP), as we depict at a high level in Fig 3.2. SSP

extensions have four basic responsibilities: 1. Maintain the core’s view of stream position

based on configuration and stepping instructions; 2. Maintain the streams’ decoupled view of

their state, and allow streams to issue memory requests; 3. Maintain the data that decoupled

between the core’s view and the streams’ view, and enable core instructions to access this

data; 4. Keep the above consistent during misspeculation and exceptions. We overview each

of the corresponding components:

Core’s view – Iteration Map The front end of the pipeline maintains the iteration map

(Fig 3.4), which counts iterations of induction variable streams, as seen by dispatch. A

s cfg instruction updates the mapping from the stream index to the iteration count table.

A s step increments the iteration count table. User instructions of a stream access the table

to ascertain the current iteration, which is used to index into stream FIFOs.
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Streams’ View – Stream Engine The stream engine (SE) is the central component of a

stream-specialized design, as shown in Fig 3.3. It contains an induction table to hold iterator

parameters, and a load engine and store engine, which generates load and store requests to

memory. Multiple streams may be mapped to each engine.

To explain the operation, first, a s cfg instruction will load data to the stream engine’s

configuration unit. This will initialize the designated streams and parameters on the load

and store engines. When the unit receives notice of a committed s end, the associated stream

is deallocated from the load or store engine.

The load and store engine maintains three tables describing the state of any stream. The

first is the stream’s definition, containing the pattern (affine, indirect, linked) and parameters

(stride, width, optional length). The second is the stream’s state, essentially the memory-

side view of the induction variables. This is where the current address is stored. Finally are

operands, which store any dependences on the data of other streams (for indirect streams and

pointer-chasing streams). Each stream can have up to two dependencies on other streams,

and for each dependence, we keep enough space for four iterations worth of storage for any

given dependence to run ahead.

Each cycle, the stream select unit picks a stream based on the readiness of corresponding

operands (if any) and whether remaining FIFO entries are allocated to the stream (see

Section 3.3 on page 39 for allocation policies). Requests are in units of per-port L1 cache

bandwidth (64 bytes in our design). In parallel with sending the request, the stream’s state

is updated for the next iteration.
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Decoupled Data – Stream FIFOs The stream FIFOs are responsible for holding de-

coupled state either from or to memory (load and store FIFO). We use an implementation

similar to the dynamically partitioned queues of Outrider [42], which uses a pointer table

to virtualize a single wide buffer into multiple FIFO queues (in our case, one for each con-

current stream). For core instructions which consume stream data, they would access the

load stream FIFO instead of the register file1. For stores to streams, core instructions only

produce values, and addresses are produced by the stream engine. These are combined at

the store stream FIFO before being sent to the memory system.

Control Mispeculation Stream requests and uses are speculative to avoid pipeline seri-

alization. We discuss implementation in the context of an R10K [43] style merged register

file. To maintain the core’s view, during misspeculation rollback while the map table is

being reverted using register mapping information stored in the core’s reorder buffer, the

iteration map is also similarly decremented for each misspeculated step instruction. If no

s cfg instruction is misspeculated, only the core’s view of the stream is reverted, because

the addresses for streams are control-independent. This means we achieve a low-cost form

of selective replay [44] by virtue of semi-binding prefetch.

When reverting a s cfg instruction, both the core’s view and streams’ view is reverted.

On the core side, the stream map entries are freed, and the corresponding streams are de-

configured within the stream engine. Data stored within decoupled FIFOs corresponding to

these streams is flushed.

Precise State and Context Switch Precise states and exceptions can be supported using

the same speculation recovery mechanisms as above. Because the stream configuration and

pseudo-register values (specifically, those that have not been stepped since the last use) are

part of the architecture state, they must be saved on the context switch. These items amount

to less than 1KB for our design.

1An alternate design could partition the physical register file for use as a stream-FIFO.
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Interaction with Memory Before issuing a stream request, the virtual address is trans-

lated by the core’s MMU. Access to TLB can be delayed to favor core loads, but address

translation needs only occur once per page for affine streams with low strides, reducing TLB

access in the common case.

Because stream loads effectively aggressively reorder loads, may-alias streams require

memory disambiguation and recovery. For this, the stream engine relies on the core’s LSQ

to perform memory disambiguation, along with its memory dependence predictor (similar

to MAD [38]). When dispatching a core instruction that semantically triggers the memory

access, it is inserted into the core’s LSQ as a normal load/store. To detect RAW dependence

between a store and a prefetch stream element, the stream engine also maintains a prefetch

element buffer (PEB). The PEB can be considered a logical extension of the LQ, which

contains the prefetched elements by the stream engine. Elements in the PEB are freed when

the first use is dispatched, or when the element is released as unused. Traditional memory

order checking is performed between SQ and LQ + PEB. Hitting in the PEB indicates a

misordered stream access, and the streams’ view should be reverted. Overall, may-alias

streams can still be aggressively reordered, but do not reduce the LSQ-energy.

To implement a non-relaxed memory model, SSP needs to be integrated with the core’s

memory-consistency speculation mechanism (e.g. if relevant coherence state changed, flush

core pipeline and roll back streams’ view).

Finally, because the ISA semantically only performs memory operations if a pseudo-

register is accessed, memory faults from prefetching stream requests are delayed until the

execution of the corresponding user instruction. Faults are silently ignored if the FIFO entry

is unused.
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3.3 Stream-Aware Policies

Now with the stream-specialized microarchitecture aware of high-level stream information,

we can leverage it to design effective prefetching and stream-aware cache bypassing policies.

Stream Prefetch Distance and Throttling

One common problem for prefetching is to determine a suitable prefetch distance. An ideal

prefetcher would bring in the data precisely when the user instruction is ready to be issued.

Thus, a waiting user instruction is an accurate signal that the prefetcher is falling behind. It

is straightforward to leverage this information within a decoupled-stream microarchitecture,

as the user instruction checks the readiness of the FIFO entry before issuing. Since the data

is prefetched into the FIFO, allocating a different number of FIFO entries to a stream will

effectively change its prefetch distance.

A simple policy would be to split the FIFO evenly for all stream pseudo-registers. This

reduces the hardware complexity of managing the FIFO. However, this leads to low utiliza-

tion, as FIFO entries for unassigned pseudo-registers will be wasted. Also, streams with

different memory footprints may hit different cache levels and require different prefetch dis-

tances to hide the memory latency. A better policy is to dynamically allocate FIFO entries

on demand.

Dynamic Throttling We implement a stream-aware dynamic throttling policy. Each

stream is assigned a FIFO occupancy 𝑁 . Associated with each FIFO entry is a 1-bit late

flag, which is set by the issue logic when the stream operand is the last operand to be

ready. Each stream is assigned a 3-bit late counter. When releasing a FIFO entry, the

late counter is incremented if late is set, and decremented otherwise. When the late

counter reaches a threshold (currently 7), the stream is considered lagging behind the core

and its 𝑁 is increased (by 2) if 𝑁 is smaller than a maximum threshold 𝑇 and the sum of

all configured streams’ 𝑁 does not exceed the total FIFO size. Having a maximum size 𝑇
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avoids the pathological case when a stream occupies most of the FIFO. 𝑁 is initialized to

a small value when configuring the stream, which helps capture different behaviors of the

same stream during different phases.

Possible Extensions The compiler could provide a suggested initial value for 𝑁 when

generating stream configurations, by leveraging the information of stream memory footprints,

profiled latency, etc. Another opportunity is to use the dependencies between streams to

prioritize those with dependent streams, as they are more likely on the critical path. These

are left to future work.

Stream-Aware Cache Bypassing

Caching data with low temporal locality unnecessarily wastes the cache capacity and hurts

the performance. It is beneficial to identify and bypass such requests.

Our insight is that streams inherently contain useful information for the cache to make

such a bypassing decision, e.g. memory footprint, stream length, reuse distance, etc. Ideally,

the cache should bypass a stream when the storage required to achieve temporal reuse is

beyond its capacity. Bypassing correct streams brings two major benefits: 1. It avoids

polluting the cache with data that will not be reused; and 2. Since a bypassed stream is not

cached, the cache can speculate that a request from that stream will miss and immediately

forward the request to the next level of cache without waiting for the tag lookup or allocating

an MSHR. Tag lookup is still necessary to detect misspeculation, but it is removed from

the critical path for the common miss case. Not allocating an MSHR increases memory

parallelism by allowing more misses to be handled simultaneously.

To better understand how stream information can help cache bypassing, consider the

following examples:

Example 1: Repeatedly iterating over two affine streams, where the cache can hold only

one stream. Without bypassing, the cache tries to keep both streams and results in a 0% hit
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Field Description Field Description

sid Stream id miss # cache misses

footprint Est. mem. footprint reuse # cache reuses

request # stream requests bypass Whether to bypass

Table 3.1: Fields of Stream Table

rate. With the footprint of the stream, the cache can reason that the total storage required

to cache both streams is beyond its capacity, and thus bypass one stream. The other stream

now can be fully cached, which improves the hit rate to 50% and reduces the bandwidth

pressure to lower cache levels.

Example 2: Iterating over one large affine stream that can not fit in the LLC. In such a

case, there are no benefits to caching it. Bypassing it will increase the memory parallelism.

The benefit of stream-awareness is knowing the footprint at the time of stream configuration.

While useful, stream information is not sufficient to handle all situations. For example,

it is impossible to accurately estimate the memory footprint of an indirect stream. Also,

there may be some temporal reuse from non-stream requests, and bypassing the cache for

such a stream hurts the performance.

To mitigate this, a hybrid policy is used to leverage both the stream information and

dynamic statistics. In the cache, a stream is identified by the s cfg’s PC and pseudo-

registers (sid). Some lower bits of the PC are used to distinguish streams with the same

pseudo-register from different regions. We augment the cache with a stream table. Table 3.1

gives a basic description of each field of the stream table. An sid field is also added to the

tag representing which stream brought in this cache line.

Stream Configuration: After configuration, the stream engine will send a request to

the cache, which contains all configured streams’ sids and their memory footprints. For affine

streams with known length at configuration time, their memory footprint can be estimated
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by the stream engine from the configuration. If not, it sets the memory footprint to 0, and

the cache will exclude this information when making bypassing decisions. The cache fills in

the corresponding stream table entry when receiving this request. Requests generated by

the stream engine contain the stream’s sid. The cache looks up the stream table to check if

it should bypass.

Non-Bypass Stream Requests: If bypass is not set, the request is treated as a

normal request. The cache updates the stream’s dynamic information by: 1. Incrementing

the access counter. 2. If missed, incrementing the miss counter. When the cache line is

brought in from the lower level cache, it sets the sid field of the tag to the request stream’s

sid so that reuse information can be tracked. 3. If hit, and the sid of the tag is valid,

incrementing the reuse counter of that stream.

Bypass Stream Requests: If the stream is bypassed, i.e. bypass is set, the cache

will forward the request directly to the lower level cache without waiting for its tag lookup

or allocating MSHRs. 1. If missed, the cache forwards the future response from the lower-

level cache without caching it. 2. If hit, the cache responds normally and drops the future

response from the lower-level cache.

Bypassing Decision: Fig 3.5 shows the FSM making bypassing decisions. The cache

reconsiders its decision for a stream when its access counter hits a threshold. A stream
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Core 2.0GHz 8-Way fetch/issue/commit OoO Cores

64 IQ, 32 LQ, 32 SQ, 192 ROB, 256 Int RF, 256 FP RF

Function Units 6 Int ALU (1 cycle), 2 Int Mult/Div (3/20 cycles)

4 FP ALU (2 cycles), 2 FP Mult/Div (4/12 cycles), 4 SIMD (1 cycle)

Priv. L1 ICache 32KB, 8-way, LRU, 8 MSHRs, 2-cycle latency

Priv. L1 DCache 32KB, 8-way, LRU, 8 MSHRs, 2-cycle latency, LRU

Priv. L2 Cache 256KB, 16-way, 16 MSHRs, 15-cycle latency, LRU

To L3 Bus 16-byte width

Shared L3 Cache 8MB, 8-way, 20 MSHRs, 20-cycle latency

DRAM 2 channel, 1600MHz DDR3 12.8 GB/s

Table 3.2: Simulation Parameters for Baseline

satisfies the condition in Fig 3.5 is marked as bypassed. On the other hand, streams with

a high reuse count may also have a high reuse rate at the higher-level cache. In such a

case, the cache will send a NOT BYPASS message to the higher-level cache to cancel its bypass

decision. The LLC never bypasses any stream. The cache also clears the access, miss and

reuse counter after reconsidering the bypassing decision. This is to ensure that the stream

table captures the changing dynamic behavior of the stream at run time.

3.4 Methodology

Simulation and Compilation For the simulation, we model an out-of-order processor with

a modified version of gem5 [45], extended with support for decoupled-stream ISA extensions

and the proposed microarchitecture. As described, we use an LLVM-based compiler to
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identify streams and transform the program. The simulation is carried out with an approach

similar to Aladdin [46, 47] and TDG [48, 49], where compiler transforms are applied to

a dynamic dependence graph (DDDG) of LLVM IR operations. We generate wrong-path

addresses of streams in the DDDG to ensure fair accounting of unused elements.

Common Parameters Table 3.2 summarizes the parameters of the baseline system. We

use McPAT [50] for energy estimation, extended to model the stream engine. For the number

of pseudo-registers, we choose 24, as it is sufficient to cover most of the hot regions in the

benchmarks we simulated.

Baselines/Configurations We compare against the following:

∙ Stride Prefetching (Pf-Stride): In this configuration, we add a PC-based stride

prefetcher to all three cache levels. The prefetcher takes 1 cycle to generate the prefetch

request and it prefetches for 8 requests ahead.

∙ Ideal Helper Thread Prefetching (Pf-Helper): As discussed earlier, helper-

thread approaches [51, 52, 53, 54, 55, 56, 57, 58] are a form of aggressive execution-

driven prefetching. We evaluate against an ideal SMT-based helper-thread approach,

which consumes no core resources (e.g. ROB, RF)2. The helper thread is fixed to run 𝑘

dynamic instructions ahead of the main thread to prefetch the data. We experimentally

found 𝑘 = 1000 is sufficient to bring significant speedup for the main thread.

∙ Non-Binding Stream Prefetching (SSP-Non-Bind): This configuration is a lim-

ited version of SSP, where the compiler only recognizes the stream and inserts stream

instructions, i.e. s cfg, s step and s end. This configuration only uses the stream

engine as a prefetcher and the data fetched is stored in cache. If not specified, we

use a 192-entry FIFO for this configuration, with 8 entries per stream. Since most

2Properly allocating resources and choosing an instruction slice for a helper thread is the subject of much
research, so we abstract here.
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streams will have element size less than or equal to 8 bytes, we set the FIFO entry size

to 8 bytes. Note that throttling is not possible in SSP-Non-Bind as there are no user

instructions.

∙ Semi-Binding Stream Prefetching (SSP-Semi-Bind): This configuration is the

same as SSP-Non-Bind except that we use the full decoupled-stream ISA, which has the

additional benefits of semi-binding streams and address-computation specialization. If

not specified, the dynamic throttling policy from Section 3.3 is enabled.

∙ Stream-Aware Cache (SSP-Cache-Aware): This configuration is built upon SSP-

Semi-Bind, but with the stream-based cache bypassing policy described in Section 3.3.

We simulate 33 benchmarks from the SPEC CPU 2017 and CortexSuite [35, 36]. We

exclude all Fortran benchmarks from SPEC CPU 2017 [34] due to incompatibilities with our

current framework. We use the reference input set for SPEC and the largest provided input

set for CortexSuite. We use SimPoint [59] to select multiple representative simpoints for

simulation from the first 10 billion dynamic instructions. Each simpoint contains 10 million

dynamic instructions, and on average 10 simpoints are selected for each benchmark. After

cache warm-up, we simulate the simpoints and compute the total execution time and energy

based on each simpoint’s weight.

3.5 Evaluation

Our evaluation studies the benefits of the three potential opportunities: stream-prefetching,

stream-decoupling, and cache-awareness. We first analyze the overall benefit, then discuss

each aspect, and end by discussing the integration with different cores.

Overall Benefit Fig 3.6a shows the speedup of all the configurations over the baseline

OOO core. Stride prefetching achieves 1.22× speedup, while ideal helper thread yields

1.50× speedup. For SSP, non-binding stream prefetching achieves 1.20× speedup, which is
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Figure 3.6: Overall Speedup and Energy Efficiency

similar to stride prefetching. Semi-binding stream prefetching achieves 1.53× speedup, which

outperforms even the ideal helper thread. The main reason is that semi-binding removes the

instruction overhead for address computation. It also does not generate duplicate memory

requests to L1. Finally, stream-aware cache results in 1.67× speedup over the baseline OOO

core.

Fig 3.6b shows the overall energy efficiency of all the configurations over the baseline OOO

core. Stride prefetching improves the energy efficiency by 1.12×, while ideal helper thread

achieves 1.16×. Non-binding stream prefetching slightly increases the energy efficiency by

1.09×, while semi-binding stream prefetching gives a significant improvement to 1.47×, as

semi-binding removes much instruction overhead. Finally, making the cache stream-aware

achieves 1.53× energy efficiency.

Benefits of Semi-Binding Stream Prefetching

The major benefit of semi-binding stream prefetching versus non-binding stream prefetch-

ing comes from a combination of removing address computation from the pipeline and reduc-

ing traffic to the L1 cache. Fig 3.7 shows the performance of semi-binding stream prefetching,
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Figure 3.7: Speedup of SSP-Non-Bind. vs. SSP-Semi-Bind

normalized over non-binding stream prefetching. Both configurations use a 192-entry FIFO

without throttling. Overall, compared to non-binding prefetching, semi-binding prefetching

achieves 1.26× speedup.

Fig 3.8 shows the number of dynamic instructions committed in semi-binding prefetching,

normalized to the original program. On average, semi-binding prefetching removes 35% of the

dynamic instructions from the original program, while adding back only 5.6% to control the

stream engine. Most of the new instructions added are s step instructions that advance the

stream FIFO – in most cases one per loop iteration. An extreme case is svm from CortexSuite.

The hot regions of this benchmark involve small matrix multiplication, which has a small

memory footprint. The L1 data cache has less than 1% miss rate, and this explains why

neither stride prefetching nor ideal helper thread can improve the performance. When cache

is not the bottleneck, semi-binding stream prefetching achieves 1.48× speedup over non-

binding stream prefetching for svm. A similar analysis also applies to texture synthesis.

Dynamic Throttling Fig 3.9 shows the performance of semi-binding stream prefetching

with various FIFO sizes and throttling policies, normalized to the configuration with a

72-entry FIFO, non-throttling configuration. Compared with an evenly distributed policy,

dynamic throttling improves the performance the most when the FIFO is small, as it achieves
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Figure 3.8: Dynamic Instructions in SSP-Semi-Bind

a better utilization for the FIFO by allocating more space to streams lagging behind the core.

With a 72-entry FIFO, dynamic throttling improves the performance by 13%, while for a

larger 192-entry FIFO, it yields a marginal improvement of 5%.

An extreme case is multi ncut, where most of the execution time is spent on a simple

loop that iterates through a matrix and generates sorted indexes. The matrix is too large to

be cached in L2, and 68.7% of the memory accesses in this loop go to the L3 cache. Since

one stream FIFO entry corresponds to one loop iteration when it is unconditionally stepped,

the maximum effective prefetch window measured in dynamic instructions is the number of

dynamic instructions per iteration times the FIFO entries allocated for that stream. As the

loop body contains only 9 static instructions, the effective prefetch window achieved by a

non-throttling policy is not large enough to fully hide the L3 cache latency.

Unused Stream Requests Since we are decoupling the stream pattern from the control

flow, the stream elements may be fetched from the cache into the stream FIFO but never

used by the core. Fig 3.10 shows the percentage of unused requests issued by the stream

engine to the L1 cache in SSP-Semi-Bind. The average unused stream requests is 11.1%.

An extreme case is namd r, which has 66% of unused requests. This is partly because some
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Figure 3.9: Speedup with Dynamic Throttling

stream elements are unused due to control flow, but also because some stream elements are

prefetched beyond the termination of the stream (stream end); this is more common for

shorter streams. However, these unused stream requests may still be useful as the fetched

data may be used by future accesses. It is also possible that the unused stream requests may

hit in the L1 cache and not increase the overall memory traffic. The overhead is mainly the

extra pressure on the bandwidth between the core and the L1 cache.

Stream-Aware Cache Fig 3.11 shows the performance of stream-aware cache, normalized

by the performance of semi-binding stream decoupling. Stream-aware cache supports stream-

based bypassing (see Section 3.3). Both configurations use a 192-entry FIFO with dynamic

throttling.

Stream-aware cache improves the performance from 1.53× to 1.67× (9%), with the high-

est peak of 3.4× on the pca benchmark. For pca, the key kernel (based on our simpoints)

is computing the correlation matrix, which contains a 3-level nested loop (𝑖, 𝑗, 𝑘), and the
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Figure 3.10: Unused Stream Requests

innermost loop accesses two matrix columns (𝑎[𝑘][𝑖] × 𝑎[𝑘][𝑗]). The reuse distance is 𝑘 for

the first column and 𝑘× 𝑗 for the second one. To make things worse, the matrix is accessed

in column order, meaning that most data within the cache line goes unused. Without cache

awareness, we constantly miss in the L2 cache. Notice that semi-binding stream prefetching

here can not effectively hide this latency as we are bound by the L1 cache MSHRs, while

the stride prefetcher in the L2 cache does not face this constraint. In a stream-aware cache,

the L2 cache bypasses the second column, which releases enough space to fully cache the

first column. This increases the L2 cache hit rate and saves bandwidth on the bus to the L3

cache, and leads to 3.4× speedup over semi-binding stream prefetching and 4.1× over the

baseline OOO core.

Another case is lbm s, whose memory footprint is too large to be cached in L3 and is

memory-bound. In such a case, the stream-aware cache can forward requests to the L3 cache

when all MSHRs of the upper-level cache are used. This effectively increases the total number

of parallel misses that can be handled by the cache system and improves the performance of

50



ld
a

lib
lin

ea
r

m
ot
io
n-
es
tim

at
io
n

pc
a

rb
m

sp
hi
nx sr
r

sv
d3

di
sp
ar
ity

lo
ca
liz
at
io
n

m
se
r

m
ul
ti_

nc
ut si
ft

st
itc

h
sv
m

te
xt
ur
e_
sy
nt
he
si
s

tr
ac
ki
ng

na
m
d_
r

pa
re
st
_r

po
vr
ay
_r

bl
en

de
r_
r

pe
rl
be
nc
h_

s
gc
c_
s

m
cf
_s

lb
m
_s

om
ne

tp
p_
s

xa
la
nc
bm

k_
s

x2
64
_s

de
ep
sj
en

g_
s

im
ag
ic
k_
s

le
el
a_
s

na
b_
s

xz
_s

ge
om

ea
n.

1.0
1.1
1.2
1.3
1.4
1.5 <-3.4x

Figure 3.11: Speedup with Cache Awareness

lbm s by 1.3×.

Design Space Interaction To understand the tradeoffs and interaction with different

OOO cores, we simulate several configurations from dual-issue up to 8-issue. Fig 3.12 shows

the relative speedup and energy efficiency of the baseline OOO processor, stride prefetching,

ideal helper thread and SSP with stream-aware cache, normalized to a dual-issue OOO core.

Compared with traditional prefetching, stream decoupling can greatly improve both the

performance and energy efficiency in both SPEC CPU 2017 and CortexSuite. Notably a

6-issue SSP can surpass an 8-issue OOO in both energy efficiency and performance.

Compared to an ideal helper thread, SSP is much more effective on CortexSuite. This is

because most accesses are streams, which can decoupled from the core, and also because SSP

can intelligently reason about the cache behavior of streams. SSP only sees similar benefits

to the ideal helper thread on SPEC CPU, because its advantage of decoupling is offset by

its disadvantage in coverage against non-streaming access.

3.6 Related Work

While the idea of stream-specialized general-purpose processors itself is novel, it derives

inspiration from and has an intimate relationship with at least four main areas of architecture
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Figure 3.12: Relative Speedup and Energy Efficiency for Various OOO Processors

research: specialization of address generation, decoupled access-execute, prefetching, and

cache policy enhancements.

Memory Interface Specialization The concept of exposing patterns of memory access

as “streams” within an ISA perhaps originated with the Imagine Stream Processor [60], de-

signed for media processing. Following in their footsteps, a variety of specialized architectures

have employed stream abstractions, like RSVP [61], Q100 [62], Softbrain [63], VEAL [64]

and CoRAM++ [65]. None of the above target a traditional general-purpose out-of-order

core (e.g. no control speculation) or make a general cache stream-aware.

Memory Access Dataflow (MAD) [38] is a reconfigurable front-end/memory-fetch engine

for accelerators and SIMD units, but does not use stream abstractions. MAD powers down

the OOO core pipeline while it is active, and also does not support exceptions or control

speculation. On the other hand, our approach extends the OOO core and does not interfere

with its capabilities.

A philosophically similar approach is XMem [66] and the locality descriptor [67], which are
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cross-layer programming abstractions for conveying memory semantics. The key difference

is that our ISA conveys semantics about each access at the instruction level, rather than

describing a memory region. This gives our ISA a more fine-grain view of memory patterns.

Decoupled Access Execute (DAE) By encoding and performing streaming memory

operations separately from the Von Neumann order of the program, we are implementing a

limited form of DAE [41] which is tailored to certain common access patterns. From that

perspective, other DAE architectures exploit similar parallelism within programs and can

also hide memory latency [68, 69].

One example is Outrider [42], which supports multiple simultaneous decoupled inorder

threads; our stream generator supports multiple concurrent streams. DeSC [70] is a recent

example that couples an OOO core with either a second OOO core or an accelerator for the

computation. DeSC adds compiler/architecture support to break dependencies for certain

control-dependent and indirect memory access patterns, which we also address in our work.

In the accelerator space, several designs decouple the datapath, like DySER [71], CCA [72],

Chainsaw [73] and ASIC accelerators [74, 75, 76]. However, they are fundamentally limited

by the instruction window of the general-purpose core for latency-hiding. A recent work in

this space is Buffets [77], which is a storage idiom for decoupled access-execute accelerators,

enabling fine-grain synchronization, flexible data reuse and composability.

Runahead/Prefetching Similar to DAE, prefetching also hides memory latency. Stream-

specialized processors have an advantage over traditional hardware prefetchers (e.g. stride-

based [78] and indirect [79], spatial/temporal memory streaming [80, 81, 82], and irregular

correlating prefetchers [83]), in that the data they prefetch is guaranteed to be accurate.

Also, the stream-FIFOs can be seen as software-exposed stream-buffers [84, 85], eliminating

the overhead of dynamic prediction as well as tag-checking in caches.

The type of prefetching performed with SSP is more similar to software/execution-driven

prefetching. For example, The stream-generator can be viewed as a highly-specialized helper
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thread [51, 52, 53, 54, 55, 56, 57, 58]. Software prefetching [86] also exposes access pat-

terns through the ISA, and some recent proposals are highly programmable [87] and can be

compiler-directed [88].

SSP is different in two key ways: There is no redundant address generation, and there

is little potential for cache pollution. These are due to SSP’s semi-binding prefetch, which

eliminates the problems with traditional binding using regular registers (too much register

pressure, cannot prefetch under faults or control flow).

Cache-Policy Our cache-policy enhancements are inspired primarily by prior works in

cache bypassing, like those based on reuse count [89, 90, 91, 92]. Using the footprint for

modifying the cache replacement policy is inspired by the prior cache insertion policy tech-

niques [93, 94], which are designed to dynamically detect behavior that we have available

statically in the stream definition. We also combine static and dynamic information about

memory accesses for cache bypassing, as was previously explored in the GPU space [95].

3.7 Summary

This chapter explores the concept of leveraging the inherent structure of streams to specialize

the core pipeline, cache interface and cache policies. We find that streams can be decou-

pled, providing a semi-binding interface that does not require stream data to be consumed.

Our stream-specialized microarchitecture benefits from the proposed decoupled-stream ISA

extension and enables stream-based prefetching, decoupling of address computation, and

stream-awareness in prefetch throttling and cache bypassing. Broadly, this paradigm of en-

coding rich memory access semantics could open up new opportunities for the specialization

of communication and computation at even higher levels within the memory hierarchy.
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CHAPTER 4

Proactive and Decentralized Stream-Aware Cache

Optimizations

While stream-specialized processors leverage explicit stream information in the core, the

cache hierarchy is still unaware of the stream1. In this chapter, we develop extensions to a

tiled multicore’s memory system to allow decoupled streams to be offloaded into the shared

last-level (L3) cache banks. We name our approach stream floating, as decoupled streams

float between L3 cache banks automatically following the access pattern, and proactively

generate read requests for the requesting core.

We view stream floating as a new avenue for achieving less request and response traffic,

lower effective access latency, and less L3 bandwidth demand. In the remainder of this

chapter, we first motivate by discussing overheads in existing reactive caches, and overview

how we address these with our three optimizations (§4.1). Following that, we develop the

hardware extensions and policies necessary for stream floating (§4.2), as well as coherence

considerations (§4.3). Finally, we present methodology (§4.4), evaluation (§4.5), and discuss

related work (§4.6).

1except the stream-aware cache bypassing, in which the bypassing decision is still made by the stream
engine in the core.
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4.1 Motivation and Overview

As the system scales up, the memory system becomes more and more critical, as it incurs

significant overheads to move data around the memory hierarchy and track the coherence

state. On the other hand, this also means that there is still a lot of room for optimization,

provided that the cache system is proactive and decentralized. For example, if the remote

shared last level cache (henceforth L3) knew the long-term access pattern, it could proactively

stream data back to the requesting core without the excessive control traffic. Furthermore,

if the system could correctly recognize data without reuse, it could bypass the coherence

protocol to avoid expensive invalidation and writeback.

Unfortunately, it is not obvious how to implement such a style of optimizations with

conventional reactive and centralized cache systems. The reactive nature of caches – that

they take actions based on downstream fine-grain (cache-line grain) requests – prevents the

cache from being aware of and exploiting long-term behavior. Even prefetchers, which try

to learn access patterns, are typically activated as a response to cache misses. Furthermore,

all memory requests and responses are centralized at the core, even if the core needs to do

nothing but initiate the subsequent access.

Goal and Approach To enable proactive and decentralized cache optimizations, we ar-

gue that caches need to be aware of decoupled components of programs corresponding to

common access patterns. For this, we can leverage prior decoupled-stream ISAs [28, 96],

which integrates streaming memory patterns into general-purpose ISAs. These prior works

use decoupled-streams to enable efficient programmable prefetching. In this work we take

this principle to its logical endpoint: allow streams to be decoupled from the core, floating

them into cache hierarchy. Our goal is to explore how floating streams can enable proactive

and decentralized optimizations, ultimately enabling higher efficiency in many-core systems.
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Figure 4.1: Overhead of Caching Data without Reuse

Motivation: Reactive Cache Inefficiency

Conventional cache systems reactively attempt to exploit locality: they make a best-effort

approach to keep data recently used by the core in the hopes that it will be reused later.

However, for the N-1 cache levels for which the working set of a program phase does not

fit, the data stored there is nearly guaranteed to be evicted with zero reuse. This leads to

thrashing, wasting both cache capacity and network bandwidth.

To show the inefficiency for working sets that fit in LLC, we simulate 12 data processing

workloads on a 64-core CMP with private L1, L2 caches and shared L3 banks (see §4.4 for

details). The results reveal three major overheads:
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∙ Cache Thrashing: Fig 4.1a shows the ratio of L2 cache lines evicted in a clean state

without being reused. Overall, 72% of evicted cache lines have not been reused at all.

This cache pollution can hurt performance and energy efficiency.

∙ Tracking Coherence State: Caching data without reuse also implies unnecessary

tracking of coherence state, which incurs significant overheads in possible invalidation

and writeback for peer cache controllers. Fig 4.1b measures the flits injected into the

NoC due to caching not reused data, normalized to total flits. Flits are classified as

data and control flits (for coherence). Caching not reused data contributes 50% of total

network traffic, and 20% is from control messages. Notice that this is an underestimate,

as it does not include the traffic generated from replacing the “victim” line, which could

include useful data.

∙ Redundant Request Messages: Even if we ignore all the overheads mentioned

before, the NoC traffic is still not optimal. Existing memory systems require one

request per cache line, even if the pattern is very simple.

The fundamental reason behind such inefficiency is that current caches are designed to be

reactive – driven by individual requests from the core. They lack a holistic view of the access

pattern, duration of the pattern, presence of dependent accesses and reuse, etc. Without

such key information, the cache can only react passively to external events with suboptimal

policies. Hence, ISAs with richer abstractions can help to provide this information.

Stream Behavior In this work, rather than trying to have the caches derive pattern

information, we use a specialized ISA that encodes streams explicitly. Streams are well-

defined patterns of memory accesses. They can be as simple as an affine pattern A[i] or an

indirect pattern like B[A[i]]. Fig 4.1a shows the fraction of the cached data without reuse

corresponding to streaming patterns. On average it is 63% out of 72%, indicating that in the

applications we target, streams are widely applicable to cover most of the required memory

access behavior.
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Figure 4.2: Affine Floating Optimization

Optimization Overview

With streams as the abstraction for floating, we discuss three optimizations that can improve

network traffic, coherence overheads, and data prefetching.

Affine Floating Fig 4.2 demonstrates floating an affine stream A[i]. In a conventional

system, the core issues a sequence of requests to the remote L3 banks to fetch the data

(multiple arrows on one line). The stream’s data may be distributed among multiple tiles,

due to address interleaving in the shared L3. Responses are driven by individual requests.

In stream floating, the core first provides stream information to the cache, including

the access pattern, length, etc. After configuration, the cache independently streams data

back to the core, without excessive request messages. After some iterations, the stream

may attempt to access an address outside the range of that bank (determined by address-

interleaving granularity). At this point, the stream will migrate to the appropriate L3 bank

to keep fetching data until completing. Stream floating replaces many request messages with

a one-time configuration and a few migration messages and the cache proactively prefetches.
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Figure 4.3: Indirect Floating Optimization

Indirect Floating Fig 4.3 shows floating an indirect stream B[A[i]]. Normally, the

core first gets data from the index array A[], computes the indirect access address, and

finally accesses array B[]. The cache does not know the access pattern and cannot generate

addresses on behalf of the core: the core centralizes all requests.

With stream floating, the indirect stream can be offloaded together with the affine stream.

Once the affine stream data is ready, the remote L3 cache can simultaneously stream back

A[] and fetch B[A[]] on behalf of the core (both labeled as 2 in Fig 4.3). This shortens

the chain for indirect accesses.

Stream Confluence In multi-threaded workloads, it is common for different threads to

request the same data. However, in existing systems, these accesses are independent of

each other, as Fig 4.4 shows. The cache lacks sufficient information to detect and coalesce

identical accesses, as individual requests from different cores are short-lived and arrive at

different times.

Streams, on the other hand, encode access patterns and are much easier to compare and

coalesce. Streams accessing the same data tend to have the same parameters: e.g. start
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Figure 4.4: Stream Confluence Optimization

address and stride. Also, streams are generally long enough to describe long-term behaviors,

which exposes more multicast opportunities. In Fig 4.4, streams accessing the same data can

be transparently merged by the cache, turning them into one multicast stream and further

reducing the NoC traffic.

Enabling these optimizations to work efficiently means overcoming several challenges

that we address in this work. This includes: how to avoid the communication overheads of

the stream offloading and maintaining flow control; how to decide when to offload streams

by leveraging both static and dynamic information; how to interface with the coherence

protocol; and how to detect when streams have confluence and avoid overheads of stalling

cores. Overall, leveraging streams as a coarse grain unit of offloading can empower proactive

and more intelligent caches.
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4.2 Stream Floating Design

In this section, we develop the detailed microarchitecture and policies for transparently

supporting stream floating.

Fig 4.5 overviews the stream floating system. In addition to the core stream engine

(SECORE), we add a “stream engine” to the L2 and L3 cache levels (SEL2, SEL3) to manage

stream interactions there. We refer to the tile consuming the stream data as the “requesting”

tile, and the tile where the floating stream is offloaded to as the “remote” tile. In general,

the remote SEL3 (Fig 4.7) generates requests and sends stream data back to the requesting

SEL2. The requesting SEL2 (Fig 4.6) buffers the stream data and matches it with requests

from the SECORE. We first show a detailed example of an affine stream, and then generalize

to indirect streams and stream confluence.

Affine Stream Floating

Stream Configure SECORE decides whether a load stream should be floated to cache

using its pattern and history information (details in §4.2). If so, SECORE sends a stream

configuration packet to SEL2, containing the hardware context id (same as core id if no
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SMT), the stream id, and its pattern (i.e. base address, stride, etc.). This is 1 in Fig 4.5.

SEL2 sets up the stream context and allocates the stream buffer. Then it computes and

translates the address of the first stream element (see §4.2). SEL2 sends a configuration

message over the NoC to the remote L3 bank where the first element is mapped. Upon

receiving the packet, the configure unit in the SEL3 initializes the stream state, and the issue

unit starts to generate requests based on the stream pattern.

Stream Request Once configured, SEL3 computes addresses and sends requests to the

colocated L3 cache controller. The issue unit selects ready streams in round-robin order.

Besides address and type, requests also contain the stream id and the element index. The

L3 cache controller is directed to send the data response to the original requesting tile ( 2 in

Fig 4.5). Thus, we generate requests at the remote tile on behalf of the requesting tile and

eliminate the unnecessary NoC traffic. The stream data will be buffered at SEL2, not cached

by the L2 cache. SEL2’s buffer is address-tagged for memory disambiguation (see §4.2).

Note that SECORE still generates requests to prefetch the stream data. These requests

are also tagged with the stream id and the element index and are intercepted by the SEL2 if

matched to a floating stream. If so, the SEL2 checks its stream buffer, and either responds

or delays if the data is not ready yet.

Most commonly, stream data is not present in the requesting private cache. However, in

63



some scenarios (e.g. inadvertently floating a stream with high reuse) the data may already

be cached in the L1 or L2. To avoid stalling the core, the L1 and L2 cache still perform

normal tag checking for floating streams’ requests and respond immediately if hitting in the

cache. The SEL2 will also be notified that the stream request is already served so that it can

correctly advance the stream buffer.

Stream Migrate As the stream iterates in the SEL3, eventually, the next element will be

mapped to another L3 bank. At this point, the migrate unit constructs a stream migration

packet similar to the stream configuration packet, but also with the current iter and remain-

ing flow control credits (explained later in this section). This migration packet is sent to the

L3 bank which holds the next element, and the stream continues there ( 3 , 4 in Fig 4.5).

Stream End When a stream completes, the SECORE constructs a “stream end” packet

to terminate the floating stream. The SEL2 uses the last allocated element’s address to

determine where to forward the packet, and the SEL3 will ack once done ( 5 in Fig 4.5).

Floating streams with known length can be silently terminated with no stream end packets.

Notice that the stream end packet also enables the SECORE to terminate the stream early.

This can be useful for implementing context switching, as well as reversing the decision to

float a stream (i.e. sinking the stream) when there is L1/L2 locality (see §4.2).

Coarse-Grained Flow Control Since the stream data is buffered at the SEL2, we need

a flow control scheme to synchronize the SEL2 and SEL3 and avoid overwhelming the SEL2’s

buffer. We use a credit-based flow control scheme, where the SEL2 sends credits to the SEL3

indicating the vacancy of the stream buffer. These credit messages are handled by the flow

unit in Fig 4.7, and the issue unit stalls the stream when running out of credits. This scheme

is coarse-grained, as SEL2 only sends out credits when half of the allocated buffer is available;

this helps amortize the overhead of flow control messages. SEL2 computes the last allocated

element’s addresses to determine which L3 bank it should send credits to.

Configuration Size Table 4.1 summarizes the fields in a stream configuration packet. We
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Field Bits Description Field Bits Description

A
ffi
n
e

cid 6 Core id. ptbl 48 Page table addr.

sid 4 Stream id. iter 48 Current iter.

base 48 Base virt. addr. size 8 Element size.

strd 48 Mem-stride (3×) len 48 Length (3×)

In
d
. sid 4 Stream id. size 8 Element size.

base 48 Base virt. addr.

Table 4.1: Affine and Indirect Stream Configuration

assume a 48-bit virtual address. Notice that we support up to a 3-level affine pattern to

enable broad applicability and coarse grain patterns. The total size is 450 bits, which is less

than one cache line.

Indirect Streams and Subline Transmission

Indirect streams are supported by combining their pattern with the corresponding affine

stream – they are configured, migrated, and ended together, and share the same flow control

credits. When a floated stream is indirect, the L3 cache controller notifies the colocated SEL3

when the indirect index is ready. This index is buffered in the operands table (Fig 4.7) and

is used to compute the indirect access address. Finally, the indirect request is sent to the

target L3 bank which responds to the requesting core with indirect data ( 6 , 7 in Fig 4.5).

Supported Patterns The general indirect access pattern is:

𝑖len𝑖0 𝑗
len𝑗
0 𝑘len𝑘

0⏟  ⏞  
any order

𝑤size
0 𝐵[𝐴[𝑖][𝑗][𝑘] + 𝑤] (4.1)

The 𝑖,𝑗, and 𝑘 iterators can be reordered (by changing the strides in Table 4.1), to
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support strided access. The 𝑤 loop iterates over multiple consecutive data items from the

indirect address. This enables the stream to support iterating over the fields of a structure

(i.e. A[i].x and A[k].y) with one stream. It can also be used to iterate over a small linear

range at each indirect location. Finally, by encoding further stream configuration within the

indirect request, it is possible to support longer indirect chains like C[B[A[i]]].

It is common in stencil workloads that two streams A[i], A[i+K] have a constant offset

(and thus reuse) [97]. If such reuse distance can fit in SEL2’s buffer (after accommodating

other streams), SEL3 would only send the first 𝐾 elements of the first stream A[i], and

SEL2 would reuse data from the second stream A[i+K] for the following elements. This

essentially provides the A[i] stream with a prefetch distance of 𝐾 elements. This approach

is compatible with the aliasing detection scheme in 4.2.

Benefits Floating indirect streams can 1. shorten the dependence chain for indirect accesses

by generating the address at the remote L3 bank instead of returning to the requesting core;

and 2. in most cases, indirect accesses have low inter-line locality, so we only need transmit

the required portion of the cache line, which can further save network traffic.

Configuration Size Table 4.1 lists the fields of an indirect stream, which are appended to

the base affine configuration and require 60 bits per indirect stream.

Stream Confluence

As an optimization, SEL3 transparently merges the traffic for cores requesting the same

streaming data. When adding a stream to the SEL3 (either configuring or migrating), the

merge unit compares the new stream’s parameters with those of existing streams (one com-

parison per cycle). Affine streams from different cores, but with the same address space and

parameters, form a confluence group, which is recorded in the merge table. The issue unit

records any merged information in the request and the response is multicast to the cores.

Although it is possible to merge streams from any two cores, it increases the hardware
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Field Description Field Description

sid Stream id request # stream requests

reuse # priv. cache reuses miss # priv. cache misses

aliased Aliased with stores

Table 4.2: Stream History Table

complexity and yields fewer benefits if they share no common path through the mesh NoC.

Thus, we divide mesh tiles into smaller 2-by-2 blocks and only merge streams from the same

block. Each confluence group contains at most 4 streams, sorted by their progress (i.e.

number of issued elements). The issue unit delays streams with more progress so that those

lagging can catch up and form a confluence request.

Policy for Floating and Sinking Streams

The SECORE decides whether to float a stream by considering both the current pattern as

well as historical information. If the stream’s length is known and its estimated memory

footprint is already larger than the private L2 cache, it can be directly floated. Otherwise,

the SECORE will defer floating, and record its runtime behaviors in a stream history table,

as in Table 4.2. This includes the stream id, the number of requests sent and private cache

misses. The private cache tag array is extended to remember the id of the stream that

brought the line in. When a “stream” line is reused, the cache controller notifies the SECORE

to increment the reuse field in the history table. Finally, the aliased bit is set to true if

the core detects an aliasing store. After accumulating a certain number of stream requests,

SECORE floats the stream if it exhibits no reuse, has a high miss ratio in the private cache

and is not aliased.

SECORE may “sink” a floating stream (undo the offload), by terminating it and starting
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to cache its data. It can be beneficial to sink a stream when the core detects an aliased store.

Another case is when the floating stream starts to hit in the private cache. To handle this,

SECORE sinks a stream if it hits in the private cache several times consecutively (we use 8 as

the threshold).

Crosscutting Concerns

Address Translation Since stream patterns generate virtual addresses, SEL2 and SEL3

addresses need to be translated. We assume each core has its own private two-level TLB

within each tile. Addresses generated by SEL2 are satisfied by the L2 TLB. TLB access is

infrequent, as only the configure/end and coarse grain flow control messages are translated

here.

As for SEL3, we include a TLB in its translate unit in Fig 4.7, which again only needs

to be queried for indirect access and at the beginning of a page for affine access. For SEL3

TLB misses, there are several options. One option is to send the translation request to the

processor’s IOMMU [98, 99, 100]. Another option is to use the requesting core’s MMUs for

translation, as was explored in prior work for accelerators [101]. This allows the reuse of the

core’s page table walker, MMU cache, and data cache for caching the page table entries. A

third option is to use the remote core’s MMU, but the potential downside is disturbing its

MMU’s caches if it is executing an unrelated workload. Therefore, if the thread running on

the remote core is within the same address space as the requesting thread, SEL3 will access

the remote core’s MMU to avoid extra traffic, otherwise SEL3 will access the requesting core’s

MMU to avoid polluting the remote MMU.

Memory Disambiguation Since floating streams load data before the core, we must

detect aliasing. Fig 4.8 visualizes the life of a floating stream load. Starting backward from

commit, there are three windows where aliasing could happen:

After the SECORE issues the request, the floating load is protected by the PEB and LSQ,
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similar to other non-floating stream loads. Also, since a core stream request always checks

the private cache’s tag, it will get the updated value if the modified line is still present in

the private cache. This mitigates the problem of detecting an aliasing store being evicted

before the core stream request is serviced.

When the L2 cache evicts a dirty cache line, it searches the L2 stream buffer for a possible

aliasing floating load. If found, it can either update the stream buffer with the latest data

or simply mark the floating stream aliased and let the SECORE sink it. This search can be

performed in parallel while the L2 cache is waiting for the ack from the L3 and is not on the

critical path. This covers the second window.

Finally, there is a race condition when the store happens after the remote SEL3 issues the

request and is written back before the response comes back. Since the floating load happens

at the remote L3 tile in a decentralized fashion, we take a conservative approach to cover

a slightly larger vulnerable window, starting from sending the credit to the remote SEL3.

Specifically, we maintain two sequence numbers (head and tail) for in-flight credits: newly

sent credits remember and increment head, and incoming floating responses are reordered

by their sequence number and increment tail. The L2 cache tags the line with head when

it sees a dirty eviction from the L1 cache. Eviction of dirty cache lines will be delayed if

its sequence number is greater than tail, as that means there are possible aliasing in-flight

floating stream loads. This case is rare since the window is relatively short. However, there

is a potential deadlock when the remote L3 bank happens to be waiting on the writeback.
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To break the dependence cycle, the SEL2 will notify the SECORE to sink a floating stream if

it causes a long delay.

Precise State and Context Switch Stream-floating adds no architectural state to the

decoupled-stream ISA. On a context switch, SEs will discard/flush all floating streams. On

switching back, all streams are initially not floating.

4.3 Coherence and Consistency

As discussed in §4.1, one of the major overheads for caching lines without reuse is that

eviction causes traffic to the coherence directory (to update snoop filters to avoid unnecessary
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invalidations). Our goal is to avoid directory updates for data without reuse, so we can see

the maximum potential of stream floating. We first outline the approach we take in our

implementation, which does not allow for memory consistency of stream accesses (but allows

for software to provide stream consistency). Then we outline an alternate that would, but

which has other tradeoffs.

Our Approach: Uncached Stream Data

Our approach to avoiding clean-eviction traffic is to simply let the stream data reside in

SEL2’s buffer without being in a cached state from the perspective of coherence. The conse-

quence is that we cannot support a traditional notion of consistency for streams, as another

core can perform a store to the stream data that is not detected by the directory. Note

that this is rare in data-processing workloads, as writes to streaming data are otherwise

synchronized. Streams are guaranteed to see stores before the creation of the stream, which

is accomplished by waiting to offload the stream until the stream configuration instruction is

committed. It is thus the compiler’s responsibility to ensure that this guarantee is sufficient

for correct execution. Our compiler’s strategy is to limit stream lifetime to synchronization-

free regions.

Uncached Coherence Extension To support the uncached requests performed by SEL3,

we add a minor extension to a standard 3-level MESI protocol. Specifically, we add a new

request: GetUncached (GetU), which means the requested data will not be cached in the

private cache. Fig 4.9 summarizes the transition and action for stable states involving GetU.

These are for when (a) the data is present in L3 (e.g. S state), (b) the data is not present

(e.g. I state), and (c) another L2 owns the data (e.g. M state). In all cases, the transitions

follow a typical GetS, except that the requesting core is not added as a sharer. In (c), when

another L2 owns the data, we let that core forward the data, again without altering its state.
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Alternate: Stream-grain Coherence

In stream-grain coherence we let stream data be cacheable at the core (stream data still

uses SEL2’s stream buffer), and perform coherence at the granularity of streams. Instead

of tracking the coherence state of stream data in the directory, we let the SEL3 track the

coherence state on a per-stream basis, for example by keeping the accessed ranges of each

stream with base/bound registers (false positives due to conservative range check will be

rare). When another core accesses the directory, it also checks the SEL3 to see if it needs

to invalidate the stream data (which would eventually cause the stream to re-execute and

sink to SECORE). Also, the SEL3 will need to be informed when to deallocate a stream’s

range data. This would be performed when the core commits the s end instruction. The

SEL2 would keep track of which SEL3’s to deallocate for each stream. This idea is inspired

by prior coarse grain coherence tracking works [102, 103, 104, 105, 106], but uses streams as

the granularity.

The main advantage of this approach is, of course, that we could still use coherence events

to implement consistency speculation for streams in the traditional way2. One disadvantage

is that the range checks may have false positives (if a write is in between the reads of a

stream) leading to unnecessary invalidations (though we suspect this is uncommon). A

second disadvantage is the additional messages to deallocate streams in SEL3, which can be

an overhead for short streams that touch multiple banks (e.g. due to striding or indirect

access).

Implementing stream-grain coherence is future work. However, we do not expect its

disadvantages to be significant for the workloads we evaluate: streams are relatively long,

and writes do not generally appear in the middle of stream ranges.

2Also, the need to prevent cache line evictions for alias detection (see Section 4.2) becomes unnecessary,
as the SEL3 can inform the requesting core if it is attempting write ownership of stream data (indicates alias
misspeculation).
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System Params 2.0GHz, 8x8 Cores

IO4 CPU 4-wide fetch/issue/commit

(4-issue) 10 IQ, 4 LSQ, 10 SB

OOO4 CPU 24 IQ, 24 LQ, 24 SQ+SB

(4-issue) 256 Int/FP RF,96 ROB

OOO8 CPU 64 IQ, 72 LQ, 56 SQ+SB

(8-issue) 348 Int/FP RF, 224 ROB

Func. Units 4 Int ALU/SIMD (1 cycle)

(×2 for OOO8) 2 Int Mult/Div (3/12 cycles)

2 FP ALU/SIMD (2 cycles)

2 FP Div (12 cycles)

L1 D/I TLB 64-entry / 8-way

L2/SEL3 TLB 2k/1k-entry / 16-way, 8-cycle latency

L1 I/D Cache 32KB / 8-way, 2-cycle latency

Private L2 Cache 256KB / 16-way, 16-cycle latency

L1 Stride Pf. 16 streams, 8 pf. per stream

L1 Bingo Pf. 8kB PHT, 2kB region

L2 Stride Pf. 16 streams, 18 pf. per stream

NoC 256-bit 1-cycle link

5-stage router, multicast

8x8 Mesh, X-Y routing

Memory controller at 4 corners

Shared L3 Cache 1MB per bank / 16-way

20-cycle latency, MESI coherence

Static NUCA, 64B Interleave

Replacement Policy Bimodal RRIP, 𝑝 = 0.03

DRAM 1600MHz DDR3 12.8 GB/s

SECORE IO4/OOO4/OOO8 256B/1kB/2kB FIFO, 12 streams

SEL2 16kB FIFO, 12 streams

SEL3 12 streams per core, 768 total

Table 4.3: System and Microarchitecture Parameters

4.4 Methodology

Simulator We extend X86 gem5 [45, 107] with partial AVX-512 support for higher vector

width and simulate all cores in execution-driven, cycle-level detail. The CPU is extended with

a SECORE to support decoupled-stream ISA extensions. For the NoC, we use Garnet [108].

Compiler We develop an LLVM-based compiler to generate stream-specialized programs

with X86 backend, similar to prior work [28]. One difference is that we use explicit load/store

instructions (i.e. stream {load|store}) , instead of pseudo-registers3 to access stream data.

Benchmarks We simulate 10 OpenMP benchmarks (-O3 and AVX-512) from Rodinia [109]

and two tiled kernels: matrix-vector multiplication (mv) and 3d convolution (conv3d), as they

3Pseudo-registers implicitly map certain registers in a region to stream data, and can eliminate some
instruction overhead. Enabling pseudo-register support would further reduce the instruction overhead and
shift more pressure to the cache and thus provide even more opportunities for stream floating.
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Benchmark Dataset Parameters

conv3d H/W: 256× 256, I/O: 16×64, K: 3× 3

mv matrix 256× 65536

b+ tree 1m leaves, 10k lookups, 6k range queries

bfs 1m nodes, 599970 edges

cfd fvcorr.domn.193K

hotspot 1024× 1024, 8 iters

hotspot3D 512× 512× 8, 8 iters

nn 768k entries

nw 2048× 2048

particlefilter 48k particles, 1000× 1000

pathfinder 1.5m entries, 8 iterations

srad 512× 2048, 8 iterations

Table 4.4: Workload Datasets

are important workloads with stream behavior. Table 4.4 summarizes the parameters.

Systems and Comparison Table 4.3 summarizes the default system parameters includ-

ing added hardware structures. We use McPAT [50] to estimate the energy at 22nm, and

extended to model SECORE, SEL2 and SEL3.

We choose two different prefetchers to compare against: traditional strided, because they

capture the streaming behavior of these workloads, and the Bingo spatial prefetcher [110],

because it won 1st place for multi-core prefetching in DPC3 [111] in 2019. By experimenting

with different configurations, we found that adding an L2 prefetcher to both Bingo and the

L1-stride prefetcher also improved performance.

We also implemented a “micro-architecture-only” version of the concept of coarse-grain
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requests to L3: bulk prefetch. Specifically, we augmented the L2 stride prefetcher to group

consecutive prefetch requests as a single message if they are to the same L3 bank. We group

4 requests, as this reduced NoC traffic and avoided overfetch. This optimization can only be

applied when the L3 address interleaving granularity is greater than 64B (one cache line).

Since this helped performance less than just using 64B interleaving, it is only shown in the

traffic analysis (Fig 4.12).

Specifically, we compare a Base core with no prefetching to:

∙ Stride Prefetching (L1Stride-L2Stride): Baseline core with L1 and L2 stride

prefetcher. Single-cycle request gen.; 16 streams and 8 (16 for L2) prefetching requests

per stream.

∙ Bingo Prefetching (L1Bingo-L2Stride): Baseline core with L1 Bingo spatial prefetcher [110],

and L2 stride prefetcher.

∙ Stream Specialized Processor (SS): Stream-specialized core as described in [28].

It gets the benefits of stream-based prefetching, but not floating.

∙ Stream Floating Processor (SF): Stream floating as described in this paper. Unless

mentioned otherwise, SF uses 1kB L3 interleaving to reduce stream migration.

4.5 Evaluation

Our evaluation attempts to address two main questions: First is how much potential exists in

exploiting streaming patterns to reduce network traffic and coherence overheads, and second

is whether that potential is only attainable when streams are embedded in the ISA. We

begin by evaluating the overall performance and energy efficiency, then analyze how stream

floating reduces network traffic, as well as its sensitivity to network bandwidth, NUCA

mapping scheme and system size.
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Figure 4.10: Overall Speedup and Energy Efficiency

Overall Speedup, Energy Efficiency and Area

Performance Fig 4.10 shows the speedup and energy efficiency over different baseline cores.

For small cores (IO4), SS-IO4 (1.95×) is slightly worse than BG-IO4 (2.10×) due to limited

FIFO size (256B). SF-IO4 further improves the speedup to 3.20×. The performance bene-

fits can be attributed to network and coherence benefits, because the prefetchers generally

recognize and optimize for the same patterns. The two exceptions are bfs, as our evaluated

prefetchers do not support indirection, and nw, which failed on the stride prefetcher (blocked

2D array accessed in diagonal order). SF-IO yields 64% more performance than SS-IO, as

it floats streams to the cache to reduce network traffic and latency. For OOO cores, the

speedup of SF over SS is still significant, at 37% (OOO4) to 31% (OOO8), even though the

wide OOO can hide much more memory latency.
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Figure 4.11: Requests to L3 of SF-OOO8

Energy For OOO8, the stride prefetcher and Bingo improve the energy efficiency by 19%

and 21% respectively. Prefetching may hurt energy efficiency due to inaccuracy (bfs and

nw). SS-OOO8 achieves 1.44× energy efficiency, and SF-OOO8 pushes it to 1.80× with 25%

improvement over SS-OOO8.

Area Most of the area comes from the SRAM to store stream configuration and data, and

we estimate the area using CACTI and McPAT (22nm). Each SEL3 can hold 12× 64 = 768

streams and uses 48kB (0.11mm2) to store stream configuration, as well as a 1k entry TLB

(0.04mm2). These sum to 4.5% overhead for the L3. At L2, the stream buffer takes 0.09mm2

and the configuration state takes 0.05mm2. The 35-bit L2 tag is extended with a 4-bit stream

id and 12-bit sequence number (§4.2). Summing together, stream floating introduces 9% area

overhead for L2 (0.16mm2 / 1.85mm2). The whole chip area overhead is 1.6% for IO4 and

1.4% for OOO8 (OOO8 also uses larger stream FIFOs in SECORE).

Floating Requests

Fig 4.11 breaks down requests to the L3 cache into normal/stream requests from the core and

requests from floating affine/indirect/confluence streams. On average, 68% of the requests

are generated by SEL3, showing that a significant portion of memory accesses can be floated.

Most of the requests are from affine floating (50%), and only 5% are from indirect floating
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Figure 4.12: OOO8 NoC Traffic and Utilization

(bfs and cfd). For stream confluence, SEL3 can successfully recognize multicast, e.g. the

input feature map in conv3D constituting 51% of requests.

Network Traffic

Fig 4.12 shows the total number of traveled hops of all injected flits, normalized to Base, as

well as average network utilization. The traffic in the first graph is classified by the packet

type (from bottom to top): coherence control, data, and extra messages to manage floating

streams (config., migration, termination, flow control). Besides SS and SF, we include SF-

Aff with only affine floating enabled, and SF-Ind which adds indirect floating. We also add

the bulk optimization for the prefetchers, as described in §4.4, which groups 4 contiguous

prefetch requests.

Streams are accurate L1Bingo-L2Stride actually increases the NoC traffic by 34% due to
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Figure 4.13: SF vs. Bingo with 128, 256, 512-bit link (OOO8)

inaccurate patterns and aggressive prefetching. This can be mitigated by dynamically trading

off prefetching aggressiveness with accuracy and timeliness. However, the decoupled-stream

ISA extension provides accurate stream information and SS does not increase traffic (except

3% for cfd and hotspot3D due to interference between SECORE and normal core requests).

SF fundamentally reduces traffic The bulk prefetching optimization reduces traffic by

6%, but it is still limited by the inaccurate pattern and unnecessarily caches the data with

no reuse. On the other hand, offloading affine streams reduces the traffic by 30%. Most

of the reduction comes from control messages, as SF eliminates redundant requests and

simplifies the coherence protocol for offloaded streams. More importantly, data traffic is also

sometimes reduced (e.g. pathfinder), as not caching stream data without reuse prevents

pollution. Finally, only 2% traffic overhead is needed to configure and migrate streams, as

they capture long-term behavior.

Among these benchmarks, only bfs and cfd contain indirect streams, and indirect of-

floading helps in the case of bfs due to subline transfer. For cfd, the traffic slightly in-

creased by 2%, as a small fraction of indirect stream data is already cached. Finally, stream

confluence shows significant benefits on conv3D (sharing the same input feature map) and

particlefilter (resample through the same accumulated weight array). Overall, SF re-

duces network traffic by 36% and average network utilization from 35% (Bingo) to 25%.
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Sensitivity to NoC Bandwidth

Fig 4.13 shows the performance of SF and Bingo under different link widths normalized to

Bingo with 128-bit links. For some benchmarks, increasing the link width does not cause

speedups because: 1. For computation-intensive workloads (e.g. particlefilter) a 128-bit

link can already transfer data fast enough; 2. when streaming from main memory (e.g. nn),

memory bandwidth/latency becomes the bottleneck.

Compared to Bingo with the same link width, SF performs better as the link width

increased from 128-bit (1.34×) to 512-bit (1.43×). This is because with 512-bit links, data

messages are broken into fewer flits and can be transmitted faster, meanwhile, the latency

of control messages becomes proportionally more critical. SF benefits more from higher link

width, as it eliminates unnecessary control messages.

Sensitivity to NUCA Mapping

Addresses are interleaved in L3 banks to avoid hotspots. We evaluate how interleaving

granularity affects performance for simple linear static NUCA, as finer granularity implies

more migrations. Fig 4.14 shows the performance of Bingo and SF with 64B, 256B, 1kB

and 4kB interleaving granularity, normalized to Bingo-64B. Some benchmarks do suffer from

hotspots with coarse interleaving granularity (e.g. mv) and Bingo-4kB performs slightly worse

than Bingo-64B (0.93×). SF performs the best with 1kB interleaving, as network traffic
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caused by stream control messages is still negligible (1.5% for SF-1kB vs. 1.1% for SF-IO-

4kB), while also avoiding hotspots in L3 banks. For 64B interleaving, streams constantly

migrate, generating 12% stream control traffic compared to Base, but still reducing the total

network traffic by 22%. Also, floated streams run ahead of the core, and migration latency

is hidden.

Although we consider static NUCA, dynamic NUCA may also have interesting oppor-

tunities. E.g. aggressively migrating cache lines closer to the requesting tile based on the

stream pattern, or the center of multiple requesting tiles if they are offloading the same

stream (i.e. during stream confluence).

Sensitivity to Core Scaling

Fig 4.15 shows SF’s speedup over SS with varying core counts, normalized to SS-4x4. Dots

indicate L2 and L3 hit rates in SS. For some benchmarks (e.g. pathfinder), stream floating

has better scaling than SS, especially when the working set can be cached in L3 and the L2

hit rate is low, as the NoC bandwidth pressure is reduced and L2 cache capacity is saved for

reused data. However, when the data cannot be cached on-chip, SF suffers from the same
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memory bottleneck as SS and yields marginal speedup, e.g. mv-4x8. Overall, SF achieves

slightly better speedup for 8x8 (1.32×) than 4x4 (1.30×).

Fig 4.16 shows the energy vs. speedup across IO4, OOO4, and OOO8. For these work-

loads, SS slightly outperforms state-of-the-art prefetchers for OOO cores. After enabling

streams to float into the cache hierarchy, significantly new tradeoffs emerge: SF-IO4 even

outperforms SS-OOO8, and has much lower energy consumption.

4.6 Related Work

Decentralizing Compute A large body of work explored the idea of bringing near-data

computing to general-purpose systems. One example is PIM-enabled instructions [14], which

enables offloading remote memory instructions. Active Routing [16] maps computation ker-

nels to the memory network in a hybrid memory cube. While sending packets for operands,

the network builds a routing tree for the computation and computes the result at the least

common ancestor of the operands. SnackNoC [4] leverages the idle time of the NoC router

to perform computation. A centralized packet manager distributes computation to routers,
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which chains computation by forwarding. Livia [27] enables user-defined, single-input com-

putation kernels to be offloaded to the highest level of the memory hierarchy where the data

exists, including memory.

Stream floating focuses on long-term data-movement (inspired by [63, 28, 112, 113, 114])

and only computation offloading of address generation, simplifying hardware requirements.

Furthermore, all of the above require APIs/programmer support, whereas stream floating

leverages an ISA targetable by a simple compiler.

EMC [115] augments a memory controller with compute, and enables miss-generating

data-dependent instructions to be executed at the memory controller. Pattnaik et al. explore

offloading RMW instruction chains to remote cores, as well as computing at the “meet” of

two remote inputs, to reduce traffic [3].

Cache Policy Optimizations Dead-block techniques predict which cache lines have little

reuse, and help quickly replace or avoid caching them [116, 117, 89, 118, 94]. Other bypassing

techniques follow similar principles [90, 91, 92, 119, 95]). It is future work to selectively decide

whether to bypass or allow floating stream data to enter the cache. Similarly, several cache

replacement policies avoid thrashing by initially assuming little reuse [120, 121, 122].

Another body of work recognizes data-sharing patterns to simplify coherence operations

(e.g. producer-consumer [123, 124], migratory [125, 126], false-sharing [127]), and also to

enable forwarding to hide latency [128, 129, 130]. The pattern can be detected by hardware,

or supplied by software.

None of the above support accesses whose requests originate remotely, which is required

for stream floating optimizations.

Prefetching This work is heavily inspired by many prior prefetching works. E.g. feedback

directed prefetching [131] monitors prefetching usefulness, lateness and pollution to throttle

the prefetcher; we also monitors the usefulness of floating and throttles based on timing.

Specifically for indirect (data-dependent) prefetching, prior work explored software tech-
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niques [132] and hardware techniques like IMP [79] and CATCH [133]. Our approach identi-

fies similar patterns. An even more general approach is the event-triggered prefetcher [134],

which allows specialized prefetching hardware to run simple programs that can respond to

prefetch events. Our prefetcher is less general, focusing on common forms.

Buffets [77] are an efficient composable storage idiom for accelerators that enables effi-

cient data reuse without the overheads of caching or inflexibility of double-buffering with

scratchpads. They do not integrate with general caches.

4.7 Summary

This chapter explores the idea of leveraging inherent program access patterns – streams –

as the units of near-data offloading. We find that streams are prevalent in data processing

workloads, and encode useful information that can help eliminate coherence and traffic over-

heads. By exposing stream information to the caches, they can proactively prefetch with

optimized cache policies and mechanisms. Our microarchitecture can correctly identify ben-

eficial streams and transparently float them among the caches, reducing the network traffic

as well as improving the cache utilization.

More broadly, as we continue to scale multicores, especially without the help of technology

improvements, we believe that the concept of exposing higher-level abstractions like streams

can help to enable new memory system optimizations, especially near-data computing.
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CHAPTER 5

Near-Stream Computing

While streams mainly describe memory access behaviors, they can also be extended to include

the computation producing or consuming the stream values. These computations now apply

to the entire stream (subjected to predication). This enables a new paradigm, “near-stream

computing”, where computations are flexibly scheduled along with the associated stream

near the data.

In this chapter, we first make a case for near-stream computing in §5.1, and also overview

our optimizations and compare against prior near-data works. Then we discuss the basic in-

core operation in §5.2. We describe our offloading approach and range-based synchronization

in §5.3, while §5.4 discusses programmer-exposed synchronization-free optimizations. We

cover methodology and evaluation in §5.5 and §5.6, with additional related work in §5.7.

5.1 Motivation and Overview

We first discuss general tradeoffs for general near-data computing abstractions. Then, we

introduce a taxonomy of sub-thread near-data patterns and the opportunity they provide.

Finally, we overview our approach and compare it to other sub-thread near-data techniques.

Why Sub-Thread Near-Data Computing?

As systems scale, the overheads of data movement and communication become the primary

bottlenecks for high-performance energy-efficient execution, especially for data-processing
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workloads that rely on large datasets. A variety of specialized architectures mitigate these

overheads by carefully scheduling computation near data and orchestrating data movement

with efficient pipelines. This broad paradigm of near-data computing (NDC) includes near-

memory techniques [135, 136, 137, 138, 139, 140, 15, 141, 142, 143, 144, 145, 146], as well as

near-cache [27, 147, 148, 21, 20, 149, 3]; the latter is our focus.

Bringing NDP to general-purpose computing is challenging because of three competing

goals: transparency to the programmer, generality of computations offloadable, and auton-

omy of offloaded computations to keep overheads low.

Transparency can be provided trivially by performing near-data computation at thread-

level [143, 12, 11]. However, efficient thread-level NDP is limited to workloads that only

process a single data structure, as different data structures generally have different access

patterns and would benefit from a tailored offloading approach. Generality can be provided

by instead using finer-grain, sub-thread abstractions for offloading decisions, like offloading

special instruction sequences [14, 3, 141] or short program regions [16, 27, 4].

While attractive, sub-thread offloading poses significant challenges to all three goals. In

terms of generality, NDP techniques should support offloading near many types of data

structures (arrays, lists, trees, etc.) and flexibly employ various computation strategies

(near-data filtering, stores, atomics, reductions, etc.). However, prior works only support a

subset [14, 3, 16, 27, 4, 141].

To provide transparency, sub-thread offloading requires maintaining sequential mem-

ory semantics with distributed address generation and computation. To this end, prior

instruction-based offloading techniques integrate remote memory access with the coherence

protocol [14, 3]; however, because offloaded computations are instruction-granularity – and

thus not autonomous – they require expensive fine-grain coordination. Another approach

is to rely on the programmer to provide guarantees on access patterns [16, 27, 4], but the

corresponding APIs generally require expert knowledge.
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In this work, our goal is to provide effective and general near-cache computing capabil-

ity for general-purpose cores without programmer help. Our primary insight is that using

streams – i.e. coarse grain memory access patterns – as the granularity and abstraction for

offloading helps to enable general, autonomous, and transparent offloading:

∙ Generality: Streams capture long-term per-data-structure behavior, so optimizations

can be more aggressive than with instruction-level offloading. (e.g. stream abstractions

enable a reduction operation to be fully offloaded, so that only the final value needs to

be returned).

∙ Autonomy: Streams enable efficient autonomous offloading by eliminating coordination

overhead (e.g. copying array a[] to b[] only requires two requests from the core, rather

than one request per cache line).

∙ Transparency: Streams reduce the overhead of maintaining sequential memory seman-

tics by enabling the detection of memory ordering violations using per-data-structure

access summaries rather than individual accesses.

Sub-Thread NDC Taxonomy and Opportunity

Taxonomy For sub-thread near-data, there are two dimensions of generality: address

patterns and computation types.

Address patterns intuitively include affine (e.g. A[i,j]), indirect (e.g. B[A[i,j]+w]),

and pointer-chasing (e.g. P=P.next). The latter two are data-dependent and non-contiguous,

so imply distributed access. We also include multi-operand access patterns, for when a

computation operates on multiple data sources (e.g. A[i] op B[i]). This requires further

coordination of distributed access, as A[i] and B[i] may not be mapped to the same location.

When such an address pattern is decoupled from the remainder of the program, we refer

to it as a stream.
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Compute Patterns define the relationship between near-memory and in-core work.

Four common patterns are:

∙ Near-Load-Stream: Computation may be performed near a dependent load stream

to reduce the data traffic, either by reducing bit width or filtering data.

∙ Near-Store-Stream: Computations may be performed near a store stream to avoid

returning outputs to the core.

∙ RMW: Read-modify-write ops update each data item in place and greatly reduce the

latency and network traffic.

∙ Reduction: Like near-load-stream but with accumulation. No intermediate data is

communicated to the core.

Near-Stream Opportunity To understand the potential of near-stream computing, we

study how prevalent different compute and address types are across data-parallel workloads

(see §5.5/§2.4 for workload/compiler details). Fig 5.1(a) shows the breakdown of dynamic

micro-ops committed that can be associated with streams, where 21% are associated with

load-streams (including reduction) and 31% with store and RMW.

Next, we demonstrate that the ideal near-data scheme heavily reduces data traffic with

respect to even ideal private caches. Fig 5.1(b) shows the pure data traffic (bytes × NoC

hops) of three abstract systems. No-Priv$ : baseline system with no private caches, Perf-

Priv$ : system with perfect private cache (fully-associative, byte-granularity, LRU, 256kB,

zero-cost update-based protocol), and Perf-Near-LLC where computation is offloaded to

LLC banks. All systems have 64 cores, a mesh NoC, and 1MB/bank LLC. We find that

adding private caches only reduces 27% of data traffic, due to the large reuse distance.

However, near-LLC computing reduces the data traffic by 64%.
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Figure 5.1: Potential of Sub-Thread Near-Data (View in Color)

Optimization Overview

The basic principle of stream-based near-data computing is that a decoupled stream may be

offloaded near an LLC bank, along with some computation. The coordination and flow of

data varies depending on the aspects of the taxonomy. We begin assuming a simple affine

access pattern and discuss how different compute types would work. Then we generalize to

more complex access patterns.

Reduce Fig 5.2(a) shows the case of affine reduction (ΣA[i]). Conventional systems

fetch all the data to accumulate the result (multiple request/response arrows), introducing
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unnecessary traffic. By coupling the reduction with the stream A[i], the remote LLC can

perform the computation in place. As the stream iterates, it automatically migrates to the

next LLC bank with the new data and keeps reducing. Nearly all data traffic is eliminated.

Store Store streams, like memset (i.e. A[i]=0), introduce significant overhead, as they

require writing permission and writing back. With near-stream computing, this can be

performed in place as the stream migrates.

Load It may also be beneficial to couple computation with a load stream and respond with

the computation result, especially when the computation reduces the data type size. For

example, extracting a hash key of a few bits from a larger value. Also, if a computation’s

result is used by multiple stores, associating it with the load stream instead would avoid

redundant computing.

RMW RMW streams (e.g. A[i]+=C) are a hybrid case of both load and store computation.

Semantically, they guarantee the atomicity of the update.

Access Pattern: Multi-op Operating on multiple data streams complicates near-data

computing, as it requires coordination within the memory system. Fig 5.2(b) shows the

case of vector addition, i.e. C[i]=A[i]+B[i]. Our approach is to allow the load streams to

compute the location of the store stream, so their data can be forwarded there directly. Here,

the computation is performed at the store stream and is updated in place with minimal data

traffic and no writeback traffic at all.

Access Pattern: Indirection Computations can also be associated with indirect streams.

Fig 5.2(c) shows an indirect RMW on B[A[i]]. Instead of fetching A[i], computing the

indirect address, and finally bringing in and updating B[A[i]], we can associate the atomic

operation with the indirect stream B[A[i]], and generate indirect atomic requests in remote

cache banks. This not only reduces the data traffic, but also shortens the long dependence

chain and lowers the latency.
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Active Livia Omni- Snack PIM- Near

Rtng [16] [27] Comp. [3] -NoC [4] En. [14] -Stream

Data Level HMC LLC/MC LLC LLC Mem LLC

Prog. Transparent No No Yes No No Yes

Loop Autonomous Yes Yes No No No Yes

# Patterns (Tab 5.2) 3/16 8/16 9/16 8/16 6/16 16/16

# Workloads 2/14 5/14 10/14 5/14 6/14 14/14

HMC: Hybrid Memory Cube, LLC: Last Level cache, MC: Memory Controller

Table 5.1: Capabilities of Sub-thread Near-data Approaches

Access Pattern: Pointer-Chasing Fig 5.2(d) shows an example of searching in a linked

list. This example uses a reduction and chases the pointer among LLC banks. Similar to

indirect patterns, this removes the core from the long dependence chain and only the final

matched result is sent to the core.

Unlike affine streams, the bank for indirect and pointer-chasing access is data-dependent.

Therefore, we do not allow them to have arbitrary streams as operands. An example in-

eligible stream would be C[B[i]]+=A[i], as it would be burdensome for the A[i] stream

to compute the bank of C[B[i]]. Among the workloads we studied, we never encountered

this case. Patterns where a value-producing stream is the base stream are supported, like

C[A[i]]+=A[i]; A[i] is included in such an indirect request.

Related Sub-thread Near-data Techniques

While prior works have explored sub-thread-level abstractions for near-data offloading, none

are both programmer-transparent and support autonomous loops executing remotely. Fur-

ther, none of them are general enough for all combinations of address and computation

patterns. Table 5.1 summarizes comparison, and Table 5.2 compares supported address and
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compute patterns to prior works. We explain in detail below.

Active Routing [16] enables offloading of reductions to a network of HMC memories.

A programmer specifies a dataflow graph with accesses at endpoints. As it only supports

reduction (except pointer-chasing), only 2/14 of workloads are targetable.

Livia [27] offloads single-cache-line accessing functions to the cache or memory controller.

Functions may be chained, so Livia can achieve loop autonomy (except for indirect pattern).

However, it requires programmers to use an API to identify offload regions and has no

support for multi-operand offload functions. Also, Livia can only modify the data and/or

send back a final value, therefore does not support the “load” pattern.

SnackNoC [4] offloads computation dataflow graphs to NoC routers. It requires pro-

grammer support through special APIs and does not support any form of indirect addressing.

It also offloads at iteration granularity only.

PIM-enabled [14] offloads programmer-designated instructions to memory; a locality

monitor (cache-tag replica) tracks line-level locality and determines whether to offload. Of-

floading is done at instruction level only, so offloaded regions are not autonomous (high

coordination overheads, gray in Table 5.2).

Omni-Compute [3] offloads RMW instruction chains to LLC banks. Computation is

performed in the middle (at the “meet”) of remote banks. It has a good expressiveness

(covers 10 workloads), but a finer granularity.

Evaluation Baselines We compare quantitatively against Livia, since it provides loop

autonomy and more workloads than Active Routing. We also evaluate Omni-Compute,

because it is the only other programmer-transparent technique.

Relationship to Prior Stream-Based ISAs

The essential idea of encoding high-level memory access patterns in the ISA to improve

various microarchitectural policies has been explored by many prior stream ISA works [28,
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Address Pattern S Affine Indirect Ptr-chasing Multi-op.

A[i] A[B[...C[i]]] A = A.next A[i],B[i]

Load =f(*S) O S P N O P N N O S N

Store *S = f() L O S P N L O P N L N O S N

RMW *S = f(*S) L O S P N L O P N L N O S N

Reduce 𝜎f(S) A L S N A N L N A S N

A: Active Routing, L: Livia, O:Omni, S: Snack-NoC, P: PIM-en, N: Near-stream

Underline indicates partial support through fine-grain offloading (high overhead).

Table 5.2: Address and Compute Patterns of Near-Data Works

32, 96, 150, 151], primarily in the context of prefetching. Table 5.3 compares their capabilities

to generate various access patterns. Note that Prodigy [151] uses a different terminology of

Data Indirection Graph (DIG) instead of stream dependencies.

Addr. Pattern Near-Data Compute?

Stream-Specialized Processor [28] Affine, Indirect, Ptr. No

Stream-Semantic Register [96] Affine No

Unlimited Vector Extension [150] Affine, Indirect No

Prodigy [151] Affine, Indirect No

Stream Floating [32] Affine, Indirect, Ptr. Address Only

Near-Stream Computing (this work) Affine, Indirect, Ptr. Addr. + Comp.

Table 5.3: Capabilities of Stream ISA Works

Unlike prior works focusing on address generation, this work extends streams with a new

dimension: computation. With compiler and ISA support (see §5.2), computations taking or

generating stream data are extracted from the original program and associated with streams.

They can be offloaded along with the stream to the bank (LLC in this work) near the data.
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Furthermore, this work develops a coarse-grained synchronization scheme to coordinate

the core and remote streams and provide precise states and alias detection (see §5.3). When

synchronization is not required (through explicit pragmas), near-stream computing intro-

duces new aggressive optimizations (§5.4), e.g. embedding inner loop streams in outer-loop

streams and completely removing the inner loop, which is not supported in SSP [28] or

stream-floating [32].

5.2 In-Core Near-Stream Computing

Here we discuss the preliminary microarchitecture components of a near-stream system to

enable in-core execution only (i.e. not offloading near-data). The primary extension is the

core’s stream engine (abbreviated SECORE), which is essentially a programmable prefetcher,

supporting the address and compute patterns discussed earlier. Its role is to arbitrate mem-

ory requests between concurrent streams, configured by s cfg instructions, and provide data

to the core instructions through a FIFO interface (i.e. a load and store FIFO for stream

loads and stores).

Near-Stream Computation Simple scalar near-stream instructions (e.g. min) are per-

formed on the SE, similar to other address computations. However, many important work-

loads require a vector unit that would be inefficient to replicate. Instead, our approach is to

use light-weight thread contexts for executing more general near-stream computation.

The stream computing manager (SCM) manages the execution of near-stream func-

tion, arbitrating between requests of the local streams on its SECORE, and remote streams

from its SEL3, as explained later. Instances of the near-stream function are executed on a

lightweight thread called a stream computing context (SCC), for execution with simultane-

ous multithreading (SMT) [152]. SCCs are lightweight, as near-stream instructions do not

contain loads/stores and do not incur long latencies. Therefore, they are allocated minimal

physical registers and reorder-buffer (ROB) entries, and no LSQ entries.
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As explained earlier, instances of the near-stream function are executed in a loop to avoid

the pipeline bubble triggering a new computation. The SCM is responsible for scheduling

computation instances onto iterations of this loop. Near-stream instructions access the

stream FIFO via stream load/store instructions to read input streams’ data and output

results. Exceptions in SCCs (e.g. divided by zero) are recorded in the output FIFO entries,

and are triggered when the core commits that iteration (similar to prior work [28]). The SE

configures the SCM with the function pointer and any loop invariant operands for new near-

stream functions. Once started, the SCC keeps running until blocked by unready stream

inputs (via s load), and is terminated when reassigned to new a computation.

Overall, this scheme allows instruction-level parallelism across near-stream function in-

stances, and provides a low-cost strategy for executing near-stream functions in the core.

Memory Ordering Similar to the stream-specialized processor, a prefetch element buffer

(PEB) is added for memory disambiguation of prefetched data before it is ordered by core

memory access instructions [28]; it is a logical extension of the load queue. If an alias is found

when checking against an earlier store, all prefetched elements are flushed and reissued, and

any dependent stream element is also discarded and recomputed.

Relation to Stream-prefetching/floating With the system described so far, it is pos-

sible to enable stream-based prefetching without necessarily performing near-data comput-

ing. With stream-based prefetching only, our design would perform similarly to the stream-

specialized processor (SSP) [28].

Stream-floating described in Chapter 4 [32] is an alternate near-data approach that of-

floads only memory read streams with no computation. It supports none of the near-data

computing patterns identified in our taxonomy, as it lacks ISA abstractions and microar-

chitecture for 1. offloading computation, 2. inter-stream dependencies for multi-operand

computation, 3. remote writes, and 4. streaming atomics. The following section will de-

scribe the challenges and our approach for adding this support.
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Figure 5.3: In-Cache Near-Stream Computing Overview

5.3 Near-Stream Computing

We first present an overview of the primary challenge and solution, then detail the key

innovation of range synchronization in-depth, and finally address crosscutting concerns.

Major Challenge and System Overview

Challenge and Insight One major challenge is to synchronize after decoupling streams

and computations to the cache. This involves maintaining the precise state and detecting

aliasing between streams and the core. A conventional core uses a centralized LSQ to reorder

aliased memory accesses. However, in near-stream computing, a remote store stream can

also write to memory, making it especially challenging to synchronize.

Intuitively, offloaded computations should not be aliased with other streams or the core,

as frequent synchronization eliminates the benefits of offloading. Also, because streams

access a single data structure, their addresses tend to be confined to a limited range. In this

work, we will further assume this observation extends to physical address ranges, due to the
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use of large pages or the OS’s support for transparently promoting continuous pages into

huge pages to reduce fragmentation [153]. Therefore, the synchronization scheme can be

coarse-grained and conservative, minimizing the control at the price of false positives. The

principle of our approach, range-based synchronization (range-sync), is to only synchronize

every few iterations and check aliasing against the range of touched addresses instead of

individual accesses1.

Proposed System Overview Fig 5.3 shows our proposed system. Besides the core stream

engine (SECORE), we add an analogous SE to shared L3 banks (SEL3) (Fig 5.4). The tile

where the stream is offloaded is called the “remote” tile.

Near-stream operation begins when the SECORE decides whether offloading would be

profitable, and sends the request to the remote SEL3 (Fig 5.4), which requests the stream

1Larger but more accurate approximation could also be used to reduce false positives, e.g. bloom filter
used in BulkSC [154], and this would not require per-data structure physical address contiguity.
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data from the L3 cache and schedules computations (either on a small scalar unit within

the SEL3 if simple enough, or issued to the SCM within the same tile). The SEL3 also

forwards stream data to any dependent streams in other remote SEL3s, and writes results to

L3 for store/atomic streams. The SECORE issues flow control credits and commit messages

to synchronize with remote SEL3s.

Range-Based Synchronization

We first introduce the key concept of ranges and required hardware units. Then we present

details of different phases of range-sync, and how it maintains precise state.

Alias Check with Ranges To amortize synchronization overheads, an alias check between

core and offloaded streams is performed at ranges of touched addresses instead of individ-

ual accesses. Specifically, offloaded streams report the accessed physical address ranges

[𝑚𝑖𝑛,𝑚𝑎𝑥) to SECORE. When the core commits an access, it checks against the range for

possible aliases. Remote streams’ progress is either written back after the core commits

the corresponding iteration without detecting aliases, or discarded in cases of alias, context

switch or fault.

Hardware Units We add a stream buffer to SEL3 to hold operands and intermediate states

before they are committed (see Fig 5.4). The range unit listens to translated addresses (by

colocated L2 TLB) to build ranges for streams. SEL3 caches the current translation so there

is only one TLB access per page, (and it also participates in TLB shoot-down). For affine
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streams, since the address pattern is predefined, ranges are built by SECORE instead of SEL3,

further reducing the synchronization traffic.

Coarse-Grained Protocol We build the synchronization protocol using ranges, with

all control messages designed to be coarse-grained, i.e. one for multiple iterations. This

amortizes traffic overhead and is the key to retaining the benefits of decoupling computation

to remote tiles. Details follow:

Stream Configure SECORE makes the offloading decision based on the stream’s config-

uration and history information (similar to [32]). If a stream’s memory footprint (inferred

from the pattern and length) cannot fit in the private cache, it can be directly offloaded.

Otherwise, SECORE records its miss and reuse rate in the private cache as well as whether it

has aliased with other streams or core accesses. Only streams with a high miss rate and no

reuse or aliasing are offloaded.

When SECORE decides to offload, it sends out a stream configure message to SEL3, contain-

ing the stream’s configuration, hardware context id (same as core id if no SMT), and address

patterns for receiving streams (here A[] → B[]) to determine its current location. When

received, SEL3 starts to generate stream requests and schedule computations (Fig 5.3 1 ).

Stream Forward Once configured, SEL3 computes the addresses and issues requests to the

colocated L3 cache controller. If the stream data is used by another offloaded stream, SEL3

also generates the receiving stream’s address of the same iteration and sets the receiving SEL3

as the requester so that the data is forwarded there (Fig 5.3 2 ). The response contains the

stream id and element index and is buffered in the receiving SEL3’s stream buffer. Streams

are issued round-robin.

Compute in SEL3 The issue unit schedules ready computations to a scalar PE (for simple

computations) or the local core’s SCM within the same tile to fully reuse existing hardware

resources. Data in the stream buffer is tagged with the core id, stream id and the iteration
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number to be able to disambiguate multiple simultaneous iterations.

SCCs executing the same function can be shared among streams from different threads,

as each instance is stateless, and this reduces the need to have many SCCs. SCCs in the

remote tile are released after all user streams are terminated or migrated out. Since SEL3

sends memory requests directly to the L3 cache, now there is no need for the core to issue

requests for s store/atomic.

Precise State Range-sync helps define the architectural state of offloaded streams consis-

tently with the core: a stream element is considered committed if its first user instruction

is committed in the core. Fig 5.5(a) shows how range-sync maintains the precise states for

offloaded streams under normal circumstances (R is the granularity in iterations).

To start the range-sync protocol, SECORE sends credits to SEL3, allowing it to prefetch

and forward the data. Meanwhile, the range unit listens to the translated addresses and

builds the touched range [𝑚𝑖𝑛,𝑚𝑎𝑥) for each stream. After collecting ranges for a few

iterations (currently 8), SECORE checks if there is aliasing between streams. If not, the core

can commit until the latest iteration with complete range info. Before the core commits a

load/store, it checks the address against the ranges for possible aliases and terminates the

offloaded streams if it finds aliasing.

If there is no aliasing, SECORE sends commit messages to SEL3 for store and RMW

streams; only then can streams write back to the cache. Subsequently, SEL3 will reply to

SECORE with a “done” message, so that SECORE can allocate more credits (Fig 5.3 3 - 5 ).

When SECORE detects an alias involving offloaded streams (e.g. a false positive due to the

conservative range check), or when a context switch or exception happens, SECORE issues an

end message to the remote SEL3 to write back committed iterations and release the stream

(Fig 5.5(b)). After collecting all done messages from remote streams, the precise state is

restored and the core may continue with streams back in the core. A fault in remote streams

also triggers the ending procedure to let the core manage, as shown in Fig 5.5(c).
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Stream Migrate & End Similar to [32], streams automatically migrate to the next L3

bank as necessary due to address interleaving. To terminate a stream, SECORE sends out

an end message to SEL3 (Fig 5.3 6 ). Streams with known length can be silently released in

SEL3 (after committing all work).

Coherence & Consistency SEL3 issues requests to the L3 controller to collect and write

back the stream data, which can be served normally if no private cache has a copy. Other-

wise, depending on the request type (load or store), the L3 cache controller reuses normal

invalidation transactions to clear private copies and get the latest version. Coherence states

are extended to lock the line for atomic operations (see §5.3).

At the instruction level, near-data streams only support weak consistency, as remote

stores/atomics are written out of order (serializing stores [155] is possible, but reduces

near-data benefits). It is the compiler’s responsibility to ensure strong memory consistency

for data-race free programs, which we accomplish by limiting near-stream computation to

synchronization-free regions (except atomics with relaxed ordering).

Resource Management We statically divide the stream state table and buffer in SEL3

among cores to avoid sharing. SECORE keeps track of resource utilization and may pause

issuing credits to avoid possible deadlocks. Another approach is to let SEL3 dynamically

allocate resources among streams, and have the SECORE terminate streams with no progress

after a timeout period (to break potential deadlock). This could lower the hardware overhead

and is left to future work.

Efficient Indirection Support

Indirect computation can be offloaded along with the affine stream. Fig 5.3 shows an indirect

atomic increment. After receiving the commit message, indirect store/atomic streams issue

the indirect request, compute the result in the indirect SEL3, and reply to SECORE (Fig 5.3 7

- 9 ).
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Intra-Stream Ordering Range-sync only covers inter-stream and core-stream aliasing.

Aliasing within the same stream is not a problem for affine patterns, as they are not self-

aliasing and are written back in order. However, indirect requests may arrive out of order

and violate the memory ordering.

To retain the ordering for indirect streams, the remote SEL3 includes the last iteration

issued to that bank in newly issued requests. The indirect SEL3 can check this against the

latest seen iteration to detect missing inflight requests and reorder them if needed.

Supporting Atomics Indirect atomics are common in graph workloads. To guarantee

atomicity, the target cache line is locked in the L3 and other accesses are blocked. This

usually takes only a few cycles since the computation is fairly simple.

However, the locked window is much longer if we have to send back the value to the

core for further processing and wait for commit messages. To mitigate this, we observe that

many atomics do not change the value (e.g. compare-exchange in bfs, min in sssp), and

can be served concurrently by recording them in the coherence state (similar to recording

the private sharers) and blocking others that modify the value. This hardware multi-reader

single-write lock eliminates on average 97% of the contention for bfs push and sssp, and

reduces the conflict rate to 0.6%. Atomics from the same stream can always proceed even if

they modify the same memory, as they are ordered by SEL3.

Indirect atomics may also cause deadlocks, as locks are acquired out of order but re-

leased in order when committed by range-sync. The programming model requires shared

memory, and it is impossible to eliminate such deadlocks. Therefore, SECORE must timeout

an offloaded stream with no progress and restore the precise state (similar to Fig 5.5(b, c)).

However, this deadlock is very rare and never happened in our experiments.

Indirect Reduction Reducing over indirect streams is more difficult than affine reduction,

as data are likely randomly scattered among banks. A näıve scheme to perform the reduc-

tion sequentially, following the data, eliminates the benefits and may introduce more traffic
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Field Bits Description Field Bits Description

A
ffi
n
e

cid 6 Core id. ptbl 48 Page table addr.

sid 4 Stream id. iter 48 Current iter.

base 48 Base virt. addr. size 8 Element size.

strd 48 Mem-stride (3×) len 48 Length (3×)

In
d
. sid 4 Stream id. size 8 Element size.

base 48 Base virt. addr.

C
m
p
.

type 4 Compute type. fptr 48 Func pointer.

sid 4 Arg. sid (8×). size 3 Arg. size 2𝑛 (8×).

ret 3 Ret. size 2𝑛. data Const. arg.

Table 5.4: Near-Stream Computing Configuration

overheads.

To break the recursive dependence, we limit indirect reduction to associative operations,

e.g. +, ×. When offloaded, partial results are reduced in each visited indirect banks, and

collected by a multicast message when the stream terminates. SECORE performs the final

reduction, and only considers offloading if the stream is longer than a threshold (we choose

4× # of banks) to avoid overheads of short indirect reduction.

Pointer-Chasing Stream Pointer-chasing streams migrate among LLC banks following

the pointer chain. Similar to indirect streams, SEL3 builds and sends back the accessed

range. By checking the sending bank of range messages, SECORE knows the current location

of the stream to send future credits.
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Stream Encoding

Table 5.4 lists fields of a stream configuration, separated as the access pattern and possible

associated computation. We support up to 3-dimension affine patterns. For near-stream

computing, we encode simple scalar computations directly in type, e.g. +, ×, RMW, etc.,

which can be executed by the ALU in SEL3. Otherwise, the computation is encoded in

the function pointed by fptr, and executed by the local SCM. We support up to 8 inputs

(required for 3D stencil) of either streams (with non-zero sid) or constants (data). The

input stream records the receiving stream’s address pattern, to determine where to forward

the data.

To avoid excessive migration traffic, one optimization is to remember visited banks, and

only send core id, stream id and changing fields (e.g. iteration number) when migrating

to a visited bank. To terminate an offloaded stream, the end message is multicast to all

configured SEL3s. This is left as future work, as we found migration traffic is relatively low.

5.4 Synchronization-Free Optimization

Although range-sync amortizes the control overhead with coarse-grained messages, it still in-

troduces extra traffic and longer dependence chains. In many scenarios, inter-stream aliasing

never happens, and programmers may be willing to sacrifice precise states for performance.

This inspires us to introduce the synchronization-free optimization (sync-free), which reduces

the control overhead and allows offloaded streams to commit ahead of the core.

Specifically, programmers can add a pragma s sync free to a loop (Fig 5.6), indicating

that streams in this region never alias. When offloaded, such streams can commit immedi-

ately without sending commit messages or indirect ranges. Streams still report their progress

to SECORE, and the core is limited to not committing ahead of offloaded streams to avoid

complete desynchronizing. This eliminates some control overhead, and importantly, shortens

the dependence chain.
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Figure 5.6: Fully Decoupled Loop (Same Legend as Fig 2.5)

Coarse-Grain Context Switch Without synchronization, streams are free to commit until

there are no remaining credits. Therefore, once the credits are sent out to the SEL3, there

is no sequential point in the original program order. However, a coarse-grain context switch

is still possible by stopping credit issuing and collecting all the done messages. Offloaded

streams’ progress is included in the architectural state and restored during a context switch.

Fully Decoupled Loop Synchronization-free streams break the sequential execution se-

mantics to enable aggressive optimizations. As shown in Fig 5.6, all memory accesses and

computations in the inner loop are captured by streams, and all inner loop streams’ param-

eters are from outer loop streams. In such a case, the compiler can eliminate the loop and

these fully decoupled streams are stepped independently by SECORE, further reducing core

instruction overhead.

More importantly, now SECORE can simultaneously advance multiple instances of fully

decoupled nested streams, increasing potential parallelism (3 concurrent instances in Fig 5.6).

5.5 Methodology

Evaluation Stack We use gem5-20 [107] for execution-driven, cycle-accurate simulation,

extended with partial AVX-512 support, with Garnet [108] for the NoC and DRAMsim3 [156]
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for DDR4. We implement an LLVM-based compiler with x86 backed to recognize streams

and associated computations as described in §2.4.

Benchmarks We simulate 14 OpenMP workloads from Rodinia [109], MineBench [157] and

Gap Graph Suite [158], covering both affine patterns and irregular accesses (see Table 5.6).

bfs and pr have both a push (using atomic) and pull (using reduction) version. Programs are

compiled with -O3 and vectorized with AVX-512. If not specified, we simulate to completion.

Systems and Comparison Table 5.5 lists system parameters. Energy consumption is

estimated using McPAT [50] at 22nm (extended to model the stream engines). We use huge

pages for large data structures. In real systems, continuously-used base pages are likely to

be promoted into huge pages [153].

The baseline core’s L1 uses the Bingo [110] spatial prefetcher, the best multi-core prefetcher

in DPC3 [111]. We also add an L2 stride prefetcher, as it improves performance. All other

designs have hardware prefetchers turned off:

∙ Inst-Level NDC (INST): Near-stream computations are offloaded to LLC at iter-

ation granularity, with data forwarded to the “meet” of operands’ banks to perform

multi-operand computation (similar to Omni-Compute [3]). Reduction cannot be sup-

ported due to fine-grained offloading.

∙ Single-Line NDC (SINGLE): Single cache line accessing functions are offloaded to

the cache, and may be chained to support pointer-chasing patterns. This resembles

Livia [27] and has sync-free optimizations in §5.4 (as Livia does because of programmer

guarantees), but without offloading to memory controllers.

INST and SINGLE both benefit from stream-based prefetching even when the com-

pute pattern is not supported. This makes them a stronger baseline than the Bingo

prefetcher.

∙ In-core Streams (NScore): SECORE is only used as an prefetcher (similar to SSP [28]).
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System Params 2.0GHz, 8x8 Cores

IO4 CPU 4-wide fetch/issue/commit

(4-issue) 10 IQ, 4 LSQ, 10 SB

OOO4 CPU 24 IQ, 24 LQ, 24 SQ+SB

(4-issue) 256 Int/FP RF,96 ROB

OOO8 CPU 64 IQ, 72 LQ, 56 SQ+SB

(8-issue) 348 Int/FP RF, 224 ROB

Func. Units 4 Int ALU/SIMD (1 cycle)

(×2 for OOO8) 2 Int Mult/Div (3/12 cycles)

2 FP ALU/SIMD (2 cycles)

2 FP Div (12 cycles)

L1 D/I TLB 64-entry, 8-way

L2/SEL3 TLB 2k/1k-entry, 16-way, 8-cycle latency

L1 I/D Cache 32KB, 8-way, 2-cycle latency

Private L2 Cache 256KB, 16-way, 16-cycle latency

Replace Policy Bimodal RRIP, 𝑝 = 0.03

L1 Bingo Pf. 8kB PHT, 2kB region

L2 Stride Pf. 16 streams, 16 pf. per stream

NoC 256-bit 1-cycle link, 8x8 Mesh

5-stage router, multicast

X-Y routing, 4 corner mem. ctrl.

Shared 1MB per bank / 16-way

L3 Cache 20-cycle latency, MESI coherence

Static NUCA, 64B Interleave

DRAM 3200MHz DDR4 25.6 GB/s

SECORE 256B/1kB/2kB FIFO, 12 streams

(IO4-OOO8) 2 SCCs, total -/32/64 ROB-entry

4/4/4-cycle latency to SCM

Stream Buf. 16kB FIFO

SEL3 12 streams per core, 768 total

64kB stream buffer, 1kB per core

4-cycle latency to local SCM

Table 5.5: System and Microarchitecture Parameters

∙ Address-only Near-Stream (NSno comp): Streams may be offloaded but without

offloading computation (similar to Stream Floating [32])

∙ Near-Stream Computing (NS): Computations are offloaded along with streams

among last-level cache banks, with range-sync ensuring sequential semantics and co-

herence described in §5.3.

∙ Synchronization-Free Optimizations: NSno sync turns off range-sync as program-

mers guarantee alias-free. NSdecouple further removes unnecessary fully-decouplable

loops so multiple streams may be executed simultaneously.

The best baseline for NS is INST (both programmer-transparent), and the best baseline
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Benchmark Addr. Cmp Parameters

pathfinder [109] Multi-Operand Store 1.5M entries, 8 iters

srad [109] Multi-Operand Store 1k×2k, 8 iters

hotspot [109] Multi-Operand Store 2k×1k, 8 iters

hotspot3D [109] Multi-Operand Store 256×1k×8, 8 iters

histogram Affine Load 12M 32b value, 8b key

scluster [109] Indirect Load 768k×64B, 5 iters

svm [157] Indirect Load 384k×64B, 2 iters

bfs push [158] Indirect Atomic Kronecker generated

pr push [158] Indirect Atomic 256k nodes

sssp [158] Indirect Atomic 3.6M edges

bfs pull [158] Indirect Reduce A/B/C: 0.57/0.19/0.19

pr pull [158] Indirect Reduce weight [1,255]

bin tree Pointer-Chasing Reduce 128k nodes, 8B key, 512k uniform lookups

hash join Pointer-Chasing Reduce 8B key, 256k ◁▷ 512k, Hit Rate 1/8

Table 5.6: Workloads (MO: Multi-Op)

for NSdecouple is SINGLE (both programmer-exposed).

5.6 Evaluation

Here we evaluate the performance, energy efficiency, generality, and autonomy of near-stream

computing with respect to prefetching and prior near-data techniques, followed by sensitivity

to computation throughput and offload latency, as well as area overheads.

Overall Performance/Energy/Area

Fig 5.7 presents the speedup relative to the baseline OOO8 core. Near-stream computing

(NS) significantly outperforms prior prefetching and near-data techniques, achieving 3.19×
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Figure 5.7: Overall Speedup over Base OOO8 Core

speedup over the OOO8 core, 1.69× over NSno comp, and 1.85× over INST. With sync-free

support, NSdecouple achieves 4.27× speedup over the OOO8 core and 2.12× over SINGLE.

Fig 5.8 shows the normalized energy-performance tradeoff of different core sizes across

workloads. All core types see similar speedups, with in-order cores benefiting the most

(4.28× for NS over IO4). Because of the reduced communication and improved performance

(less static energy), NS and NSdecouple achieve 2.85×/ 3.52× energy efficiency improvement

respectively for OOO8 (similar tradeoffs for less powerful cores).

Area Most of the area comes from the SRAM to store stream states, and we estimate

the area using CACTI and McPAT (22nm). SECORE’s stream buffer takes 0.09mm2 [32].

SEL3 requires a 64kB buffer to hold the stream operands and results, which takes 0.195mm2.

Adding the SEL3’s stream configuration (48kB, 0.11mm2) [32] and other components, the

whole chip area overhead is 2.5% for IO4 (2.1% for OOO8 as SECORE has larger FIFOs).
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Advantages of Stream-Based Offloading

With programmer transparency, our NS matches or exceeds INST in all workloads, and our

programmer-exposed approach matches or exceeds SINGLE in all tested workloads (while

requiring simpler programmer support). This can be attributed to advantages in generality

and autonomy.

Generality Fig 5.9 shows the breakdown of computing micro-ops associated with streams

relative to total micro-ops (atomic and update are listed separately for clarity). The second

bar shows the fraction that is actually offloaded at runtime. NS is capable of offloading

computations in all workloads, on average 93% of the possible operations are offloaded. A

few short reductions with reuse in private cache (e.g. bfs pull) are kept in-core to avoid

frequent stream configuration and termination.

These results also explain why INST underperforms on the last 4 workloads: because

it cannot support reduction patterns and can only offload single iterations. Likewise, it

111



pathfinder
srad

hotspot

hotspot3D

histo
gram

sclu
stersvm

bfs_p
ush
pr_pushssspbfs_p

ull
pr_pull

bin_tre
e

hash_joinavg.
0.0
0.2
0.4
0.6
0.8
1.0

M
icr

o 
Op

s Reduce
Update
Atomic
Load
Store

Multi-Op.
Ptr-Chase
Indirect
Affine

Total Offloaded

Figure 5.9: Breakdown of Dynamic Micro Ops

explains why SINGLE underperforms on the first four workloads, as they are array codes

that operate on multiple arrays. The baseline prefetcher also only excels on affine patterns.

Indirect prefetchers may be able to recognize such patterns [79, 133], but require training at

runtime.

Autonomy A key benefit of stream-based offloading is to provide autonomy, thus reducing

NoC traffic. We evaluate this by examining the NoC traffic and utilization in Fig 5.10. Traffic

is classified as either offloaded: data and coordination messages for near-data computing (e.g.

credits, indirect ranges, commits, etc.), control: coherence/prefetch messages, or data: non-

offloaded data accesses and writebacks.

NS heavily reduces traffic (by 69%) by co-locating data and computation. This is ac-

complished by eliminating control traffic for affine workloads, as now store streams can also

be offloaded. More importantly, it also greatly reduces data traffic, as operands are directly

forwarded to the bank of the final store. Indirect workloads also benefit; e.g. in scluster

the stream sends back a scalar value of computed Euclidean distance rather than the origi-

nal high-dimension data, thus reducing the data traffic. Indirect atomic streams in pr push

perform the update in place without bringing the line to the core. Range-synchronization

itself accounts for only 11% of NS’s traffic. For bfs push and sssp, synchronization is more

expensive, as it takes two round trips to collect results and commit the indirect atomics.
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Figure 5.10: OOO8 NoC Traffic (top) and Utilization (bottom)

With synchronization eliminated in NSdecouple, a total traffic reduction of 76% is achieved.

This is especially helpful for performance on bin tree and hash join, as multiple fully-

decoupled inner streams can be offloaded simultaneously.

Compared to prior near-data approaches, INST also reduces traffic (by 49%), but has sig-

nificant overhead due to fine-grain iteration-level offloading. This is apparent on affine work-

loads, where the traffic is 3-5× higher than NS. SINGLE is, of course, highly-autonomous,

and provides high traffic reductions on the indirect workloads where it is applicable, match-

ing NSdecouple in many cases. The traffic is sometimes higher, as SINGLE cannot achieve

autonomy on indirect atomics and falls back to iteration-level offloading.
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Figure 5.11: NS, NSno sync, NSdecouple with 1-32 SCM Latency

Sensitivity to Offload Capability

Fig 5.11 shows the performance of NSdecouple, NSno sync and NS with varying latency for SEL3

to issue a computation to the SCM, normalized to NS-OOO8 with 1-cycle latency. Irregular

workloads are insensitive to this latency, as their computation is simple enough to be handled

by the SEL3 (except one kernel in pr push and pr pull to update the score). On the other

hand, workloads with vector computation are more susceptible to its changes, especially

for pathfinder and srad, which contain a significant portion of short SIMD computations.

Overall, near-stream computing can hide much of this latency by overlapping with other

streams, and with 16-cycle latency the performance of NSdecouple drops by 11% over the

default 4-cycle latency.

We also show how the performance changes with limited ROB entries for stream comput-

ing contexts (SCC) in Fig 5.12. As expected, graph and pointer-chasing workloads are not

bounded by a small ROB, as their computations are mostly single scalar instructions with

less than a 10-cycle delay. However, workloads with SIMD operations need a larger ROB

to overlap computations and hide the latency to access the local SCM. On the other hand,

this also shows that near-stream computing shifts the pressure from data accesses to real

computation, which accounts for the significant speedup. We believe 2 SCCs is a reasonable
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choice for OOO cores since it requires fewer resources than a real hardware thread (less

ROB/IQ and no LSQ entries). Overall, we set the default OOO8 configuration to 2 SCCs

with a total of 64 ROB entries.

Other Sensitivity Studies

Affine Range Generation For affine streams, since the address pattern is known at

configuration time, SECORE can generate the ranges to avoid the traffic of sending them

from SEL3, at the cost of duplicate address generation and translation. Fig 5.13 shows the

speedup and traffic of five affine workloads in NS with affine ranges sent by SEL3 or generated

by SECORE (default behavior). The traffic data is classified as control, data and offloaded

(same as Fig 5.10). For indirect workloads, SEL3 always sends the range as addresses are

data-dependent. Overall, generating affine ranges at SECORE saves 15% traffic and achieves

5% performance improvement. NSno sync and NSdecouple do not generate ranges as they require

no range-based synchronization.

Lock Type Fig 5.14 shows the performance of exclusive and multi-reader single-writer

lock (MRSW) on the three graph workloads with atomic operations (see §5.3). Atomics in

pr push always modify the value and thus do not benefit fromMRSW lock. For bfs push and

sssp, many atomics do not change the value, and MSRW lock eliminates 97% of contention
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with 1.29× speedup (NS). For NSno sync and NSdecouple, since there is no synchronization,

atomic operations can be committed immediately without waiting for the core, significantly

shortening the locking window. Thus, both lock types achieve similar performance. By

default, we use MRSW lock.

Scalar PE Both SECORE and SEL3 have a scalar PE to handle simple operations and

avoid invoking SCM. Fig 5.15 shows the performance sensitivity for this optimization. As

expected, affine workloads mainly contain vectorized instructions and are not sensitive to this

feature. Indirect and pointer-chasing workloads benefit from this scalar PE as it reduces the

computing latency. Overall, for NSdecouple, adding the scalar PE improves the performance

by 2.5%, but indirect and pointer-chasing workloads significantly benefit from this (1.1× for

hash join), as it reduces the computing latency.
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5.7 Additional Related Work

We discuss additional related work here; see S5.1 for comparison to sub-thread level offloading

techniques.

Coarse-grain Offloading Many near-data approaches use coarse-grain abstractions for

deciding what to offload. Kernel-level offloading is used in most domain-specific systems [5,

159, 22, 6, 160, 161, 162, 163].

Programmable architectures give varying degrees of control over how to schedule threads

near data [137, 10, 164, 142, 165]. Thread-level offloading also enables programmer trans-

parency. For example, in the context of GPUs, TOM [11] and Pattnaik et al. [12] trans-

parently decide which code to offload based on dynamic bottleneck analysis and predictive

models respectively. AMS adaptively schedules threads in systems with asymmetric mem-

ories, using dynamically profiled miss curves [143]. While transparent, they only make

decisions at thread granularity.

Near What? Near-data computing is applicable in many contexts: in-cache [3], near mem-

controller [27], near router [4], near-memory [10], near-storage [166], etc. It is future work

to evaluate stream-based abstractions, coordination, and offloading in these other settings.

Also, several works perform near-data computing using the memory structure itself as bit-

serial computation units, either in SRAMs [21, 149, 20] or DRAMs [167, 168, 23]. These

techniques could provide highly parallel computation substrates for use in a near-stream

system.

Speculative Multithreading Swarm [169, 170, 171] along with the T4 compiler [172],

executes sequential programs speculatively in parallel as a series of tiny tasks. It supports

scheduling such tasks near on-chip data [147]. In T4, near-data optimization is only applied

for single cache line tasks.

Coherence and Synchronization Recent works provide better support for near-data
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accelerator (NDA) coherence and synchronization. CoNDA speculatively executes NDA

kernels while recording their memory accesses in bloom filters, condensing coherence traf-

fic [165]. SynCron [164] provides specialized synchronization without needing coherence.

Near-stream’s range synchronization protocol supports coherence efficiently by condensing

coherence information on a per-stream basis, and is inspired by prior non-NDA work [102,

103, 104, 105, 106, 154, ?].

Prefetching Prodigy [151] encodes indirect access patterns (similar to nested streams)

in the program to efficiently prefetch into L1 cache. Event-triggered prefetcher [134] and

Minnow [173] are programmable private-cache prefetchers for irregular accesses. However,

prefetching-only techniques still suffer from the traffic overhead of fetching data into the

core. Decoupled spatial architectures also leverage stream information for prefetching in

accelerator designs [63, 113, 112, 114, 174].

EMC [115] augments a memory controller with the capability to execute miss-generating

data-dependent instructions. This does provide support for near-data offloading, but only

for address generation.
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5.8 Summary

In this chapter, we explore the idea of using streams as the abstraction for near-data com-

puting. Streams are ubiquitous in data-processing kernels, they enable coarse-grain offload-

ing protocols with low overhead, and they are simple enough to be extracted with modest

compiler extensions. Our implementation enables near-data computing with either zero or

minimal (via sync-free) programmer effort, as the compiler and microarchitecture work to-

gether to recognize near-stream computing opportunities while retaining the precise state.

Further, it requires little additional hardware, as the core’s pipeline is reused for near-data

computation through multithreading.

More importantly, this work breaks with the core-centric view and enables a new class of

optimizations for memory and communication-bound workloads. We believe this approach

can enable continued performance scaling and energy efficiency improvements in future large-

scale systems.
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CHAPTER 6

Affinity Alloc: Taming Not-So Near-Data Computing

With near-stream computing, we can flexibly offload computation along with streams to

where the data is. However, the benefit of near-data computing heavily depends on spatial

affinity, where all relevant data are in the same location, e.g. same cache bank. Existing

NDC works lack a general and systematic solution: they either ignore the problem and abort

NDC when there is no spatial affinity, or rely on error-prone manual data placement.

Our insight is that the essential affinity relationship, i.e. data A should be close to data

B, is orthogonal to microarchitecture details and input sizes. By co-optimizing the data

structure and capturing this general affinity information in the data allocation interface,

the allocator can automatically optimize for data affinity and load balance to make NDC

computations truly near data.

With this insight, in this chapter, we propose affinity alloc, a general framework to

optimize data layout for near-data computing. It comprises an extended allocator runtime,

co-optimized data structures, and lightweight extensions to the OS and microarchitecture.

Evaluated on parallel workloads across broad domains, affinity alloc achieves 2.26× speedup

and 1.76× energy efficiency over a state-of-the-art near-data computing technique with 72%

traffic reduction.

Organization §6.1 discusses the data layout challenges and overviews our insight and

proposed approach. §6.2 covers the basic interface and extensions to support affine layout,

while §6.3 extends to irregular data layout. Methodology and evaluation are in §6.4 and

§6.5. Further discussion and related work are in §6.6 and §6.7.
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Figure 6.1: Affinity Optimization Opportunities in NDC (View in Color)

6.1 Motivation and Overview

Challenges and Insights

Simply pushing computing into the memory hierarchy does not guarantee that computation

is now closer to the data, especially when the computation accesses more than a contiguous

piece of data. Without a suitable data layout, the required operands may be scattered

far away from each other. Fig 6.1 demonstrates, with Fig 6.1(a) depicting a conventional

system. Fig 6.1(b) shows an NDC vector addition, where arrays not aligned in memory cause

extra communication to collect operands. Fig 6.1(c) shows similar overheads for indirect

accesses, which dominate graph processing workloads to access neighboring vertices. Näıvely

offloading computation near data may yield no data movement reduction or even hurt the

performance. Therefore, an intelligent data layout decision is essential to fully realize the

potential of near-data computing.

Despite its importance, prior near-data computing work either relies on manual coarse-

grained data partition on reserved scratchpad space using customized APIs [6, 175, 4, 137,

10], or requires domain-specific preprocessing (e.g. graph partitioning) [11, 145]. Other work

simply is oblivious to the data layout, and falls back to the conventional computing paradigm

when NDC is not profitable [27, 16, 3, 5, 31, 176]. They all fall short of providing a general
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and systematic solution to enabling guided and efficient data layout.

Challenges We provide the first general and programmable framework that automatically

optimizes data layout for near-data computing. This is challenging as a hypothetical optimal

data layout requires coordination of the entire system stack: to support customized data

placement in the microarchitecture, to manage virtual to physical address translation, to

expose network topology to the software, etc. Clearly, such a complex approach is not ideal.

This calls for general yet concise abstractions at each level of the system to efficiently

convey the information required for intelligent data placement decisions. For generality,

the interface should be expressive to specify broad data layout requirements, from simple

strided layouts to complex fine-grained pointer-based alignment. For simplicity, the interface

should only convey the minimal essential information across layers to maintain portability.

This works in both directions: the software should be agnostic to the microarchitecture,

while the hardware should be oblivious to the actual data structures. The interface should

be compatible with general programming languages and be expressive enough to enable

advanced layout optimizations for near-data computing.

Insight I To tackle these challenges, our first insight is that data placement can and should

be optimized with data allocation. This is possible because most data layout requirements

are known at allocation time [177], e.g. when allocating a linked list node, the previous

node is already allocated, and if the new node can be placed closer to it, we can signif-

icantly reduce data movement when chasing the pointer. Also, picking the optimal data

layout at allocation time saves the overhead of remapping later. Lastly, it incurs marginal

programming complexity if the allocator can be reused as the new data placement interface.

However, existing data allocators are either unaware of the data placement (e.g. malloc),

or are imperative and opaque (e.g. numa alloc onnode), still leaving the placement decision

to the programmer. We need a better allocator.

Insight II Secondly, instead of directly dictating the data placement, the new allocator
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interface should capture the essential data alignment constraints for efficient near-data com-

puting. Such constraints are general to describe complex data affinity relationships, e.g. the

new linked list node should be close to the previous one. Also, they are determined by algo-

rithms and data structures, but orthogonal to the microarchitecture details. This is crucial

to maintain transparency and portability, freeing programmers from the burden of manual

placement for each hardware generation.

Insight III Perhaps most importantly, exposing a new allocator interface unlocks a variety

of new opportunities to co-optimize the data structure to data affinity in NDC scenarios.

For example, in graph algorithms, a global queue can be replaced by a spatially distributed

queue to avoid remote accesses when pushing a new vertex into the frontier. Another ex-

ample is using linked lists to replace the index array B[i] for indirect accesses A[B[i]].

Conventionally, traversing a linked list requires costly pointer chasing and is not as efficient

as an array. However, it provides the flexibility to place the index closer to the destination

data A[B[i]] and may yield higher performance in NDC. Such opportunities are impossible

without the new allocator considering data placement.

Our Approach To summarize, we name our approach affinity alloc, as it systematically

captures and optimizes data affinity for near-data computing. It contains a carefully de-

signed allocator interface to capture the affinity information, a runtime library to lower the

alignment constraints to an efficient data layout based on the underlying hardware details,

and a lightweight yet general microarchitectural scheme to control the data layout. This

design enables significantly more flexibility over manual data placement – instead of fixing

data structure locations, we only describe how data structure elements should be kept close

together. More importantly, it enables co-optimization between data structures and data

layout to make NDC computations truly near the data.

We apply affinity alloc to optimize data placement for near on-chip SRAM computing,

i.e. the last-level cache (LLC). The LLC level is promising because capacity continues to
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Figure 6.2: Affine Data Layout for Vec Add

scale in modern CPUs (768MB on AMD EPYC 7773X [178]), and many algorithms can be

tiled for locality in the LLC. However, because affinity alloc addresses the fundamental data

placement problem, its principles and implementation can be generalized to other near-data

computing levels and techniques, e.g. near memory controller, in HMC die, near SSD, etc.

In the remainder of this chapter, we first quantify the potential benefits of having an

optimal affine and irregular data layout, then overview our affinity alloc approach.

Affine Data Layout

We first consider a simple vector addition: C[i]=A[i]+B[i]. As shown in Fig 6.1(b) and

Fig 6.2(a), When offloaded to the L3 cache, sa and sb forward the data to sc, which writes

back the added result. Intuitively, the placement of array A[], B[] and C[] in the shared

L3 banks directly affects the data forwarding traffic and performance.

Fig 6.2(a) shows a näıve affine data layout for the vector addition. For simplicity, we

assume A[] and B[] are aligned in the shared L3 cache. However, since A[] and B[] are

not aligned with C[], we have to forward both operands through the network, leading to not

so near-data computing. Such oblivious data layouts may even lead to pathological cases.
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For example, in Fig 6.2(b), C[i] is mapped two banks behind A[i] and B[i], causing a

bisection bottleneck in the network and significantly reducing the effective bandwidth.

Therefore, an intelligent near-data computing system should be aware of the data affinity

requirement and colocate all three arrays as shown in Fig 6.2(c). This eliminates the data

forwarding traffic and fully unlocks the potential of near data computing.

To quantify the impact of affine data layout, Fig 6.3 shows the performance and network

traffic of vector addition with various data layouts, normalized to baseline in core computing

(no offloading). We use an 8x8 mesh NoC and control the data layout such that bank

𝑖 always forwards to bank (𝑖 + ∆) mod 64 (methodology in §6.4). Although near-data

computing always outperforms the baseline, its performance is very sensitive to the data

layout (from 1.1× to 7.2×), as it dictates how much data traffic to forward the operands. A

random data layout (i.e. each virtual page is mapped to a random physical page) avoids the

pathological behavior, but only achieves 42% of the performance when data is aligned.

Challenges Even for this simple case, optimizing the data layout already requires opti-

mizations across the whole system stack: to convey the data alignment requirement from

the application, to translate virtual addresses in the OS, to control the physical cache line

mapping in L3 banks, etc.

Irregular Data Layout

The analogous data layout problems for irregular data structures are even more complicated

to solve. Fig 6.4(a) shows the baseline placement for a graph, using a compressed sparse

row (CSR) format. We assume each cache line can hold two vertices (blue) or edges (green),

and L3 banks are interleaved at cache line granularity. Many graph workloads (e.g. BFS,

SSSP) scan edges and update pointed vertices. When offloaded in NSC, it takes 19 hops

for indirect accesses to the vertices (green arrows) and 3 hops for stream migration (black

arrows). However, as shown in Fig 6.4(b), if we can place the edges closer to the pointed-to
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Figure 6.3: Impact of Affine Data Layout on Vec Add

vertices, we can significantly reduce the indirect access traffic to only 3 hops at the cost of

a slightly longer migration distance.

To quantify such benefit, Fig 6.5 shows the speedup and traffic reduction if we can break

the edge list in the CSR format into chunks of various sizes and freely map them to the L3

bank with minimal indirect traffic1. Smaller chunk sizes enable more fine-grained control on

data layout. With 64B chunk (a cache line), irregular data layout optimization yields 60%

traffic reduction and 2.14× speedup. An ideal configuration without indirect traffic achieves

4.1× speedup.

This demonstrates the potential of having an optimal data layout for irregular data

structures, including other pointer-based data structures, e.g. linked lists, trees, etc. By

optimizing the data layout, the overhead of irregular accesses can be significantly reduced.

Challenges Although promising, irregular data layout is even more challenging, as it

requires fine-grained cache line layout and load balancing to ensure bank-level parallelism.

1Subject to a max 2% load imbalance between L3 banks, by moving chunks with the least traffic reduction
to the least occupied bank.
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Affinity Alloc Approach Overview

To exploit these opportunities, we propose affinity alloc, a systematic data placement solution

that optimizes data affinity during allocation for near-data computing. Fig 6.6 overviews

the approach across different system levels.

Instead of having an imperative interface that exposes microarchitectural details and

leaves the placement to the programmer (e.g. libnuma), an affinity alloc application only

needs to convey the affinity information through the declarative allocator API. For example

in Fig 6.6, when allocating a tree node, the pointer to the parent node is passed in so that

the allocator can try to allocate the new node to the same bank as the parent node. Such

affinity information is general enough to capture the essential relationship: that these pieces

of data are used together and should be colocated.

To coordinate affinity information across all system levels, affinity alloc is designed by

the divide and conquer principle: each layer tackles a simpler subproblem and only minimal

information is exchanged between layers. Each layer is almost transparent to other layers.

Specifically:
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Figure 6.5: Impact of Irregular Data Layout

∙ Application: We choose to enhance the allocator with affinity information (either

an affine pattern for affine layouts or a list of affinity addresses for irregular layouts).

This significantly reduces the programming complexity as affinity information can be

straightforwardly extracted from the data structure, e.g. parent node in the binary

search tree. Also, since affinity information is purely determined by the algorithm

and data structure but orthogonal to the underlying microarchitecture, portability is

maintained by linking a platform-optimized runtime.

∙ Runtime: Similarly in Fig 6.6, The runtime is unaware of the data structure, but

simply takes the affinity information and underlying network topology to determine

the interleaving and the bank to allocate from. It also tracks the load balance to avoid

creating a hot spot in the system. For example, the node n2 is colocated with its

parent n5 for affinity, while n7 is spilled to bank 1 for load balancing (see bottom of

Fig 6.6). To allocate, the runtime maintains a free list that is aware of the L3 banks

and may require more space from the OS.

∙ OS: The OS simply manages a pool for different interleaving sizes. Interleave pools are

reserved in virtual address space when starting a program, and backed by contiguous
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physical addresses similar to a segment when accessed. It also passes the topology

information to the runtime but is oblivious to the data structure or the load balance.

∙ Microarchitecture: It supports customizable interleaving for physical addresses within

interleave pools but is unaware of any program-specific details.

Data Structure Co-Optimization Affinity alloc also enables novel data structure co-

optimizations to harness the new opportunities from managing the data affinity. One ex-

ample in the context of iterative graph processing is a spatially distributed work queue,
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leveraging the affine layout. Compared to a global queue, it reduces the overhead of manag-

ing the frontier in BFS and SSSP, as vertices can be pushed to the aligned local sub-queue

with no remote accesses. This is possible in accelerators [179, 174, 169, 148, 147], but difficult

for general-purpose processors without control over affinity.

Also, by supporting fine-grained irregular data layout, we can use a linked list to replace

the array holding all edges in the compressed sparse row format (CSR). This provides the

flexibility to colocate edges with the outgoing vertices, reducing the indirect traffic. To our

knowledge, this optimization has not been explored even for accelerators, because of the lack

of fine-grain affinity control.

More generally, data structures for near-data computing face significantly different trade-

offs. While contiguous arrays often have the benefit of simple prefetching on general archi-

tectures, affinity-based allocation and near-data computing offer significant advantages to

pointer-based structures. Thus, affinity alloc opens new opportunities for codesign in the

near-data computing era, which would otherwise be impossible or impractical to program.

Affinity Alloc Overview Overall, affinity alloc adopts a clean layered design: the appli-

cation specifies the affinity information, the runtime performs the affinity-aware allocation

with load balancing, the OS manages the pools with different interleaving sizes, and the

microarchitecture simply customizes the interleaving for each pool. With these lightweight

extensions and data structure co-optimization (see §6.3), affinity alloc provides a general and

systematic solution to make NDC computations truly near data.

6.2 Affine Data Layout

In this section, we take a bottom-up view: how to efficiently support customizable mapping

from virtual address space to L3 bank locations in the microarchitecture and OS, then how

the application and runtime leverages it to optimize for data affinity.
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Mapping Virtual Addresses to L3 Banks

One obstacle to NDC data affinity optimization is that the mapping from virtual addresses

to shared L3 banks is hidden from the user space or even the OS. First, address translation

is managed by the OS. Also, modern CPUs usually employ complex hash functions to map

a physical address to an L3 bank [180] to exploit bank-level parallelism and avoid hot spots.

Therefore, we need to expose the mapping from virtual addresses to L3 banks to the software.

Interleave Pool As shown in Fig 6.6, we introduce interleave pools. Each interleave pool

is a reserved segment in the virtual address space, and addresses within an interleave pool

are guaranteed to be mapped to L3 banks with the specified interleaving. For example, 64B

cache lines within the 64B interleave pool are linearly mapped to L3 banks one by one. Given

a pool with interleaving 𝑖𝑛𝑡𝑟𝑙𝑣 and starting virtual address 𝑠𝑡𝑎𝑟𝑡, we can compute the L3

bank for a given virtual address 𝑣𝑎𝑑𝑑𝑟 within the pool:

bank(𝑣𝑎𝑑𝑑𝑟) = ⌊𝑣𝑎𝑑𝑑𝑟 − 𝑠𝑡𝑎𝑟𝑡

𝑖𝑛𝑡𝑟𝑙𝑣
⌋ (mod 𝑁𝑏𝑎𝑛𝑘) (6.1)

Similar to the heap, interleave pools are managed by the OS, and the runtime can request

an expansion (similar to how mmap or brk is used to expand the heap). We provide a pool for

power-of-two interleavings from 64B (one cache line) to 4kB (one page, see below for larger

interleavings), i.e. 7 interleave pools per process2.

Physical Address Each interleave pool is mapped to contiguous physical pages. To ensure

this, when the OS handles a page fault on an unmapped interleave pool virtual address 𝑣𝑎𝑑𝑑𝑟,

it will allocate physical pages from the start of that interleave pool until 𝑣𝑎𝑑𝑑𝑟, and may

copy data and remap pages to make sufficient space (similar to how direct segment [181]

or RMM [182] supports continuous virtual to physical mapping). This simplifies the data

layout control in the hardware. To complete the picture, the microarchitecture is extended

2We reserve 1TB per interleave pool, which in total is 2.7% of the 48-bit virtual address space.
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Field Bits Description Field Bits Description

start,end 48 [start, end) phys. addr. intrlv 16 Interleaving.

Table 6.1: Interleave Override Table (IOT)

with an interleave override table (IOT, Table 6.1) at each L2 and L3 cache controller.

Each entry overrides the interleave for physical addresses within [𝑠𝑡𝑎𝑟𝑡, 𝑒𝑛𝑑). The L2/L3

cache controller as well as the SECORE/SEL3 query this table to determine which bank a cache

line is mapped to, so that it can forward the request or offload/migrate the stream. Since

this table is accessed frequently (every L2 miss and L3 access), mapping each interleave pool

to contiguous physical addresses ensures that only one IOT entry is required per interleave

pool, reducing the pressure on the size of IOT.

Other Interleavings Interleavings below a cache line size (64B) are not supported, as

they spread a single cache line to multiple L3 banks. This requires extra metadata to track

sub-line coherence states and is beyond this work. Large interleavings beyond a page size

(4kB) but aligning to page boundaries (e.g. 8kB, 12kB) are supported by mapping virtual

pages to 4kB interleaved physical pages at the desired L3 bank3. Finally, interleavings that

are not power-of-two help reduce the padding overhead, and can be supported at the cost of

a more complicated division instead of a right shift in Eq. 6.1 when querying the IOT. This

is left as future work.

Other Interleave Patterns The mapping from virtual addresses to L3 banks (i.e. Eq 6.1)

is a simple 1D linear pattern. More complicated interleaving patterns can also be supported,

e.g. a 2D pattern that fills L3 banks in the order of quadrant, or a two-level wrapping around

that first wraps a few times within each row before moving to the next row. These more

sophisticated interleave patterns can be supported by either changing how L3 banks are

3Physical pages for these interleavings are not continuous and are tracked as 4kB interleaving in the IOT.

132



(a) Affine Affinity Alloc API

struct AffineArray {
  int   elem_size; // Element size (byte).
  uint  num_elem;  // Number of elements.
  void* align_to;  // Pointer to the aligned affine array.
  int   align_p, align_q,  align_x; // Alignment parameters.
  bool  partition; // Partition the array across banks.
};
void* malloc_aff(const AffineArray& a);

(b) Inter-Array Affine Affinity

// Compute kernel:
// C[i] = A[i] + B[i];
// Allocate float A[N].
A = malloc_aff({sizeof(float), N,
    nullptr, 1, 1, 0, false});
// Align float B[N] with A[N];
B = malloc_aff({sizeof(float), N,
    A, 1, 1, 0, false});
// Align double C[N] with A[N];
C = malloc_aff({sizeof(double),N,
    A, 1, 1, 0, false});
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// Compute kernel:
// B[i,j] = A[i-1,j] + A[i+1,j]
//          - 2*A[i,j];
// Optimize row affinity A[M,N].
A = malloc_aff({sizeof(float),M*N,
    nullptr, 1, 1, N, false});
// Align B[M,N] with A.
B = malloc_aff({sizeof(float),M*N,
    A, 1, 1, 0, false});
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Figure 6.7: Affine Data Layout Optimizations

numbered or enhancing Eq 6.1, and can provide more flexibility for the runtime to optimize

the data layout. However, we find that a simple 1D linear pattern is expressive enough to

achieve optimal spatial affinity for the affine workloads we studied.

Affine Layout Optimizations

With the OS and microarchitectural extensions to expose the mapping from virtual addresses

to L3 banks, it is already possible for the application to customize the data layout. However,
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instead of leaving this burden to the programmer, we provide a runtime that automatically

optimizes for the data layout and requires only abstracted affinity information from the

application.

Affine Affinity Alloc API Fig 6.7(a) shows the API to allocate an array with affinity

information wrapped in the AffineArray struct. Besides the size of the element (elem size)

and the number of elements (num elem), it also contains parameters to define the affinity

relationship between arrays (orange box in Fig 6.7(a)).

Inter-Array Affine Affinity Fig 6.7(b) shows how the API is used to optimize inter-array

affine affinity. First, array A[N] is allocated with all default parameters, and the runtime

simply picks the default interleaving, which is the cache line size (8B in Fig 6.7(b)). When

allocating array B[N], we specify that B[i] aligns with A[i] by setting align to to A. More

generally, the affinity relationship between the allocating array B[N] and the aligned-to array

A[N] is defined as:

𝐵[𝑖]
𝑎𝑙𝑖𝑔𝑛𝑠 𝑡𝑜−−−−−→ 𝐴[

𝑎𝑙𝑖𝑔𝑛 𝑝

𝑎𝑙𝑖𝑔𝑛 𝑞
× 𝑖+ 𝑎𝑙𝑖𝑔𝑛 𝑥] (6.2)

Here align p and align q control the ratio between the aligned element indexes, and

align x adds the offset. Essentially, this is equivalent to defining an affine transformation

𝑦 = 𝐴𝑥+ 𝑏 between the index space. These parameters can be straightforwardly determined

from the access pattern, e.g. to align B[i] to A[4i+2], simply set align p=4, align q=1

and align x=2.

The runtime records the metadata and selected layout of allocated arrays. When allo-

cating a new array with inter-array affine affinity, it computes the interleaving of the new

array by considering the ratio of element sizes and the interleaving of the aligned-to array.

Specifically, the new array’s interleaving is computed by:
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𝑖𝑛𝑡𝑟𝑙𝑣𝐵 =
𝑒𝑙𝑒𝑚 𝑠𝑖𝑧𝑒𝐵
𝑒𝑙𝑒𝑚 𝑠𝑖𝑧𝑒𝐴

× 𝑎𝑙𝑖𝑔𝑛 𝑞

𝑎𝑙𝑖𝑔𝑛 𝑝
× 𝑖𝑛𝑡𝑟𝑙𝑣𝐴 (6.3)

By factoring in the ratio of element sizes, the runtime chooses a 16B interleaving for the

array double C[N] in Fig 6.7(b). From the perspective of L3 bank locality, this effectively

converts the struct-of-array into an array-of-struct, with each element aligned within the

same L3 bank to eliminate data forward traffic.

Once the interleaving is determined, the runtime allocates from the corresponding inter-

leave pool and ensures that the start bank is offset by 𝑎𝑙𝑖𝑔𝑛 𝑥× 𝑒𝑙𝑒𝑚 𝑠𝑖𝑧𝑒𝐴/𝑖𝑛𝑡𝑟𝑙𝑣𝐴. Notice

that in certain cases the alignment is not perfect, i.e. when 𝑎𝑙𝑖𝑔𝑛 𝑥 × 𝑒𝑙𝑒𝑚 𝑠𝑖𝑧𝑒𝐴 is not a

multiple of 𝑖𝑛𝑡𝑟𝑙𝑣𝐴, or when we have to round the computed 𝑖𝑛𝑡𝑟𝑙𝑣𝐵 to a valid interleaving

supported by the system. However, such cases can be mitigated by padding the array and

supporting interleavings that are not power-of-two in future work (see below). Currently, in

these cases, the runtime can simply fall back to the baseline allocator without hurting the

performance.

Freeing Data Data allocated by malloc aff() is freed with free aff(void*) (omitted

in Fig 6.7(a)). Since the runtime records the metadata for allocated arrays, it can put the

space back to the free list similar to a normal allocator.

Intra-Array Affine Affinity We also support affinity within a single array. In Fig 6.7(c)

we access the column of the 2D array A[M,N] and hence want to optimize for affinity between

rows. This can be done by setting align to to nullptr and align x to N4. The runtime

picks a valid interleaving that minimizes the Manhattan distance between A[i] and A[i+N].

For example, in Fig 6.7(c) one row of array A[M,N] is mapped to one row of the mesh

topology, and the Manhattan distance is one hop to the bank below it. When N is small, the

runtime could also pick an interleaving that fits one or multiple rows into a single bank to

further reduce the distance. Array B[M,N] is handled with inter-array affine affinity.

4For intra-array affinity align p|q=1, as otherwise the alignment is no longer affine.
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Partition Vertexes with Spatial Queue

// Distribute vertex partition.
V = malloc_aff({sizeof(T), N,
    nullptr, 1, 1, 0, true});
// Align spatial queue to V[N].
Q = malloc_aff({sizeof(int), N,
    V, 1, 1, 0, false});
// Align queue tails to V[N].
T = malloc_aff({sizeof(int64), P,
    V, N/P, 1, 0, false});
// Push v into Q (atomic ++).
Q[T[v*P/N]++] = v;

Optimized Layout
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Figure 6.8: Distribute Partitions (Assume 𝑃 = 𝑋 × 𝑌 )

Distribute Partitions We deliberately design the interface to only specify the general

affinity relationship, and delegate the runtime to select a proper interleaving across platforms.

However, the programmer may want to have a very coarse-grained interleaving, especially

when distributing a partitioned array across banks. Since align p/q/x can only specify the

affinity information but not interleaving, we add a partition flag to force an interleaving

that evenly distributes the array across all banks. Fig 6.8 shows a common use case in graph

processing when the vertex array V[N] is partitioned among banks by setting partition to

true.

Use Case: Spatially Distributed Queue Another more sophisticated use case of affinity

alloc is to implement a spatially distributed queue. In a push-based BFS, the updated vertex

v is pushed into a global queue for future processing. However, the tail of the global queue

and the writing position is not colocated with the vertex, requiring indirect traffic to push

into the global queue.

Instead, in Fig 6.8 we allocate a spatially distributed queue, with one sub-queue per

partition. The tail pointer and data storage of each sub-queue is aligned with the vertex

partition, and when pushing a vertex v, it is pushed to the local sub-queue with no indirect

traffic. Affinity alloc supports mismatch between the number of partitions P and L3 banks
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void* malloc_aff(uint size, // Alloc size.
    // Specify affinity addrs.
    int num_aff_addrs, void** aff_addrs);

void linked_list_append(Node *prev, T v)
    // Allocate new node near to prev.
    Node *n = malloc_aff(sizeof(Node), 1, &prev);
    n->v = v; n->nxt = prev->nxt; prev->nxt = n;

Optimized LayoutUnbalanced Layout
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Figure 6.9: Irregular Data Layout API

B (i.e. P̸=B), but having them equal yields better load balancing and higher performance.

Priority queues, e.g. MultiQueues [183], can also be implemented as one queue per bank.

Heap rearrangement involves pointer-chasing, which is supported by NSC. This software

optimization is not possible without affinity alloc to control the data alignment.

6.3 Irregular Data Layout

Support Irregular Layout

While affine access patterns are relatively simple to optimize, irregular access patterns such

as indirect and pointer-chasing accesses are data-dependent and are notorious for low spa-

tial locality. However, with a small extension to the API, we show that affinity alloc can

optimize the data layout for irregular data structures without extra modification to the OS

or microarchitecture.
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Irregular Layout API Fig 6.9 shows the irregular affinity allocation API and function to

allocate a new node to a linked list using affinity alloc. In addition to the allocating size,

the API can also provide a list of affinity addresses that the newly allocated data should

be close to. In the linked list example, it is the previous node prev. Affinity addresses

should be within some interleave pool so that the runtime can infer the mapped L3 bank.

This simple yet powerful API conveys sufficient information to the runtime to optimize for

irregular affinity while remaining oblivious to the actual allocated data structure. We limit

the maximal number of affinity addresses per allocation to 32, and the application can sample

a subset if there are more affinity addresses.

Irregular Allocation To allocate, the runtime rounds up the allocating size to a valid

interleaving size. This usually incurs no overhead, as irregular data structures often use

allocation sizes that are power-of-two and aligned to cache line granularity to avoid false

sharing. The runtime also maintains a free list for every valid interleaving size and every

bank. After selecting the bank to allocate based on the affinity addresses and load balance

(see §6.3), the runtime allocates from the free list of that bank, and may require the OS to

expand the specific pool if running out of space.

Free Data To free an object allocated with irregular layout API, we reuse the same interface

free aff(void*). The runtime distinguishes irregular layout objects from affine arrays by

checking if the address matches an allocated affine array. The interleaving of the object can

be directly inferred from the interleave pool it belongs to. Since irregular layout objects

are allocated at interleave granularity, the runtime knows the size of the object and can

free the space by adding it back to the free list. Unlike conventional allocators, the runtime

maintains no meta-data for irregular layout objects, avoiding space overheads for fine-grained

allocations.

All modifications to support irregular data layout are limited to application and runtime.

The OS and 𝜇Arch only needs to handle coarse-grained interleave pools.
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Bank Select Policy

Simply optimizing for data affinity may result in pathological unbalanced layout. For exam-

ple, in the bottom left of Fig 6.9, the whole linked list is allocated to a single bank, leading to

low bank-level parallelism and high capacity miss rate. Therefore, we design the bank select

policy to consider both data affinity and load balance. Specifically, the runtime computes a

score for each bank:

𝑠𝑐𝑜𝑟𝑒 = 𝑎𝑣𝑔 ℎ𝑜𝑝𝑠+𝐻 × (
𝑙𝑜𝑎𝑑

𝑎𝑣𝑔 𝑙𝑜𝑎𝑑
− 1) (6.4)

Here 𝑎𝑣𝑔 ℎ𝑜𝑝𝑠 is the average hops to the provided affinity addresses, and 𝑙𝑜𝑎𝑑 is the

number of irregular allocations to that bank. 𝐻 is a weight coefficient to control how much

the runtime should emphasize load balancing. The bank with the minimal score is selected.

This score function is inspired by the one used by ABNDP [13] to optimize task scheduling,

while here we extend it for data allocation. We evaluate the sensitivity to 𝐻 in §6.5.

Data Structure Co-Optimization

Supporting irregular affinity allows the runtime to optimize the data layout for a variety

of data structures, provided that they offer sufficient flexibility for data placement. This

covers many important pointer-based data structures, e.g. linked lists and trees. Such data
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structures can benefit from affinity alloc without changing the data organization itself, simply

by adopting the new allocator API.

Similarly, our approach opens up many new codesign opportunities for coarse-grained

data structures that are not flexible enough to directly benefit from affinity alloc, e.g. the

index array B[] in A[B[i]] can only be remapped at page granularity with marginal perfor-

mance gain (Fig 6.5 in page 128). In this work, we focus on codesigning graph representations

to optimize data affinity.

Fig 6.10 shows a toy undirected graph and the original compressed sparse row (CSR)

format. In CSR format, each vertex has an index pointing to its first edge. However, since

the edges are stored in a single array, we can only optimize for data affinity at very coarse

granularity, i.e. partitioning the graph among banks with the affine layout API. However,

power-law graphs are hard to partition with many inter-partition edges. We need more

flexibility in the data structure to optimize data affinity at finer granularity.

This motivates for a Linked CSR format (Fig 6.10), in which the edges are stored in a

linked list, and we can place each edge list node closer to the pointed vertices by specifying the

affinity addresses. This is how we achieve the optimizations discussed in Fig 6.4 (page 127).

This comes with the cost of extra pointer-chasing between nodes, which is usually much

more expensive than the linear accesses in the original CSR format. However, we argue that

the tradeoffs in near-data computing are very different: 1. Pointer-chasing overheads are

amortized by indirect traffic reduction since each node can hold multiple edges. For example,

a 64B cache line can hold 14 edges of 4B after the 8B pointer. 2. Unlike conventional CPUs

where the run ahead distance is limited by the size of the reorder buffer (ROB), in NDC the

pointer-chasing task can be decoupled and run ahead of the edge processing task, further

hiding the latency.

Most importantly, co-optimizing the data structure with affinity alloc unlocks the benefit

of the fine-grained irregular layout at a low cost (𝑂(|𝐸|) to scan the edges once). This is the

key to unlocking the full potential of NDC and can be applied to other domains.
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System 2.0GHz, 8x8 Cores

OOO8 CPU 64 IQ, 72 LQ, 56 SQ+SB

(8-issue) 348 Int/FP RF, 224 ROB

Func. Units 8 Int ALU/SIMD (1-cycle)

4 Int Mult/Div (3/12-cycle)

4 FP ALU/SIMD (4-cycle)

4 FP Div (12-cycle)

L1 D/I TLB 64-entry, 8-way

L2/SEL3 TLB 2k/1k-entry, 16-way, 8-cycle

L1 I/D Cache 32KB, 8-way, 2-cycle

Priv. L2 Cache 256KB, 16-way, 16-cycle

Replacement Bimodal RRIP, 𝑝 = 0.03

L1 Bingo Pf. 8kB PHT, 2kB region

L2 Stride Pf. 16 streams, 16 pf./stream

NoC 8x8 mesh topology

32B 1-cycle bidirection link

5-stage router, multicast

X-Y routing, 4 mem. ctrls

Shared 20 cycles, MESI

L3 Cache Static NUCA, 1kB interleave

16-way, 64 banks, 1MB/bank

total 64MB

DRAM 3200MHz DDR4 25.6 GB/s

4 channels at corners

SECORE 2kB FIFO, 12 streams

SEL3 768 streams, 64kB buf.

4-cycle compute init. lat.

IOT 16 regions

Table 6.2: System and 𝜇arch Parameters

6.4 Methodology

Compiler and Runtime We reuse the open-source LLVM-based near-stream computing

compiler [31]. Programs are compiled to x86 and extended with near-stream computing

instructions. We implement the affinity alloc runtime in C++ and manually replace the

original malloc and free calls with affinity alloc API.

Simulator We use gem5 v20.0+ [107] for execution-driven, cycle-level simulation, extended

with partial AVX-512 support. The caches are extended with NSC support and the interleave

override table (IOT) to customize the interleaving between L3 banks. We emulate the syscall
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Benchmark Layout Parameters

pathfinder [109] Affine 1.5M entries, 8 iters

srad [109] Affine 1k×2k, 8 iters

hotspot [109] Affine 2k×1k, 8 iters

hotspot3D [109] Affine 256×1k×8, 8 iters

bfs [158] Linked CSR Kronecker generated

pr push [158] Linked CSR 128k nodes 4M edges

sssp [158] Linked CSR A/B/C: 0.57/0.19/0.19

pr pull [158] Linked CSR weight [1,255]

link list Ptr-Chasing 8B key, 512 nodes/list, 1 query/list, 1k lists

hash join Ptr-Chasing 8B key, 256k ◁▷ 512k, Hit Rate 1/8

bin tree Ptr-Chasing 128k nodes, 8B key, 512k uniform lookups

Table 6.3: Workloads Parameters

to expand interleave pools in gem5. We leverage McPAT [50] to estimate the energy and

area with the 22nm process.

Parameters and Configurations Table 6.2 lists system parameters. The only extension to

the baseline near-stream computing system is the IOT to support customized L3 interleavings

for interleave pools. The baseline OOO cores use advanced L1 and L2 prefetchers [110], but

no computation is offloaded (labelled as In-Core in §6.5). For near-memory computing,

Near-L3 offloads streams and the associated computation to SEL3, but is oblivious to data

affinity. For affinity alloc, we simulate the modified binary with affinity information conveyed

to the runtime.

Benchmarks We evaluate 10 OpenMP workloads compiled with -O3 and AVX-512, cover-

ing various affine and irregular data layouts. For graph workloads, In-Core and Near-L3
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use the original CSR format, while affinity alloc adopts the new linked CSR representation.

For the pointer-chasing workloads, we randomly generate and insert the nodes into the bi-

nary tree without balancing it. For link list and hash join, they both search through link

lists, but link list has much longer lists (512) while the buckets in hash join are much

smaller (¡= 8). Table 6.2 summarizes the input data size and the major data layout pattern

for each benchmark.

Some benchmarks have alternate implementations, i.e. push and pull-based for page rank

and bfs. For page rank, we added the push version besides the original pull-based imple-

mentation in GAP suite [158], and select the best implementation for each configuration

(pull version for In-Core and push version for Near-L3 and affinity alloc). For bfs, the

state-of-the-art implementation dynamically switches between pushing and pulling based on

some runtime heuristics [184]. We discuss the tradeoffs between pushing/pulling and the

heuristics we used in §6.5.

6.5 Evaluation

We first evaluate affinity alloc on a variety of workloads, bank selection policies and input

sizes to demonstrate the performance and energy efficiency benefits due to improved data

affinity. We then perform a detailed study on how key graph processing workloads benefit

from codesigning the data structure with affinity alloc.

General Evaluation

Overall Performance Fig 6.11 shows the overall performance for all benchmarks. The

speedup and energy efficiency are normalized toNear-L3, while the NoC traffic is normalized

to In-Core where no computation is offloaded to the L3 cache. Overall, affinity alloc achieves

7.53× speedup and 4.69× energy efficiency over In-Core, and 2.26×/1.76× over Near-L3.

The benefit comes from the reduced NoC traffic for various messages: the data traffic to
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Figure 6.11: Overall Performance and Traffic Reduction

forward the operand in affine workloads (e.g. stencil1d), the control traffic to perform

indirect remote accesses in graph workloads, as well as the stream migration traffic to chase

the pointer in pointer-based data structures. Overall, affinity alloc reduces the network

traffic by 72% and 87% over Near-L3 and In-Core respectively, with 34% NoC utilization.

For the microarchitecture, affinity alloc only introduces a small interleave override table

(IOT). Estimated with CACTI 7 [185], the IOT takes 32kB (512B per bank), and accounts

for 0.07mm2, less than 0.1‰ of the whole chip.

Bank Selection Policy Fig 6.12 shows the speedup and NoC traffic when affinity alloc

employs different bank selection policies for irregular data layout, normalized to Rnd which

randomly selects the bank to allocate. Lnr selects the bank in a round-robin fashion, while

Min-Hop always picks the bank with the least distance to affinity addresses (same as setting
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Figure 6.12: Sensitivity on Irregular Layout Policies

𝐻 = 0 in Eq 6.4). We also evaluate the hybrid policy that considers both affinity information

and load balance with various 𝐻, labeled as Hybrid-H. Higher 𝐻 forces the policy to favor

the less occupied bank to balance the load.

As expected, Rnd and Lnr are oblivious to the affinity information and achieve similar

performance. Lnr only outperforms Rnd by 25% on link list, as we allocate the nodes

one by one and Lnr allocates the node to the next bank, reducing the pointer-chasing

distance (about 60% traffic reduction). However, this is not optimal compared to colocating

neighboring nodes in the same bank, which eliminates the need to migrate. Also, linear

allocation is less likely the case in real production scenarios, and when list nodes are inserted

randomly, Lnr would behave the same as Rnd.

On the other hand, Min-Hop optimizes the data affinity and achieves significant speedup

and traffic reduction on most benchmarks. However, since it does not consider the load

balance, it may produce pathological data layout. For example, in bin tree it allocates the

entire tree to a single bank. Although it successfully eliminates the migration traffic (much

less offload traffic in Fig 6.12), it dramatically increases the miss rate to that L3 bank and

results in a huge slowdown.
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Figure 6.13: Distribution of Atomic Stream in BFS-Push

The hybrid policy Hybrid-H avoids such pathological cases by allocating to less occu-

pied banks to balance the load. It also achieves better bank-level parallelism and improves

the performance over Min-Hop. To see this, Fig 6.13 shows the timeline of number of

atomic streams per L3 bank in bfs push for Rnd, Min-Hop and Hybrid-5. We show the

distribution by plotting the number of atomic streams from least to most occupied bank.

For example, the 25% line indicates that 75% banks have higher occupancy. Rnd has higher

stream occupancy, as it takes much longer for each stream to finish the indirect atomic

access. Hybrid-5 achieves better load balancing than Min-Hop with a higher 25% line.

Overall, Hybrid-5 achieves the highest performance with slightly more traffic, and is chosen

as the default policy.
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Figure 6.15: Speedup of Linked CSR on Large Graphs

Large Input Size Fig 6.14 shows the speedup and L3 miss rate of affine workloads when

scaling up the input size. Since this work focuses on near-cache computing, the benefits

of affinity alloc significantly drop when the working set cannot fit in the cache (¿75% L3

miss rate for 8× input size). Fig 6.15 shows the same evaluation on graph workloads.

We scale up the graph by increasing the number of vertices, while keeping the average

vertex degree the same. Due to the irregular access pattern, we can get some reuse on the

vertex properties, leading to ¡20% L3 miss rate. Therefore, affinity alloc still yields some

performance improvement for the 8× graph. When |𝑉 | = 218, the graph can still fit in the

L3 cache for pr push and bfs, but not for sssp due to extra edge weights.

The implication is that the already common optimization of tiling and partitioning for

the on-chip cache becomes even more important. Also, as the on-chip cache continues to

scale up (768MB on AMD EPYC 7773X [178]), the number of tiles required can be reduced

(hence less overheads). This is orthogonal to this work. When there is no reuse at all on

the chip, future work could also apply affinity alloc to align data in DRAM to benefit NDC

techniques near the memory controller or inside DRAM.
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Graph Processing

Graph processing contains heavy indirect accesses and benefits from improved data affinity

provided by affinity alloc. Here we evaluate codesigning the algorithm in NDC scenarios, as

well as sensitivity on graph structures.

Pushing vs. Pulling Graph processing algorithms page rank and bfs have both push-

based and pull-based implementations. These approaches have different trade-offs: Pushing

(i.e. top-down) approach propagates updates to outgoing neighbors and is implemented

with atomic access, while pulling (i.e. bottom-up) queries incoming neighbors and involves

reduction. Near-data computing naturally supports remote atomic accesses, but suffers from

indirect reduction which requires collecting operands distributed among LLC banks. On the

other hand, general-purpose processors can perform efficient reduction using registers, but

suffer from many coherence misses when contention on atomic accesses is high. Overall,

we observe that near-data computing usually favors the push-based implementation, while

in-core computing works better with the pull-based one. In our evaluation, this is the default

choice for page rank, in which all edges are active and processed in each iteration.

However, in bfs, each iteration has different characteristics and may benefit from per-

iteration choices between pushing and pulling [184]. Fig 6.16 shows three key characteristics

for iteration 𝑖: Visited Nodes: Total visited nodes after iteration 𝑖; Active Nodes: Visited

nodes during iteration 𝑖; Scout Edges: Outgoing edges from active nodes in iteration 𝑖. All

three are normalized to the total number of nodes or outgoing edges in the graph. Fig 6.17

shows the timeline of bfs using only pushing/pulling and a switching policy.

As expected for In-Core, pushing works well for the first and last few iterations, as there

are few active nodes and therefore fewer coherence misses compared to the middle iterations.

Iterations in the middle (Iter2, Iter3 and Iter4 of In-Core in Fig 6.17) favor pulling, as it

avoids the overheads of coherence misses on contended vertices. More generally, the number

of scout edges represents the number of pushing operations in the next iteration, and the
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Figure 6.16: BFS Iteration Characteristic

default bfs implementation in GAP suite [158] switches to pulling if the ratio of scout edges

exceeds a threshold.

This trade-off is different in near-data computing, as it is much cheaper to perform in-

place atomic operations in L3 without the overheads of coherence misses. Affinity alloc

improves the spatial locality and further reduces the overheads of remote atomic accesses.

Therefore, near-data computing chooses pushing for more iterations. For example, in Aff-

Alloc only Iter3 uses pulling in Fig 6.17, which suffers from excessive failed compare and

exchange operations on visited vertices and has a much lower active node ratio compared to

the scout edge ratio in the previous iteration in Fig 6.16. We adopt this insight and extend

the default switching policy to estimate the chance of failed atomic operations by taking into

account the ratio of visited vertices for Aff-Alloc:

∙ 𝑃𝑢𝑠ℎ→ 𝑃𝑢𝑙𝑙: Visited Node > 40% and Scout Edge > 6%.

∙ 𝑃𝑢𝑙𝑙→ 𝑃𝑢𝑠ℎ: Awake Nodes < 25%.

We find this policy robust across all evaluated graphs. This study and the linked CSR for-

mat shows that NDC poses many different trade-offs that require software and data structure

codesign.

Sensitivity to Node Degree One fundamental difference between affinity alloc and a

conventional graph partitioning scheme is the optimization granularity. Conventional graph
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Figure 6.18: Speedup vs. Avg. Node Degree

partitioning divides the graph into a few coarse-grained subgraphs, and usually struggles for

high-degree graphs. On the other hand, by co-optimizing the data structure, affinity alloc

can optimize data affinity at cache line granularity and scales well with the connectivity.

To quantify this, Fig 6.18 shows the speedup of affinity alloc on various synthesized power

law graphs, normalized to Rnd. We fix the total number of edges but change the average

node degree. Affinity alloc actually achieves higher speedup on high-degree graphs (1.5×

when 𝐷 = 4 and 2.4× when 𝐷 = 128). This is because the edge list is sorted by outgoing

vertex id (as is common practice), and the longer the edge list, the more likely that outgoing

vertices of edges within one cache are mapped to the same or neighboring banks. We believe

affinity alloc provides a new angle to co-optimize NDC and data structures.

Real World Graphs We also evaluate affinity alloc on real-world social network graphs.
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Input Graph Type |Vertex| |Edge| Avg. Degree

twitch-gamers [186] Power Law 168,114 13,595,114 81

gplus [187] Power Law 107,614 13,673,453 127

Table 6.4: Real World Graphs
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Figure 6.19: Performance on Real World Graphs

Table 6.4 lists the detailed information. These power-law graphs have a high average degree

and are hard to partition. Fig 6.19 shows the speedup and traffic reduction of affinity alloc

on these graphs, normalized to Near-L3. Overall, affinity alloc successfully optimizes the

fine-grained irregular data layout, and Hybrid-5 achieves 2.0× speedup over Near-L3.

This clearly demonstrates the benefit of co-optimizing the data structure and affinity data

layout for near-data computing.
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6.6 Discussion

Dynamic Data Structures Although this work focuses on static data structures (i.e.

unchanged after creation), it is an interesting direction to apply affinity alloc to dynamic data

structures, especially for those that are pointer-based (e.g. trees, linked CSR). A particular

example is dynamic graph processing [188, 189, 190, 191, 192] which queries evolving graphs.

In this work we extend the static CSR format with pointers to provide the flexibility to

support irregular layout optimization, which needs some preprocessing. However, some prior

works already leverage pointer-based data structures similar to linked CSR to flexibly insert

and delete from the graph [193, 194], which can naturally benefit from the improved spatial

locality from affinity alloc without extra preprocessing.

Generally, if the affinity requirement changes, e.g. reinserting the tree node to a different

location, the previous layout choice becomes suboptimal. If the runtime is aware of the data

structure modification, e.g. via ‘realloc()’, the layout could also be dynamically adjusted,

or fall back to the default random layout if dynamic remapping overhead is intolerable. This

is left as future work.

Fragmentation One major challenge to support dynamic allocation is to handle fragmenta-

tion. In principle, the major source of fragmentation is limiting freed space in the interleave

pool to allocations with the same interleaving requirement (OS can still reclaim pages at

both ends by shrinking the interleave pool). For example, considering three consecutively

allocated arrays A[], B[] and C[] in the same interleave pool. The free space from releasing

B[] can only be reused for data structures with the same interleaving, as interleave pools

are backed by contiguous physical addresses. However, this fragmentation was not seen in

our static application set. A software solution is to compact the pool. Another possibility

is to dynamically break and merge interleave pools of the same interleaving. In the above

example, the single interleave pool can be split into two: one for A[] and the other one for

C[], and the free space in between can be claimed for other interleaving or normal allocations
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without the overhead of copying and compacting. This requires a larger interleave override

table (IOT) in microarchitecture similar to prior works (e.g. RMM [182] has 32 range entries

vs. 7 interleave pools in this work).

6.7 Related Work

Multicore Caching and Dynamic Data Layout Multicore caches are physically dis-

tributed, giving rise to non-uniform cache access (NUCA) [195]. Many dynamic NUCA (D-

NUCA) designs have been proposed that change the data layout to reduce data movement[196,

197, 198, 199, 200, 201, 202, 203, 204, 205, 206, 207, 208, 209, 210, 211, 212]. Unlike affinity

alloc, these designs do not offload computation near data. Rather, they move frequently

accessed data closer to the cores accessing it.

Several limitations make D-NUCA schemes hard to apply to near-data computing. Early

D-NUCAs treated the on-chip cache banks as a hierarchy, gradually migrating data closer

to cores that access it[196, 197, 198, 202, 199, 200]. These designs require another layer of

directories to locate data dynamically. As a result, most accesses still require an expensive

global lookup, eliminating most of the benefit of adapting the data layout. Later D-NUCAs

control data layout via the virtual memory system (i.e., page table and TLBs) so that no

additional directory lookup is required[198, 201, 202, 203, 204, 205, 212, 213, 214]. These

single-lookup D-NUCAs significantly reduce data movement, but can only control data layout

at page granularity, which we have shown is insufficient (Fig 6.5). Hotpad [215] designs a

scratchpad hierarchy for managed languages (e.g. Java), but does not optimize for data

affinity among banks.

Whirlpool [177] is a D-NUCA that controls data layout via the memory allocator, similar

to affinity alloc. Whirlpool uses the memory allocator to separate data into different “pools”

and uses a different data layout for each pool, letting the cache separate data with different

access patterns. By contrast, affinity alloc lets programmers express the affinity between
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related data and control the layout so that related data is placed at the same location.

None of these works support single-lookup for fine-grained irregular affinity, nor do they

explore the benefit of co-optimizing the software to enable flexible data placement.

Near-Data Computing Various near-data approaches push computation into different

memory hierarchy levels to avoid unnecessary data movement: partial thread migration

among cores [216], near LLC [2, 31, 3, 32], on-chip network router [4], memory [13, 9, 11,

10, 8, 15, 17, 14, 5, 6, 175, 16, 137, 145, 160, 142] and storage [166, 19, 18], and even

across multiple levels or substrates [30, 29, 27, 24, 25, 26]. We can think of these as vertical

near-data computing.

The scope of near-data computing can be broadened beyond memory-hierarchy offload-

ing to those that only have a horizontal dimension: i.e. those that can map tasks to

different locations depending on locality. This includes works from the Swarm family of

ordered-algorithm accelerators [169, 217, 148, 170, 171] that use task hints to map tasks

near-data [172, 147]. Several prior multicore accelerators [179, 218, 10] and reconfigurable

architectures [174, 219, 220, 221] have this capability. Most vertical near-data architectures

have a horizontal aspect. We focus on improving the effectiveness of horizontal near-data,

but future work could also optimize vertically across levels.

Many of these works are oblivious to the data layout and take a best effort approach to

fall back to conventional execution when near-data computing is not profitable, e.g. [27, 16,

3, 5, 8, 31, 176, 26]. Other techniques require manual data placement using imperative APIs,

e.g. [6, 175, 4, 137, 10, 9]. Hong et al. [145] organize the linked list nodes into the same HMC

vault, and Gearbox [17] performs hybrid partition on SpMV and SpMSpV. These techniques

are limited to a specific domain or affine workloads. Another line of work [176, 26] leverages

the compiler to reschedule computation to optimize the arrival window in NDC. However,

it left the mapping between address space and cache banks as future work. Kandemir [222]

proposes loop transformation to reduce reuse distance in space for affine loops. Although it
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does not handle irregular accesses, it could be combined with affinity alloc to handle some

tricky cases with less user intervention, e.g. transforming the loop to simplify the affinity

requirements.

Affinity alloc is orthogonal to these techniques – it tackles the fundamental data layout

problem in a systematic and programmable fashion. These near-data techniques could all

benefit from an affinity alloc-like approach to improve data affinity. It is future work to

extend affinity allocation to consider multiple memory hierarchy levels simultaneously.

Graph Processing Near-data scheduling is a prevailing optimization in graph processing

accelerators [223, 141, 163, 162, 10, 224, 179, 218, 174, 148]. One use case is for vertex-centric

graph processing, in which vertex-updates are scheduled near vertex properties storage [10,

224, 179, 218, 174, 148]. Our results suggest that our codesigned linked CSR format plus

affinity alloc would be effective for them.

6.8 Summary

This chapter systematically addresses the data layout problem in NDC by constructing a

clean layered design across the system. The application only needs to specify the essential

affinity information with the extended allocator interface, and the runtime can automatically

optimize data affinity and load balance. More importantly, affinity alloc opens up new

design space to co-optimize data structures with data affinity. This is a first but critical

step to revisiting many tradeoffs and realizing the full potential of the near-data computing

paradigm, where computation is truly near the data.
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CHAPTER 7

In-/Near-Memory Computing Fusion

While our high-level stream abstraction exposes rich program semantics, it remains neutral

to the underlying microarchitecture details. This makes it possible to leverage streams as a

unified abstraction to fuse multiple near-data computing paradigms. While previous chapters

leverage the L3 stream engine and the remote core as the computing substrate, the emerging

in-SRAM computing using bitlines is an interesting alternative. However, key challenges

from its unique execution model remain unsolved: automated parallelization, transparently

orchestrating data transposition/alignment/broadcast for bit-serial logic, and mixing in-

/near-memory computing. Most importantly, the solution should be programmer-friendly

and portable across platforms.

In this chapter, we propose an execution model and intermediate representation (IR) that

enables hybrid CPU-core, in-memory, and near-memory processing. Our IR is the tensor

dataflow graph (tDFG), which is a unified representation of in-memory and near-memory

computation. The tDFG exposes tensor-data structure information so that the hardware and

runtime can automatically orchestrate data management for bit-serial execution, including

runtime data layout transformations. To enable microarchitecture portability, we use a

two-phase, JIT-based compilation approach to dynamically lower the tDFG to in-memory

commands.

Our name our approach infinity stream, as it enables in-/near-memory fusion. Evaluated

on a cycle-accurate simulator, across data-processing workloads with fp32, it achieves 2.6×

speedup and 75% traffic reduction over a state-of-the-art near-memory computing technique,
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Figure 7.1: Overview of In-Core/Near-Mem/In-Mem Computing Paradigms

with 2.4× energy efficiency.

Organization §7.1 gives background on in-memory computing and overviews our approach,

followed by the execution model and tDFG IR in §7.2. §7.3 details the runtime and dynamic

compilation, with the 𝜇arch in §7.4 and limitations in §7.5. Methodology and evaluation are

in §7.6 and §7.7, and related work is in §7.8.

7.1 Background and Overview

Here we overview the three computing paradigms with a simple vector addition example.

This characterizes in-memory computing and its challenges, which motivate this work.

Near-Memory Computing

Conventional systems adopt a core-centric view: all computation is centralized in the core,

with data fetched from the memory subsystem. Fig 7.1(a) shows a tiled multi-core system.

Each tile contains a core with a private L1/L2 and a shared L3 cache bank, and is connected

by a mesh network-on-chip (NoC). To perform C[i]=A[i]+B[i], the core issues multiple

requests to fetch A[i] and B[i], as well as writing back C[i]. Vectorization and multi-

threading can be used to exploit the massive data parallelism in this example. One major

overhead here is the unnecessary data movement, as all three arrays A[], B[] and C[] have
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no reuse at all. Techniques like prefetching and cache bypassing can only partially help, as

the data movement is inevitable and incurs a high energy cost. Such overheads are only

going to be more severe as the system scales up and the data grows.

Near-Memory Computing To fundamentally eliminate unnecessary data movement,

near-memory computing moves computation closer to the data, and has been applied in

many contexts: e.g. near on-chip SRAM [31, 3], within the NoC [4, 16], near memory

controller [27, 14, 137]. They also offload computation at different granularities from coarse-

grained kernel-level [5, 159, 175, 160, 161, 163] to fine-grained short instruction sequences [14,

4, 16].

Near-Stream Computing For the near-memory computing baseline, we use near-stream

computing [31], which offloads long-term memory accesses (i.e. streams) with computations

near the L3 cache. In Fig 7.1(b), the memory accesses are decoupled into three streams

A[i], B[i], C[i], and offloaded to the shared L3 banks where the data resides. Stream

A[i] and B[i] directly forward their data to stream C[i]. Stream C[i] coordinates with

the remote CPU core to perform SIMD ops on a spare thread, and then writes directly to

L3. This significantly reduces the data traffic and control overheads.

Bit-Serial In-Cache Computing

Near-L3 approaches still read the data out from the L3 SRAM arrays, hence are still bound

by the L3 cache’s bandwidth. To fully unlock the massive potential data parallelism, in-

memory computing moves the computation inside SRAM arrays. For this work, we assume

the same compute SRAM technology as Neural Cache [20].

In Fig 7.1(c), SRAM arrays are configured to add A[i] and B[i] in parallel and directly

write back to C[i], with no sequential reads and writes at all. Fig 7.1(d) demonstrates

how in-memory computing works in one 8kB SRAM array with 256 wordlines (row) and 256

bitlines (column). Specifically, it requires the data to be transposed and bit-serial logic.
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Transposed Data Layout In Fig 7.1(d), array elements (4 bits each) are transposed from

a horizontal layout across columns to a vertical layout on the same column. E.g. the least

significant bit (LSB) of A[0] is stored in the cell indexed by wordline 0 and bitline 0, and

the most significant bit (MSB) of A[0] by wordline 3 and bitline 0.

Bit-Serial Compute In-memory computing leverages bit-serial logic to compute the result.

This requires operands to be aligned in the same column. In the example in Fig 7.1(d), A[i],

B[i], and C[i] are all placed in the same bitline. To start the computation, we activate the

wordlines of A[i].LSB and B[i].LSB at the same time, and the 256 PEs perform the bit

operation on the sensed bit (e.g. AND for carry, XOR for addition). The PEs have cells holding

intermediate results (e.g. carry of addition). The result bit is then written back to C[i].LSB

by activating wordline 8 with the write signal. This process repeats to compute the result

one bit at a time (hence “bit-serial”). It takes 𝑂(𝑛) cycles to perform integer addition and

𝑂(𝑛2) for integer multiplication, where 𝑛 is the data type width. However, this is amortized

by the massive parallelism it provides.

Max System Speedup Assuming a 64-core system with 16-way 2MB L3 banks (total

128MB) and 16 256×256 SRAM arrays/way, the peak throughput of int32 addition is:

𝑇 = 𝑁𝑏𝑎𝑛𝑘 ×𝑁𝑤𝑎𝑦 ×𝑁𝑎𝑟𝑟𝑎𝑦/𝑤𝑎𝑦 ×𝑁𝑏𝑖𝑡𝑙𝑖𝑛𝑒/𝐿𝑎𝑡𝑒𝑛𝑐𝑦
1

= 64× 16× 16× 256/32 = 131072 ops/cycle
(7.1)

Assuming each baseline core can issue one 512-bit vector op per cycle (64 × 16 =

1024 ops/cycle), in-memory provides 128× peak speedup. Fig 7.2 shows the speedup of two

microbenchmarks with various input sizes on the baseline (AVX-512 and 1 or 64 OpenMP

threads), near-L3, and in-L3 computing using bit-serial logic. We assume data is cached in

L3 and already transposed for in-memory computing. in-L3 computing usually favors larger

1We adopt the integer addition from [21]. System params in §7.6. See In-/Near-Memory Computing [225]
for more details, and §7.8 for related works.
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Figure 7.2: Speedup of Different Paradigms (Fp32)

input sizes as they amortize the overhead of bit-serial operation. Despite this, in-L3 achieves

the best performance for vec add across all input sizes. With 4M elements, it achieves 21×

over Near-L3, making it a promising approach to exploit the available data parallelism.

Infinity Stream Approach Overview

There are still barriers to the broad adoption of in-memory computing. An ideal in-memory

system would be programmer-transparent, compatible with existing core-centric and near-

data execution without adding much overhead, and also preserve program compatibility with

future microarchitectures. No existing in-memory system has achieved all three due to the

challenges of the unique paradigm. Here, we overview the challenges and our approach.

Automated Orchestration Bit-serial logic requires transposing large arrays, managing

on-chip space, and enforcing bitline alignment. A suitable data layout, tiling, and explicit

reuse are critical to reducing data traffic. Also, distributing computation to bitlines requires

massive vector parallelism. Ideally, this orchestration would be done without any program-

mer involvement. Thus, the system must automate this management and ease integration

with conventional code. The key challenge is expressing sufficient information to the hard-

ware and software runtime.

Our approach: We develop a program representation called the tensor dataflow graph

(tDFG). The tDFG operates over tensors with explicit data-parallel semantics, and repre-
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sents inter-data structure alignment with the concept of a global lattice space. Reuse can

be determined precisely, and the tDFG can be annotated with hints about optimal tiling

patterns. The tDFG is embedded as an extension to a traditional ISA, and gives the runtime

sufficient information to make good decisions.

Fused In-/Near-Memory Computing Sometimes it is better to split the work between

in-/near-memory computing. E.g. an in-memory reduction to produce partial results, which

are reduced to the final value by near-memory computing; or a phase with both irregular

and regular data structures, where only the latter is suitable for in-memory. This requires

a unified execution model and low-overhead hardware implementation. As suggested by

Fig 7.2, in-memory struggles with small input sizes. Also, many code patterns like irregular

control and memory (e.g. A[B[i]]) are only potentially suitable for near -memory. This

motivates both a runtime selection between in-/near-memory computing, and a fused in-

/near-memory paradigm.

Our approach: The tDFG can express both in-memory and near-memory opportunities

in a unified representation. This generalizes the near-data approach from near-stream com-

puting [31]. At runtime, the system decides the offload target (in-/near-memory) based on

data size and access behavior. One key hardware feature is to integrate the transposed data

layout with the coherence protocol to allow data communication between the two paradigms.

Portability High-performance in-memory code requires exploiting both low-level hard-

ware details (e.g. # of bitlines/array, SRAM-level instructions) and runtime values, e.g.

array dimensions, compute constants. Thus, it is difficult for a single low-level binary to be

compatible with all software parameters and future microarchitectures without sacrificing

performance.

Our approach: We take a just-in-time (JIT) approach, with the tDFG playing a similar

role to PTX virtual assembly for CUDA GPUs. A JIT runtime is in charge of quickly

lowering the tDFG “virtual” ISA into in-memory computing commands and managing the
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transposed data layout. This requires carefully splitting the job between the compiler and

the runtime to maintain compatibility while keeping JIT overheads reasonable.

Programmability Ideally, the system should be easy to program, without programmers

writing multiple code versions, worrying about data orchestration, and switching between

paradigms. This requires a unified compiler and ISA abstraction, as well as a flexible runtime

library and microarchitecture support.

Our approach: The tDFG is constructed purely by the compiler using plain C code. The

algorithm and program transformations (e.g. inner vs. outer product) can of course affect

the performance, so we discuss programming implications in §7.2. Overall, infinity stream

requires only minimal programmer intervention.

Infinity Stream Workflow Overview Fig 7.3 summarizes the overall workflow: our

static compiler first extracts an initial tDFG from plain C code and optimizes it for compute
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reuse and less data traffic. The optimal tDFG is scheduled for common SRAM sizes (we use

256 × 256 and 512 × 512). This generates a fat binary with multiple tDFG configurations,

which reduces the complexity of JIT compilation. At runtime, when an infinity stream region

is configured, the runtime dynamically decides the transposed data layout with tiling based

on the data size and hardware parameters. The matched version of tDFG is JIT lowered

into bit-serial commands. The infinity stream 𝜇arch transposes the data and executes the

commands to perform in-memory computing.

7.2 Infinity Stream Abstraction

This section shows how the proposed abstraction captures the unique properties of in-memory

computing to enable helpful optimizations while simplifying programming complexity.

Stream Dataflow Graph

We first extract the stream dataflow graph (sDFG) from the program, which embeds memory

access patterns as streams with associated near-stream computations. We leverage the sDFG

as the foundation and later extend it to support in-memory computing.

Stream The compiler decouples access patterns into streams. E.g. Fig 7.4(a) contains

three load streams A[i-1], A[i], A[i+1], and one store stream B[i], with linear access

patterns. Streams may be extracted from outer loops if the access pattern is supported.

Irregular access patterns (e.g. A[B[i]] and p=p->next) are also streams but are inefficient

for pure in-memory computing.

Near-Stream Computation Computation can also be associated with streams. E.g. in

Fig 7.4(b) the reduction is associated with stream A[i]. Although the operation is applied to

all elements, streams still implicitly define the access order and preserve sequential semantics.

In hardware, each stream (and associated computation) can be independently moved near
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the L3 if more locality there.

Stream Dataflow Graph Streams and near-stream computations form the stream DFG.

Streams can have dependencies: data from the outer loop can be reused by the inner loop,

e.g. in Fig 7.4(c) where the value m is reused (N-k-1) times.

Tensor Dataflow Graph

Intuition In-memory computing requires unrolling computation across all bitlines. Inspired

by this observation, if the domain of the stream is a hyperrectangle (i.e. 𝑁 -dimensional

rectangle) of the data structure, we can fully unroll the stream into a tensor. We can then
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Figure 7.5: tDFG Node Semantics

reformulate the computation as a dataflow graph where the operands are tensors; we call

this the tensor DFG (tDFG). Fig 7.4 shows three example tDFGs, and Fig 7.5 summarizes

all types of tDFG nodes. We now define the key concepts and semantics of the tDFG.

Global Lattice Space A key feature of the tDFG is the ability to reason about the

relative location of different tensors in memory, so that data can be aligned at the bitline

level. To enable abstract reasoning about relative locality, we introduce a global lattice space

to the tDFG. All tDFG tensors are positioned on an 𝑁 -dimension global lattice space (its

dimensionality is that of the data structure with the highest dimension), shown as the dashed

grid in Fig 7.5. Each lattice cell can hold an arbitrary number of data elements. At runtime,

cells are mapped to physical locations, e.g. SRAM bitlines. More importantly, the lattice
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space serves as a homogeneous coordinate system to abstract away the complex underlying

hardware hierarchy, including bitlines, SRAM arrays, banks, NoC, etc. This helps keep the

tDFG abstraction portable across platforms.

Tensor As in Fig 7.5, a tDFG tensor is a hyperrectangle set of data in the lattice space,

denoted by [𝑝0, 𝑞0)× ...× [𝑝𝑁−1, 𝑞𝑁−1) where 𝑝𝑖 and 𝑞𝑖 are the start and end coordinates in

dimension 𝑖. Each data element of a tensor resides in its own lattice cell. An 𝑁 dimensional

array is by itself a tensor with 𝑝𝑖 = 0, 𝑞𝑖 = 𝑆𝑖 where 𝑆𝑖 is the array size on dimension 𝑖.

Unlike streams, tensors do not imply a temporal sequential order but are fully expanded in

the lattice space.

Compute with Tensors A compute node takes one or more input tensors, applies the

computation to a domain which is the intersecting hyperrectangle (see Fig 7.5), and produces

an output tensor. The tDFG uses a static single-assignment form (SSA), i.e. nodes always

produce a new tensor without overwriting existing ones. There are two key characteristics

of tensor computation:

∙ Data Parallelism: Since tensors are fully unrolled, the tDFG does not assume an

elementwise order within one tensor computation, exposing massive data parallelism.

∙ Data Alignment: Tensor computation requires operand elements from different ten-

sors to be exactly aligned within the same lattice cell. This captures the data alignment

requirement for in-memory computing.

Explicit Tensor Alignment We introduce two types of node in the tDFG to facilitate

explicit tensor alignment, which is crucial to optimize and compile data movement for in-

memory computing:

∙ Move: A move node (mv) in Fig 7.5 shifts a tensor along a dimension by a certain

distance. E.g. in Fig 7.4(a), tensor A[0,N-2) is moved to the right by 1 to align with

A[1,N-1).
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∙ Broadcast: To capture reuse spatially, a broadcast node (bc) in Fig 7.5 broadcasts

a small reused tensor along the reuse dimension to align with the larger tensor. In

Fig 7.4(c) A[k,k+1)x[k+1,N) is broadcast downwards to align with A[k+1,N)x[k+1,N).

Global Bounding Hyperrectangle Due to the finite hardware resources, not every lattice

cell has a valid physical location. we define the global bounding hyperrectangle as the

minimal one that contains all involved data structures. semantically, data elements outside

the bounding hyperrectangle have undefined values, so data moved or broadcasted outside

is discarded. For now, we implicitly assume all data structures are aligned to the origin, but

this can be relaxed to placing the array anywhere in the lattice.

Optimizing tDFG We leverage equality graphs (e-graphs) [226, 227] to search for an

optimized tDFG. E-graphs are a representation of all possible rewrites to a graph in a com-

pact form, which leverages equality relationships between different rewrites. To construct an

e-graph for our case, we start from the initial tDFG, then repeatedly grow the e-graph by ap-

plying rewrites and maintaining equivalence points between them. The final tDFG selection

is based on architecture-informed cost metrics (e.g. estimated latency of move vs. compute

node), and can be exhaustive or terminated early to reduce compile time. Fig 7.6 shows the

initial and optimized tDFG for Fig 7.4(c). Besides the basic associative, commutative, and

distributive rules, two transformations are widely applicable (see the Appendix for a full list

of transformation rules):

∙ Tensor Expansion: We can merge two mvs with the same distance and dimension but

on slightly different patterns. In Fig 7.6, A0:[0,M-2)x[0,N-2) and A3:[1,M-1)x[0,N-2)

are both shifted to the right by 1 and can be merged into one mv on the expanded tensor

[0,M-1)x[0,N-2).

∙ Reuse Common Comp.: We can also reuse common computations. In Fig 7.6,

instead of multiplying by 𝐶0 four times, we can reuse the result by shifting it to where

it is needed in the lattice.
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Figure 7.6: Example of Optimized tDFG

Hybrid In-/Near- Memory

tDFG is also general and flexible to support hybrid in/near memory execution by embedding

streams.

Embedding Streams in tDFG Some streams/ops in the tDFG are not unrolled into

tensors, e.g. alias, non-hyperrectangle accesses, etc. Keeping streams in the tDFG enables

data to be read or written in a strided affine pattern or an indirect pattern, providing a better

setup for tensor computation (e.g. a stream performs an indirect access and lays out the

data in a tensor format). We allow up to three dimensions for affine access and dependent

one-level indirect access (see the access pattern in Fig 7.5). A stream node can produce:

∙ Normal Values: Load and reduce streams generate normal values (non-tensor) con-

sumed by the core or other streams. E.g. the reduction in Fig 7.4(b) is split into two

nodes: a tensor compute node to perform partial in-memory reduction, and a stream

node to perform the final reduction, as in-memory computing is inefficient for the final

rounds.
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∙ Tensor Values: Store streams produce a new tensor with the bounding hyperrectangle

of all touched lattice cells. Semantically, this can be as large as the entire accessed array,

e.g. an indirect stream updates a subset of the elements. However, in implementation,

this is just updating an existing tensor and does not allocate a new one. In Fig 7.4(c),

stream Bi is not unrolled due to low parallelism, and stream m writes the division result

into a tensor m, which is later consumed by in-memory computing.

Supporting Irregularity Hybrid in-/near-memory execution enables infinity stream to

handle some forms of irregularity, i.e. streams in tDFG can have irregular access patterns

(e.g. A[B[i]]). For example, in kmeans, in-memory computes the closest centroid for each

point using tensor operations, while near-memory performs the indirect update to recalculate

centroids’ coordinates. For future work, the tDFG can also be extended with control flow

and predication to handle control irregularity.

ISA Interface

Both the sDFG and tDFG for each relevant program region are encoded in the binary, to

enable a dynamic choice between near-memory and in-memory respectively. Fig 7.7 shows

the compiled Fig 7.4(c) with both DFGs and data layout hints.

Infinity Stream Configuration The inf cfg instruction marks the beginning of infinity

stream regions, and passes in the runtime parameters (e.g. constant values). This triggers

the runtime library to read in the configuration and configure the microarchitecture (de-

tails in §7.3 and §7.4). As in prior work [31], near-stream computations are compiled into

conventional functions in the native ISA. A pointer to this function is stored in the sDFG.

Layout Hints for Tiling We add layout hints into the configuration to help the runtime

quickly make good decisions about tiling: e.g. which dimensions the array would be shifted

along (favoring tiling along those dimensions), as well as which arrays are used for the same
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Figure 7.7: Example of Compiled Infinity Stream Program

computation (and should be bitline-aligned). The compiler generates the layout hints by

analyzing the tDFG’s data movement patterns. The runtime also requires the array sizes,

which are passed in using the inf array API. Fig 7.7 demonstrates using inf array to

declare a 2D array A[N][N], where the infinity stream configuration defines that array A is

broadcast in both dimensions. The runtime combines this information and picks a suitable

data layout to reduce the traffic (see §7.3). Currently, we manually insert inf array calls

in the initialization phase.

tDFG Backend Compilation To generate a tDFG configuration, the backend compiler

serializes the tDFG and allocates values to wordlines (once for each SRAM array size in the

fat binary). In this work, we use a straightforward approach of scheduling instructions in

topological order, and using a local register allocation scheme [228]. Though there are few

effective registers (e.g. 8 32-bit registers in a 256-wordline SRAM array), no register spilling

was observed in the studied workloads. Fusing multiple physical SRAM arrays into a larger

virtual array with more registers is possible but left for future work.
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Figure 7.8: Programming GEMM for Infinity Stream

Programming Infinity Stream

Due to its special execution model, programmers face different trade-offs when programming

an in-memory system, with tiling and dataflow being the two major design choices.

Tiling Since in-L3 computing flattens the memory hierarchy, it becomes unnecessary to tile

for L1/L2 caches at the programming interface. The runtime will handle the tiling across

SRAM arrays using microarchitecture support. E.g., Fig 7.8 shows the baseline 2-level tiled

code for matrix multiplication mm, while infinity stream’s implementation has no tiling with

only 3 loop levels.

Inner vs. Outer Product Another critical design choice is the dataflow. In-core com-

puting usually favors inner product as it accumulates the result in the register (see Fig 7.8).

However, as in Fig 7.2, in-memory computing does not handle reduction well as the data

parallelism is halved after each round of reduction, and prefers outer product to convert

the reduction to element-wise operations. In Fig 7.8, during each round of k, one column

of A[] and one row of B[] is broadcast to the entire C[], followed by multiplication and

accumulation. We evaluate both dataflow choices in §7.7.
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Figure 7.9: Moving a Tensor in Tiled Layout (View in Color)

Best Practice Programmers should choose outer product or a similar dataflow that exposes

more parallelism for inner loops and move reduction to outer loops. Also, there is no need

to tile for private caches as in-memory computing is performed at L3. As in standard

practice, programmers should still tile for L3 to provide a suitable working set for in-memory

computing.

7.3 Runtime Support

The tDFG is neutral to hardware details and input sizes to maintain compatibility. Instead,

a runtime library manages the transposed data layout, lowers the tDFG into in-memory

commands, and decides between in-/near-memory computing, described as follows.

Transposed Data Layout

The transposed data layout is left to runtime as it requires information that is usually

unavailable at compile time, e.g. input sizes, SRAM array sizes, NoC bandwidth, etc.

A trivial data layout would treat the data structure as a 1D array and map elements to

contiguous bitlines. However, tensors are often shifted/broadcast along higher dimensions.
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Therefore, to reduce data traffic across SRAM arrays, the data layout within an SRAM is

modified through tiling. Here, a tile is defined by the data dimensions mapped to one SRAM

array. In Fig 7.9 we consider a 4-bit-wide SRAM array, where a 4x4 2D software array is

split into 4 2x2 tiles, and mapped to SRAM arrays (some SRAMs belong to ways reserved for

conventional cache). We only transform the data layout through tiling at the SRAM array

level, as it captures most of the traffic reduction benefits, and keeps the mapping between

physical address and bitlines simple. Applying further data-layout tiling at a coarser level

could further reduce data traffic.

Tiling Constraints Assume an N-dimensional 𝑆0 × ...× 𝑆𝑁−1 array with 𝐿 elements per

cache line, 𝐵 bitlines per SRAM array and 𝑊 SRAM arrays per L3 bank used for in-memory

computing. The tile size 𝑇0 × ...× 𝑇𝑁−1 must ensure that:

1.
∏︀𝑁−1

𝑖=0 𝑇𝑖 = 𝐵: Each tile occupies all bitlines in one SRAM array. This simplifies the

logic for intra-tile data movement.

2. 𝑇0 ×𝑊 mod 𝐿 = 0: For dimension 0 (continuous in address space), tiled elements at

each L3 bank (𝑇0×𝑊 ) aligns with elements per cache line (𝐿). This ensures that each

line is mapped to only one L3 bank.

The runtime gets the array’s element size and shape from the inf array API, and

searches for a valid tile size meeting the constraints. If none is found, the array is not

transposed and in-memory computing is disabled. Notice that the array size is not required

to align to tile size; boundary tiles with unused bitlines require special handling (see §7.3

and §7.4). In addition, it checks that the array’s innermost dimension aligns to the cache

line (𝑆0 mod 𝐿 = 0). Along with constraint 2, this guarantees a transposed cache line is

not split across L3 banks, and is still accessible by normal requests (with longer latency to

transpose back, see §7.4). This rarely fails for large arrays, as they are often padded for

cache line alignment.
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When multiple arrays are used by the same computation, e.g. the input and output array

of 2D convolution, the runtime picks one primary array (the output or the reduced array)

and uses its tile size for others. Using the same tile sizes eases the complexity to align tensors

at runtime.

Tiling Heuristics The runtime picks one valid tile size using hints in the configuration.

Shifts favor a close-to-square tile size, as it keeps most traffic within the same tile. For

reduction, a larger tile size on the reduced dimension allows more rounds of in-memory

reduction. Broadcast reads favors a smaller innermost tile size if it can spread one row to

more L3 banks to avoid the hotspot. When tensors are used for multiple kinds of data

movement, we prioritize by the order of reduction, shift, and broadcast, as reduction is

usually more expensive due to low compute intensity, while broadcast is inexpensive, as it

can reuse the read data. The runtime can pick the best data layout for each program phase.

Our heuristic is within 2% of an oracle configuration (see §7.7).

JIT Lowering tDFG

The runtime also lowers the tDFG into in-memory commands. In Fig 7.9, an example mv

node (right shift columns [0, 3) by 1) is lowered through the following steps.

1. Tensor Decomposition As tensors may not align to the tile boundary (e.g. moving

a subregion of the array), they are decomposed into smaller ones to separately handle those

tiles at the boundary. Alg 2 recursively decomposes an 𝑁 -D tensor along the tile boundary

at each dimension. For the start and end position 𝑝0, 𝑞0 of dimension 0, it identifies their

respective tile boundaries [𝑎, 𝑏), [𝑐, 𝑑) such that 𝑝0 ∈ [𝑎, 𝑏), 𝑞0 ∈ [𝑐, 𝑑), {𝑎, 𝑏, 𝑐, 𝑑} mod 𝑡0 ≡ 0

(line 3-4). Depending on the relative positions of 𝑝0 and 𝑞0, it decomposes the 1D tensor

[𝑝0, 𝑞0) into one to three new ones: additional subtensors for the head and/or tail if 𝑝0 and/or

𝑞0 do not align with the tile boundary. For multiple dimensions, we take the cross product of

all decomposed tensors (line 8-18). When the tensor aligns with the tile boundary in every
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Algorithm 2: Decompose Tensor
Input: A 𝑁 -dim tensor 𝐴 = [𝑝0, 𝑞0)× ...× [𝑝𝑁−1, 𝑞𝑁−1) where 𝑝𝑖 < 𝑞𝑖

Input: A list of tile size of each dim 𝑡𝑠 = [𝑡0, ..., 𝑡𝑁−1]

Result: A list of decomposed tensors 𝑟𝑒𝑡 initialized as []

1 if N ¿ 0 then // Decompose dimension 0

2
//

0 𝑎𝑝0 𝑏 𝑐 𝑞0 𝑑
. . . . . . . . .

head middle tail

3 𝑎← ⌊𝑝0

𝑡0
⌋ × 𝑡0, 𝑏← ⌊𝑝0+𝑡0−1

𝑡0
⌋ × 𝑡0 // Align 𝑝0 to tile boundary

4 𝑐← ⌊ 𝑞0𝑡0 ⌋ × 𝑡0, 𝑑← ⌊ 𝑞0+𝑡0−1
𝑡0

⌋ × 𝑡0 // Align 𝑞0 to tile boundary

5 // Recursively decompose remaining dimensions

6 𝑟𝑠← Decompose([𝑝1, 𝑞1)× ...× [𝑝𝑁−1, 𝑞𝑁−1), [𝑡1, ..., 𝑡𝑁−1])

7 forall 𝐴′ ← 𝑟𝑠 do // Construct final decomposed tensors

8 if b ¡= c then // 𝑎 ≤ 𝑝0 < 𝑏 ≤ 𝑐 ≤ 𝑞0 < 𝑑

9 if 𝑎 < 𝑝0 then

10 𝑟𝑒𝑡 += [𝑝0, 𝑏)×𝐴′ // Head interval

11 if 𝑏 < 𝑐 then

12 𝑟𝑒𝑡 += [𝑏, 𝑐)×𝐴′ // Possible middle interval

13 else

14 𝑟𝑒𝑡 += [𝑎, 𝑐)×𝐴′ // 𝑝0 aligns with 𝑎

15 if 𝑐 < 𝑞0 then

16 𝑟𝑒𝑡 += [𝑐, 𝑞0)×𝐴′ // Add possible tail interval

17 else // 𝑎 = 𝑐 ≤ 𝑝0 < 𝑞0 < 𝑏 = 𝑑

18 𝑟𝑒𝑡 += [𝑝0, 𝑞0)×𝐴′ // Same tile, no decomposition

19 else // No more dimension to decompose

20 𝑟𝑒𝑡 += 𝐴

dimension, no decomposition is needed.

For example in Fig 7.9, A[0,4)x[0,3) is decomposed into two subtensors AL[0,4)x[0,2)

made of full tile 0 and 2, and AR[0,4)x[2,3) made of partial tile 1 and 3. Since dimension 0

is perfectly aligned, the original range [𝑝0 = 0, 𝑞0 = 4) is kept (line 13). For dimension 1, the

range [𝑝1 = 0, 𝑞1 = 3) means the tail is not aligned (𝑡1 = 2 =⇒ 𝑞1 mod 𝑡1 ̸≡ 0). Therefore
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dimension 1 is decomposed into [𝑝1 = 0, 2) and [2, 𝑞1 = 3). The cross product between

decomposed dimensions 0 and 1 yields two subtensors [0, 4)× [0, 2) and [0, 4)× [2, 3).

2. Intra-/Inter-Tile Shifts Alg 3 lowers a decomposed mv node into intra-/inter-tile shift

commands. Each shift command takes five arguments: 1) a tensor 𝐴, 2) a shift dimension 𝑘,

3) a shift mask that selects the bitlines to shift, and 4,5) the inter-/intra-tile shift distances

that indicate the direction and number of tiles/bitlines to shift (intra-tile shifts always have

0 inter-tile shift distance). Depending on whether the shift distance aligns with the tile

boundary (𝑑𝑖𝑛𝑡𝑟𝑎 == 0), we may generate an inter-array shift command and optionally

an extra intra-array shift command (line 5-12). Notice that not all shift commands will

necessarily generate traffic, as the intersection of the shift mask and the tensor may be the

empty set. Such shift commands are filtered out later (ommitted in Alg 3).

As an example, in Fig 7.9, shifting AL[0,4)x[0,2) to the right by one requires one intra-

tile shift to move the column 0 (CMD 0, Alg 3 line 6), and one inter-tile shift to move the

column 1 across the tile boundary (CMD 1, Alg 3 line 8). Each command has the bitline/tile

pattern generated by intersecting the tensor with the shift mask. These patterns are ap-

plied to bitlines/tiles, specified using the start[:stride:count]+ format. E.g. CMD 1 has

bitline pattern 1:2:2 and tile pattern 0:2:2, therefore shifts bitline 1, 3 of tile 0, 2 (red

arrow). These patterns are expanded into masks by the hardware when executed (see §7.4).

Activated wordlines are also encoded, but are omitted in Fig 7.9 for simplicity. Shift com-

mands also have the bitline/tile distance to determine the destination bitline/tile. Similarly,

AR[0,4)x[2,3) is shifted to the right by one intra-tile shift (CMD 2, Alg 3 line 6), but requires

no inter-tile shift (skipped Alg 3 line 8). The runtime ensures data is not shifted beyond the

array boundary by checking the tensor size and the shift distance.

3. Map to L3 Banks Some commands, e.g. those for boundary tiles, may be skipped

by some banks. The runtime intersects the commands’ tile pattern and the tiles mapped to

each L3 bank. If the intersection is empty, the command can be skipped at that L3 bank.
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Algorithm 3: Compile mv to Shift Commands
Input: A 𝑁 -dim tensor 𝐴 = [𝑝0, 𝑞0)× ...× [𝑝𝑁−1, 𝑞𝑁−1) where 𝑝𝑖 < 𝑞𝑖

Input: Tile size 𝑡𝑘 of move dimension 𝑘 and move distance 𝑑

Result: A list of shift commands 𝑟𝑒𝑡 initialized as []

1 𝑑𝑖𝑛𝑡𝑒𝑟 ← ⌊ abs(𝑑)𝑡𝑘
⌋ // Inter-tile shift distance

2 𝑑𝑖𝑛𝑡𝑟𝑎 ← abs(𝑑) mod 𝑡𝑘 // Intra-tile shift distance

3 𝑑𝑖𝑛𝑡𝑟𝑎 ← 𝑡𝑘 − 𝑑𝑖𝑛𝑡𝑟𝑎 // Complement of 𝑑𝑖𝑛𝑡𝑟𝑎

4 // Shift(tensor, dim, mask, inter tile dist, intra tile dist)

5 if 𝑑 > 0 then // Shift forward

6 𝑟𝑒𝑡 += Shift(𝐴, 𝑘, [0, 𝑑𝑖𝑛𝑡𝑟𝑎), 𝑑𝑖𝑛𝑡𝑒𝑟, 𝑑𝑖𝑛𝑡𝑟𝑎)

7 if 𝑑𝑖𝑛𝑡𝑟𝑎 > 0 then

8 𝑟𝑒𝑡 += Shift(𝐴, 𝑘, [𝑑𝑖𝑛𝑡𝑟𝑎, 𝑡𝐾), 𝑑𝑖𝑛𝑡𝑒𝑟 + 1,−𝑑𝑖𝑛𝑡𝑟𝑎)

9 else if 𝑑 < 0 then // Shift backward

10 if 𝑑𝑖𝑛𝑡𝑟𝑎 > 0 then

11 𝑟𝑒𝑡 += Shift(𝐴, 𝑘, [0, 𝑑𝑖𝑛𝑡𝑟𝑎),−(𝑑𝑖𝑛𝑡𝑒𝑟 + 1), 𝑑𝑖𝑛𝑡𝑟𝑎)

12 𝑟𝑒𝑡 += Shift(𝐴, 𝑘, [𝑑𝑖𝑛𝑡𝑟𝑎, 𝑡𝐾),−𝑑𝑖𝑛𝑡𝑒𝑟,−𝑑𝑖𝑛𝑡𝑟𝑎)

In Fig 7.9, since CMD 0 operates on tile 0 (mapped to L3 bank 0) and tile 1 (mapped to L3

bank 1), it is mapped to both L3 banks.

Other tDFG Nodes Element-wise compute nodes do not move the data and can skip

step 2, but still needs step 1 and 3 to handle the boundary tiles and to be mapped to L3

banks. The compute commands also encode the opcode and the wordlines of the operands

and result. Reduction nodes are lowered into a sequence of interleaving compute and intra-

tile shift commands to fully reduce each tile on the reduced dimension. Broadcast nodes are

handled similarly to move nodes, with the broadcast destination encoded.

Synchronization All commands are synchronous at L3 banks (i.e. do not issue until the

previous one finished) except inter-tile shifts, which are considered finished when all data

movement within the L3 bank and the inter-bank packets are injected into the NoC (but

may before they arrive at the destination L3 bank). Therefore, the runtime inserts a sync
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command between an inter-tile shift command and the consuming command, which serves

as a global memory barrier, ensuring that data movements before the sync command are

visible to commands after the sync command. (i.e. arrived at the destination bitline). A

sequence of pure intra-tile shift and compute commands require no synchronization.

Reducing JIT Overheads Being on the critical path of offloading, JIT lowering can incur

significant overheads. Thus, we co-design the software and hardware for JIT performance:

∙ Division of labor: The static compiler handles register allocation and scheduling

(see §7.2), so the JIT compiler only needs to map the scheduled tDFG according to the

tiled data layout and lower into bit-serial commands. This is possible by scheduling

for common SRAM array sizes (256x256 and 512x512), forming a fat binary similar

to CUDA. Note that our fat binary does not expose any microarchitecture beyond the

SRAM array sizes, and we believe there will only be a small handful that are useful

over many generations of hardware.

∙ Memoization: We reuse JIT results when the same tDFG is re-executed with the

same parameters by adding a small hardware cache (see §7.4) for intermediate reuses

and software memorization for longer-term reuses. This is particularly useful for iter-

ative algorithms (e.g. stencils).

∙ Array dimension specialization: While our JIT compiler can handle higher di-

mensional arrays, we specialize for common 1-3D arrays by leveraging C++ templates.

This enables the compiler to unroll the loop and eliminate expensive recursion (e.g.

Alg 2 recursively decomposes the tensor according to the tile boundary).

With these optimizations, we reduced JIT lowering time by more than 1000×, and it

takes 12% of overall runtime (see §7.7). We believe additional optimizations could further

reduce the overhead, e.g.:
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∙ Phase overlapping: We can overlap JIT compiling with the data preparing phase

(to fetch and transpose data, see §7.4), or lowering for future regions as the core is

waiting for the current region to finish.

∙ Hardware implementation: We can broadcast commands after step 2 to all L3

banks and let the hardware skip those not applied to its local tiles, eliminating step 3

(the most time-consuming one as it is 𝑂(𝑁𝑏𝑎𝑛𝑘 ×𝑁𝑐𝑚𝑑)) in software.

In-/Near-Memory Decision

The runtime also decides between in-/near-memory computing by evaluating the following

condition:

𝑁𝑒𝑙𝑒𝑚 ×𝑁𝑜𝑝

𝑇𝑃𝑐𝑜𝑟𝑒

> Σ𝑖𝐿𝑎𝑡𝑜𝑝𝑖 +𝑁𝑛𝑜𝑑𝑒 × 𝐿𝑎𝑡𝐽𝐼𝑇 (7.2)

The LHS models the latency of a core at peak throughput, and the RHS captures the

in-memory computing delay (first term, no 𝑁𝑒𝑙𝑒𝑚, as computation is fully parallelized) and

the JIT time (second term). The compiler generates aggregate information as hints in the

configuration, e.g. # of each op, so that the runtime can make a quick decision without

analyzing the tDFG. Other platform-specific parameters can be obtained by querying the

hardware or profiling offline. This is just a basic and conservative heuristic (assuming peak

core performance), but is sufficient for the studied workloads.

7.4 Microarchitecture Extensions

Fig 7.10 overviews infinity stream’s microarchitecture, with stream engines (SECORE/SEL3)

handling offloaded near-memory streams, layout override tables (LOT) recording transposed

data layout, and tensor controllers (TCcore/TCL3) executing in-memory commands and syn-

chronizing with the core.
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Figure 7.10: Infinity Stream Microarchitecture

Near-Memory Computing

We adopt near-memory computing 𝜇arch support from NSC [31] to execute streams at the

L3 stream engine (SEL3). Streams read/write data directly from L3 banks and forward

operands to consuming streams without going back to the core for computing. Streams

automatically migrate to the L3 bank where the next data is mapped, with coarse-grained

flow control messages (i.e. sync every N cache lines between SECORE and SEL3) to reduce

coordination.

In-Memory Computing

During in-memory computing mode, the microarchitecture needs to manage the transposed

data layout (LOT and TCcore), execute the in-memory commands (TCL3), and synchronize

with the core (TCcore and TCL3). We assume the SRAM arrays are enhanced to support

bit-serial logic and shifts, as well as a buffered H tree to enable efficient broadcast, similar

to [20, 21].

Transposed Data Layout The layout override table (LOT, Table 7.1) tracks the trans-

posed arrays initialized by the runtime (up to 3D, so higher-dim arrays should have some
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Field Bits Description Field Bits Description

base 48 Base phys. addr. end 48 End phys. addr.

size 8 Element size. dim 2 Array dim (max 3).

Si 32 Array size (3×). Ti 32 Tile size (3×).

wl 10 Start wordline. trans 2 Transpose state.

Table 7.1: Layout Override Table (LOT)

dimensions fused). It tracks the physical address, as the L2 and L3 caches are indexed by

physical addresses. This requires the array to be contiguous in physical address space (with

huge pages or special malloc functions). Directly mapping virtual addresses to bitlines is

possible by extending the page table and TLB for transposed pages, but is beyond this work.

Map Physical Address ⇔ Bitlines The LOT essentially overrides how physical ad-

dresses are mapped to SRAM arrays. For transposed data structures, the physical address

is subtracted by base and divided by size to get the element index, which is used to find

the containing tile and coordinates within that tile. Since tiles are mapped contiguously

to SRAM arrays, it is straightforward to locate the actual bitline and wordlines. Reverse

mapping from bitlines to physical addresses is similar.

Prepare Transposed Data Before in-memory computing, TCcore prepares the data in

transposed format by first issuing flush requests to the L3 cache controller to reserve the

cache ways used for in-memory computing (we use 16 ways).

The trans field in LOT (initialized to 0) indicates whether the data is currently cached in

transposed layout. If trans=0, TCcore offloads a load stream to fetch the data into transposed

format, and sets trans=2 when finished. During this process, TCcore sets trans=1, and any

core requests to that physical range is blocked. These load streams are executed in SEL3

to avoid the traffic overheads between L2 and L3. Our design uses a tensor transpose unit

(TTU) to convert between transposed and normal format, similar to prior works [20, 21].
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Execute Commands After the data is prepared, TCcore sends out commands in a small

command cache (2kB) to TCL3 at mapped L3 banks. Commands are generated by the

runtime (see §7.3) or reused if the same region is executed multiple times. TCL3 is a micro-

controller to convert the command’s bitline and tile pattern to masks for its local tiles and

broadcast commands to SRAM arrays. For inter-tile shifts, it generates the control signals

to configure the H tree to shift or broadcast the data, and packs the bits into NoC packets if

the destination tile is mapped to another L3 bank. For compute commands, it first broad-

casts constant operands (if any) to bitlines, and configures the SRAM arrays to perform the

bit-serial computation (using algorithms from prior work [21]). Since commands are long

latency (𝑛2 +5𝑛 for n-bit integer multiply), TCL3 can preprocess the next command to hide

the processing latency.

Synchronization For sync commands, TCL3 reports to the other TCL3 the # of packets

sent there since the last sync, and the total sent packets to TCcore. Therefore, the receiving

TCL3 knows how many packets to expect and can report back to TCcore when all packets

arrived. After hearing back from all TCL3s, TCcore checks that # of sent/received packets

matches before broadcasting a message to clear the barrier.

Delayed Release of Transposed Data To release the transposed data, TCcore offloads a

special store stream to evict data to the memory, which releases the reserved cache ways. To

capture the reuse across program regions, e.g. iterative algorithms, TCcore delays releasing

the data until any of the following conditions:

∙ The number of normal requests to the transposed data exceeds a threshold (we use

100k), suggesting that it is now used for in-core/near-mem computing.

∙ The L3 miss rate exceeds a threshold, suggesting releasing the reserved ways to reduce

the pressure on the L3.

∙ A timer expires (we use 100k cycles).
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Fused In-/Near-Memory Computing

One key advantage of infinity stream is to enable normal core/stream accesses to the trans-

posed data, which allows cores/streams to be unaware of the data layout, providing flexibility

across paradigms.

Coherence Tiling constraints in §7.3 guarantees that transposed cache lines are still

mapped to a single (but maybe different) L3 bank. Therefore, the coherence state can

be tracked in the newly mapped L3 bank, enabling accesses to transposed data structures

using normal requests when in-memory computing is not used. Before in-memory computing

starts, TCcore evicts any dirty copies in private caches to ensure the data in L3 is up-to-date.

During in-memory computing, cores are disabled from accessing the data structure by block-

ing the requests from private caches (setting trans in LOT to 1). However, streams at SEL3

can still read and write transposed data, as the dependence between stream and tensor

operations is guaranteed through the dataflow graph and synchronization. E.g. the final

reduce stream is not offloaded until the partial in-memory reduce is synchronized at TCcore.

Similarly, if a tensor is generated by a store stream, the dependent in-memory computation

will not start until that stream completes.

Context Switch As in [31], context switches in near-memory computing are delayed until

all streams reach a synchronization point (every few cache lines). Similarly, during in-

memory computing, context switches are delayed until TCcore completes a sync command so

that all computation and data movement is committed. The progress of streams (including

iteration number) and in-memory computing progress (commands), as well as the LOT, are

saved as part of architectural state. The OS may flush transposed data so that LLC space

can be reclaimed.
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7.5 Implementation Limitations

Our implementation of infinity stream has some limitations that can be relaxed in future

works: 1. While it is possible to share the L3 to enable in-memory computing in a multi-

program scenario, we allow only one thread to reserve the L3 for in-memory computing

at a time by locking the LOT. 2. We assume the input data is already tiled to fit in the

L3. Otherwise, in-memory computing is disabled. Future work could support automatically

tiling at runtime. 3. We currently do not support register spilling because all studied kernels

can fit in the available registers. Register spilling can be implemented by a stream writing

back and loading from the DRAM.

7.6 Methodology

Compiler and Runtime We extend the open-sourced LLVM-based near-stream computing

compiler [31] to unroll sDFGs into tDFGs as described in §7.2. For tDFG optimization, we

define the tDFG rewrite rules in the egg library [229] to explore the e-graph (see Appendix

for details). Optimized tDFGs are serialized back to the x86 backend in LLVM (extended

with infinity stream instructions). The compiler inserts calls to a C++ runtime library to

JIT compile tDFGs and manage the data layout.

Simulator We use gem5-20 [107] for execution-driven, cycle-level simulation, extended with

partial AVX-512 support. The L3 cache is extended to model the transposed data layout

and in-memory bit-serial computation.

Parameters and Configurations Table 7.2 lists system parameters. In total, it has 4M

bitlines and provides massive parallelism for in-memory computing. The Base OOO cores

use advanced L1 and L2 prefetchers [110]. For near-memory computing, Near-L3 offloads

streams and the associated computation to SEL3. For infinity stream, we evaluate three

configurations:
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System 2.0GHz, 8x8 Cores

OOO8 CPU 64 IQ, 72 LQ, 56 SQ+SB

(8-issue) 348 Int/FP RF, 224 ROB

Func. Units 8 Int ALU/SIMD (1-cycle)

4 Int Mult/Div (3/12-cycle)

4 FP ALU/SIMD (4-cycle)

4 FP Div (12-cycle)

L1 D/I TLB 64-entry, 8-way

L2/SEL3 TLB 2k/1k-entry, 16-way, 8-cycle

L1 I/D Cache 32KB, 8-way, 2-cycle

Priv. L2 Cache 256KB, 16-way, 16-cycle

Replacement Bimodal RRIP, 𝑝 = 0.03

L1 Bingo Prefetcher 8kB PHT, 2kB region

L2 Stride Prefetcher 16 streams, 16 pf./stream

NoC 32B 1-cycle link, 8x8 Mesh

5-stage router, multicast

X-Y routing, 16 mem. ctrls

Shared 20 cycles, MESI

L3 $ Static NUCA, 1kB interleave

256x256 SRAM array (8kB)

5-level H tree, 64B total BW.

16 arrays per way, 18 ways

64 banks, total 144MB

DRAM 3200MHz DDR4 25.6 GB/s

SECORE 2kB FIFO, 12 streams

SEL3 768 streams, 64kB buf.

4-cycle compute init. lat.

LOT 16 regions

Table 7.2: System and 𝜇arch Parameters

∙ In-L3 invokes a runtime JIT library to manage the data layout and lower tDFG into

bit-serial commands to compute with L3 SRAMs, but no near-memory computing

support.

∙ Inf-S adds near-memory computing to In-L3 by offloading sDFG to the SEL3.

∙ Inf-Sno JIT assumes that input and hardware parameters are known, so tDFG is pre-

compiled (no runtime lowering).

Benchmarks We evaluate 13 dense fp32 OpenMP workloads, compiled with -O3 and

vectorized by AVX-512 for Base and Near-L3. For infinity stream, a single-thread scalar

version is sufficient, as streams are spatially unrolled to all bitlines. Table 7.2 summarizes

the input data sizes and the major data movement (tensor shift vs. tensor broadcast) and
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Benchmark Move Cmp. Parameters

stencil1d Shift Elem 4M-entry, 10-iter

stencil2d Shift Elem 2k×2k, 10-iter

stencil3d Shift Elem 512×512×16∖

10-iter

dwt2d Shift Elem 2k×2k

gauss elim BC Elem 2k×2k

conv2d Shift Elem 2k×2k

conv3d BC Elem H/W=256,K=∖

3×3, I/O=64

mm/in BC Rdc M/N/K=2k

mm/out BC Elem Same

kmeans/in BC Rdc 32k-point,dim=128,128-center

kmeans/out BC Elem Same

gather mlp/in BC Rdc M=32k,∖

gather mlp/out BC Elem N/K=128

Table 7.3: Workloads (BC: Broadcast)

Krnl. 𝐾, 𝑁 , 𝑟, [𝑑𝑖𝑚𝑠]

SA1 512, 32, 0.2, [64, 64, 128]

SA2 128, 64, 0.4, [128, 128, 256]

SA3 1, 128, Inf, [256, 512, 1024]

SA4 512, 16, 0.1, [32, 32, 64]

SA5 512, 32, 0.2, [64, 64, 128]

SA6 512, 128, 0.4, [64, 96, 128]

SA7 128, 16, 0.2, [64, 64, 128]

SA8 128, 32, 0.4, [128, 128, 256]

SA9 128, 128, 0.8, [128, 128, 256]

FCx3 1, 1, /, [512, 256, 10]

SSG SA1 → SA2 → SA3 → FCx3

MSG [SA4, SA5, SA6] →

[SA7, SA8, SA9] →

SA3 → FCx3

Table 7.4: PointNet++

computation patterns (element-wise vs. reduction) for each benchmark.

Some benchmarks have different implementations, e.g. inner product vs. outer product

for mm. We pick the best implementation for each configuration when comparing the perfor-

mance and energy efficiency, and provide a detailed sensitivity study of the preferences of

different paradigms in §7.7.

We also perform an end-to-end study on PointNet++ [230], a popular hierarchical neural

network for point cloud classification and segmentation, in §7.7.
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Figure 7.11: Overall Speedup

7.7 Evaluation

Overall Performance Fig 7.11 shows the overall speedup over Base, and Fig 7.12 shows

the NoC utilization and traffic breakdown. The NoC traffic is categorized as the traffic of the

coherence control messages (control), the traffic of moving data around (data), and the traffic

of all the control messages to manage the offloaded computation, e.g. flow control for streams

and synchronization for in-memory computing. For benchmarks with multiple dataflow

designs (mm, kmeans, gather mlp), we pick the best implementation for each configuration

(see below for a detailed comparison between dataflow choices). Overall, Near-L3 achieves

2.0× speedup and 29% traffic reduction by offloading streams near L3 banks, but may hurt

the performance as it is unable to capture the reuse; e.g. for kmeans Near-L3 introduces

2.6× extra NoC traffic.

By leveraging massive parallelism in bitlines, In-L3 achieves 2.1× speedup over Near-

L3. However, without near-memory computing support, In-L3 failed to realize the full po-

tential of near-data computing, e.g. in kmeans, both aggregation and centroid recomputation

are executed by the core and not offloaded. On the other hand, by enabling hybrid in-/near-

memory computing, Inf-S yields another 24% speedup over In-L3 (2.6× over Near-L3),

and 90% NoC Traffic reduction over Base. To understand the benefit of traffic reduction,

Fig 7.13 shows the detailed traffic breakdown for Inf-S, adding the intra-/inter-tile shift
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traffic. Notice that some inter-tile shift traffic goes through the NoC if the destination tile is

not mapped to the same L3 bank, and is shown separately from NoC-Data as NoC-Inter-Tile.

By choosing a reasonable tile size, Inf-S converts most of the data movement into intra-tile

shifts, leveraging the massive parallelism to shift bitlines within each SRAM array.

Cycle Breakdown Fig 7.14 breaks down the cycles of Inf-S into transferring and trans-

posing data from/to DRAM (DRAM), lowering tDFG to commands (JIT Lower), moving

tensors (Move), bit-serial in-memory computing (Compute), final reduction of the in-memory

partial results (Final Reduce), hybrid in-/near-memory computing (Mix), as well as pure
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Figure 7.14: Inf-S Cycle Breakdown

near-memory computing (Near-Mem). Overall, in-memory computing takes 88% of total

cycles, with 26%, 32%, and 19% spent on DRAM transfer, computing, and tensor moving

respectively. 4.9% of cycles are spent waiting for the final reduction from near-memory

streams, e.g. mm inner. Transposing is cheap when there is high reuse, e.g. gauss elim

and mm. Dots in Fig 7.14 indicates the percentage of ops offloaded to bitlines – nearly all

computation (99%) are performed in-memory.

JIT Overheads As shown in Fig 7.14, JIT lowering contributes 11% of the total run-

time, and can be more than 50% when we cannot reuse the lowered commands (51% for

gauss elim), or when a high-dimensional tensor is not aligned to the tile size and requires

more commands to handle boundary tiles (50% for stencil3d). If all input sizes and hard-

ware parameters are known at compile time, the compiler could precompile the tDFG into

commands without invoking the JIT runtime. Inf-Sno JIT in Fig 7.11 represents such a

configuration and yields another 19% speedup over Inf-S. The average JIT time is 220us (𝜎

449us), with gauss elim as the outlier (1616us) as the tensor is shrinking every time. We

believe by overlapping JIT lowering with DRAM fetching and command execution, as well

as applying more advanced software optimizations, the overheads would be further reduced.

Dataflow Choices Fig 7.15 shows the speedup of inner and outer product versions of
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mm, kmeans, and gather mlp on different paradigms, normalized to a tiled inner product

version for Base. As expected, Base favors the inner product implementation, as it could

accumulate the result in the register file. Near-L3 generally suffers as it cannot explore the

data reuse when offloaded to L3, and favors the outer product version, as the dataflow allows

the stream engine to partially recognize the broadcast pattern and save some data traffic

(similar to [32]). For Inf-S, the outer product is a clear win, as it exposes the maximal data

parallelism in the inner loops, and avoids the inefficient in-memory reduction. Overall, it

achieves 4.4× speedup over Base. Therefore we implement tiled inner product for Base and

outer product for Near-L3 and Inf-S.

Data Layout Fig 7.16 shows the cycle breakdown of all 2D benchmarks with various
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tiling sizes, annotated with the best and default tile size chosen by the runtime. Similarly,

Fig 7.17 shows the speedup vs. 3D tiling sizes. For benchmarks with shift data movement,

e.g. stencils and dwt2d, picking a balanced tile size (16× 16 for 2D arrays) usually yields

close to optimal performance. When tensors are broadcast, e.g. gauss elim and mm, having

a smaller innermost tile size helps avoid the hotspot of reading the source row from a single

L3 bank. When reduction is needed, a larger tile size at the reduced dimension increases the

computation density for in-memory computing and improves the performance. For example,

for kmeans/in and gather mlp/in, since the size of the reduced dimension is 128, tiling

by 128 allows pure in-memory reduction to produce the final results in each SRAM array

(hence no Final Reduce bar). Overall, our heuristic achieves within 2% of an oracle, and

yields 34% speedup over no tiling (laying the innermost dimension continuously) across all

2D/3D benchmarks.

Energy and Area The energy breakdown for the SRAM arrays and H tree were obtained

from CACTI [185] (22nm) where compute only involves the SRAM arrays while tDFG mv

node uses both. Fig 7.18 shows the energy efficiency over Base. Inf-S yields better energy
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efficiency for workloads with less reuse by converting NoC traffic into intra-tile shifts. Overall,

In-L3 and Inf-S achieve 1.5× and 2.4× energy efficiency over Near-L3 respectively.

Most of the area overhead comes enhancing existing SRAM caches for compute: addi-

tional sense amps and write drivers so every bitline can compute, an extra decoder to read

two wordlines simultaneously, and the compute logic. Our area model consists of the overall

CPU area reported by McPAT [50] (22nm), the in-memory compute overhead from Neural

Cache’s [20] die analysis 2, and near-memory support logic [31]. After adding additional

logic for in-memory compute (66.75mm2) and near-memory support (28.16mm2), the whole

chip area overhead is 6.52%.

Case Study of PointNet++ To better understand the benefit of infinity stream on real

applications, we perform an end-to-end study on PointNet++ [230], a widely applied hier-

archical neural network for point cloud applications. The basic component of PointNet++

is set abstraction (SA), which consists of the following stages:

∙ Furthest Sample: Iteratively picks 𝐾 centroids (points) from the input point cloud.

For iteration 𝑘 + 1, the new centroid is the furthest point from the 𝑘 prior centroids,

with the first one randomly selected.

2We determine the subcircuit area with COFFE [231].
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∙ Ball Query: Searches for 𝑁 neighbor points within radius 𝑟 of each centroid. If less

than 𝑁 neighbors are found, the first neighbor is duplicated to fill the remaining spots.

∙ Gather: Performs an indirect gather to collect neighbors’ feature vectors. Generates

a matrix of (𝐾 ×𝑁)×𝐷𝑖𝑛 where 𝐷𝑖𝑛 is the dimension of the input feature vector.

∙ MLP: Feeds the gathered matrix into a 3-layer MLP. All layers use ReLU as the

activation function. The output matrix is (𝐾×𝑁)×𝐷𝑜𝑢𝑡 where 𝐷𝑜𝑢𝑡 is the dimension

of the last MLP layer.

∙ Aggregate: Reduces the neighbors’ feature vectors by taking the max value of each

dimension. Outputs a matrix of 𝐾 ×𝐷𝑜𝑢𝑡.

To perform point cloud classification or segmentation, the authors proposed two network

architectures:

∙ Single Scale Grouping (SSG): Multiple SAs are chained with previous output

centroids being sampled and grouped by the next SA. This is usually followed by a few
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fully-connected (FC) layers to produce the final scores for classification.

∙ Multiple Scale Grouping (MSG): To better adapt to various sampling densities,

multiple SAs with different radii are applied simultaneously to the input, with their

output feature vectors concatenated as the final output. Similar to SSG, this can be

chained and followed by more SA/FC layers.

We evaluate both SSG and MSG for classification inference. Table 7.4 lists the detailed

parameters of all SAs and the network structure of SSG/MSG, taken from [230]. The input

point cloud contains 4k randomly generated points, normalized to [0, 1).

Fig 7.19(a) shows the normalized timeline of PointNet++ SSG, broken into different

stages with the texture indicating where the computation is executed (in-core, near-L3 cache,

or in-L3 SRAM). For SSG, the MLP layers are relatively small with high reuse in the private

cache, and with AVX-512 and OpenMP, it only takes 48% of the total runtime in Base.

This also limits the potential for in-memory computing, e.g. for the first MLP layer in SA1,

the amount of data parallelism can only fill 1/4 of the available bitlines, falling short to

amortize the long compute latency of bit-serial operation. Therefore, In-L3 only yields a

10% speedup over Base.

On the other hand, furthest sampling takes 46% of the total runtime. This is because

it is an iterative algorithm without sufficient work in each iteration to amortize the syn-

chronization overhead of OpenMP. Also, the working set cannot fit in the private L1 cache,

yielding a high miss rate and hurting the performance. These characteristics make it a good

candidate for near-memory computing, which achieves 3.1× speedup for sampling, and 31%

performance improvement for Near-L3 over Base.

Fig 7.19(b) shows a similar normalized timeline for PointNet++ MSG. In MSG, sampling

is less of a bottleneck as the sampled centroids are shared between SAs within the same MSG.

Also, MSG uses larger MLP layers, increasing the data parallelism. This makes in-memory

computing more favorable, and In-L3 achieve 37% speedup over Base (12% for Near-L3).
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Finally, by leveraging the fused compiler/ISA/runtime abstraction, Inf-S can flexibly

execute the kernel in the core, near the L3 cache, or in the L3 SRAM. The runtime can

avoid offloading small MLP layers to in-memory computing as it hurts the performance, e.g.

SA3 and FC layers. Overall, it achieves the highest performance (1.69× and 1.93× over

Base for SSG and MSG respectively).

Key Takeaway: Inf-S fuses the benefits of in-/near-memory computing, unlocking the

full potential of near-data processing.

7.8 Related Work

In-memory Computing for CPU Caches Prior works also augment CPUs for computing

in on-chip SRAM caches. Compute cache [149] enables in-memory computation for CPU

cache SRAMs, but only supports the less general bit-parallel layout, single-dimension bit-

level vector ops (as opposed to multi-dim tensor level). GenPIM adds NVM-based in-memory

computing to a general purpose core [232]. Inhale and Sealer enable in-memory encryption at

L1 [233, 234]. Neither of the above implements a high-level compiler. Duality cache proposes

a bit-serial in-memory approach for CPUs codesigned for CUDA programming [21]. None

of these enables portable/transparent support for in-cache computing.

Improving Near-Data Programmability Various near-data approaches have developed

techniques to improve programmability. PEI enables programming through instruction in-

trinsics [14]. SnackNoC [4], Active Routing [16] and Dist-DA [2] specify computation offloads

with dataflow graphs. Tesseract uses remote function calls [10]. Livia uses single-cache-line

accessing functions [27]. Our work relies on stream abstractions, i.e. long-term memory ac-

cess patterns, which have been applied both in general purpose processors [63, 28, 32, 31, 29]

and accelerators architectures [112, 174, 113, 114, 235, 236].

Other near-data programming models are nearly transparent to the programmer. Several
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are limited to thread-level near-data decisions, programmed with CUDA or OpenMP [11,

12, 143, 142]. Other works enable transparent near-data at a finer grain, but have other

limitations, like OmniCompute [3] (only for short RMW instruction chains), EMC [115]

(only for address gen.), and Near-stream computing [31]. These cannot be naively applied

to enable programmability for PIM, because they do not manage data transposition or

guarantee bitline-level alignment.

In-Memory Foundations Prior works have explored bit-parallel in-memory computing,

primarily for bulk bitwise ops [149, 23, 237, 238]. We adopt the bit-serial approach for this

work, which enables broader support for more operations, including floating point.

DRAM devices have been the target of both in-memory [23, 168, 239, 240, 241, 242, 243]

and near-memory processing [244, 245, 246]. In-DRAM computing provides more parallelism,

while in-SRAM computing limits modifications to the CPU. We choose SRAM as the first

step due to the trend towards large LLCs and the fact that many algorithms are already

tiled for the LLC. However, infinity stream can be applied to both cases, as the abstraction

(tDFG) is neutral to the hardware, and the JIT runtime can be extended for in-DRAM

computing (e.g. triple-row activation). The memory controller also needs to be extended to

support streams. Similar to DMA, coherence could be maintained by evicting cache lines

from SRAM.

This work relies heavily on prior efforts to develop the paradigm and circuits of in-SRAM

computing devices, including for bit-serial integer [247] and floating point ops [21, 248, 249].

Our contribution is about architecture support for these existing technologies.

Recent works have also proposed offloading to multiple hierarchy levels, leveraging proper-

ties like data density (SISA [24]), cache presence (Livia [27]), or offline analysis (MLILP [25]).

None of them enable portable in-memory computing from a general-purpose language.

Domain-Specialization A variety of prior in-memory accelerators are domain-specialized.

Many focus on ML [20, 168, 250, 251, 252, 253], while others target graph processing, mining,
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and physics simulation [10, 24, 254, 255]. Many broader workloads are prime candidates for

in-memory computation with infinity stream. For example, several key data center work-

loads have been adapted to bitvector parallelism. BitWeaving’s [256] database column scan

produces a comparison bitmask by organizing data to facilitate bit-serial digital compar-

ison. BitFunnel [257] filters documents with a bloom filter, independently computed by

determining the hash indices in memory and constructing the bitvector near memory.

7.9 Summary

Infinity stream is a new approach that makes in-memory computing programmer-friendly:

We proposed an execution model that fuses in-/near-memory, using an IR called the tensor

dataflow graph (tDFG) to capture parallelism, reuse, and layout optimizations; we built an

optimizing compiler and JIT-approach to enable long-term portability without sacrificing

performance, with a microarchitecture that transparently orchestrates data management

and performs data-layout transforms at runtime. Our optimizations provide integer-factor

improvement for data processing for only a modest area overhead. More broadly, we believe

that rethinking how to compute throughout the memory hierarchy will be critical for enabling

extreme system scaling.
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CHAPTER 8

Conclusion

This dissertation explores a promising direction to continue the performance and energy effi-

ciency scaling of general-purpose processors: to adopt general, flexible and unified near-data

computing with high-level stream abstractions. We have demonstrated that with memory

accesses and computations abstracted as streams and near-stream computations, we can

orchestrate data and computation seamlessly and dramatically reduce the communication

overheads. Such near-stream computing paradigm can provide more than 2× performance

and 76% on-chip network traffic reduction.

In addition, this work also uncovers serval key findings. First, a broad range of programs’

memory accessing and computing behaviors can be represented by our highly expressive

streams and near-stream computations with only well-known compiler analysis and minimal

programmer hints, making them suitable candidates to enable general near-data computing.

Second, co-optimizing the data layout and data structure is the key to fully realizing the

potential benefits of near-data computing. Third, with more and more non-conventional

near-data computing substrates, streams provide a unified abstraction to enable hybrid ex-

ecution and harness the power of a more heterogeneous near-data computing system.

Table 8.1: Characterization of This Work

NDC Work Yr. ABST. Near Where Substrate Domain Program Data Layout

Goal Unified All All General Trans. Automatic

SSP [28] ’19 Stream Core FU Prefetching Trans. Oblivious

Stream Floating [32] ’21 Stream LLC FU Prefetching Trans. Oblivious
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NSC [31] ’22 Stream LLC Local Core General Trans. Oblivious

Infinity Stream [30] ’23 Stream Multi.1 Multi.2 General Pragma Scratchpad

Affinity Alloc [33] ’23 Stream LLC FU General API Automatic

Finally, this dissertation presents five different near-data computing proposals, each with

unique tradeoffs and summarized in Table 8.1. Starting from address generation and perfect

prefetching in the core (SSP [28]) and the LLC (stream floating [32]), we extend streams with

near-stream computations and offload them to LLC (near-stream computing [31]) and enable

hybrid near-LLC and in-LLC computing (infinity stream [30]). The latest work provides an

automatic framework to optimize the data layout (affinity alloc [33]). Most importantly,

they all leverage a unified and general abstraction: stream, with near-stream computation.

This fundamentally eliminates the overhead of translating across different abstractions while

retaining the potential to customize according to different scenarios.

We believe this dissertation is just the beginning of enabling general, flexible and unified

near-data computing, and we conclude by discussing the implications of this work and future

research directions.

Implications

Beyond the promising performance and energy efficiency potential, the broad impact of this

work lies in three dimensions: 1. Industry product applicability; 2. Paradigm shift from

purely in-core computing to general near-data computing for processor design. 3. Informed

and flexible data and computation orchestration through the entire system.

Industry Impact In this work, we take a step-by-step approach to leverage high-level

stream semantics to improve the system: started with a stream-specialized processor that can

1In-site LLC and Near LLC controller.

2In-situ SRAM bitline and near LLC FU (stream engine).
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perfectly prefetch stream data, followed by a stream-aware cache system that can remotely

generate the address and proactively stream back the data, and finally add the in-cache

near-stream computing support. This path is already proven to be a feasible route for

industry adoption. For example, the latest H100 GPU from Nvidia added a Tensor Memory

Accelerator (TMA) [258], which can be configured with up to a 5D stream pattern and

prefetches the tensor into the private cache. Another example is the new Data Streaming

Accelerator (DSA) introduced by Intel in their fourth generation Xeon processors [259],

which can free the core from data movement and transformation tasks.

As major chip manufacturers continue to scale up their products, it is foreseeable that

future designs will embrace more and more near-data computing. For example, both Intel

and AMD have shifted from a monolithic chip to a chiplet design to continue the scaling of

the number of cores. However, communication bandwidth between chiplets is much more

scarce, and near-data computing becomes even more appealing as it fundamentally reduces

data movements.

General-Purpose Core Design Our design fundamentally breaks the conventional in-core

computing paradigm and shifts to general and flexible near-data computing. Unlike previous

near-data computing techniques, the key to our approach is the novel stream abstraction

that explicitly expresses high-level long-term program behaviors. This could inspire future

general-purpose core design to rethink the ISA abstraction and microarchitecture beyond

the conventional von Neumann architecture.

We also note that our evaluation unveils some breaking new tradeoffs for general-purpose

core design. With near-data computing, a smaller in-order core could outperform a wider

out-of-order core on certain workloads. Also, with the stream pattern exposed, the core

pipeline can be tailored to exploit more memory parallelism with fewer hardware resources,

e.g. LSQ entries, MSHRs, etc. Stream-aware cache policies could also effectively avoid

thrashing and improve cache utilization. Overall, the new design space is huge and full of

unexplored opportunities.
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Data and Computation Orchestration This work also demonstrates that achieving

an informed and efficient data and computation orchestration requires deep coordination

throughout the entire system stack. For example, to systematically optimize the data layout

for near-data computing requires an extended allocator interface to capture the data affinity

requirement, a runtime library to perform data placement and manage allocated data, as

well as OS and microarchitecture extensions to support customizable data mapping from the

virtual address space to the physical cache banks. More importantly, many optimizations

require software codesigns to fully exploit the underlying system. This work provides some

initial attempts to break the information gap across various system levels and enable system-

level data and computation orchestration.

Open Questions and Future Directions

While this work attains substantial performance improvements, it also opens up many pos-

sible future directions to enable heterogeneous, efficient and secure near-data computing.

Embracing Heterogeneity and Disaggregation This work on hybrid near-cache and

in-cache computing already demonstrates the power of a heterogeneous near-data computing

system, in which computation is flexibly offloaded to suitable computing substrates with a

unified abstraction. There is huge potential in this direction as the system continues to scale

up with more and more computing and memory resources connected. For example, AMD

adopts chiplet architectures with vertically stacked L3 caches, providing massive on-chip

storage (768MB for EPYC 7773X) and making near-cache computing even more attrac-

tive. When the data can not fit in the on-chip storage, it is natural to further decouple

compute logic into the memory hierarchy, i.e. DRAM, persistent memory, or even storage.

These memory resources also become more and more disaggregated to provide more flex-

ible provisioning of memory capacity and bandwidth shared between multiple hosts, but

come at the price of higher latency and limited bandwidth for remote accesses, which could
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also benefit from near-data computing. The compute substrates can also be heterogeneous,

from general-purpose CPU and GPU architectures to more domain-specific accelerators and

low-level in-memory computing using bitline operations.

It is certainly challenging to adopt near-data computing on such a heterogeneous and

massive system: how to optimize the data layout to balance parallelism and locality, how

to dynamically schedule computation to the efficient substrate, and most importantly, how

to design a unified program abstraction that fuses all these paradigms and eases the pain of

massive adoption. It certainly requires full-stack codesign from user applications, runtime

libraries to architectural interfaces and microarchitectural details to tackle these challenges

and realize these opportunities. Based on our previous success on on-chip near-data com-

puting, I believe our approach is promising to efficiently tackle these challenges and enable

a more heterogeneous near-data computing system.

Fully Utilized General Purpose Architectures While the compute throughput in gen-

eral architectures is constantly increasing, they are severely underutilized due to inefficiencies

in the memory hierarchy and core pipelines. For example, high-end GPUs from Nvidia in

2023 (H100) provide 12.1× more tensor operation throughput, but only 2.5× memory capac-

ity and 2.2× memory bandwidth compared to prior models in 2018 (V100). To improve the

performance and energy efficiency, architects introduce many domain specific accelerators,

e.g. TPU from Google, with explicit dataflow to improve utilization of the compute units.

Interestingly, there are some high-level similarities between today’s general-purpose pro-

cessors and accelerators: they both employ a tiled design with cores or processing elements

(PEs) connected with an on-chip network. But when we zoom in, they are very different in

terms of orchestration of data and computation – general-purpose processors usually man-

ages the data implicitly with caches, while accelerators usually explicitly dictate how data

is moved and reused by mapping a dataflow graph.

This work already demonstrates that explicitly encoding the access pattern in the memory
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abstraction unlocks new opportunities for data orchestration. This could eventually creating

a spatial accelerator overlay on general architectures, significantly improving the utilization

of existing computing resources and avoiding data movement back and forth between general-

purpose processors and accelerators.

Security and Near-Data Computing While my previous research focuses more on im-

proving the generality, performance and energy efficiency of near-data computing, security is

an inevitable challenge, and at the same time opportunity, for the wide adoption of near-data

computing. On the one hand, with more and more information and logic being offloaded

and flown across the entire system, we need to be extremely careful to avoid introducing new

side channels. On the other hand, near-data computing may help to improve security. For

example, a wide range of attacks exploits the on-chip resources such as caches, prefetchers,

interconnects, etc. If sensitive computation is offloaded off-chip and performed near mem-

ory, all these attacks are naturally defended. Near-data computing could also help efficiently

encrypt and decrypt data on the fly, providing higher security without impeding the perfor-

mance. There are many open and exciting questions about the intersection between security

and near-data computing.

Supporting General-Purpose Programs It is still an open question to efficiently sup-

port near-data computing for general-purpose programs. Many prior works simply offload

the thread, which is still essentially compute-centric and does not align well with the nature

of distributed computing for near-data computing. Near-stream computing can schedule

streams independently at different locations and enables efficient coordination, but still has

limited support for complex control flows. It is a challenging but rewarding direction to

map arbitrary general-purpose program to near-data computing and achieve maximal per-

formance and energy efficiency.
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Final Thoughts

This work proves that explicit data access pattern and computation can be directly encoded

in the ISA and decoupled from the core pipeline, enabling general and flexible near-data

computing. The fundamental insight that data and computation should not be separated

but expressed, scheduled, and orchestrated together has a profound impact on future general-

purpose processor designs, and also sheds light on this promising path to continue the per-

formance and energy efficiency scaling.
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APPENDIX A

NDC Related Works

Table A.1 characterizes recent near-data techniques related to this dissertation ordered by

where it performs the near-data computation (the near where column). Here we relate

them to each dimension of the design space of near-data computing in §1.1.

Table A.1: Characterization of Near-Data Approaches

Begin of Table (Trans.: Transparent)

NDC Work Yr. ABST. Near Where Substrate Domain Program Data Layout

Goal Unified All All General Trans. Automatic

Xulong Tang et al. [176] ’17 Thread Core Local Core General Trans. Oblivious

CDCS [1] ’15 Thread Core Local Core General Trans. Limited1

EM2 [216] ’15 Thread Core Local Core General Trans. Oblivious

Dist-DA [2] ’22 DFG LLC Core/CGRA General Trans. Oblivious

Omni-Compute [3] ’19 Inst. GPU LLC FU General Trans. Oblivious

SCU [260] ’19 Kernel GPU LLC ASIC Graph API Oblivious

SnackNoC [4] ’20 Kernel NoC Router FU Regular API Scratchpad

Fafnir [5] ’21 Kernel DRAM2 FU Gather API Manual

GenASM [6] ’20 Kernel DRAM ASIC Genomic API Scratchpad

CoNDA [165] ’19 Thread DRAM Core Graph/DB API Oblivious

GraphPIM [261] ’17 Inst. DRAM FU Graph API Manual

EMC [7] ’16 𝜇op Seq. DRAM FU Prefetching Trans. Oblivious

UPMEM [261] ’18 Kernel DRAM Core General API Manual

SimplePIM [262] ’23 Kernel DRAM Core General API Limited3

RecNMP [263] ’20 Inst. DRAM ASIC Recommend OpenCL Manual

1Only at page granularity.

2In interconnects of DDR ranks and channels.

3Only coarse-grained continuous arrays.
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Continuation of Table A.1 (Trans.: Transparent)

NDC Work Yr. ABST. Near Where Substrate Domain Program Data Layout

Goal Unified All All General Trans. Automatic

MViD [264] ’20 Kernel DRAM FU SpMV API Manual

ABC-DIMM [265] ’21 Kernel DRAM FU Graph API Manual

DIMM-Link [266] ’23 Kernel DRAM FU General API Manual

TRiM [267] ’21 Kernel DDR Bank FU Recommend API Scratchpad

To PIM or Not [8] ’22 Thread DDR Bank Core General Trans. Oblivious4

MeNDA [9] ’22 Kernel DDR Rank ASIC Sparse LA5 API Manual

Newton [268] ’20 Kernel DDR Rank FU ML API Manual

Tesseract [10] ’15 Thread HMC Core Graph API Manual

Mondrian [137] ’17 Thread HMC Core DB API Manual

Active Memory Cube [142] ’15 Thread HMC Core General Pragma Manual

Byungchul Hong et al. [145] ’16 Kernel HMC FU LLT6 API Limited7

TOM [11] ’16 Thread HMC GPU Core General Trans. Limited8

GPU-PIM [12] ’16 Thread HMC GPU Core General Trans. Oblivious

Near-Data SIMD Unit [269] ’17 Thread HMC GPU Core General Trans. Oblivious

ABNDP [13] ’23 Thread HMC Core General API Oblivious9

PIM-Enabled Inst. [14] ’15 Inst. HMC FU General Trans. Oblivious

IMPICA [15] ’16 Kernel HMC ASIC Ptr-Chasing API Oblivious

NeuroStream [270] ’17 Kernel HMC Core CNN API Manual

Active Routing [16] ’19 Packet HMC FU Aggregation API Oblivious

Neurocube [160] ’16 Kernel HMC ASIC NN10 API Manual

Gearbox [17] ’22 Kernel HMC Bank ASIC Sparse LA11 API Manual

FANS [18] ’21 Kernel SSD FPGA Sorting API Manual

ASSASIN [19] ’22 Kernel SSD ASIC General12 API Oblivious

Summarizer [166] ’17 Kernel SSD Core General API Manual

4Customized physical address layout in DRAM.

5Sparse matrix transposition.

6Linked list traversal.

7Specific to linked lists.

8Specific to strided patterns on GPU.

9With DRAM-based cache to capture locality.

10Neural network.

11Sparse linear algebra, mainly SpMV and SpMSpV.

12Programs need to be transformed into streaming computing.
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Continuation of Table A.1 (Trans.: Transparent)

NDC Work Yr. ABST. Near Where Substrate Domain Program Data Layout

Goal Unified All All General Trans. Automatic

GraFBoost [271] ’18 Kernel SSD FPGA Graph API Oblivious

GraphSSD [272] ’19 Inst. SSD ASIC Graph API Limited13

Neural Cache [20] ’18 Kernel In-LLC Bitline ML API Scratchpad

Duality Cache [21] ’19 SIMT In-LLC Bitline General Trans. Oblivious

Compute Cache [149] ’17 Inst. In-Cache14 Bitline Limited15 API Oblivious

PIM-DH [273] ’22 Kernel ReRAM Bitline Deep Hashing API Manual

Ben Feinberg et al. [274] ’18 Kernel ReRAM Bitline Sparse LA API Manual

FloatPIM [248] ’19 Kernel ReRAM Bitline CNN API Manual

SIMDRAM [242] ’21 Kernel In-DRAM Bitline General API Scratchpad

DUAL [22] ’20 Kernel In-DRAM Bitline Clustering API Manual

GraphiDe [275] ’19 Inst. In-DRAM Bitline Graph API Scratchpad

Ambit [23] ’17 Inst. In-HMC Bitline General API Scratchpad

SISA [24] ’21 Set Multi.16 Multi.17 Graph Mining API Manual

MLIMP [25] ’22 DFG Multi.18 Multi. GEMM/GNN API Scratchpad

NDC Compiler [26] ’21 Inst. Multi.19 FU General Trans. Oblivious

Livia [27] ’20 Kernel20 Multi.21 Core/FPGA General API Oblivious

SSP [28] ’19 Stream Core FU Prefetching Trans. Oblivious

Stream Floating [32] ’21 Stream LLC FU Prefetching Trans. Oblivious

NSC [31] ’22 Stream LLC Local Core General Trans. Oblivious

Infinity Stream [30] ’23 Stream Multi.22 Multi.23 General Pragma Scratchpad

Affinity Alloc [33] ’23 Stream LLC FU General API Automatic

13Do not optimize affinity between vertices and edge.

14It also adds FUs near cache controllers when there is no operand locality.

15Since data is not transposed, it only supports a limited set of operations.

16In-situ DRAM (SISA-PUM) and near DRAM controller (SISA-PNM).

17In-situ DRAM bitline for SISA-PUM, and small in-order cores for SISA-PNM.

18In-situ LLC, In-situ DRAM and ReRAM.

19NoC routers, LLC controllers, DRAM controllers, inside DRAM.

20Can only process a single cache line.

21LLC controllers and DRAM controllers

22In-site LLC and Near LLC controller.

23In-situ SRAM bitline and near LLC FU (stream engine).
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Continuation of Table A.1 (Trans.: Transparent)

NDC Work Yr. ABST. Near Where Substrate Domain Program Data Layout

Goal Unified All All General Trans. Automatic

End of Table

∙ Offloading Location: Many works can be categorized as “near-memory computing”,

as they offload computation near the controller of the cache, DRAM, HMC, or SSD.

Emerging technologies such as in-situ bitline operation offers massive data parallelism

by directly turning the SRAM/DRAM arrays into vector units (labeled as In-X in

Table A.1). Also, we include those multi-core works that do not offload computation

from the core, but aim to schedule and migrate the computation among the cores to

improve the data locality (labeled as Core in Near Where column). These techniques

do not introduce new computing units, but reuse the existing cores. Some works

also support scheduling the computation among multiple locations, which offers more

flexibility.

∙ Computing Substrate: Different works also leverage different computing substrates

to perform the near-data operation. In-situ techniques simply use the SRAM/DRAM

bitlines, while those near-memory works varies from small general-purpose in-order

cores to fixed-function ASIC. In between we also have reconfigurable logic such as

FPGA/CGRA as well as tailored FUs that can be programmed to perform some pre-

defined compute primitives.

∙ Application Domain: Many prior works are specialized for a specific application do-

main, such as neural networks, GEMM, graph processing, graph mining, and database,

etc. These applications are usually memory intensive and can benefit the most from the

improved memory bandwidth of near-data computing. Other works strive to support

general near-data computation.
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∙ Programming Model: Most prior works require manual programming using specific

APIs, or at least some pragma hints from the compiler. Clearly this poses significant

challenges for the broad adoption of near-data computing. Only a few works provide

programmer-transparency leveraging coarse-grained thread/SIMT abstraction as the

offloading unit. However, as discussed in §5.1, these coarse-grained abstractions fall

short of capturing the inherent distributed property of near-data computing and leads

to suboptimal performance.

∙ Data Layout: Finally, most works are either oblivious to the data layout and simply

abort near-data computing when there is not sufficient data locality, or require manual

data placement which is error-prone and tedious. Affinity alloc [33] is the first work to

systematically and automatically optimize the data layout to improve data affinity.

Goal and Our Work As shown in the top entry of Table A.1, an ideal near-data comput-

ing system should provide a unified and general abstraction across all available offloading

locations and computing substrates, while remaining transparent to programmers and auto-

matically optimizing the data layout. This is an ambitious goal. The bottom of Table A.1

lists our works, and each of them made some advancement across different dimensions. We

believe this dissertation is just the beginning of realizing general, flexible and unified near-

data computing.
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APPENDIX B

tDFG Optimization

Here we discuss the rewrite rules and equality-graph approach to optimizing the tDFG.

Intuition A unique aspect of optimizing the tDFG is the need to reason about the tensor

domains (i.e. the hyperrectangle in lattice space). For example, two same element-wise

computations on tensor A[1, n) and A[0, n-1) can be merged into a single computation

on A[0, n), provided that the tensor size information is correctly tracked after we slightly

expanded the computed tensor. This cuts the computation by half. More generally, there

is a large transformation space with many equivalent tDFGs producing the same result,

and the compiler needs to efficiently search for the optimal tDFG with less data traffic and

computation. We first introduce the tDFG equivalence rules used to rewrite the tDFG,

followed by an optimized example and details in our implementation.

tDFG Equivalence Rules We define two tDFG nodes to be equivalent if they represent

the same result and share the same domain in the lattice space. To transform the tDFG, we

now formalize the tDFG equivalence rules, with these notations:

∙ T,C,M,B: Tensor, compute, move, and broadcast node respectively, with their defini-

tion and semantics in Fig 7.5 (page 165). Note that all these nodes produce a tensor,

while T constructs the input tensor from the input array.

∙ 𝐴,𝐵,𝐶: Arbitrary tensors in the tDFG, e.g. compute, move, broadcast node.

∙ 𝑖, 𝑗: Operated dimension, e.g. move, broadcast.
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∙ 𝑝𝑖, 𝑞𝑖: Range of the 𝑖𝑡ℎ dimension [𝑝𝑖, 𝑞𝑖).

∙ 𝑓 : Computation applied to input tensors.

As a simple example, Eq. B.1a defines the associative rule for compute node, when the

operation 𝑓 is associative by itself, i.e. 𝑓(𝑓(𝑎, 𝑏), 𝑐) ⇔ 𝑓(𝑎, 𝑓(𝑏, 𝑐)). Similarly, Eq. B.1b

defines the commutative rule for compute node when the operation 𝑓 is commutative, e.g.

addition, multiplication. We can also define the distributive rule similar to 𝑎 × (𝑥 + 𝑦) ⇔

𝑎× 𝑥+ 𝑏× 𝑦 (Eq. B.1c).

C(𝑓,C(𝑓, 𝐴,𝐵), 𝐶)⇔ C(𝑓, 𝐴,C(𝑓,𝐵,𝐶)) (B.1a)

C(𝑓, 𝐴,𝐵)⇔ C(𝑓,𝐵,𝐴) (B.1b)

C(𝑓,C(𝑔, 𝐴),C(𝑔,𝐵))⇔ C(𝑔,C(𝑓, 𝐴,𝐵)) (B.1c)

Exchanging Compute and Move/Broadcast Eq. B.2a defines the commutative rule

to exchange a unary compute node and a move node. Recall that a move node shifts the

tensor along a certain dimension by some distance in the lattice space. Therefore, the move

operation can happen before or after the computation, i.e. it is commutative with compute

nodes. Similarly, when the compute node takes multiple operands, a move node is applied

to every input tensor. Also, Eq. B.2b shows the commutative rule for a compute node and

a broadcast node.

C(𝑓,M(𝐴, 𝑖, 𝑑𝑖𝑠𝑡))⇔ M(C(𝑓, 𝐴), 𝑖, 𝑑𝑖𝑠𝑡) (B.2a)

C(𝑓,B(𝐴, 𝑖, 𝑑𝑖𝑠𝑡, 𝑐𝑛𝑡))⇔ B(C(𝑓, 𝐴), 𝑖, 𝑑𝑖𝑠𝑡, 𝑐𝑛𝑡) (B.2b)

Expanding and Shrinking Tensor To reuse common computation results, it may be

necessary to expand a tensor. For example, C(𝑓,T(1, 𝑁)) and C(𝑓,T(0, 𝑁)) share common
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results on the domain [1, 𝑁). However, they are not equivalent as the first computation is

applied to a slightly smaller tensor. If we can expand the first tensor to T(0, 𝑁), we can

reduce the operations from 2𝑁 − 1 to 𝑁 .

To maintain equivalence, an expanded tensor must be later shrunk to the original domain.

Therefore, we introduce a shrink node, S, which resizes the tensor along dimension 𝑖 to have

a new domain [𝑝𝑖, 𝑞𝑖).

Putting these together, Eq. B.3 shows the rule to expand a smaller tensor of size [𝑝𝑖, 𝑞𝑖) in

the 𝑖𝑡ℎ dimension into a larger tensor of size [𝑝′𝑖, 𝑞
′
𝑖), where 𝑝

′
𝑖 <= 𝑝𝑖 and 𝑞′𝑖 >= 𝑞𝑖. The shrink

node returns the output tensor to the original domain, hence it is equivalent to the original

tensor. Shrink nodes are only for tracking the tensor size information, and are lowered to a

nop by the JIT compiler (similar to how the 𝜑 nodes are not lowered to instructions in SSA

IR [37]). We omit shrink nodes in the paper for simplicity, as they are only needed during

optimization.

T(..., 𝑝𝑖, 𝑞𝑖, ...)⇔ S(𝑖, 𝑝𝑖, 𝑞𝑖,T(..., 𝑝′𝑖, 𝑞′𝑖, ...))

where 𝑝′𝑖 <= 𝑝𝑖, 𝑞
′
𝑖 >= 𝑞𝑖

(B.3)

Exchanging Shrink and Other Nodes A shrink node by itself is not sufficient to unlock

the optimization opportunities in the tDFG. We need to define how it interacts with other

tDFG nodes. Eq. B.4a is a straightforward rule that two shrink nodes on different dimensions

are commutable. When they operate on the same dimension, we can combine them into a

single shrink node by taking the intersection, as in Eq. B.4b.

S(𝑖, 𝑝𝑖, 𝑞𝑖,S(𝑗, 𝑝𝑗, 𝑞𝑗, 𝐴))⇔ S(𝑗, 𝑝𝑗, 𝑞𝑗,S(𝑖, 𝑝𝑖, 𝑞𝑖, 𝐴))

when 𝑖 ̸= 𝑗 (B.4a)

S(𝑖, 𝑝𝑖, 𝑞𝑖,S(𝑖, 𝑝′𝑖, 𝑞′𝑖, 𝐴))⇔ S(𝑖,max(𝑝𝑖, 𝑝
′
𝑖),min(𝑞𝑖, 𝑞

′
𝑖), 𝐴) (B.4b)
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Figure B.1: Example of Applying Rewrites

Similarly, shrink node and move node on different dimensions are commutable (Eq. B.5a).

If they are on the same dimension, we can also apply a shrink node on the moved tensor

with the shifted domain [𝑝𝑖 + 𝑑𝑖𝑠𝑡, 𝑞𝑖 + 𝑑𝑖𝑠𝑡).

M(S(𝑖, 𝑝𝑖, 𝑞𝑖, 𝐴), 𝑗, 𝑑𝑖𝑠𝑡)⇔ S(𝑖, 𝑝𝑖, 𝑞𝑖,M(𝐴, 𝑗, 𝑑𝑖𝑠𝑡))

when 𝑖 ̸= 𝑗 (B.5a)

M(S(𝑖, 𝑝𝑖, 𝑞𝑖, 𝐴), 𝑖, 𝑑𝑖𝑠𝑡)⇔ S(𝑖, 𝑝𝑖 + 𝑑𝑖𝑠𝑡, 𝑞𝑖 + 𝑑𝑖𝑠𝑡,M(𝐴, 𝑖, 𝑑𝑖𝑠𝑡)) (B.5b)

This also applies to broadcast node and shrink node: they are commutable if on different

dimension (Eq. B.6a). When they are on the same dimension, we can combine them by

directly broadcasting to the shrunken region.

B(S(𝑖, 𝑝𝑖, 𝑞𝑖, 𝐴), 𝑗, 𝑑𝑖𝑠𝑡, 𝑐𝑛𝑡)⇔ S(𝑖, 𝑝𝑖, 𝑞𝑖,B(𝐴, 𝑗, 𝑑𝑖𝑠𝑡, 𝑐𝑛𝑡))

when 𝑖 ̸= 𝑗 (B.6a)

S(𝑖, 𝑝𝑖, 𝑞𝑖,B(𝐴, 𝑖, 𝑑𝑖𝑠𝑡, 𝑐𝑛𝑡))⇔ B(𝐴, 𝑖, 𝑝𝑖, 𝑞𝑖 − 𝑝𝑖) (B.6b)

Finally, a shrink node is also commutable with the compute node (Eq. B.7).

S(𝑖, 𝑝𝑖, 𝑞𝑖,C(𝑓, 𝐴))⇔ C(𝑓, S(𝑖, 𝑝𝑖, 𝑞𝑖, 𝐴)) (B.7)

Optimization Example Fig B.1 shows an example of applying our rewrite rules to discover

opportunities for reuse. The original tDFG first moves the input tensor A left and right by
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one before applying a constant element-wise multiply to both tensors. Since in-memory

processing applies element-wise functions to all elements, we can save a redundant compute

by first performing the computation on the entirety of tensor A before realigning the result.

We begin with the original tDFG. By rule B.2a, we can commute the move and compute

nodes.

C(+,C(×𝑉,M(T(0, 𝑛− 2), 0, 1)),

C(×𝑉,M(T(2, 𝑛), 0,−1)))
Eq. 𝐵.2𝑎−−−−−→ C(+,M(C(×𝑉,T(0, 𝑛− 2)), 0, 1),

M(C(×𝑉,T(2, 𝑛)), 0,−1))

We can expand the two tensor Ts to the entire domain of array A with rule B.3. By

commuting the shrink S nodes and compute C nodes with rule B.7, we can discover a

common subexpression, indicating there is an opportunity for compute reuse.

Eq. 𝐵.3−−−−→ C(+,M(C(×𝑉, S(0, 0, 𝑛− 2,T(0, 𝑛))), 0, 1),

M(C(×𝑉, S(0, 2, 𝑛,T(0, 𝑛))), 0,−1))
Eq. 𝐵.7−−−−→ C(+,M(S(0, 0, 𝑛− 2,C(×𝑉,T(0, 𝑛))), 0, 1),

M(S(0, 2, 𝑛,C(×𝑉,T(0, 𝑛))), 0,−1))

Fig 7.6 (page 168) shows a more complicated example of optimized tDFG. To see how

the equivalence rules rewrite the program, first expand all the tensors to the full array, and

exchange the shift nodes to the final output of the tDFG (ommitted in Fig 7.6). Use Eq. B.1b

and Eq. B.1a to add v0 and v2 together. Since we are multiplying by a constant 𝐶0 and 𝐶1,

we can use distributive rule to swap the addition and multiplication. The optimized tDFG

reuses the computated results and avoids unnecessary data movements.
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Equality Graphs We leverage equality graphs (e-graphs) to efficiently search the optimal

tDFG in the design space. Equality graphs represent all possible rewrites of an expression

tree. Given a rewrite rule 𝑒1 → 𝑒2 for two expressions 𝑒1, 𝑒2, an e-graph will apply it to all

matches in its underlying expression tree. These nondestructive updates are performed by

marking 𝑒1 and 𝑒2 as equivalent. Given a set of rewrite rules, all possible permutations of

the original expression tree are discovered by continuously applying them. The final tDFG

selection is based on architecture-informed cost metrics combining the estimated latency of

move vs. compute node, the amount of moved/broadcast data, as well as the number of

computations.
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dant memory mappings for fast access to large memories. In Proceedings of the 42nd
Annual International Symposium on Computer Architecture, ISCA ’15, page 66–78,
New York, NY, USA, 2015. Association for Computing Machinery.

[183] Hamza Rihani, Peter Sanders, and Roman Dementiev. Multiqueues: Simple relaxed
concurrent priority queues. In Proceedings of the 27th ACM Symposium on Parallelism

234



in Algorithms and Architectures, SPAA ’15, page 80–82, New York, NY, USA, 2015.
Association for Computing Machinery.
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