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## CHAPTER 1

## Simplifying $D$-Dimensional Physical-State Sums in Gauge Theory and Gravity

We provide two independent systematic methods of performing $D$-dimensional physical-state sums in gauge theory and gravity in such a way so that spurious light-cone singularities are not introduced. A natural application is to generalized unitarity in the context of dimensional regularization or theories in higher spacetime dimensions. Other applications include squaring matrix elements to obtain cross sections, and decompositions in terms of gauge-invariant tensors.

### 1.1 Introduction

The past years have seen remarkable advances to our ability to calculate scattering amplitudes in perturbative quantum field theory. On the one hand, much of this progress relies on choices of variables that exploit the four-dimensional nature of the kinematics, such as spinor-helicity [6, 7, 8, 9, 10] or momentum-twistor [11] variables. On the other hand, for certain problems it is favorable to work in arbitrary dimension $D$. For example, $D$-dimensional methods proved useful in the recent evaluation of the conservative two-body Hamiltonian for spinless black holes to order $G^{3}$ [12, 13], relevant to gravitational-wave physics studied by the LIGO and Virgo collaborations [14, 15].

In multiloop calculations, the preferred regularization scheme is dimensional regularization [16]. Occasionally, subtleties arise when one combines four-dimensional methods with dimensional regularization. In these instances $D$-dimensional methods are necessary, as
was the case for example in the recent reexamination of the two-loop counterterm of pure gravity [17. Furthermore, we are often interested in performing a calculation in a generic dimension. The calculation of the gravitational potential between two scalar particles in arbitrary dimension at order $G^{2}[18]$ is a recent illustration.

A prominent method used in $D$-dimensional calculations is generalized unitarity. Generalized unitarity was orginally developed for four-dimensional computations [19, 20], but has since been extended to higher dimensions [21, 22, 23, 24, 25, 26, 27, 28, 29]. D-dimensional generalized unitarity has been employed in calculations pertaining to phenomenology at the Large Hadron Collider (LHC) (see for e.g. [30, 31]), as well as in the study of supersymmetric theories [32]. It meshes well with other modern amplitudes techniques, such as the double copy [33, 34, 35], and as such is a natural tool for computations in gravitational theories [36, 37, 38]. Recently, Ref. [39] used generalized unitarity for a worldsheet theory. These important and diverse results underline the significance of simplifying as much as possible the implementation of $D$-dimensional generalized unitarity.

A difficulty we encounter when we work in $D$ dimensions is that physical-state sums for gluons and gravitons introduce spurious light-cone singularities that complicate the calculation. If we do not eliminate these spurious singularities at the level of the integrand, we have to regularize them with the Mandelstam-Leibbrandt [40, 41] or principle-value [42, 43, 44] prescription for example, which complicates integration.

In this chapter we develop two methods for performing these sums so that we do not introduce spurious singularities. Refs. [45, 12, 13, 46] showed that in certain four-point amplitudes by appropriate arrangements the spurious light-cone singularities automatically drop out in generalized-unitary cuts. Here we provide methods to systematically eliminate such spurious singularities from any generalized-unitarity cut or any sewing involving gaugeinvariant quantities at any loop order.

We may apply our methods to a variety of situations, some of which we depict in Fig. 1.1. For calculations based on generalized unitarity [19, 20], while in some cases it is sufficient to compute the generalized-unitarity cuts in four-dimensions [47, 48], in others we need to know


Figure 1.1: Examples of calculations where we may apply the techniques of this chapter: (a) integrand-level generalized-unitarity cut and (b) squared matrix elements for cross sections. The blobs represent amplitudes. All exposed lines are taken as on shell. The internal exposed lines indicate gauge-particle legs that we intend to sew.
them in $D=4-2 \epsilon$ dimensions [21, 22, 23, 24, 25, 26, 27, 28, 29]. In some cases, matrixelement squares, useful in calculations of cross sections, are calculated in $D$ dimensions [49, 50, 51, 52]. Furthermore, a useful technique that relies on physical-state sums is the decomposition of an amplitude into gauge-invariant tensors [53, 54, 55, 56, 57, 58.

In this chapter we provide two independent methods of performing the physical-state sums so that we do not introduce spurious singularities. In the first method we identify gauge-invariant subpieces (two in gauge theory and three in gravity) of our expression and perform the physical-state sum for each subpiece separately. This allows us to substitute the physical-state projectors with replacements rules for the individual subpieces that do not contain spurious singularities. In our second method we provide a simple systematic way to make a gauge-invariant quantity obey the generalized Ward identity, such that the spurious-singularity pieces automatically drop out of the physical-state sum. We find that there are certain limitations in the applicability of the second approach, which however are not relevant for many practical purposes.

We focus on theories that contain scalars, photons, gluons and gravitons for concreteness. However, we may straightforwardly apply our techniques to theories with different matter content. Some examples are theories that contain fermions or higher-spin fields [46, 59].

We organize the remainder of the chapter as follows. In Sect. 1.2 we review a few properties that are useful for our purposes and establish our conventions. In Sect. 1.3 we
discuss our first method of performing the physical-state sums. We describe how to isolate the gauge-invariant subpieces of an expression and how to perform the physical-state sum for each one. In Sect. 1.4 we describe our second method. We explain how to bring an expression in the appropriate form and how to use that form to remove the spurious-singularity pieces from the physical-state projectors. We present our conclusions in Sect. 1.5.

### 1.2 Background and definitions

In this chapter we study gauge and gravitational theories. We refer to the particles associated with these theories, namely the gluon and the graviton, as gauge particles. We describe the state of a gluon by a null polarization vector $\varepsilon^{\mu}$, as appropriate for circular polarization. We express the polarization tensor that describes the state of the graviton as a product of two factors of the polarization vector of the gluon, $\varepsilon^{\mu \nu}=\varepsilon^{\mu} \varepsilon^{\nu}$. This polarization tensor is traceless since the gluon polarization vectors are taken to be null. With this construction we may collectively describe the gauge particle by its polarization vector $\varepsilon^{\mu}$.

We analyse the sewing of gauge-invariant quantities. By sewing we refer to performing the physical-state sum of some gauge-particle legs that belong to these quantities. We denote gauge-invariant quantities by $\mathcal{A}$ and refer to them as amplitudes. Our results, however, apply to any gauge-invariant quantities. They apply for example to higher-loop generalizedunitarity cuts [19, 20] or gauge-invariant tensors [53, 54, 55, 56, 57, 58].

When a quantity is gauge invariant, then it satisfies the Ward identity (WI) for each gauge particle. The WI states that when the polarization vector of a single gauge particle $\varepsilon$ is replaced by the particle's momentum $p$, then the amplitude vanishes:

$$
\begin{equation*}
\left.\mathcal{A}\right|_{\varepsilon_{\mu} \rightarrow p_{\mu}}=0 \quad \text { (gauge theory), }\left.\mathcal{A}\right|_{\varepsilon_{\mu} \varepsilon_{\nu} \rightarrow p_{\mu} q_{\nu}}=0 \quad \text { (gravity). } \tag{1.1}
\end{equation*}
$$

In the gravitational case, one of the two factors of the polarization vector is replaced by the corresponding momentum, while the other one by an arbitrary vector $q^{2} 1 \mathbb{1}$. We emphasize

[^0]that this property is only true upon use of the on-shell conditions. In gravity we have to use the on-shell conditions both before and after the above replacement. Namely, one must use the mass-shell condition for every particle $\left(p_{i}^{2}=m_{i}^{2}\right)$, momentum conservation $\left(\sum_{i} p_{i}=0\right.$, where we take all particles to be outgoing), and the fact that polarization vectors are null $\left(\varepsilon_{i}^{2}=0\right)$ and transverse $\left(\varepsilon_{i} \cdot p_{i}=0\right)$.

When sewing gauge-invariant quantities, one is instructed to sum over the physical polarizations of the gauge particles of interest. This sum is equal to the physical-state projector. We occasionally refer to performing this sum as inserting the projector. In gauge theory we have

$$
\begin{equation*}
P^{\mu \nu}(p, q)=\sum_{\text {pols. }} \varepsilon^{\mu}(-p) \varepsilon^{\nu}(p)=\eta^{\mu \nu}-\frac{q^{\mu} p^{\nu}+p^{\mu} q^{\nu}}{q \cdot p} \tag{1.2}
\end{equation*}
$$

while in gravity

$$
\begin{equation*}
P^{\mu \nu \alpha \beta}(p, q)=\sum_{\text {pols. }} \varepsilon^{\mu \nu}(-p) \varepsilon^{\alpha \beta}(p)=\frac{1}{2}\left(P^{\mu \alpha} P^{\nu \beta}+P^{\nu \alpha} P^{\mu \beta}\right)-\frac{1}{D-2} P^{\mu \nu} P^{\alpha \beta} \tag{1.3}
\end{equation*}
$$

In both cases $p$ is the momentum of the gauge particle in question, $q$ is an arbitrary null vector and $D$ is the dimension of spacetime. We observe that insertions of the physical-state projectors introduce spurious light-cone singularities $1 / q \cdot p$. We call them spurious because they drop out from the final expression, appearing only in intermediate steps of calculations.

In this chapter we develop strategies that allow us to effectively ${ }^{2}$ make the following replacement in Eqs. (1.2) and (1.3):

$$
\begin{equation*}
P^{\mu \nu}(p, q) \rightarrow \eta^{\mu \nu} \tag{1.4}
\end{equation*}
$$

Specifically, for gravity we effectively get

$$
\begin{equation*}
P^{\mu \nu \alpha \beta}(p, q) \rightarrow \frac{1}{2}\left(\eta_{\mu \alpha} \eta_{\nu \beta}+\eta_{\mu \beta} \eta_{\nu \alpha}-\frac{2}{D-2} \eta_{\mu \nu} \eta_{\alpha \beta}\right) \tag{1.5}
\end{equation*}
$$

where on the right-hand side we recognize the de Donder projector. Our methods allow us to use Feynman-gauge-like and de Donder-gauge-like sewing rules, while at the same time not introduce any ghost degrees of freedom. We do not achieve this by choosing a specific gauge. Rather, we phrase the whole discussion in terms of on-shell objects.

[^1]

Figure 1.2: The scalar-QED generalized-unitarity cut studied in Sect. 1.3.1. The two blobs are Compton amplitudes in this theory. Solid lines correspond to scalar particles and wiggly lines correspond to photons. External momenta are taken outgoing while internal momenta flow to the right. All exposed lines are taken as on shell.

### 1.3 Spurious-singularity-free replacement rules

In this section we derive a set of replacement rules that may be used to perform the physicalstate sums in gauge theory and gravity. These rules do not contain spurious singularities while using them is equivalent to using Eqs. (1.2) and (1.3). The only requirement for applying these rules is that the quantities being sewn obey the WI.

As a warm-up to the general case, we consider a simple example in scalar QED that demonstrates the basic idea. We proceed to discuss our method in general. Then, we provide a summary of our results. Finally, we conclude this section by studying an involved example in detail.

### 1.3.1 Demonstration in a simple example

Here we wish to demonstrate our method with a simple example. In particular, we compute the one-loop generalized-unitarity cut of Fig. 1.2 without introducing spurious singularities. We take the external particles to be massive scalars while the internal particles are photons. We compute the generalized-unitarity cut in question by sewing two factors of the Compton amplitude of scalar QED. At the level of the Compton amplitudes, all particles are taken as on shell. We choose to consider scalar QED due to the compactness of the expression. Refs. [45, 46] calculated corresponding cuts in gravity.


Figure 1.3: The three Feynman diagrams we need to calculate in order to get the scalar-QED amplitudes of Eq. (1.6). The solid line represents a scalar particle while the wiggly lines represent photons. We take all momenta to be outgoing.

We set the couplings to unity for convenience. We denote the two Compton amplitudes that enter our example by $\mathcal{A}_{L}$ and $\mathcal{A}_{R}$. We have

$$
\begin{align*}
& \mathcal{A}_{L}=2 i\left(\frac{p_{4} \cdot \varepsilon_{1} p_{3} \cdot \varepsilon_{2}}{p_{1} \cdot p_{4}}+\frac{p_{4} \cdot \varepsilon_{2} p_{3} \cdot \varepsilon_{1}}{p_{1} \cdot p_{3}}+\varepsilon_{1} \cdot \varepsilon_{2}\right), \\
& \mathcal{A}_{R}=2 i\left(\frac{p_{6} \cdot \varepsilon_{-1} p_{5} \cdot \varepsilon_{-2}}{-p_{1} \cdot p_{6}}+\frac{p_{6} \cdot \varepsilon_{-2} p_{5} \cdot \varepsilon_{-1}}{-p_{1} \cdot p_{5}}+\varepsilon_{-1} \cdot \varepsilon_{-2}\right), \tag{1.6}
\end{align*}
$$

where $\varepsilon_{i} \equiv \varepsilon\left(p_{i}\right)$ and $\varepsilon_{-i} \equiv \varepsilon\left(-p_{i}\right)$. We present the Feynman diagrams needed to calculate $\mathcal{A}_{L}$ in Fig. 1.3. We use the on-shell conditions to reduce $\mathcal{A}_{L}$ to a basis of Lorentz-invariant products. Namely, we solve momentum conservation as $p_{2}=-p_{1}-p_{3}-p_{4}$ and impose $\varepsilon_{2} \cdot p_{1}=-\varepsilon_{2} \cdot p_{3}-\varepsilon_{2} \cdot p_{4}$ and $p_{3} \cdot p_{4}=-p_{1} \cdot p_{3}-p_{1} \cdot p_{4}-m_{L}^{2}$, where $m_{L}$ is the mass of the scalar. We obtain $\mathcal{A}_{R}$ by the appropriate relabelling.

We wish to sew both photon-legs 1 and 2, so that we obtain the generalized-unitarity cut depicted in Fig. 1.2. We start by summing over the physical polarizations of photon-leg 1. We denote this sum as $\sum_{1}$. We have

$$
\begin{equation*}
\sum_{1} \mathcal{A}_{L} \mathcal{A}_{R}=\mathcal{C}_{0}^{\mu \nu} \sum_{1} \varepsilon_{1 \mu} \varepsilon_{-1 \nu} \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu} \equiv-4\left(\frac{p_{3} \cdot \varepsilon_{2}}{p_{1} \cdot p_{4}} p_{4}^{\mu}+\frac{p_{4} \cdot \varepsilon_{2}}{p_{1} \cdot p_{3}} p_{3}^{\mu}+\varepsilon_{2}^{\mu}\right)\left(\frac{p_{5} \cdot \varepsilon_{-2}}{-p_{1} \cdot p_{6}} p_{6}^{\nu}+\frac{p_{6} \cdot \varepsilon_{-2}}{-p_{1} \cdot p_{5}} p_{5}^{\nu}+\varepsilon_{-2}^{\nu}\right) . \tag{1.8}
\end{equation*}
$$

We build $\mathcal{C}_{0}^{\mu \nu}$ out of the remaining momenta and polarization vectors. Importantly, it does not contain the metric $\eta^{\mu \nu}$. Observe that

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu} p_{1 \mu}=\mathcal{C}_{0}^{\mu \nu} p_{1 \nu}=0 \tag{1.9}
\end{equation*}
$$

This is a consequence of the WI for particle 1 , obeyed by $\mathcal{A}_{L}$ and $\mathcal{A}_{R}$. We can see this explicitly as follows. If we define $\mathcal{A}_{L}^{\mu}$ by $\mathcal{A}_{L}=\varepsilon_{1 \mu} \mathcal{A}_{L}^{\mu}$ and similarly for $\mathcal{A}_{R}^{\nu}$, then we have

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu}=\mathcal{A}_{L}^{\mu} \mathcal{A}_{R}^{\nu} \tag{1.10}
\end{equation*}
$$

Then the WI for the two amplitudes (Eq. (1.1)) reads

$$
\begin{equation*}
p_{1 \mu} \mathcal{A}_{L}^{\mu}=p_{1 \nu} \mathcal{A}_{R}^{\nu}=0 \tag{1.11}
\end{equation*}
$$

We call $\mathcal{A}_{L}^{\mu}$ and $\mathcal{A}_{R}^{\nu}$ transverse because they obey the above property. We observe that in this case we may write $\mathcal{C}_{0}^{\mu \nu}$ as a product of two transverse objects.

Using Eq. (1.9) we may simplify the insertion of the projector. Focusing on the spurious singularity piece of the projector (Eq. (1.2) ), we have

$$
\begin{equation*}
\left(\sum_{1} \mathcal{A}_{L} \mathcal{A}_{R}\right)_{\text {spurious sing. }}=\frac{1}{p_{1} \cdot q}\left(\mathcal{C}_{0}^{\mu \nu} p_{1 \mu} q_{\nu}+\mathcal{C}_{0}^{\mu \nu} p_{1 \nu} q_{\mu}\right)=0 \tag{1.12}
\end{equation*}
$$

Then the full expression becomes

$$
\begin{align*}
\sum_{1} \mathcal{A}_{L} \mathcal{A}_{R} & =\mathcal{C}_{0}^{\mu \nu} \sum_{1} \varepsilon_{1 \mu} \varepsilon_{-1 \nu}=\mathcal{C}_{0}^{\mu \nu} \eta_{\mu \nu} \\
& =4\left(\frac{p_{4} \cdot p_{6} p_{3} \cdot \varepsilon_{2} p_{5} \cdot \varepsilon_{-2}}{p_{1} \cdot p_{4} p_{1} \cdot p_{6}}+\frac{p_{4} \cdot p_{5} p_{3} \cdot \varepsilon_{2} p_{6} \cdot \varepsilon_{-2}}{p_{1} \cdot p_{4} p_{1} \cdot p_{5}}-\frac{p_{3} \cdot \varepsilon_{2} p_{4} \cdot \varepsilon_{-2}}{p_{1} \cdot p_{4}}\right.  \tag{1.13}\\
& +\frac{p_{3} \cdot p_{6} p_{4} \cdot \varepsilon_{2} p_{5} \cdot \varepsilon_{-2}}{p_{1} \cdot p_{3} p_{1} \cdot p_{6}}+\frac{p_{3} \cdot p_{5} p_{4} \cdot \varepsilon_{2} p_{6} \cdot \varepsilon_{-2}}{p_{1} \cdot p_{3} p_{1} \cdot p_{5}}-\frac{p_{4} \cdot \varepsilon_{2} p_{3} \cdot \varepsilon_{-2}}{p_{1} \cdot p_{3}} \\
& \left.+\frac{p_{6} \cdot \varepsilon_{2} p_{5} \cdot \varepsilon_{-2}}{p_{1} \cdot p_{6}}+\frac{p_{5} \cdot \varepsilon_{2} p_{6} \cdot \varepsilon_{-2}}{p_{1} \cdot p_{5}}-\varepsilon_{2} \cdot \varepsilon_{-2}\right) .
\end{align*}
$$

Next, we wish to sew photon-leg 2. Before we proceed, we reduce our expression to a basis of Lorentz-invariant products. Namely, we solve momentum conservation as $p_{1}=-p_{2}+p_{5}+p_{6}$ and $p_{3}=-p_{4}-p_{5}-p_{6}$. Any other choice would be equally valid. We impose the trasversality
conditions, $\varepsilon_{ \pm 2} \cdot p_{2}=0$, and the mass-shell conditions. We find

$$
\begin{align*}
\sum_{1} \mathcal{A}_{L} \mathcal{A}_{R} & =\mathcal{C}_{0}^{\mu \nu} \eta_{\mu \nu} \\
& =4\left(-\frac{\left(p_{2} \cdot p_{5}+p_{2} \cdot p_{6}+p_{4} \cdot p_{5}\right)\left(p_{4}+p_{5}+p_{6}\right) \cdot \varepsilon_{2} p_{5} \cdot \varepsilon_{-2}}{p_{2} \cdot p_{5} p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}\right. \\
& +\frac{p_{4} \cdot p_{5}\left(p_{4}+p_{5}+p_{6}\right) \cdot \varepsilon_{2} p_{6} \cdot \varepsilon_{-2}}{p_{2} \cdot p_{6} p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}-\frac{\left(p_{4}+p_{5}+p_{6}\right) \cdot \varepsilon_{2} p_{4} \cdot \varepsilon_{-2}}{p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}  \tag{1.14}\\
& +\frac{p_{4} \cdot p_{5} p_{4} \cdot \varepsilon_{2} p_{5} \cdot \varepsilon_{-2}}{p_{2} \cdot p_{4} p_{2} \cdot p_{5}}-\frac{\left(p_{2} \cdot p_{5}+p_{2} \cdot p_{6}+p_{4} \cdot p_{5}\right) p_{4} \cdot \varepsilon_{2} p_{6} \cdot \varepsilon_{-2}}{p_{2} \cdot p_{4} p_{2} \cdot p_{6}} \\
& \left.+\frac{p_{4} \cdot \varepsilon_{2}\left(p_{4}+p_{5}+p_{6}\right) \cdot \varepsilon_{-2}}{p_{2} \cdot p_{4}}+\frac{p_{6} \cdot \varepsilon_{2} p_{5} \cdot \varepsilon_{-2}}{p_{2} \cdot p_{5}}+\frac{p_{5} \cdot \varepsilon_{2} p_{6} \cdot \varepsilon_{-2}}{p_{2} \cdot p_{6}}-\varepsilon_{2} \cdot \varepsilon_{-2}\right)
\end{align*}
$$

Now we may sew particle 2,

$$
\begin{equation*}
\sum_{1,2} \mathcal{A}_{L} \mathcal{A}_{R}=\sum_{2} \mathcal{C}_{0}^{\mu \nu} \eta_{\mu \nu}=\tilde{\mathcal{C}}_{0}^{\mu \nu} \sum_{2} \varepsilon_{2 \mu} \varepsilon_{-2 \nu}-4 \sum_{2} \varepsilon_{2} \cdot \varepsilon_{-2} \tag{1.15}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{\mathcal{C}}_{0}^{\mu \nu} & =4\left(-\frac{\left(p_{2} \cdot p_{5}+p_{2} \cdot p_{6}+p_{4} \cdot p_{5}\right)\left(p_{4}^{\mu}+p_{5}^{\mu}+p_{6}^{\mu}\right) p_{5}^{\nu}}{p_{2} \cdot p_{5} p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}\right. \\
& +\frac{p_{4} \cdot p_{5}\left(p_{4}^{\mu}+p_{5}^{\mu}+p_{6}^{\mu}\right) p_{6}^{\nu}}{p_{2} \cdot p_{6} p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}-\frac{\left(p_{4}^{\mu}+p_{5}^{\mu}+p_{6}^{\mu}\right) p_{4}^{\nu}}{p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}  \tag{1.16}\\
& +\frac{p_{4} \cdot p_{5} p_{4}^{\mu} p_{5}^{\nu}}{p_{2} \cdot p_{4} p_{2} \cdot p_{5}}-\frac{\left(p_{2} \cdot p_{5}+p_{2} \cdot p_{6}+p_{4} \cdot p_{5}\right) p_{4}^{\mu} p_{6}^{\nu}}{p_{2} \cdot p_{4} p_{2} \cdot p_{6}} \\
& \left.+\frac{p_{4}^{\mu}\left(p_{4}^{\nu}+p_{5}^{\nu}+p_{6}^{\nu}\right)}{p_{2} \cdot p_{4}}+\frac{p_{6}^{\mu} p_{5}^{\nu}}{p_{2} \cdot p_{5}}+\frac{p_{5}^{\mu} p_{6}^{\nu}}{p_{2} \cdot p_{6}}\right)
\end{align*}
$$

Again, $\tilde{\mathcal{C}}_{0}^{\mu \nu}$ is built out of the remaining momenta and does not contain the metric. One may verify that

$$
\begin{equation*}
\tilde{\mathcal{C}}_{0}^{\mu \nu} p_{2 \mu}=\tilde{\mathcal{C}}_{0}^{\mu \nu} p_{2 \nu}=0 \tag{1.17}
\end{equation*}
$$

This time this property does not straightforwardly follow from the WI of the two amplitudes (indeed, we cannot write $\tilde{\mathcal{C}}_{0}^{\mu \nu}$ as a product of two transverse objects). We discuss this property in detail in the next subsection. A hint about why it holds is that the whole expression obeys the WI for particle 2 and so does the term $\varepsilon_{2} \cdot \varepsilon_{-2}$ by itself, since $\varepsilon_{ \pm 2} \cdot p_{2}=0$.

Delaying its explanation, we may use the above observation to simplify the sewing of particle 2 :

$$
\begin{equation*}
\sum_{1,2} \mathcal{A}_{L} \mathcal{A}_{R}=\tilde{\mathcal{C}}_{0}^{\mu \nu} \sum_{2} \varepsilon_{2 \mu} \varepsilon_{-2 \nu}-4 \sum_{2} \varepsilon_{2} \cdot \varepsilon_{-2}=\tilde{\mathcal{C}}_{0}^{\mu \nu} \eta_{\mu \nu}-4 \sum_{2} \varepsilon_{2} \cdot \varepsilon_{-2} . \tag{1.18}
\end{equation*}
$$

We complete our example by performing the remaining sum,

$$
\begin{equation*}
\sum_{2} \varepsilon_{2} \cdot \varepsilon_{-2}=D-2 \tag{1.19}
\end{equation*}
$$

where $D$ is the dimension of spacetime. We obtain the above by dotting Eq. (1.2) with the metric $\eta_{\mu \nu}$. Finally,

$$
\begin{align*}
\sum_{1,2} \mathcal{A}_{L} \mathcal{A}_{R} & =\tilde{\mathcal{C}}_{0}^{\mu \nu} \eta_{\mu \nu}-4(D-2) \\
& =4\left(-\frac{\left(p_{2} \cdot p_{5}+p_{2} \cdot p_{6}+p_{4} \cdot p_{5}\right)\left(p_{4}+p_{5}+p_{6}\right) \cdot p_{5}}{p_{2} \cdot p_{5} p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}\right. \\
& +\frac{p_{4} \cdot p_{5}\left(p_{4}+p_{5}+p_{6}\right) \cdot p_{6}}{p_{2} \cdot p_{6} p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}-\frac{\left(p_{4}+p_{5}+p_{6}\right) \cdot p_{4}}{p_{2} \cdot\left(p_{4}+p_{5}+p_{6}\right)}  \tag{1.20}\\
& +\frac{p_{4} \cdot p_{5} p_{4} \cdot p_{5}}{p_{2} \cdot p_{4} p_{2} \cdot p_{5}}-\frac{\left(p_{2} \cdot p_{5}+p_{2} \cdot p_{6}+p_{4} \cdot p_{5}\right) p_{4} \cdot p_{6}}{p_{2} \cdot p_{4} p_{2} \cdot p_{6}} \\
& \left.+\frac{p_{4} \cdot\left(p_{4}+p_{5}+p_{6}\right)}{p_{2} \cdot p_{4}}+\frac{p_{6} \cdot p_{5}}{p_{2} \cdot p_{5}}+\frac{p_{5} \cdot p_{6}}{p_{2} \cdot p_{6}}\right)-4(D-2) .
\end{align*}
$$

We conclude that we may perform both sewings without introducing any spurious singularities.

### 1.3.2 The general case

Now we take up the discussion of the general case of summing over the physical polarizations of a gauge particle. We denote the polarization vectors and momenta of the gauge-particle legs being sewn as $\varepsilon_{+} \equiv \varepsilon(p)$ and $p$, and $\varepsilon_{-} \equiv \varepsilon(-p)$ and $(-p)$ respectively. We write $\sum_{\text {pols. }}$ for the sum over the physical polarizations of the gauge particle.

Claim: Given a quantity $C$ that obeys the Ward identity (Eq. (1.1)) for both $\varepsilon_{+}$and $\varepsilon_{-}$, we may perform the sum

$$
\begin{equation*}
\sum_{\text {pols. }} C \tag{1.21}
\end{equation*}
$$

in terms of a set of spurious-singularity-free replacements rules. We collect these rules in Eq. (1.42) for gauge theory and Eq. 1.45 ) for gravity.

We proceed to prove the above claim in the cases of gauge theory and gravity separately.

### 1.3.2.1 Proof in gauge theory

In the case of gauge theory, the quantity $C$ may be written as

$$
\begin{equation*}
C=\mathcal{C}_{0}^{\mu \nu} \varepsilon_{+\mu} \varepsilon_{-\nu}+\mathcal{C}_{1} \varepsilon_{+} \cdot \varepsilon_{-} \tag{1.22}
\end{equation*}
$$

where we build $\mathcal{C}_{0}^{\mu \nu}$ and $\mathcal{C}_{1}$ out of the remaining momenta and polarization vectors. We note that $\mathcal{C}_{0}^{\mu \nu}$ does not contain the metric $\eta^{\mu \nu}$. In other words, there is no ambiguity in splitting $C$ into these two pieces.

At this point we reduce $C$ to a basis of Lorentz-invariant products using momentum conservation and the on-shell conditions. Specifically, we impose the transversality condition $\left(\varepsilon_{ \pm} \cdot p=0\right)$. For example, if we choose to solve momentum conservation such that $p$ is one of the independent momenta appearing in our basis, then we may decompose $\mathcal{C}_{0}^{\mu \nu}$ as

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu}=Q^{\mu \nu}+Q_{+}^{\mu} p^{\nu}+Q_{-}^{\nu} p^{\mu}+Q_{0} p^{\mu} p^{\nu} \tag{1.23}
\end{equation*}
$$

Then, due to the transversality condition we have

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu} \varepsilon_{+\mu} \varepsilon_{-\nu}=Q^{\mu \nu} \varepsilon_{+\mu} \varepsilon_{-\nu} . \tag{1.24}
\end{equation*}
$$

We note that we do not have to choose the above basis.
Next, being gauge invariant, $C$ obeys the WI for the two legs in question:

$$
\begin{equation*}
\left.C\right|_{\varepsilon_{+} \rightarrow p}=0,\left.\quad C\right|_{\varepsilon_{-} \rightarrow p}=0 \tag{1.25}
\end{equation*}
$$

We observe that so does $\varepsilon_{+} \cdot \varepsilon_{-}$since $\varepsilon_{ \pm} \cdot p=0$. We conclude that the last term must also obey the WI:

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu} \varepsilon_{+\mu} p_{\nu}=0, \quad \mathcal{C}_{0}^{\mu \nu} p_{\mu} \varepsilon_{-\nu}=0 \tag{1.26}
\end{equation*}
$$

We now argue that the stronger condition

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu} p_{\nu}=0, \quad \mathcal{C}_{0}^{\mu \nu} p_{\mu}=0 \tag{1.27}
\end{equation*}
$$

follows from the above. Indeed, that would not be the case only if we needed to use some of the special properties of the polarization vectors in Eq. 1.26 . Those properties are

$$
\begin{equation*}
\varepsilon_{ \pm} \cdot p=0 \quad \text { and } \quad \varepsilon_{ \pm}^{2}=0 \tag{1.28}
\end{equation*}
$$

The null condition is not required, since $\mathcal{C}_{0}^{\mu \nu}$ does not contain $\varepsilon_{ \pm}$. The transversality condition is also not required, since we have reduced $\mathcal{C}_{0}^{\mu \nu}$ to a basis of Lorentz-invariant products (this is most easily seen in a basis where $p$ is one of the independent momenta).

Using this property we may cancel the spurious-singularity piece of the projector

$$
\begin{equation*}
\left(\mathcal{C}_{0}^{\mu \nu} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{-\nu}\right)_{\text {spurious sing. }}=\frac{1}{p \cdot q}\left(\mathcal{C}_{0}^{\mu \nu} p_{\mu} q_{\nu}+\mathcal{C}_{0}^{\mu \nu} p_{\nu} q_{\mu}\right)=0 \tag{1.29}
\end{equation*}
$$

Then we find

$$
\begin{equation*}
\sum_{\text {pols. }} C=\mathcal{C}_{0}^{\mu \nu} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{-\nu}+\mathcal{C}_{1} \sum_{\text {pols. }} \varepsilon_{+} \cdot \varepsilon_{-}=\mathcal{C}_{0}^{\mu \nu} \eta_{\mu \nu}+\mathcal{C}_{1}(D-2) \tag{1.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{\text {pols. }} \varepsilon_{+} \cdot \varepsilon_{-}=D-2 \tag{1.31}
\end{equation*}
$$

and $D$ is the spacetime dimension.
From Eq. 1.30 we see that performing the physical-state sum at hand is equivalent to using the replacement rule

$$
\begin{equation*}
x_{1}^{\mu} x_{2}^{\nu} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{-\nu} \rightarrow x_{1}^{\mu} x_{2}^{\nu} \eta_{\mu \nu} \tag{1.32}
\end{equation*}
$$

supplemented by Eq. 1.31) in the individual terms in $\sum_{\text {pols. }} C$. By $x_{i}$ we refer to the various vectors that appear in the problem. In this way, by treating the term $\varepsilon_{+} \cdot \varepsilon_{-}$separately we manage to sum over the physical polarizations of the gauge particle without introducing any spurious singularities.

### 1.3.2.2 Proof in gravity

The case of gravity follows in a similar manner. We may write

$$
\begin{equation*}
C=\mathcal{C}_{0}^{\mu \nu \alpha \beta} \varepsilon_{+\mu} \varepsilon_{+\nu} \varepsilon_{-\alpha} \varepsilon_{-\beta}+\mathcal{C}_{1}^{\mu \nu} \varepsilon_{+\mu} \varepsilon_{-\nu}\left(\varepsilon_{+} \cdot \varepsilon_{-}\right)+\mathcal{C}_{2}\left(\varepsilon_{+} \cdot \varepsilon_{-}\right)^{2} \tag{1.33}
\end{equation*}
$$

where we build $\mathcal{C}_{0}^{\mu \nu \alpha \beta}, \mathcal{C}_{1}^{\mu \nu}$ and $\mathcal{C}_{2}$ out of the remaining momenta and polarization vectors. This splitting is unique, since $\mathcal{C}_{0}^{\mu \nu \alpha \beta}$ and $\mathcal{C}_{1}^{\mu \nu}$ do not contain any terms proportional to the metric or combinations of the metric. In writing the above we make use of the fact that the polarization vectors are null $\left(\varepsilon_{ \pm}^{2}=0\right)$. As before, we must also impose the transversality condition $\left(\varepsilon_{ \pm} \cdot p=0\right)$.

We use the fact that $C$ and $\varepsilon_{+} \cdot \varepsilon_{-}$obey the WI to deduce that all three terms individually obey the WI. Then, we may show that

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu \alpha \beta} p_{\mu}=\mathcal{C}_{0}^{\mu \nu \alpha \beta} p_{\nu}=\mathcal{C}_{0}^{\mu \nu \alpha \beta} p_{\alpha}=\mathcal{C}_{0}^{\mu \nu \alpha \beta} p_{\beta}=0 \tag{1.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{C}_{1}^{\mu \nu} p_{\mu}=\mathcal{C}_{1}^{\mu \nu} p_{\nu}=0 \tag{1.35}
\end{equation*}
$$

It then follows from Eq. (1.3) that

$$
\begin{equation*}
\mathcal{C}_{0}^{\mu \nu \alpha \beta} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{+\nu} \varepsilon_{-\alpha} \varepsilon_{-\beta}=\mathcal{C}_{0}^{\mu \nu \alpha \beta} \frac{1}{2}\left(\eta_{\mu \alpha} \eta_{\nu \beta}+\eta_{\mu \beta} \eta_{\nu \alpha}-\frac{2}{D-2} \eta_{\mu \nu} \eta_{\alpha \beta}\right) \tag{1.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{C}_{1}^{\mu \nu} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{-\nu}\left(\varepsilon_{+} \cdot \varepsilon_{-}\right)=\mathcal{C}_{1}^{\mu \nu} \eta_{\mu \nu} \frac{D(D-3) / 2}{D-2} \tag{1.37}
\end{equation*}
$$

Finally, for $\left(\varepsilon_{+} \cdot \varepsilon_{-}\right)^{2}$ we get

$$
\begin{equation*}
\sum_{\text {pols. }}\left(\varepsilon_{+} \cdot \varepsilon_{-}\right)^{2}=D(D-3) / 2 \tag{1.38}
\end{equation*}
$$

Together, our result reads

$$
\begin{align*}
\sum_{\text {pols. }} C & =\mathcal{C}_{0}^{\mu \nu \alpha \beta} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{+\nu} \varepsilon_{-\alpha} \varepsilon_{-\beta}+\mathcal{C}_{1}^{\mu \nu} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{-\nu}\left(\varepsilon_{+} \cdot \varepsilon_{-}\right)+\mathcal{C}_{2} \sum_{\text {pols. }}\left(\varepsilon_{+} \cdot \varepsilon_{-}\right)^{2} \\
& =\mathcal{C}_{0}^{\mu \nu \alpha \beta} \frac{1}{2}\left(\eta_{\mu \alpha} \eta_{\nu \beta}+\eta_{\mu \beta} \eta_{\nu \alpha}-\frac{2}{D-2} \eta_{\mu \nu} \eta_{\alpha \beta}\right)+\mathcal{C}_{1}^{\mu \nu} \eta_{\mu \nu} \frac{D(D-3) / 2}{D-2}+\mathcal{C}_{2} D(D-3) / 2 \tag{1.39}
\end{align*}
$$

Eq. (1.39) suggests that performing the physical-state sum of the graviton leg in question is equivalent to using the replacement rules

$$
\begin{align*}
x_{1}^{\mu} x_{2}^{\nu} x_{3}^{\alpha} x_{4}^{\beta} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{+\nu} \varepsilon_{-\alpha} \varepsilon_{-\beta} & \rightarrow x_{1}^{\mu} x_{2}^{\nu} x_{3}^{\alpha} x_{4}^{\beta} \frac{1}{2}\left(\eta_{\mu \alpha} \eta_{\nu \beta}+\eta_{\mu \beta} \eta_{\nu \alpha}-\frac{2}{D-2} \eta_{\mu \nu} \eta_{\alpha \beta}\right), \\
x_{1}^{\mu} x_{2}^{\nu} \sum_{\text {pols. }} \varepsilon_{+\mu} \varepsilon_{-\nu}\left(\varepsilon_{+} \cdot \varepsilon_{-}\right) & \rightarrow x_{1}^{\mu} x_{2}^{\nu} \eta_{\mu \nu} \frac{D(D-3) / 2}{D-2} \tag{1.40}
\end{align*}
$$

along with Eq. (1.38) in the individual terms in $\sum_{\text {pols. }} C$. By $x_{i}$ we denote the various vectors that appear in the calculation. In this way, we may avoid introducing spurious singularities if we treat the various terms separately.

### 1.3.3 Summary

Here we summarize our results. We emphasize that we need to reduce the gauge-invariant quantity under study to a basis of Lorentz-invariant products before we use the following replacement rules. We use the right arrow $(\rightarrow)$ to indicate that the relation stated is not true term by term; but rather, when we apply it to each term, we reproduce the whole expression correctly. We emphasize that our rules are not equivalent to simply dropping the spurious-singularity pieces. For convenience we repeat Eqs. (1.2) and (1.3).

### 1.3.3.1 Gauge theory

The physical-state projector:

$$
\begin{equation*}
P^{\mu \nu}(p, q)=\sum_{\text {pols. }} \varepsilon^{\mu}(-p) \varepsilon^{\nu}(p)=\eta^{\mu \nu}-\frac{q^{\mu} p^{\nu}+p^{\mu} q^{\nu}}{q \cdot p} \tag{1.41}
\end{equation*}
$$

Equivalent spurious-singularity-free rules:

$$
\begin{align*}
x_{1}^{\mu} x_{2}^{\nu} & \sum_{\text {pols. }} \varepsilon_{\mu}(-p) \varepsilon_{\nu}(p) \rightarrow x_{1}^{\mu} x_{2}^{\nu} \eta_{\mu \nu}  \tag{1.42}\\
& \sum_{\text {pols. }} \varepsilon(-p) \cdot \varepsilon(p)=D-2
\end{align*}
$$

where the $x_{i}$ refer to momenta and polarization vectors that appear in the problem.

### 1.3.3.2 Gravity

The physical-state projector:

$$
\begin{equation*}
P^{\mu \nu \alpha \beta}(p, q)=\sum_{\text {pols. }} \varepsilon^{\mu \nu}(-p) \varepsilon^{\alpha \beta}(p)=\frac{1}{2}\left(P^{\mu \alpha} P^{\nu \beta}+P^{\nu \alpha} P^{\mu \beta}\right)-\frac{1}{D-2} P^{\mu \nu} P^{\alpha \beta} \tag{1.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon^{\mu \nu}(-p)=\varepsilon^{\mu}(-p) \varepsilon^{\nu}(-p), \quad \varepsilon^{\alpha \beta}(p)=\varepsilon^{\alpha}(p) \varepsilon^{\beta}(p) \tag{1.44}
\end{equation*}
$$

Equivalent spurious-singularity-free rules:

$$
\begin{align*}
x_{1}^{\mu} x_{2}^{\nu} x_{3}^{\alpha} x_{4}^{\beta} \sum_{\text {pols. }} \varepsilon_{\mu}(-p) \varepsilon_{\nu}(-p) \varepsilon_{\alpha}(p) \varepsilon_{\beta}(p) & \rightarrow x_{1}^{\mu} x_{2}^{\nu} x_{3}^{\alpha} x_{4}^{\beta} \frac{1}{2}\left(\eta_{\mu \alpha} \eta_{\nu \beta}+\eta_{\mu \beta} \eta_{\nu \alpha}-\frac{2}{D-2} \eta_{\mu \nu} \eta_{\alpha \beta}\right) \\
x_{1}^{\mu} x_{2}^{\nu} \sum_{\text {pols. }} \varepsilon_{\mu}(-p) \varepsilon_{\nu}(p)(\varepsilon(-p) \cdot \varepsilon(p)) & \rightarrow x_{1}^{\mu} x_{2}^{\nu} \eta_{\mu \nu} \frac{D(D-3) / 2}{D-2} \\
\sum_{\text {pols. }}(\varepsilon(-p) \cdot \varepsilon(p))^{2} & =D(D-3) / 2 \tag{1.45}
\end{align*}
$$

where the $x_{i}$ refer to momenta and polarization vectors that appear in the problem.

### 1.3.4 An example in detail

In this subsection we discuss the computation of the three-loop generalized-unitarity cut depicted in Fig. 1.4. This is one of the cuts that can be used to construct the conservative twobody Hamiltonian for spinless black holes to order $G^{4}$ following the methods of Ref. [12, 13].

The solid black lines denote massive scalar particles, while the wiggly lines denote gravitons. The blobs correspond to tree-level amplitudes. We may construct them straightforwardly using the Kawai, Lewellen and Tye relations [33] or the Bern, Carrasco and Johansson double copy [34, 35] from the corresponding gauge-theory ones. The exposed lines are taken as on shell. To construct the cut, we have to sew together the tree-level amplitudes, by summing over the physical states propagating through the internal exposed lines.

We take all external particles to be outgoing. We take the internal momenta to flow upwards and to the right. The mass of the lower scalar line is $m_{1}$, while the mass of the upper one is $m_{2}$. In what follows, it is important to impose the on-shell conditions for both external and internal exposed lines.

We avoid introducing spurious singularities by taking the following steps:

- We start by sewing particle 5. To reduce our expression to a basis we, for example, solve momentum conservation as $p_{10}=-p_{1}-p_{5}-p_{6}$ and $p_{11}=-p_{2}-p_{5}$ and impose the remaining on-shell conditions. We may then use the rules developed above.
- We continue to sew leg 6. We must use all on-shell conditions. For example, terms of


Figure 1.4: A three-loop generalized-unitarity cut relevant in the construction of the conservative two-body Hamiltonian for spinless black holes to order $G^{4}$. The blobs represent tree-level amplitudes. The solid lines correspond to scalars while the wiggly ones to gravitons. We take the external particles to be outgoing and the internal momenta to go upwards and to the right. All exposed lines are taken as on shell.
the form $\varepsilon_{i} \cdot p_{i}$ introduced by the above sewing must be set to zero, before applying the replacement rules.

- We now sew leg 7 . Sewing leg 6 introduced $\varepsilon_{i}^{2}$, with $i=7,8,9$, which must be set to zero before the sewing of leg 7 . After we impose all on-shell conditions we may use the spurious-singularity-free replacement rules.
- In a similar manner we sew successively legs 8 and 9 .

We have explicitly verified that this process gives the correct answer, i.e. the one we get by using the physical-state projectors. However, following our approach we do not have to introduce spurious singularities in any of the steps taken.

### 1.4 Generalized Ward identity

In this section we develop an alternative approach to simplifying the physical-state sums. In this approach we bring the amplitudes we wish to sew in a form in which they obey the generalized Ward identity (GWI) for the gauge-particle legs of interest. The GWI is a stronger version of the WI, where the vanishing of the amplitude when we replace a polarization vector with the corresponding momentum (Eq. 1.1) happens without using the
special properties of the remaining polarization vectors. Namely, we do not need to use the null $\left(\varepsilon_{i}^{2}=0\right)$ and transversallity $\left(\varepsilon_{i} \cdot p_{i}=0\right)$ conditions.

We organize this section as follows. We start by demonstrating the idea in a simple example. We proceed to describe how we can manipulate any $n$-point amplitude into obeying the GWI for up to $(n-2)$ external gauge particles. If the external gauge particles are $(n-1)$ or less, then all of them may obey the GWI. Next, we explain how this property allows us to drop the spurious-singularity pieces when we insert the physical-state projectors (Eqs. (1.2) and (1.3)). We discuss some implementation details and limitations of our method. Finally, we conclude by repeating the analysis of the three-loop generalized-unitarity cut of the last section using this second approach.

### 1.4.1 Demonstration in a simple example

We wish to introduce the GWI-based approach in terms of a simple example. In contrast to the procedure described in Sect. 1.3, which targets the sewing step directly, here we manipulate the amplitude we wish to sew in order to bring it to an appropriate form. As we discuss in the following subsections, once the gauge-invariant quantity in question satisfies the GWI, we may insert the physical-state projects with the spurious singularities dropped.

Similarly to Sect. 1.3.1, we demonstrate our method using the Compton amplitude of scalar QED, due to the compactness of the expression. We show that this amplitude in a generic form does not obey the GWI. We observe that we may use momentum conservation to bring it to a form such that it does obey the GWI. Refs. [45, 46] obtained the corresponding gravitational amplitudes in such a form. That was possible due to the simplicity of the four-point amplitude at hand. Our methods, however, are systematic and applicable to any gauge-invariant quantity.

The amplitude is given by

$$
\begin{equation*}
\mathcal{A}_{4}=2 i\left(\frac{p_{4} \cdot \varepsilon_{1} p_{3} \cdot \varepsilon_{2}}{p_{1} \cdot p_{4}}+\frac{p_{4} \cdot \varepsilon_{2} p_{3} \cdot \varepsilon_{1}}{p_{1} \cdot p_{3}}+\varepsilon_{1} \cdot \varepsilon_{2}\right), \tag{1.46}
\end{equation*}
$$

where we set the coupling to unity for convenience. We depict the Feynman diagrams we
need in order to calculate this amplitude in Fig. 1.3. We reduce the amplitude to a basis of Lorentz-invariant products, as we discuss in Sect. 1.3.1. Specifically, we use momentum conservation to eliminate $p_{2}$ and $\varepsilon_{2} \cdot p_{1}$ from our basis.

To discuss the GWI, it is convenient to replace the polarization vectors with generic vectors $w_{1}$ and $w_{2}$. We do not assume any special properties for $w_{1}$ and $w_{2}$. We have

$$
\begin{equation*}
\mathcal{A}_{4}^{w}=2 i\left(\frac{p_{4} \cdot w_{1} p_{3} \cdot w_{2}}{p_{1} \cdot p_{4}}+\frac{p_{4} \cdot w_{2} p_{3} \cdot w_{1}}{p_{1} \cdot p_{3}}+w_{1} \cdot w_{2}\right) . \tag{1.47}
\end{equation*}
$$

$\mathcal{A}_{4}^{w}$ is equivalent to the off-shell amplitude $\mathcal{A}_{4}^{\mu \nu}$ defined by $\mathcal{A}_{4}=\mathcal{A}_{4}^{\mu \nu} \varepsilon_{1 \mu} \varepsilon_{2 \nu}$. In terms of this object the statements of the WI and the GWI for particle 1 take the form:

$$
\begin{equation*}
\left.\mathcal{A}_{4}^{w}\right|_{w_{1} \rightarrow p_{1}, w_{2} \rightarrow \varepsilon_{2}}=0 \quad \text { (WI), }\left.\quad \mathcal{A}_{4}^{w}\right|_{w_{1} \rightarrow p_{1}}=0 \quad \text { (GWI). } \tag{1.48}
\end{equation*}
$$

We now establish that $\mathcal{A}_{4}$ in this form does not obey the GWI. Indeed,

$$
\begin{equation*}
\left.\mathcal{A}_{4}^{w}\right|_{w_{1} \rightarrow p_{1}}=2 i\left(p_{3}+p_{4}+p_{1}\right) \cdot w_{2}=-2 i p_{2} \cdot w_{2} \neq 0 \tag{1.49}
\end{equation*}
$$

The WI however is satisfied, since $\varepsilon_{2} \cdot p_{2}=0$.
We draw the reader's attention to the fact that the replacement $w_{1} \rightarrow p_{1}$ introduces $p_{1} \cdot w_{2}$, a Lorentz-invariant product that is not present in our off-shell amplitude (Eq. (1.47)). Once our basis contains all products that may arise from the replacement $w_{1} \rightarrow p_{1}$, then our amplitude will obey the GWI.

We want to change our basis so that the off-shell amplitude contains $p_{1} \cdot w_{2}$. To do that we use $p_{4}=-p_{1}-p_{2}-p_{3}$ in our on-shell amplitude. We get

$$
\begin{equation*}
\mathcal{A}_{4}=2 i\left(\frac{\left(p_{2}+p_{3}\right) \cdot \varepsilon_{1} p_{3} \cdot \varepsilon_{2}}{p_{1} \cdot\left(p_{2}+p_{3}\right)}-\frac{\left(p_{1}+p_{3}\right) \cdot \varepsilon_{2} p_{3} \cdot \varepsilon_{1}}{p_{1} \cdot p_{3}}+\varepsilon_{1} \cdot \varepsilon_{2}\right), \tag{1.50}
\end{equation*}
$$

which then gives

$$
\begin{equation*}
\tilde{\mathcal{A}}_{4}^{w}=2 i\left(\frac{\left(p_{2}+p_{3}\right) \cdot w_{1} p_{3} \cdot w_{2}}{p_{1} \cdot\left(p_{2}+p_{3}\right)}-\frac{\left(p_{1}+p_{3}\right) \cdot w_{2} p_{3} \cdot w_{1}}{p_{1} \cdot p_{3}}+w_{1} \cdot w_{2}\right) . \tag{1.51}
\end{equation*}
$$

We introduce the tilde to differentiate this form from the previous one. We may think of $\mathcal{A}_{4}^{w}$ and $\tilde{\mathcal{A}}_{4}^{w}$ as the off-shell amplitude calculated in different gauge choices. Now, we may confirm that this form satisfies the GWI. Indeed,

$$
\begin{equation*}
\left.\mathcal{A}_{4}^{w}\right|_{w_{1} \rightarrow p_{1}}=2 i\left(p_{3}-\left(p_{1}+p_{3}\right)+p_{1}\right) \cdot w_{2}=0 . \tag{1.52}
\end{equation*}
$$

We may verify that the analysis is identical for particle 2. Also, the result would be the same if we were to solve momentum conservation as $p_{3}=-p_{1}-p_{2}-p_{4}$.

Let us recap what we just did. We wrote a form of $\mathcal{A}_{4}$ where $p_{1}$ and $p_{2}$ are explicit. We used that form to construct the off-shell amplitude $\tilde{\mathcal{A}}_{4}^{w}$. The observation then was that replacing $w_{1}$ with $p_{1}$ does not introduce Lorentz-invariant products that were not already in the basis used to write the amplitude. We saw that this property was sufficient for our amplitude to obey the GWI.

We used the generic vectors $w_{1}$ and $w_{2}$ in this section for pedantic reasons. Namely, one may use the special properties of the polarization vectors when putting the on-shell amplitude in the appropriate form. However, one should not use them in order to check whether the GWI is satisfied. To alleviate any confusion on that point, we chose to use a different symbol.

### 1.4.2 The general case

In this subsection we formulate and prove a claim regarding the GWI in the context of a general amplitude. We start by obtaining a criterion on whether an amplitude satisfies the GWI. Subsequently, using this criterion we obtain a constructive proof of our claim.

We express our amplitude in terms of a basis of Lorentz-invariant products. For brevity we refer to the Lorentz-invariant products that contain at least one polarization vector as $\varepsilon$-products. Observe that if we perform the mapping $\varepsilon_{i} \rightarrow p_{i}$, for a given particle $i$, on the $\varepsilon$-products, then the amplitude vanishes according to the WI (Eq. 1.1). To establish whether the amplitude obeys the GWI, we may use the following criterion:

1. If, under $\varepsilon_{i} \rightarrow p_{i}$ for a given particle $i$, we introduce $\varepsilon$-products that are not part of the basis, then the special properties of the polarization vectors are needed to ensure Eq. (1.1). The amplitude does not obey the GWI for particle $i$.
2. If, under $\varepsilon_{i} \rightarrow p_{i}$ for a given particle $i$, all $\varepsilon$-products introduced are part of the basis, then Eq. (1.1) is satisfied without the need to use the special properties of the
polarization vectors. The amplitude obeys the GWI for particle $i$.
At this point we want to comment on the gravitational case, where we have two factors of the polarization vector $\varepsilon_{i}^{\mu}$. We use the above criterion on the individual $\varepsilon$-products, rather than the amplitude itself. Each $\varepsilon$-product contains up to one factor of each polarization vector since $\varepsilon_{i}^{2}=0$. Hence, we do not need to modify our criterion in order to use it in gravity.

Claim: An $n$-point amplitude can always be promoted to obey the GWI for up to $(n-2)$ external gauge particles. If the external gauge particles are $(n-1)$ or less, then all of them may obey the GWI.

Proof of claim: Consider first an $n$-point amplitude where all external particles are gauge particles. To construct our basis, we write down all possible Lorentz-invariant products and we restrict them using the on-shell conditions. First, we remove any products of the form $\varepsilon_{i} \cdot p_{i}$ or $\varepsilon_{i}^{2}$, due to the polarization vectors being transverse and null. Next, we choose the two particles for which the GWI will not be satisfied. Say we choose particles $n$ and ( $n-1$ ). We solve momentum conservation in terms of $p_{n}$. Then, our basis does not include any products of the form $\varepsilon_{i} \cdot p_{n}$. Further, again using momentum conservation, we may eliminate $\varepsilon_{n} \cdot p_{n-1}$. The on-shell conditions put restrictions on momentum products as well, but those are not important for our purposes.

Now, we perform the mapping $\varepsilon_{i} \rightarrow p_{i}$ for a given particle $i$ on our basis elements and check whether we introduce $\varepsilon$-products not included in our basis. Namely, we look for the elements $\varepsilon_{j} \cdot p_{n}$ for any $j$ or $\varepsilon_{n} \cdot p_{n-1}$. For particles $n$ and $(n-1)$ we find that we do introduce such elements:

$$
\begin{array}{lll}
\varepsilon_{n} \cdot \varepsilon_{n-1} \rightarrow p_{n} \cdot \varepsilon_{n-1} & \text { under } & \varepsilon_{n} \rightarrow p_{n}  \tag{1.53}\\
\varepsilon_{n} \cdot \varepsilon_{n-1} \rightarrow \varepsilon_{n} \cdot p_{n-1} & \text { under } & \varepsilon_{n-1} \rightarrow p_{n-1}
\end{array}
$$

Performing a similar check for the rest of the particles we find that all elements map to ones within the basis. Hence our amplitude obeys the GWI for the first $(n-2)$ gauge particles.

Finally, consider an $n$-point amplitude that has at least one particle that is not a gauge particle. We label the momenta such that this particle is the $n$-th particle and we solve
momentum conservation in terms of $p_{n}$. Further, since this particle is not a gauge particle, there is no product of the form $\varepsilon_{n} \cdot p_{n-1}$ to eliminate from our basis. Observe that this was the element blocking the amplitude with $n$ gauge particles to obey the GWI for particle ( $n-1$ ) in the above setup. Therefore, in this case, the amplitude obeys the GWI for all gauge particles.

### 1.4.3 Simplifying the physical-state projectors using the GWI

In this subsection we formulate and prove a claim regarding the use of the GWI to drop the spurious singularities when inserting the projectors. We refer to the projectors where we have dropped the spurious-singularity pieces as simplified projectors. For simplicity, we look at the gauge-theory case. The discussion in gravity follows in the same way.

Claim: Consider the sewing of amplitudes $\mathcal{A}_{L}$ and $\mathcal{A}_{R}$. Assuming that $\mathcal{A}_{L}$ is an $n_{L}$-point amplitude and $\mathcal{A}_{R}$ an $n_{R}$-point one with $n_{L} \leq n_{R}$, we may use the WI and the GWI to drop the spurious singularities in up to $\left(n_{L}-1\right)$ insertions of the projector.

Proof of claim: We consider the sewing of $n$ gauge particles with $n \leq n_{L}-1$. We assume that the $n$ particles in question are labeled particle 1 through particle $n$. Using the process described in the previous subsection, we arrange the amplitudes such that they obey the GWI for particles 2 through $n$.

We first show how we may use the WI for particle 1 to drop the spurious singularities in the corresponding insertion of the projector. We then discuss the use of the GWI for particle 2 for the same purpose. Subsequent sewings follow in the same manner.

We sum over the physical polarizations of particle 1 , which we denote by $\sum_{1}$. The amplitude $\mathcal{A}_{L}$ contains the polarization vector $\varepsilon\left(p_{1}\right) \equiv \varepsilon_{1}$, while $\mathcal{A}_{R}$ contains $\varepsilon\left(-p_{1}\right) \equiv \varepsilon_{-1}$. Focusing on the spurious singularity piece of the projector (Eq. (1.2)), we have

$$
\begin{equation*}
\left(\sum_{1} \mathcal{A}_{L} \mathcal{A}_{R}\right)_{\text {spurious sing. }}=\frac{1}{p_{1} \cdot q}\left(\left.\left.\mathcal{A}_{L}\right|_{\varepsilon_{1} \rightarrow p_{1}} \mathcal{A}_{R}\right|_{\varepsilon_{-1} \rightarrow q}+\left.\left.\mathcal{A}_{L}\right|_{\varepsilon_{1} \rightarrow q} \mathcal{A}_{R}\right|_{\varepsilon_{-1} \rightarrow p_{1}}\right)=0 \tag{1.54}
\end{equation*}
$$

due to the WI (Eq. (1.1)) of the two amplitudes. Then the complete sum over the physical
polarizations of particle 1 gives

$$
\begin{equation*}
\sum_{1} \mathcal{A}_{L} \mathcal{A}_{R}=\left.\left(\mathcal{A}_{L} \mathcal{A}_{R}\right)\right|_{\varepsilon_{1}^{\mu} \varepsilon_{-1}^{\nu} \rightarrow \eta^{\mu \nu}} . \tag{1.55}
\end{equation*}
$$

It is convenient to rewrite the above as follows. We introduce $D$ appropriately normalized vectors $e_{i}$, such that

$$
\begin{equation*}
\sum_{i=1}^{D} e_{i}^{\mu} e_{i}^{\nu}=\eta^{\mu \nu} \tag{1.56}
\end{equation*}
$$

Then we may write

$$
\begin{equation*}
\sum_{1} \mathcal{A}_{L} \mathcal{A}_{R}=\sum_{i=1}^{D}\left(\left.\left.\mathcal{A}_{L}\right|_{\varepsilon_{1} \rightarrow e_{i}} \mathcal{A}_{R}\right|_{\varepsilon_{-1} \rightarrow e_{i}}\right) \tag{1.57}
\end{equation*}
$$

Next, we continue to sum over the physical polarizations of particle 2. We see that the WI of the two amplitudes is not sufficient to guarantee the vanishing of the spurious singularities. Indeed, the WI relies on the special properties of all the polarization vectors. Since the first pair of polarization vectors is replaced by the vectors $e_{i}$, the WI for the two amplitudes is not obeyed.

At this point we want to emphasize that the entire expression still obeys the WI for the remaining gauge particles. However, it is the WI of the individual amplitudes, $\mathcal{A}_{L}$ and $\mathcal{A}_{R}$, that makes the spurious-singularity pieces vanish.

We may now see why the GWI is helpful. Since it does not rely on the special properties of the polarization vectors, it still holds after we replace them with the vectors $e_{i}$. For example, if $\mathcal{A}_{L}$ satisfies the GWI for particle 2, we have

$$
\begin{equation*}
\left.\mathcal{A}_{L}\right|_{\varepsilon_{1} \rightarrow e_{i}, \varepsilon_{2} \rightarrow p_{2}}=0 \tag{1.58}
\end{equation*}
$$

for any $i$. Therefore, as long as both amplitudes obey the GWI for the particle being sewn, we may drop the spurious-singularity pieces from the insertion of the projector. This concludes our proof.

We now comment on a limitation of this approach. If in the above setup we wish to sew all $n_{L}$ particles, as is the case in some calculations of matrix-element squares for example, then we cannot avoid introducing spurious singularities in the last insertion of the projector.

The situation is different however if the $n_{L}$ sewings involve three or more amplitudes. We take up this discussion in the next subsection.

### 1.4.4 Implementation details

In this subsection we comment on some details that are important for the implementation of the method developed above. We start by discussing how can we approach the sewing of three or more amplitudes, as for example is shown in Fig. 1.5. Then, we comment on when exactly should we use the special properties of the polarization vectors.

In a multiloop calculation based on generalized-unitarity we typically need to sew together multiple amplitudes. To maximize the efficiency of our method in this case we should break the process in steps. In any given step we should be sewing together exactly two amplitudes. We recall that by amplitude we refer to any gauge-invariant quantity.

Take for example the case depicted in Fig. 1.5 . To build the two-loop generalizedunitarity cut in question we need to sew together three tree-level amplitudes. Given that we need to sew all legs of the middle four-point amplitude, one might think that we are forced to introduce spurious singularities in one of the insertions of the physical-state projector. We circumvent that in the following way.

We start by sewing the two tree-level amplitudes on the left. We prepare them so that the legs that carry the momenta $\pm p_{1}$ and $\pm p_{2}$ obey the GWI. Then we proceed with the sewing using the simplified projectors. Next, we have to sew the one-loop quantity on the left with the tree-level amplitude on the right (Fig. 1.5b). Given that both of these objects are gauge-invariant quantities, we may again use the above method. Namely, we prepare them so that the legs that carry the momenta $\pm p_{3}$ and $\pm p_{4}$ obey the GWI. We do this by a simple change of basis, just like before. Then, we proceed with the sewing using the simplified projectors. In this way we may sew multiple amplitudes together, introducing the minimum number of spurious singularities.

An aspect that this method hinges on is the appropriate use of the special properties of


Figure 1.5: An example where we need to break the process into two steps. All exposed lines are taken as on-shell. Solid blobs represent tree-level amplitudes. In (b) the hollow blob represents the one-loop quantity we get by performing the physical-state sums for particles 1 and 2 on the two amplitudes on the left in (a).
polarization vectors. Specifically, we first manipulate the amplitudes into the appropriate form as discussed above. In doing so we should use all special properties of the polarization vectors. Then, we sew a number of legs of the amplitudes. Between these sewings we should not use any special properties of the polarization vectors, as that would interfere with the GWI of the legs left to be sewn. After all sewings of that step are completed, we should again use the special properties of the polarization vectors.

For example, referring again to Fig. 1.5, upon sewing particle 1 , we introduce $\varepsilon_{2} \cdot p_{2}$ and $\varepsilon_{3} \cdot p_{3}$ among other terms. We should not set these terms to zero before sewing particle 2 , as that would interfere with the GWI for that particle. After we complete the sewings of the left two amplitudes (i.e. the sewings of particles 1 and 2), we change our basis to make our amplitudes obey the GWI for particles 3 and 4. We should now use the special properties of the remaining polarization vectors. In our example, we should set $\varepsilon_{3} \cdot p_{3}$ to zero, among other terms.

### 1.4.5 Summary

Here we briefly summarize the method developed above. The problem at hand is to organize a calculation in gauge theory or gravity where multiple $D$-dimensional sewings are required, as is for example typical for generalized-unitarity approaches to multiloop calculations. The conventional way of performing such a calculation is to use the physical-state projectors,

Eqs. (1.2) and (1.3), repeated here for convenience,

$$
\begin{equation*}
P^{\mu \nu}(p, q)=\sum_{\text {pols. }} \varepsilon^{\mu}(-p) \varepsilon^{\nu}(p)=\eta^{\mu \nu}-\frac{q^{\mu} p^{\nu}+p^{\mu} q^{\nu}}{q \cdot p} \tag{1.59}
\end{equation*}
$$

and

$$
\begin{equation*}
P^{\mu \nu \alpha \beta}(p, q)=\sum_{\text {pols. }} \varepsilon^{\mu \nu}(-p) \varepsilon^{\alpha \beta}(p)=\frac{1}{2}\left(P^{\mu \alpha} P^{\nu \beta}+P^{\nu \alpha} P^{\mu \beta}\right)-\frac{1}{D-2} P^{\mu \nu} P^{\alpha \beta} \tag{1.60}
\end{equation*}
$$

Our proposed method allows one to perform the sewings without introducing spurious singularities. Specifically, we bring the amplitudes to be sewn in a form such that we may replace $P^{\mu \nu}(p, q)$ with $\eta^{\mu \nu}$ in the above two equations. We refer to these projectors as simplified projectors.

To do so we first need to organize our calculation in steps. In each step we are only sewing two gauge-invariant quantities together. Before the sewing, we use momentum conservation and the on-shell conditions so that the momenta of the particles to be sewn are some of the independent momenta appearing in our expression. We may then verify that the amplitudes at hand obey the GWI for these legs. We proceed with the sewing using the simplified projectors. During a given step, between sewings, it is important not to use the on-shell conditions, as that spoils the GWI for the remaining legs to be sewn. Finally, after all sewings of a given step are completed, we may again use the on-shell conditions. If in any given step we have to sew all external particles of an amplitude and those particles are gauge-particles, then we have to introduce spurious singularities in one of the insertions of the projector.

### 1.4.6 An example in detail

Here we repeat the discussion of the construction of the three-loop generalized-unitarity cut depicted in Fig. 1.4 using the GWI approach. To construct the cut of Fig. 1.4 without introducing any spurious singularities we may follow these steps:

- We start by sewing particle 5 . We need to verify that the associated three-point and four-point tree-level amplitudes satisfy the GWI for that particle. To do so, we choose
to use momentum conservation to eliminate momenta 10 and 11. Next, we impose the on-shell conditions. Now our amplitudes obey the GWI for particle 5 and we may proceed to sew it using the simplified projector.
- Next, we choose to sew particle 10 . Since that particle is scalar, this simply amounts to multiplying the corresponding three-point amplitude with the result we got above.
- We continue by sewing particles 6 and 7 . To do this we must manipulate both the expression we got so far and the four-point tree-level amplitude to obey the GWI for particles 6 and 7 .
- For the four-point amplitude we choose to solve momentum conservation as $p_{9}=$ $p_{6}+p_{7}-p_{8}$. Further, we impose $\varepsilon_{9} \cdot p_{8}=\varepsilon_{9} \cdot p_{7}+\varepsilon_{9} \cdot p_{6}$ along with the remaining onshell conditions. In this way we choose a basis where the momenta $p_{6}$ and $p_{7}$ are independent, turning the amplitude into obeying the GWI for the corresponding legs.
- For the expression we got from the previous sewings, we use $p_{3}=-p_{1}-p_{2}-p_{4}-$ $p_{6}-p_{7}$. We impose the on-shell conditions for all exposed lines, even the ones already sewn (e.g. $p_{10}^{2}-m_{1}^{2}=p_{5}^{2}=0$ ).

We may now sew particles 6 and 7 using the simplified projector. It is important not to use any on-shell conditions between the two sewings. If we do, after sewing particle 6 for example, we spoil the GWI for particle 7. Namely, sewing particle 6 introduces $\varepsilon_{7} \cdot p_{7}$ and $\varepsilon_{7}^{2}$. We do not set these terms to zero at this point, as they are essential in reproducing the correct result.

- We may now proceed to sew leg 8 and then leg 9 , following a similar approach. Alternatively, we may multiply the remaining three-point amplitudes together to build a four-point quantity, which we then sew to the expression we got so far. We choose to do the latter in order to emphasize that we may sew any gauge-invariant quantity with the proposed method. Again, we should make sure that the two quantities obey the GWI for particles 8 and 9 .
- For the four-point quantity, we choose to solve momentum conservation as $p_{11}=$ $p_{8}+p_{9}-p_{3}$.
- For the expression we got so far we use $p_{11}=-p_{1}-p_{2}-p_{4}-p_{8}-p_{9}$. We should also choose one of the $p_{6}, p_{7}$ and $p_{10}$ as our loop momentum and solve for the other two in terms of it. Then we impose the on-shell conditions. A new feature that appears here is the introduction of $\varepsilon_{8}^{2}$ and $\varepsilon_{9}^{2}$ from sewing particles 6 and 7 . At this stage we should use the null condition and set them to zero.

After these manipulations we may sew the final two legs using the simplified projectors.

We comment again on the subtle point that we should not use the special properties of the polarization vectors between sewings of a given step, but we have to use them in order to make a quantity obey the GWI. This is why we do not set $\varepsilon_{7}^{2}$ to zero after sewing particle 6 but we do set $\varepsilon_{8}^{2}$ and $\varepsilon_{9}^{2}$ to zero after sewing particles 6 and 7 .

We have explicitly verified that this process correctly reproduces the answer we get by using the full projector. We emphasize once more that we do not have to introduce spurious singularities at any of the steps taken.

### 1.5 Conclusions

$D$-dimensional approaches are useful in a variety of problems. Specifically, they are natural in the context of dimensional regularization [16]. In this setup it is often the case that we need to perform a physical-state sum of a gluon or graviton leg. An important example where such sums appear is calculations based on $D$-dimensional generalized unitarity [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29. Other examples include $D$-dimensional matrix-element squares for cross sections [49, 50, 51, 52], and the decomposition of an amplitude into gauge-invariant tensors [53, 54, 55, 56, 57, 58].

In general, these physical-state sums introduce spurious light-cone singularities. These spurious singularities unnecessarily complicate the expressions, especially in the gravitational
case. Further, if we do not eliminate them prior to phase-space or loop integration, the spurious singularities require nontrivial prescriptions to make them well defined. Hence, with new generalized-unitarity based calculations [12, 13, 46] pushing the frontier of relativistic gravitational-wave physics, there is a specific need for methods that avoid introducing these spurious singularities.

In this chapter we achieve this goal by providing two independent methods that allow us to perform the physical-state sums so that we do not introduce spurious singularities. Our methods are applicable to any gauge-invariant quantities, at tree or loop level. In our first method we identify gauge-invariant subpieces in our expression. We observe that we may perform the physical-state sum for each piece without introducing spurious singularities. In this way we derive a set of replacement rules that do not contain spurious singularities and are equivalent to the physical-state projectors. In our second method we use momentum conservation to bring our gauge-invariant quantities in a form such that they obey the generalized Ward identity for the legs to be sewn. In this form, the spurious singularities automatically drop out of the physical-state sums. We identify certain limitations on the applicability of this approach.

Spurious singularities also appear in physical-state sums of massive vector bosons, spin$3 / 2$ particles, or other higher-spin fields. We are confident that we can tackle these problems with methods similar to the ones developed in this chapter. We hope that our methods will help simplify future calculations involving $D$-dimensional physical-state sums in gauge theory and gravity.

## CHAPTER 2

## Quadratic-in-Spin Hamiltonian at $\mathcal{O}\left(G^{2}\right)$ from Scattering Amplitudes


#### Abstract

We obtain the quadratic-in-spin terms of the conservative Hamiltonian describing the interactions of a binary of spinning bodies in General Relativity through $\mathcal{O}\left(G^{2}\right)$ and to all orders in velocity. Our calculation extends a recently-introduced framework based on scattering amplitudes and effective field theory to consider non-minimal coupling of the spinning objects to gravity. At the order that we consider, we establish the validity of the formula proposed in [46] that relates the impulse and spin kick in a scattering event to the eikonal phase.


### 2.1 Introduction

The detection of gravitational waves by the LIGO and Virgo collaborations 60, 61] promises intriguing new discoveries. The main sources of gravitational waves are binary systems of compact astrophysical objects. Therefore, the great experimental advances also press for the development of high-precision theoretical tools for the modeling of the evolution of such systems. In the present chapter we consider the inspiral phase of the evolution of the binary. A well-developed theoretical tool to study this phase is the post-Newtonian (PN) approximation. This approach consists of an expansion in small velocities and weak gravitaional field. Several methods based on General Relativity (GR) 62, 63] as well as effective field theory (EFT) [64] have been developed in this direction. We instead choose to use the post-Minkowskian (PM) approximation, an expansion in Newton's constant $G$ which
yields the exact velocity dependence. The PM approximation has a long history in GR [65] but has gained prominence recently (see e.g. [66, 67, 68]) due in part to the successful adaptation of modern scattering-amplitudes techniques.

The application of quantum-field-theory (QFT) methods to the study of the two-body problem dates back to the 1970's 69. However, it was recently that Ref. [70] proposed the application of the well-established scattering-amplitudes toolkit to the derivation of gravitational potentials (see Refs. [71, 72, 73] for reviews on the modern amplitudes program). Along these lines, Ref. [74 developed an EFT of non-relativistic scalar fields which allowed the construction of the $2 \mathrm{PM}{ }^{1}$ canonical Hamiltonian from a one-loop scattering amplitude. This Hamiltonian was equivalent to the one of Ref. [65]. Refs. [12, 13, 75] later implemented this approach to obtain novel results at 3PM order. Ref. [76] followed up shortly after to compare these results against numerical relativity in terms of the energetics of the binary. Very recently, Ref. [77] obtained the conservative binary potential at 4PM order.

Besides making use of a non-relativistic EFT, various approaches have been developed to extract the dynamics of compact non-spinning objects from scattering data. Refs. [78, 79] established a formalism to obtain physical observables from unitarity cuts. Refs. [80, 81] made use of the Lippman-Schwinger equation. Refs. 82, 83] developed a boundary-to-bound (B2B) dictionary, and Refs. [84, 85] implemented a worldline PM EFT. Ref. [86] introduced a worldline QFT. Ref. [77] discovered an amplitude-action relation that allows the calculation of physical observables directly from the scattering amplitude.

The techniques mentioned above have been extended in multiple directions in recent years. Indeed, Refs. [87, 88, 89] applied similar methods to supergravity. Ref. [90] studied three-body dynamics, while Refs. [91, 92, 93, 94, 95 incorporated the radiation emitted by the binary into their analysis. Refs. [96, 97, 98, 99, 100, 101, 102 considered tidal deformations of the astrophysical objects. In the present chapter we explore a different direction and focus on effects due to the spin of the compact objects.

When considering intrinsic angular momentum in the problem of a binary of compact

[^2]astrophysical objects, one assumes that the spin of the objects is subdominant to the angular momentum of the system. In this way, we organize the effects we consider in a systematic expansion in the spin of the objects. Along these lines, there has been great progress in incorporating spin effects in the PN approximation. Refs. [103, 104, 105, 106, 107] approached these effects with traditional GR techniques. Ref. [108] extended the worldline EFT methods of Ref. [64] in this direction, and since then there have been substantial developments [109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125] (see Refs. [126, 127 for reviews).

The current state-of-the-art results at the 5PN ${ }^{2}$ order include the linear-in-spin [128] and quadratic-in-spin [129] interactions at next-to-next-to-next-to-leading order and the cubic-inspin [130] and quartic-in-spin [131] interactions at next-to-leading order. The PM literature on the other hand is less developed. Refs. [132, 133] recently obtained results at the 1PM and 2PM orders for effects linear in the spin of the objects via GR considerations. Ref. [134] treated the black hole $(\mathrm{BH})$ case at 1 PM order and exactly in the spin by matching an effective action to the linearized Kerr solution. Refs. [135, 136] obtained the 2PM-order scattering angle in the special kinematic configuration where the spins of the BHs are aligned to the orbital angular momentum of the binary.

Similarly to the non-spinning case, we may use scattering amplitudes to study the gravitational potential between spinning objects. Indeed, Ref. [137] calculated a one-loop amplitude using Feynman rules, which allowed them to obtain a 2PM-order potential by means of a Born iteration. Following the approach of [70, Ref. [138] reproduced Hamiltonians describing the interactions between spinning BHs by considering spinning particles minimally coupled to gravity. Later, Ref. [139] used the generalization of minimal-coupling amplitudes of [140] and the holomorphic classical limit of [141] to show that amplitudes encode information about BHs that is exact in spin. Refs. [142, 143] used the massive spinor-helicity formalism of 140 to study 2PM-order gravitational scattering from a one-loop amplitude.

[^3]Furthermore, Ref. [144 related classical observables of a scattering process between spinning particles directly to the scattering amplitude, extending the formalism of [78]. Using this formalism, Refs. [145, 146, 147] obtained a 1PM-order Hamiltonian that reproduced the result of [134]. Finally, Ref. [46] obtained the conservative 2PM-order potential that is bilinear in the spin of the objects and valid for arbitrary spin orientations.

Studies of the classical physics of spinning particles have also revealed double copy structures. Refs. [148, 149, 150, 151, 152, 153] applied the definition of minimal coupling of 140 to classical solutions. In this way they made contact with the classical double copy of Ref. [154] and with an effective theory of on-shell heavy spinning particles [155]. The latter generalizes the heavy black hole effective theory of Ref. [156], whose amplitudes are known to double copy [157].

A suprising structure that emerged from the calculation of Ref. [46] is the expression of the observables in a scattering event in terms of the eikonal phase [158]. Similar relations already existed in the non-spinning case [158, 159, 160, 161, 45, 18, 162, 163, 88, 89]. In the spinning case there was evidence for such a relation in the special kinematic configuration where the spins of the particles are parallel to the angular momentum of the system [142, 135, 136]. The formula of [46] was the first example of such a relation for arbitrary orientations of the spins. This striking observation potentially implies that all physical observables are obtainable via simple manipulations of the scattering amplitude.

The goal of the present chapter is to obtain a 2PM-order Hamiltonian that describes the dynamics between a binary of generic spinning objects in GR including effects that are up to quadratic in the spin. We take the masses of the two objects to be $m_{1}$ and $m_{2}$ and the rest-frame spin three vectors to be $\boldsymbol{S}_{1}$ and $\boldsymbol{S}_{2}$. We denote the relative distance between the objects as $\boldsymbol{r}$ and the momentum three vector in the center-of-mass frame as $\boldsymbol{p}$. The

Hamiltonian then reads

$$
\begin{align*}
H & =\sqrt{\boldsymbol{p}^{2}+m_{1}^{2}}+\sqrt{\boldsymbol{p}^{2}+m_{2}^{2}}+V^{(0)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right)+V^{(1,1)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\boldsymbol{L} \cdot \boldsymbol{S}_{1}}{\boldsymbol{r}^{2}}+V^{(1,2)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\boldsymbol{L} \cdot \boldsymbol{S}_{2}}{\boldsymbol{r}^{2}} \\
& +V^{(2,1)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)\left(\boldsymbol{r} \cdot \boldsymbol{S}_{2}\right)}{\boldsymbol{r}^{4}}+V^{(2,2)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\boldsymbol{S}_{1} \cdot \boldsymbol{S}_{2}}{\boldsymbol{r}^{2}}+V^{(2,3)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)\left(\boldsymbol{p} \cdot \boldsymbol{S}_{2}\right)}{\boldsymbol{r}^{2}} \\
& +V^{(2,4)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{2}}{\boldsymbol{r}^{4}}+V^{(2,5)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\boldsymbol{S}_{1}^{2}}{\boldsymbol{r}^{2}}+V^{(2,6)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2}}{\boldsymbol{r}^{2}}+\ldots, \tag{2.1}
\end{align*}
$$

where $\boldsymbol{L}=\boldsymbol{r} \times \boldsymbol{p}$ is the orbital angular momentum, and the ellipsis stands for terms of higher order in the spin. Note that we omit terms quadratic in $\boldsymbol{S}_{2}$ as they are obtained from the ones quadratic in $\boldsymbol{S}_{1}$ via appropriate relabeling. The terms in Eq. (2.1) take the form

$$
\begin{equation*}
V^{A}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right)=\frac{G}{|\boldsymbol{r}|} c_{1}^{A}\left(\boldsymbol{p}^{2}\right)+\left(\frac{G}{|\boldsymbol{r}|}\right)^{2} c_{2}^{A}\left(\boldsymbol{p}^{2}\right)+\mathcal{O}\left(G^{3}\right), \tag{2.2}
\end{equation*}
$$

where the label $A$ takes the values indicated in Eq. (2.1).
Our task is to determine the coefficients $c_{i}^{A}$ appearing in Eq. 2.2. For simplicity, and since the bilinear-in-spin interactions were given in Ref. [46], we may consider one of the bodies to be non spinning. This amounts to formally setting $\boldsymbol{S}_{2}=0$ in Eq. 2.1). We have explicitely verified that the results of this chapter do not change if we take into account all the terms in Eq. (2.1).

Following Refs. [74, 46], we obtain the potential coefficients in question via a matching calculation. First, we calculate a one-loop scattering amplitude in our so-called full theory. This is a theory that describes particles of arbitrary spin coupled to gravity. Specifically, it captures minimal and non-minimal coupling of the particles to gravity. In terms of our Lagrangian, we include all possible operators that are up to quadratic in the spin of the massive particle and up to linear in the curvature. Then, we calculate the corresponding amplitude in an EFT of spinning particles interacting via the Hamiltonian of Eq. (2.1). Our EFT generalizes that of Refs. [74, 46] to consider effects quadratic in the spin of one of the particles.

In obtaining these amplitudes we restrict to the piece that captures the classical dynamics. We implement the classical limit by rescaling $q \rightarrow \lambda q, S_{1} \rightarrow(1 / \lambda) S_{1}$ and expanding in $\lambda$, where $q$ denotes graviton momenta and $S_{1}$ the covariant spin of the spinning particle. Finally, we fix the desired coefficients by matching the two computed amplitudes.

(a)
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Figure 2.1: The Feynman vertices used to compute full-theory amplitudes. The three-particle vertex (a) determines the $\mathcal{O}(G)$ dynamics. The Compton amplitude, which requires the contact vertex (b), captures the $\mathcal{O}\left(G^{2}\right)$ dynamics. The straight lines correspond to the spinning particle, while the wiggly lines correspond to gravitons.

The remainder of this chapter is structured as follows: In Sec. 2.2 we review some aspects of the spin formalism introduced in [46] that we use throughout the chapter. Namely, we describe our field-theory approach to higher spin and its classical limit. We compute the necessary full-theory tree and one-loop amplitudes in Sec. 2.3. We adopt the method of generalized unitarity [164, [165, 166] to produce the loop-level amplitude, using tree-level amplitudes as building blocks. We then express the amplitudes in the center-of-mass frame, which facilitates the matching to the EFT. Sec. 2.4 contains the setup of the EFT, along with the computation of the EFT amplitudes. By equating the full-theory and EFT amplitudes, we obtain the desired two-body Hamiltonian. We compare our result against PN [167] and test-body [168] Hamiltonians in the literature. Finally, in Sec. 2.5 we use the derived Hamiltonian to compute scattering observables. We then establish that the conjecture of Ref. [46], which directly relates these observables to the eikonal phase [158], holds unaltered when we include the quadratic-in-spin effects. We present our concluding remarks in Sec. 5.7.

### 2.2 Review of Spin Formalism

In this section, we review the aspects of the higher-spin formalism that we use in the chapter. For further details, we refer the reader to Ref. [46].

We identify spinning compact astrophysical objects with higher-spin particles. We de-
scribe these massive particles of integer-spin $s$ by real symmetric traceless rank- $s$ tensor fields $\phi_{s}$. For brevity, we suppress the indices of $\phi_{s}$, implying matrix multiplication when necessary.

We use a Lagrangian to organize the interactions of higher-spin fields with gravity. Ref. [59] obtained such a Lagrangian using auxiliary fields to eliminate all but the spin-s representation of the $S O(3)$ rotation group. Here we relax this requirement, and interpret the theory as a relativistic effective theory that captures all spin-induced multipole moments of spinning objects coupled to gravity. We write the higher-spin Lagrangian $\mathcal{L}$ and action $S$ as

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\text {min }}+\mathcal{L}_{\text {nonmin }}, \quad S=\int d^{4} x \sqrt{-g} \mathcal{L} \tag{2.3}
\end{equation*}
$$

The minimal Lagrangian contains terms with up to two derivatives,

$$
\begin{equation*}
\mathcal{L}_{\min }=-R(e, \omega)+\frac{1}{2} g^{\mu \nu} \nabla(\omega)_{\mu} \phi_{s} \nabla(\omega)_{\nu} \phi_{s}-\frac{1}{2} m^{2} \phi_{s} \phi_{s} \tag{2.4}
\end{equation*}
$$

The covariant derivative is

$$
\begin{equation*}
\nabla(\omega)_{\mu} \phi_{s} \equiv \partial_{\mu} \phi_{s}+\frac{i}{2} \omega_{\mu e f} M^{e f} \phi_{s} \tag{2.5}
\end{equation*}
$$

where $\omega$ is the spin connection, and $M^{a b}$ are the Hermitian Lorentz generators. The gravitational field is described in the vielbein formulation. The non-minimal Lagrangian containing all the terms linear in the graviton and bilinear in the higher-spin field is

$$
\begin{align*}
& \mathcal{L}_{\text {non-min }}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{(2 n)!} \frac{C_{E S^{2 n}}}{m^{2 n}} \nabla(\omega)_{f_{2 n}} \cdots \nabla(\omega)_{f_{3}} R_{f_{1} a f_{2} b} \nabla(\omega)^{a} \phi_{s} \mathbb{S}^{\left(f_{1}\right.} \ldots \mathbb{S}^{\left.f_{2 n}\right)} \nabla(\omega)^{b} \phi_{s}  \tag{2.6}\\
& \quad-\sum_{n=1}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} \frac{C_{B S^{2 n}}}{m^{2 n+1}} \nabla(\omega)_{f_{2 n+1}} \cdots \nabla(\omega)_{f_{3}} \frac{1}{2} \epsilon_{a b\left(c \mid f_{1}\right.} R^{a b}{ }_{\mid d) f_{2}} \nabla(\omega)^{c} \phi_{s} \mathbb{S}^{\left(f_{1}\right.} \ldots \mathbb{S}^{\left.f_{2 n+1}\right)} \nabla(\omega)^{d} \phi_{s} .
\end{align*}
$$

where we use an off-shell analog of the Pauli-Lubanski vector

$$
\begin{equation*}
\mathbb{S}^{a} \equiv-\frac{i}{2 m} \epsilon^{a b c d} M_{c d} \nabla(\omega)_{b} . \tag{2.7}
\end{equation*}
$$

The operators in Eq. (3.3) are in direct correspondence to the non-minimal couplings in the worldline spinning-particle action of Ref. [169]. One could, in principle, include terms with dependence on higher powers of the curvature, but we do not attempt to do so in the present
chapter. Since our objective is to describe the dynamics up to spin squared, we focus on the first non-minimally coupled term,

$$
\begin{equation*}
\mathcal{L}_{E S^{2}}=-\frac{C_{E S^{2}}}{2 m^{2}} R_{f_{1} a f_{2} b} \nabla^{a} \phi_{s} \mathbb{S}^{\left(f_{1} \mathbb{S}^{\left.f_{2}\right)} \nabla^{b} \phi_{s} .\right.} \tag{2.8}
\end{equation*}
$$

Ref. 108 first studied the effects captured by this operator at leading order in the PN approximation. The extensions to next-to-leading and next-to-next-to-leading orders were considered in Refs. [111] and [167] respectively, while Ref. [170] studied its contributions to higher orders in spin. We instead consider its effects in the PM approximation.

To extract Feynman rules, we define the graviton as the fluctuation of the metric around Minkowski space. We determine the spin connection $\omega$ as the solution of the vielbein postulate, $\nabla_{\mu}(\omega) e_{\nu}^{a}=0$. This yields the following expansions for the needed quantities

$$
\begin{align*}
& g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}, \quad e_{\mu}{ }^{a}=\delta_{\mu}^{a}+\frac{1}{2} h_{\mu}{ }^{a}-\frac{1}{8} h_{\mu \rho} h^{a \rho}+\mathcal{O}\left(h^{3}\right), \\
& \omega(e)_{\mu c b}=-\partial_{[c} h_{b] \mu}-\frac{1}{4} h^{\rho}{ }_{[c} \partial_{\mu} h_{b] \rho}+\frac{1}{2} h^{\rho}{ }_{[c} \partial_{\rho} h_{b] \mu}-\frac{1}{2} h^{\rho}{ }_{[c} \partial_{b]} h_{\mu \rho}+\mathcal{O}\left(h^{3}\right) . \tag{2.9}
\end{align*}
$$

After substituting this expansion into the Lagrangian of Eq. (2.8), we follow a straightforward procedure to obtain the Feynman vertices in Fig. 2.1. These are the vertices necessary to determine the dynamics through $\mathcal{O}\left(G^{2}\right)$.

We describe the state of the higher-spin particles by their momentum $p$ and polarization tensor $\varepsilon(p)$. To take the classical limit of expectation values, we choose "spin coherent states" [171], whose defining property is that they minimize the standard deviation of observables. Following [172, 173], we relate the classical spin tensor and Lorentz generators via

$$
\begin{align*}
\varepsilon(\tilde{p}) M^{\mu_{1} \nu_{1}} \varepsilon(p) & =S(p)^{\mu_{1} \nu_{1}} \varepsilon(\tilde{p}) \cdot \varepsilon(p)+\ldots, \\
\varepsilon(\tilde{p})\left\{M^{\mu_{1} \nu_{1}}, M^{\mu_{2} \nu_{2}}\right\} \varepsilon(p) & =S(p)^{\mu_{1} \nu_{1}} S(p)^{\mu_{2} \nu_{2}} \varepsilon(\tilde{p}) \cdot \varepsilon(p)+\ldots, \tag{2.10}
\end{align*}
$$

where $\{A, B\} \equiv \frac{1}{2}(A B+B A)$ and $\tilde{p} \equiv-p-q$ (note that we use the all-outgoing convention). We can also write analogous expressions for products with higher powers of the Lorentz generator. Throughout the chapter we omit terms that do not contribute to the classical potential in ellipsis. These include terms that do not survive in the classical limit and terms that cancel in the matching between full-theory and EFT amplitudes.

Importantly, one can only interpret the symmetric product of Lorentz generators as a product of spin tensors. However, it is always possible to decompose a product of Lorentz generators into a sum of completely symmetric products by means of the Lorentz algebra,

$$
\begin{equation*}
\left[M^{\mu_{1} \nu_{1}}, M^{\mu_{2} \nu_{2}}\right]=i\left(\eta^{\mu_{3} \mu_{1}} M^{\mu_{4} \mu_{2}}+\eta^{\mu_{2} \mu_{3}} M^{\mu_{1} \mu_{4}}-\eta^{\mu_{4} \mu_{1}} M^{\mu_{3} \mu_{2}}-\eta^{\mu_{2} \mu_{4}} M^{\mu_{1} \mu_{3}}\right) . \tag{2.11}
\end{equation*}
$$

We take the spin tensor to obey the so-called covariant spin supplementary condition,

$$
\begin{equation*}
p_{\mu} S(p)^{\mu \nu}=0 . \tag{2.12}
\end{equation*}
$$

We define the Pauli-Lubanski spin vector by

$$
\begin{equation*}
S^{\alpha}(p)=-\frac{1}{2 m} \epsilon^{\alpha \beta \gamma \delta} p_{\beta} S_{\gamma \delta}(p) \tag{2.13}
\end{equation*}
$$

Using the on-shell condition for the spinning particle $p^{2}=m^{2}$ and Eq. 2.12, we find

$$
\begin{equation*}
S^{\alpha \beta}(p)=-\frac{1}{m} \epsilon^{\alpha \beta \gamma \delta} p_{\gamma} S_{\delta}(p) . \tag{2.14}
\end{equation*}
$$

For this choice of the spin vector we have

$$
\begin{equation*}
S(p)^{\mu}=\left(\frac{\boldsymbol{p} \cdot \boldsymbol{S}}{m}, \boldsymbol{S}+\frac{\boldsymbol{p} \cdot \boldsymbol{S}}{m(E+m)} \boldsymbol{p}\right), \tag{2.15}
\end{equation*}
$$

where $\boldsymbol{S}$ is the three-dimensional rest-frame spin of the particle and $p=-(E, \boldsymbol{p})$. I.e. we obtain the covariant spin vector by boosting its rest-frame counterpart. Finally, by writing the polarization tensors as boosts of rest-frame coherent states [171], we have

$$
\begin{equation*}
\varepsilon(\tilde{p}) \cdot \varepsilon(p)=\exp \left[-\frac{\boldsymbol{L}_{q} \cdot \boldsymbol{S}}{m(E+m)}\right]+\ldots, \tag{2.16}
\end{equation*}
$$

where $\boldsymbol{L}_{q} \equiv i \boldsymbol{p} \times \boldsymbol{q}$, and the ellipsis stand for terms that do not contribute to the classical potential.

### 2.3 Full theory amplitudes

In this section we calculate the scattering amplitudes needed to construct the desired Hamiltonian. Specifically, we obtain the relevant pieces of the tree-level and one-loop two-to-two


Figure 2.2: The tree-level amplitude that captures the $\mathcal{O}(G)$ spin interactions. The thick (thin) straight line represents the spinning (scalar) particle, while the wiggly line corresponds to the exchanged graviton.

(a)

(b)

(c)

(d)

Figure 2.3: The one-loop scalar box integrals $I_{\square}$ (a) and $I_{\bowtie}(\mathrm{b})$ and the corresponding triangle integrals $I_{\triangle}$ (c) and $I_{\nabla}$ (d). The bottom (top) solid line corresponds to a massive propagator of mass $m_{1}\left(m_{2}\right)$. The dashed lines denote massless propagators.
scattering amplitude between a scalar and a spinning particle. For the tree-level amplitudes we use the Feynman rules derived in the previous section. We use the generalized unitarity method [164, 165, 166] for the one-loop amplitude. Anticipating the comparison to the EFT amplitudes, we specialize our results to the center-of-mass frame.

### 2.3.1 Constructing the full-theory amplitudes

The information to determine the $\mathcal{O}(G)$ Hamiltonian is contained in the tree-level amplitude shown in Fig. 2.2. We take the incoming momentum of the spinning (scalar) particle to be $-p_{1}\left(-p_{2}\right)$ and its outgoing momentum to be $p_{4}\left(p_{3}\right)$. Using the Feynman rules obtained above, we find

$$
\begin{equation*}
\mathcal{M}^{\text {tree }}=-\frac{4 \pi G}{q^{2}} \varepsilon_{1} \cdot \varepsilon_{4}\left(\alpha_{1}^{(0)}+\alpha_{1}^{(1,1)} \mathcal{E}_{1}+\alpha_{1}^{(2,4)}\left(q \cdot S_{1}\right)^{2}\right)+\ldots \tag{2.17}
\end{equation*}
$$

where $\mathcal{E}_{1} \equiv i \epsilon^{\mu \nu \rho \sigma} p_{1 \mu} p_{2 \nu} q_{\rho} S_{1 \sigma}$, and the labeling scheme for $\alpha_{i}^{A}$ follows that for $c_{i}^{A}$ in Eq. 2.2). In the ellipsis we omit terms that do not contribute to the classical limit, along with pieces proportional to $q^{2}$, since they cancel the propagator and do not yield long-range contributions. The coefficients $\alpha_{1}^{A}$ take the explicit form

$$
\begin{equation*}
\alpha_{1}^{(0)}=4 m^{4} \nu^{2}\left(2 \sigma^{2}-1\right), \quad \alpha_{1}^{(1,1)}=\frac{8 m^{2} \nu \sigma}{m_{1}}, \quad \alpha_{1}^{(2,4)}=\frac{2 C_{E S^{2}} m^{4} \nu^{2}\left(2 \sigma^{2}-1\right)}{m_{1}^{2}}, \tag{2.18}
\end{equation*}
$$

where we use the variables

$$
\begin{equation*}
\sigma=\frac{p_{1} \cdot p_{2}}{m_{1} m_{2}}, \quad m=m_{1}+m_{2}, \quad \nu=\frac{m_{1} m_{2}}{m^{2}} . \tag{2.19}
\end{equation*}
$$

In order to construct the $\mathcal{O}\left(G^{2}\right)$ Hamiltonian we further need the corresponding oneloop amplitude. We may express any one-loop amplitude as a linear combination of scalar box, triangle, bubble and tadpole integrals [174]. Refs. [74, 13] showed that the bubble and tadpole integrals do not contribute to the classical limit. Dropping these pieces we may write

$$
\begin{equation*}
i \mathcal{M}^{1 \text {-loop }}=d_{\square} I_{\square}+d_{\bowtie} I_{\bowtie}+c_{\triangle} I_{\triangle}+c_{\nabla} I_{\nabla}, \tag{2.20}
\end{equation*}
$$

where the coefficients $d_{\square}, d_{\bowtie}, c_{\triangle}$ and $c_{\nabla}$ are rational functions of external momenta and polarization tensors. The integrals $I_{\square}, I_{\bowtie}, I_{\triangle}$ and $I_{\nabla}$ are shown in Fig. 2.3. The triangle integrals take the form [74]

$$
\begin{equation*}
I_{\triangle, \nabla}=-\frac{i}{32 m_{1,2}} \frac{1}{\sqrt{-q^{2}}}+\cdots \tag{2.21}
\end{equation*}
$$

The box contributions do not contain any novel $\mathcal{O}\left(G^{2}\right)$ information. They correspond to infrared-divergent pieces that cancel out when we equate the full-theory and EFT amplitudes [74, 13]. In this sense, the explicit values for the box coefficients serve only as a consistency check of our calculation and we do not show them. Instead, we give the result for

$$
\begin{equation*}
i \mathcal{M}^{\triangle+\nabla} \equiv c_{\triangle} I_{\triangle}+c_{\nabla} I_{\nabla} \tag{2.22}
\end{equation*}
$$

We use the generalized-unitarity method [164, $165,166,175]$ to obtain the integral coefficients of Eq. 2.20). We start by calculating the gravitational Compton amplitude for


Figure 2.4: The Compton-amplitude Feynman diagrams. The straight line corresponds to the spinning particle. The wiggly lines correspond to gravitons.


Figure 2.5: Appropriate residues of the two-particle cut (a) give the triple cuts (b) and (c), and the quadruple cut (d). The thick straight line corresponds to the spinning particle, the thin straight line to the scalar, and the wiggly lines to the exchanged gravitons. All exposed lines are taken on-shell.
the spinning particle, using the Feynman rules derived in the previous section. We depict the relevant Feynman diagrams in Fig. 2.4. Subsequently, we construct the two-particle cut depicted in Fig. 2.5(a) by gluing the Compton amplitude for the spinning particle with that for a scalar. The latter is a well-known amplitude. The residue of the two-particle cut on the scalar-matter pole gives the triple cut in Fig. 2.5(b), while the one on the spinning-matter pole gives the triple cut in Fig. 2.5(c). Localizing both matter poles gives the quadruple cut in Fig. 2.5(d). Finally, following Refs. [176, 177, 28], we obtain the box and triangle coefficients from the quadruple and triple cuts respectively. Our result reads
$\mathcal{M}^{\Delta+\nabla}=\frac{2 \pi^{2} G^{2} \varepsilon_{1} \cdot \varepsilon_{4}}{\sqrt{-q^{2}}}\left[\alpha_{2}^{(0)}+\alpha_{2}^{(1,1)} \mathcal{E}_{1}+\alpha_{2}^{(2,4)}\left(q \cdot S_{1}\right)^{2}+\alpha_{2}^{(2,5)} q^{2} S_{1}^{2}+\alpha_{2}^{(2,6)} q^{2}\left(p_{2} \cdot S_{1}\right)^{2}\right]+\ldots$,
where the coefficients are given by

$$
\begin{align*}
& \alpha_{2}^{(0)}=3 m^{5} \nu^{2}\left(5 \sigma^{2}-1\right), \quad \alpha_{2}^{(1,1)}=\frac{m^{2}\left(4 m_{1}+3 m_{2}\right)\left(5 \sigma^{2}-3\right) \nu \sigma}{m_{1}\left(\sigma^{2}-1\right)}, \\
& \alpha_{2}^{(2,4)}=-\frac{m_{2}^{2}}{16\left(\sigma^{2}-1\right)}\left[-4 m_{2}\left(-\sigma^{2}+1+C_{E S^{2}}\left(30 \sigma^{4}-29 \sigma^{2}+3\right)\right)\right. \\
&\left.-m_{1}\left(35 \sigma^{4}-30 \sigma^{2}-5+C_{E S^{2}}\left(155 \sigma^{4}-174 \sigma^{2}+35\right)\right)\right], \\
& \begin{aligned}
& \alpha_{2}^{(2,5)}=-\frac{m_{2}^{2}}{16\left(\sigma^{2}-1\right)}[4 m_{2}\left(15 \sigma^{4}-17 \sigma^{2}+2+C_{E S^{2}}\left(15 \sigma^{4}-13 \sigma^{2}+2\right)\right) \\
&\left.+m_{1}\left(95 \sigma^{4}-102 \sigma^{2}+7+C_{E S^{2}}\left(95 \sigma^{4}-102 \sigma^{2}+23\right)\right)\right], \\
& \alpha_{2}^{(2,6)}=-\frac{1}{8\left(\sigma^{2}-1\right)^{2}}\left[2 m_{2}\left(15 \sigma^{4}-14 \sigma^{2}-1+C_{E S^{2}}\left(15 \sigma^{4}-10 \sigma^{2}+3\right)\right)\right. \\
&\left.+m_{1}\left(65 \sigma^{4}-66 \sigma^{2}+1+C_{E S^{2}}\left(65 \sigma^{4}-66 \sigma^{2}+17\right)\right)\right] .
\end{aligned}
\end{align*}
$$

We note here that the relation $\alpha_{2}^{(2,4)}=-\alpha_{2}^{(2,5)}$, which was expected following a pattern observed in Refs. [156, 46], is broken for generic values of $C_{E S^{2}}$. We recover this relation for $C_{E S^{2}}=1$, which corresponds to the Kerr black hole [134]. This is in line with a recent observation in Ref. [97], that this equality fails to hold in the presence of tidal finite-size effects.

### 2.3.2 The amplitudes in the center-of-mass frame

In preparation for the matching procedure in the following section, we specialize our expressions to the center-of-mass frame. In this frame, the independent four-momenta read

$$
\begin{equation*}
p_{1}=-\left(E_{1}, \boldsymbol{p}\right), \quad p_{2}=-\left(E_{2},-\boldsymbol{p}\right), \quad q=(0, \boldsymbol{q}), \quad \boldsymbol{p} \cdot \boldsymbol{q}=\boldsymbol{q}^{2} / 2 . \tag{2.24}
\end{equation*}
$$

Using Eq. 2.15, we have

$$
\begin{align*}
q \cdot S_{1} & =\boldsymbol{q} \cdot \boldsymbol{S}_{1}-\frac{\boldsymbol{q}^{2} \boldsymbol{p} \cdot \boldsymbol{S}_{1}}{2 m_{1}\left(E_{1}+m_{1}\right)}, \quad i \epsilon^{\mu \nu \rho \sigma} p_{1 \mu} p_{2_{\nu}} q_{\rho} S_{1 \sigma}=E \boldsymbol{L}_{q} \cdot \boldsymbol{S}_{1} \\
p_{2} \cdot S_{1} & =-\frac{E}{m_{1}} \boldsymbol{p} \cdot \boldsymbol{S}_{1} \tag{2.25}
\end{align*}
$$

Furthermore, Eq. 2.16) becomes

$$
\begin{equation*}
\varepsilon_{1} \cdot \varepsilon_{4}=1-\frac{\boldsymbol{L}_{q} \cdot \boldsymbol{S}_{1}}{m_{1}\left(E_{1}+m_{1}\right)}+\frac{\left(\boldsymbol{L}_{q} \cdot \boldsymbol{S}_{1}\right)^{2}}{2 m_{1}^{2}\left(E_{1}+m_{1}\right)^{2}}+\ldots \tag{2.26}
\end{equation*}
$$

Using the above expressions, our amplitudes take the form

$$
\begin{align*}
\frac{\mathcal{M}^{\text {tree }}}{4 E_{1} E_{2}} & =\frac{4 \pi G}{\boldsymbol{q}^{2}}\left[a_{1}^{(0)}+a_{1}^{(1,1)} \boldsymbol{L}_{q} \cdot \boldsymbol{S}_{1}+a_{1}^{(2,4)}\left(\boldsymbol{q} \cdot \boldsymbol{S}_{1}\right)^{2}\right]  \tag{2.27}\\
\frac{\mathcal{M}^{\Delta+\nabla}}{4 E_{1} E_{2}} & =\frac{2 \pi^{2} G^{2}}{|\boldsymbol{q}|}\left[a_{2}^{(0)}+a_{2}^{(1,1)} \boldsymbol{L}_{q} \cdot \boldsymbol{S}_{1}+a_{2}^{(2,4)}\left(\boldsymbol{q} \cdot \boldsymbol{S}_{1}\right)^{2}+a_{2}^{(2,5)} \boldsymbol{q}^{2} \boldsymbol{S}_{1}^{2}+a_{2}^{(2,6)} \boldsymbol{q}^{2}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2}\right]
\end{align*}
$$

The coefficients $a_{i}^{A}$ are given in terms of the $\alpha_{i}^{A}$ of Eqs. (2.18) and (2.23) by ${ }^{3}$

$$
\begin{align*}
a_{i}^{(0)} & =\frac{\alpha_{i}^{(0)}}{4 m^{2} \gamma^{2} \xi}, \quad a_{i}^{(1,1)}=\frac{\alpha_{i}^{(1,1)}}{4 m \gamma \xi}-\frac{1}{m_{1}^{2}\left(\gamma_{1}+1\right)} \frac{\alpha_{i}^{(0)}}{4 m^{2} \gamma^{2} \xi} \\
a_{i}^{(2, j)} & =\frac{\alpha_{i}^{(2, j)} \tilde{\zeta}^{(j)}}{4 m^{2} \gamma^{2} \xi}-\frac{\zeta^{(j)}}{m_{1}^{2}\left(\gamma_{1}+1\right)} \frac{\alpha_{i}^{(1,1)}}{4 m \gamma \xi}+\frac{\zeta^{(j)}}{m_{1}^{4}\left(\gamma_{1}+1\right)^{2}} \frac{\alpha_{i}^{(0)}}{8 m^{2} \gamma^{2} \xi} \tag{2.28}
\end{align*}
$$

where $i=1,2$ and the structure-dependent coefficients are given by

$$
\begin{equation*}
\zeta^{(4)}=-\zeta^{(5)}=\boldsymbol{p}^{2}, \quad \zeta^{(6)}=1, \quad \tilde{\zeta}^{(4)}=\tilde{\zeta}^{(5)}=1, \quad \tilde{\zeta}^{(6)}=-\frac{E^{2}}{m_{1}^{2}} \tag{2.29}
\end{equation*}
$$

In addition to the definitions in Eq. (2.19) we use

$$
\begin{equation*}
\gamma=\frac{E}{m}, \quad \gamma_{1}=\frac{E_{1}}{m_{1}}, \quad E=E_{1}+E_{2}, \quad \xi=\frac{E_{1} E_{2}}{E^{2}} . \tag{2.30}
\end{equation*}
$$

### 2.4 Hamiltonian from effective field theory

We now turn our attention to the task of translating the scattering amplitudes of higherspin fields to a two-body conservative Hamiltonian. We do this by matching the scattering amplitude computed in the last section to the two-to-two amplitude of an EFT of the positiveenergy modes of higher-spin fields. Ref. [74] developed this matching procedure for higher orders in $G$ and all orders in velocity, while Ref. [46] extended the formalism to include spin degrees of freedom. We conclude this section by comparing our answer with previous results in the literature.

[^4]
### 2.4.1 EFT scattering amplitudes

The action of the effective field theory for the higher-spin fields $\xi_{1}$ and $\xi_{2}$ is given by $S=\int_{\boldsymbol{k}} \sum_{a=1,2} \xi_{a}^{\dagger}(-\boldsymbol{k})\left(i \partial_{t}-\sqrt{\boldsymbol{k}^{2}+m_{a}^{2}}\right) \xi_{a}(\boldsymbol{k})-\int_{\boldsymbol{k}, \boldsymbol{k}^{\prime}} \xi_{1}^{\dagger}\left(\boldsymbol{k}^{\prime}\right) \xi_{2}^{\dagger}\left(-\boldsymbol{k}^{\prime}\right) V\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}, \hat{\boldsymbol{S}}_{1}\right) \xi_{1}(\boldsymbol{k}) \xi_{2}(-\boldsymbol{k})$,
where $\int_{\boldsymbol{k}}=\int \frac{d^{D-1} \boldsymbol{k}}{(2 \pi)^{D-1}}$, and the interaction potential $V\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}, \hat{\boldsymbol{S}}_{1}\right)$ is a function of the incoming and outgoing momenta $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$, and the spin operator $\hat{\boldsymbol{S}}_{1}$. We consider kinematics in the center-of-mass frame. As in the full theory side, we choose the field $\xi_{2}$ to be a scalar, while the asymptotic states of $\xi_{1}$ are taken to be spin coherent states. We obtain the classical rest-frame spin vector as the expectation value of the spin operator with respect to these on-shell states.

We build the most general potential containing only long-range classical contributions, up to quadratic order in spin. In momentum space, a minimal basis of interactions in the on-shell scheme is given by the operators

$$
\begin{equation*}
\hat{\mathbb{O}}^{(0)}=\mathbb{I}, \quad \hat{\mathbb{O}}^{(1,1)}=\boldsymbol{L}_{\hat{\boldsymbol{q}}} \cdot \hat{\boldsymbol{S}}_{1}, \quad \hat{\mathbb{O}}(2,4)=\left(\hat{\boldsymbol{q}} \cdot \hat{\boldsymbol{S}}_{1}\right)^{2}, \quad \hat{\mathbb{O}}^{(2,5)}=\hat{\boldsymbol{q}}^{2} \hat{\boldsymbol{S}}_{1}^{2}, \quad \hat{\mathbb{O}}^{(2,6)}=\hat{\boldsymbol{q}}^{2}\left(\boldsymbol{k} \cdot \hat{\boldsymbol{S}}_{1}\right)^{2}, \tag{2.32}
\end{equation*}
$$

where ${ }^{4} \hat{\boldsymbol{q}} \equiv \boldsymbol{k}-\boldsymbol{k}^{\prime}$ and $\boldsymbol{L}_{\hat{q}} \equiv i \boldsymbol{k} \times \hat{\boldsymbol{q}}$. Their expectation values with respect to spin coherent states are in one-to-one correspondence with the monomials in the full theory amplitude, Eq. 2.27). The labeling scheme for the operators follows the conventions of Eq. (2.1). We use the following ansatz for the potential operator

$$
\begin{equation*}
V\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}, \hat{\boldsymbol{S}}_{1}\right)=\sum_{A} V^{A}\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}\right) \hat{\mathbb{O}}^{A} \tag{2.33}
\end{equation*}
$$

where $A$ runs over the superscripts of the operators in Eq. (2.32). $V^{A}\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}\right)$ are free coefficients with the same structure as the spin-independent potential of Refs. [13, 12],

$$
\begin{equation*}
V^{A}\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}\right)=\frac{4 \pi G}{\hat{\boldsymbol{q}}^{2}} d_{1}^{A}\left(\hat{\boldsymbol{p}}^{2}\right)+\frac{2 \pi^{2} G^{2}}{|\hat{\boldsymbol{q}}|} d_{2}^{A}\left(\hat{\boldsymbol{p}}^{2}\right)+\mathcal{O}\left(G^{3}\right), \tag{2.34}
\end{equation*}
$$

[^5]where $\hat{\boldsymbol{p}}^{2} \equiv\left(\boldsymbol{k}^{2}+\boldsymbol{k}^{\prime 2}\right) / 2$. At the $\mathcal{O}(G)$ level, the operators containing a factor of $\hat{\boldsymbol{q}}^{2}$ can be ignored, as they lead to contact terms. Therefore we choose
\[

$$
\begin{equation*}
d_{1}^{(2,5)}=d_{1}^{(2,6)}=0 . \tag{2.35}
\end{equation*}
$$

\]

However, the factor of $\hat{\boldsymbol{q}}^{2}$ does not cancel out with the $\mathcal{O}\left(G^{2}\right)$ denominator, so we need to keep $d_{2}^{(2,5)}$ and $d_{2}^{(2,6)}$.

We now evaluate the EFT two-to-two scattering amplitude. To this end we use the Feynman rules derived from the EFT action (Eq. (2.31),

$$
\begin{equation*}
\xrightarrow{(E, \boldsymbol{k})}=\frac{i \mathbb{I}}{E-\sqrt{\boldsymbol{k}^{2}+m^{2}}+i \epsilon}, \tag{2.36}
\end{equation*}
$$



Using these rules we compute the amplitude up to $\mathcal{O}\left(G^{2}\right)$ directly evaluating the relevant Feynman diagrams, omitting terms that do not contribute to long range interactions. The spin-dependent vertices must be treated as operators, and thus their ordering is important. After carrying out the energy integration, we obtain an expression for the amplitude

$$
\begin{equation*}
\mathcal{M}^{\mathrm{EFT}}=-V\left(\boldsymbol{p}^{\prime}, \boldsymbol{p}, \boldsymbol{S}_{1}\right)-\int_{\boldsymbol{k}} \frac{V\left(\boldsymbol{p}^{\prime}, \boldsymbol{k}, \boldsymbol{S}_{1}\right) V\left(\boldsymbol{k}, \boldsymbol{p}, \boldsymbol{S}_{1}\right)}{E_{1}+E_{2}-\sqrt{\boldsymbol{k}^{2}+m_{1}^{2}}-\sqrt{\boldsymbol{k}^{2}+m_{2}^{2}}} . \tag{2.37}
\end{equation*}
$$

Similarly to the full theory, in order to extract the classical limit, one needs to first decompose products of the spin vector into irreducible representations of the rotation group, by repeated use of the $S O(3)$ algebra.

At $\mathcal{O}(G)$ the EFT amplitude receives a contribution only from the first term of Eq. (2.37),

$$
\begin{equation*}
\mathcal{M}_{1 P M}^{\mathrm{E} F T}=\frac{4 \pi G}{\boldsymbol{q}^{2}}\left[a_{1}^{(0)}+a_{1}^{(1,1)} \boldsymbol{L}_{q} \cdot \boldsymbol{S}_{1}+a_{1}^{(2,4)}\left(\boldsymbol{q} \cdot \boldsymbol{S}_{1}\right)^{2}\right] \tag{2.38}
\end{equation*}
$$

The $a_{1}^{A}$ are given directly in terms of the momentum-space potential coefficients,

$$
\begin{equation*}
a_{1}^{A}=-d_{1}^{A} . \tag{2.39}
\end{equation*}
$$

The EFT amplitude at $\mathcal{O}\left(G^{2}\right)$ receives contributions from both terms in Eq. (2.37) and
can be written as

$$
\begin{align*}
& \mathcal{M}_{2 P M}^{\mathrm{EFT}}=\frac{2 \pi^{2} G^{2}}{|\boldsymbol{q}|}\left[a_{2}^{(0)}+a_{2}^{(1,1)} \boldsymbol{L}_{q} \cdot \boldsymbol{S}_{1}+a_{2}^{(2,4)}\left(\boldsymbol{q} \cdot \boldsymbol{S}_{1}\right)^{2}+a_{2}^{(2,5)} \boldsymbol{q}^{2} \boldsymbol{S}_{1}^{2}+a_{2}^{(2,6)} \boldsymbol{q}^{2}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2}\right] \\
&+(4 \pi G)^{2} a_{\mathrm{iter}} \int \frac{d^{D-1} \boldsymbol{\ell}}{(2 \pi)^{D-1}} \frac{2 \xi E}{\boldsymbol{\ell}^{2}(\boldsymbol{\ell}+\boldsymbol{q})^{2}\left(\boldsymbol{\ell}^{2}+2 \boldsymbol{p} \cdot \boldsymbol{\ell}\right)} \tag{2.40}
\end{align*}
$$

where $\boldsymbol{\ell}=\boldsymbol{k}-\boldsymbol{p}$ and we only keep terms that are relevant in the classical limit. The above coefficients are given by

$$
\begin{align*}
a_{2}^{(0)} & =-d_{2}^{(0)}+\frac{1}{2 \xi E} \tilde{A}_{0}\left[\left(d_{1}^{(0)}\right)^{2}\right],  \tag{2.41}\\
a_{2}^{(1,1)} & =-d_{2}^{(1,1)}+\frac{1}{2 \xi E} \tilde{A}_{2}\left[d_{1}^{(0)} d_{1}^{(1,1)}\right], \\
a_{2}^{(2,4)} & =-d_{2}^{(2,4)}+\frac{3}{8 \xi E} \tilde{A}_{4 / 3}\left[d_{1}^{(0)} d_{1}^{(2,4)}\right]+\frac{\boldsymbol{p}^{2}}{16 \xi E} \tilde{A}_{4}\left[\left(d_{1}^{(1,1)}\right)^{2}\right]+\frac{\xi E}{4} d_{1}^{(1,1)} d_{1}^{(2,4)}, \\
a_{2}^{(2,5)} & =-d_{2}^{(2,5)}-\frac{1}{8 \xi E} \tilde{A}_{4}\left[d_{1}^{(0)} d_{1}^{(2,4)}\right]-\frac{\boldsymbol{p}^{2}}{8 \xi E} \tilde{A}_{4}\left[\left(d_{1}^{(1,1)}\right)^{2}\right]+\frac{\xi E}{4} d_{1}^{(1,1)} d_{1}^{(2,4)}, \\
a_{2}^{(2,6)} & =-d_{2}^{(2,6)}+\frac{\xi E}{\boldsymbol{p}^{4}} d_{1}^{(0)} d_{1}^{(2,4)}+\frac{1}{8 \xi E} \tilde{A}_{4}\left[\left(d_{1}^{(1,1)}\right)^{2}\right]-\frac{\xi E}{\boldsymbol{p}^{2}} d_{1}^{(1,1)} d_{1}^{(2,4)},
\end{align*}
$$

where we define the function

$$
\begin{equation*}
\tilde{A}_{j}[X]=\left[(1-3 \xi)+\frac{j \xi^{2} E^{2}}{\boldsymbol{p}^{2}}+2 \xi^{2} E^{2} \partial\right] X \tag{2.42}
\end{equation*}
$$

and the derivative is taken with respect to the square of the center-of-mass momentum $\partial=\partial / \partial \boldsymbol{p}^{2}$. The second term in Eq. (2.40) is infrared divergent and should cancel out when we equate the full-theory and EFT amplitudes. We have explicitly verified this cancellation at leading order in the classical expansion.

### 2.4.2 Conservative spin Hamiltonian

As mentioned in Sec. 5.1, our final result is the position-space Hamiltonian,

$$
\begin{align*}
H= & \sqrt{\boldsymbol{p}^{2}+m_{1}^{2}}+\sqrt{\boldsymbol{p}^{2}+m_{2}^{2}}+V^{(0)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right)+V^{(1,1)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\boldsymbol{L} \cdot \boldsymbol{S}_{1}}{\boldsymbol{r}^{2}} \\
& +V^{(2,4)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{2}}{\boldsymbol{r}^{4}}+V^{(2,5)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\boldsymbol{S}_{1}^{2}}{\boldsymbol{r}^{2}}+V^{(2,6)}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right) \frac{\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2}}{\boldsymbol{r}^{2}}+\ldots \tag{2.43}
\end{align*}
$$

The potentials take the form

$$
\begin{equation*}
V^{A}\left(\boldsymbol{r}^{2}, \boldsymbol{p}^{2}\right)=\frac{G}{|\boldsymbol{r}|} c_{1}^{A}\left(\boldsymbol{p}^{2}\right)+\left(\frac{G}{|\boldsymbol{r}|}\right)^{2} c_{2}^{A}\left(\boldsymbol{p}^{2}\right)+\mathcal{O}\left(G^{3}\right) . \tag{2.44}
\end{equation*}
$$

We obtain the position-space Hamiltonian by taking the Fourier transform of the momentumspace Hamiltonian with respect to the momentum transfer $\boldsymbol{q}$, which is the conjugate of the separation between the particles $\boldsymbol{r}$. In this way, we express the position-space coefficients $c_{i}^{A}$ in terms of the momentum-space coefficients $d_{i}^{A}$ via linear relations dictated by the $\boldsymbol{q}$ dependence of the spin operators,
$c_{1}^{(0)}=d_{1}^{(0)}, \quad c_{1}^{(1,1)}=-d_{1}^{(1,1)}, \quad c_{1}^{(2,4)}=-3 d_{1}^{(2,4)}, \quad c_{1}^{(2,5)}=d_{1}^{(2,4)}, \quad c_{1}^{(2,6)}=0$,
$c_{2}^{(0)}=d_{2}^{(0)}, \quad c_{2}^{(1,1)}=-2 d_{2}^{(1,1)}, \quad c_{2}^{(2,4)}=-8 d_{2}^{(2,4)}, \quad c_{2}^{(2,5)}=2 d_{2}^{(2,4)}-2 d_{2}^{(2,5)}, \quad c_{2}^{(2,6)}=-2 d_{2}^{(2,6)}$.

We determine the momentum-space coefficients $d_{i}^{A}$ in terms of the amplitudes coefficients $a_{i}^{A}$ by the relations in Eqs. 2.39) and (2.41). We may now obtain $a_{i}^{A}$ by demanding that the EFT amplitude matches the full-theory one,

$$
\begin{equation*}
\mathcal{M}_{1 \mathrm{PM}}^{\mathrm{EFT}}=\frac{\mathcal{M}^{\text {tree }}}{4 E_{1} E_{2}}, \quad \mathcal{M}_{2 \mathrm{PM}}^{\mathrm{EFT}}=\frac{\mathcal{M}^{1 \text {-loop }}}{4 E_{1} E_{2}} \tag{2.46}
\end{equation*}
$$

where the factors of the energy account for the non-relativistic normalization of the EFT amplitude. Using Eq. 2.28 we relate $a_{i}^{A}$ to $\alpha_{i}^{A}$, which are explicitly shown in Eqs. (2.18) and (2.23). Putting everything together, we obtain novel expressions for the position-space coefficients $c_{i}^{A}$.

### 2.4.3 Comparison to the literature

In order to ensure the validity of our result, we compare it with existing Hamiltonians in the General Relativity literature. Specifically, we compare with overlapping results in Ref. [167], which obtained the next-to-next-to-leading order post-Newtonian Hamiltonian, and in Ref. [168], which calculated the test-body Hamiltonian. Both references included interactions of up to quadratic order in the spins.

One way to establish the equivalence of two Hamiltonians is to construct a canonical transformation that extrapolates between them. Alternatively, we may compare the gauge invariant scattering amplitudes calculated from the two Hamiltonians by means of the EFT. We take the latter approach here. To do so, we promote the spin vector in the classical Hamiltonians to the spin operator, and we account for the non-isotropic terms according to the conventions of [74, 12, 13].

In this way we obtain EFT amplitudes in the form of Eqs. 2.38) and (2.40). The relevant coefficients for our purposes obtained using the Hamiltonian of Ref. [167] read

$$
\begin{align*}
a_{1}^{(2,4)}=\frac{m_{2} C_{E S^{2}}}{2 m_{1}} & -\frac{8 m_{1} m_{2}+7 m_{2}^{2}-C_{E S^{2}}\left(6 m_{1}^{2}+16 m_{1} m_{2}+6 m_{2}^{2}\right)}{8 m_{1}^{3} m_{2}} \boldsymbol{p}^{2}  \tag{2.47}\\
& -\frac{3 m_{2}^{2}\left(7 m_{1}^{2}+4 m_{1} m_{2}-2 m_{2}^{2}\right)+C_{E S^{2}}\left(5 m_{1}^{4}-18 m_{1}^{2} m_{2}^{2}+5 m_{2}^{4}\right)}{16 m_{1}^{5} m_{2}^{3}} \boldsymbol{p}^{4}+\ldots,
\end{align*}
$$

and

$$
\begin{array}{r}
a_{2}^{(2,4)}=\frac{m_{1} m_{2}^{3} C_{E S^{2}}}{4\left(m_{1}+m_{2}\right) \boldsymbol{p}^{2}}+\frac{m_{2}\left(10 m_{1}^{2}-7 m_{1} m_{2}-13 m_{2}^{2}+C_{E S^{2}}\left(32 m_{1}^{2}+61 m_{1} m_{2}+29 m_{2}^{2}\right)\right)}{16 m_{1}\left(m_{1}+m_{2}\right)} \\
+\frac{15 m_{1}^{4}-73 m_{1}^{3} m_{2}-361 m_{1}^{2} m_{2}^{2}-343 m_{1} m_{2}^{3}-82 m_{2}^{4}}{64 m_{1}^{3} m_{2}\left(m_{1}+m_{2}\right)} \boldsymbol{p}^{2} \\
+\frac{C_{E S^{2}}\left(93 m_{1}^{4}+467 m_{1}^{3} m_{2}+707 m_{1}^{2} m_{2}^{2}+397 m_{1} m_{2}^{3}+64 m_{2}^{4}\right)}{64 m_{1}^{3} m_{2}\left(m_{1}+m_{2}\right)} \boldsymbol{p}^{2}+\ldots, \\
a_{2}^{(2,5)}=-\frac{m_{1} m_{2}^{3} C_{E S^{2}}}{4\left(m_{1}+m_{2}\right) \boldsymbol{p}^{2}}-\frac{m_{2}\left(22 m_{1}^{2}+19 m_{1} m_{2}+m_{2}^{2}+C_{E S^{2}}\left(20 m_{1}^{2}+35 m_{1} m_{2}+15 m_{2}^{2}\right)\right)}{16 m_{1}\left(m_{1}+m_{2}\right)} \\
 \tag{2.48}\\
-\frac{51 m_{1}^{4}+115 m_{1}^{3} m_{2}-53 m_{1}^{2} m_{2}^{2}-155 m_{1} m_{2}^{3}-50 m_{2}^{4}}{64 m_{1}^{3} m_{2}\left(m_{1}+m_{2}\right)} \boldsymbol{p}^{2} \\
\\
-\frac{C_{E S^{2}}\left(57 m_{1}^{4}+279 m_{1}^{3} m_{2}+399 m_{1}^{2} m_{2}^{2}+209 m_{1} m_{2}^{3}+32 m_{2}^{4}\right)}{64 m_{1}^{3} m_{2}\left(m_{1}+m_{2}\right)} \boldsymbol{p}^{2}+\ldots, \\
a_{2}^{(2,6)}=\frac{m_{1} m_{2}^{3} C_{E S^{2}}}{2\left(m_{1}+m_{2}\right) \boldsymbol{p}^{4}}+\frac{m_{2}\left(8 m_{1}^{2}+8 m_{1} m_{2}+m_{2}^{2}+C_{E S^{2}}\left(7 m_{1}^{2}+11 m_{1} m_{2}+4 m_{2}^{2}\right)\right)}{4 m_{1}\left(m_{1}+m_{2}\right) \boldsymbol{p}^{2}} \\
+\frac{33 m_{1}^{4}+97 m_{1}^{3} m_{2}+13 m_{1}^{2} m_{2}^{2}-73 m_{1} m_{2}^{3}-28 m_{2}^{4}}{32 m_{1}^{3} m_{2}\left(m_{1}+m_{2}\right)} \\
+\frac{C_{E S^{2}}\left(39 m_{1}^{4}+185 m_{1}^{3} m_{2}+245 m_{1}^{2} m_{2}^{2}+115 m_{1} m_{2}^{3}+16 m_{2}^{4}\right)}{32 m_{1}^{3} m_{2}\left(m_{1}+m_{2}\right)}+\ldots,
\end{array}
$$

where the ellipsis stands for higher orders in $\boldsymbol{p}$. These coefficients are in complete agreement with the velocity expansion of our amplitudes. The Hamiltonian of Ref. [168] produces the
coefficients

$$
\begin{equation*}
a_{1}^{(2,4)}=\frac{m_{2}\left(C_{E S^{2}}\left(2 \gamma_{1}^{3}+2 \gamma_{1}^{2}-\gamma_{1}-1\right)-2 \gamma_{1}^{3}-2 \gamma_{1}^{2}+3 \gamma_{1}+1\right)}{2 \gamma_{1}\left(\gamma_{1}+1\right) m_{1}} \tag{2.49}
\end{equation*}
$$

and

$$
\begin{align*}
& a_{2}^{(2,4)}=\frac{m_{2}{ }^{2}\left(C_{E S^{2}}\left(30 \gamma_{1}{ }^{4}-29 \gamma_{1}{ }^{2}+3\right)-30 \gamma_{1}^{4}+59 \gamma_{1}^{2}-24 \gamma_{1}-5\right)}{16 \gamma_{1}\left(\gamma_{1}{ }^{2}-1\right) m_{1}}, \\
& a_{2}^{(2,5)}=-\frac{m_{2}^{2}\left(C_{E S^{2}}\left(15 \gamma_{1}^{4}-13 \gamma_{1}^{2}+2\right)-15 \gamma_{1}^{4}+43 \gamma_{1}^{2}-24 \gamma_{1}-4\right)}{16 \gamma_{1}\left(\gamma_{1}{ }^{2}-1\right) m_{1}}, \\
& a_{2}^{(2,6)}=\frac{m_{2}^{2}\left(C_{E S^{2}}\left(15 \gamma_{1}^{4}-10 \gamma_{1}^{2}+3\right)-15 \gamma_{1}^{4}+46 \gamma_{1}^{2}-24 \gamma_{1}-7\right)}{16 \gamma_{1}\left(\gamma_{1}^{2}-1\right)^{2} m_{1}^{3}},  \tag{2.50}\\
& a_{2}^{(2, \tilde{4})}=\frac{\left(95 \gamma_{1}^{4}-102 \gamma_{1}^{2}+15\right) m_{1}}{32 \gamma_{1}\left(\gamma_{1}^{2}-1\right)}, \quad a_{2}^{(2, \tilde{5})}=\frac{95 \gamma_{1}^{4} m_{1}-102 \gamma_{1}^{2} m_{1}+15 m_{1}}{32 \gamma_{1}-32 \gamma_{1}^{3}}, \\
& a_{2}^{(2, \tilde{6})}=\frac{65 \gamma_{1}^{4}-66 \gamma_{1}^{2}+9}{16 \gamma_{1}\left(\gamma_{1}^{2}-1\right)^{2} m_{1}},
\end{align*}
$$

where the coefficients $a_{2}^{(2, y)}$ correspond to the spinning particle as the test body, while $a_{2}^{(2, \tilde{j})}$ correspond to the scalar particle as the test body. These coefficients exactly reproduce the test body expansion of our amplitudes.

### 2.5 Observables from the eikonal phase

The conservative Hamiltonian we obtained in the previous section enables the calculation of physical observables for a binary of compact objects interacting through gravity. On the one hand, one may calculate quantities that describe bound trajectories of the binary, as the bound-state energy. On the other hand, observables pertaining to unbound orbits have received a surge of attention. The main reason for this is that these observables serve as input to important phenomenological models, as the effective one-body Hamiltonian [178, 179, 180, 181, 182, 183. Recently, there has been great progress in obtaining these observables directly from the scattering amplitude [78, 144, 67, 81]. Moreover, in the non-spinning case, Refs. [82, 83] developed a dictionary between observables for unbound and bound orbits.

One prominent connection between physical observables and the scattering amplitude is made via the eikonal phase [158]. There are several studies of this connection, especially
in the non-spinning case [158, 159, 160, 161, 45, 18, 162, 163, 88, 89]. Refs. [142, 135, 136] verified the applicability of this approach for spinning particles in the special configuration where the spins of the particles are orthogonal to the scattering plane. More recently, Ref. [46] conjectured a formula that expresses physical observables in terms of derivatives of the eikonal phase for arbitrary orientation of the spin vectors.

In this section we extend the analysis of Refs. [142, 135, 136] and [46]. Specifically, we start by obtaining the eikonal phase via a fourier transform of our amplitudes. By restricting to the aligned-spin configuration we obtain a scattering angle which matches that of Ref. [142, 135, 136] when we specialize to the black-hole case. Then, we verify the conjecture of Ref. 46] by solving Hamilton's equations for the impulse and spin kick, and relating them to derivatives of the eikonal phase.

The eikonal phase $\chi=\chi_{1}+\chi_{2}+\mathcal{O}\left(G^{3}\right)$ is given by

$$
\begin{align*}
& \chi_{1}=\frac{1}{4 m_{1} m_{2} \sqrt{\sigma^{2}-1}} \int \frac{d^{2} \boldsymbol{q}}{(2 \pi)^{2}} e^{-i \boldsymbol{q} \cdot \boldsymbol{b}} \mathcal{M}^{\text {tree }}(\boldsymbol{q}) \\
& \chi_{2}=\frac{1}{4 m_{1} m_{2} \sqrt{\sigma^{2}-1}} \int \frac{d^{2} \boldsymbol{q}}{(2 \pi)^{2}} e^{-i \boldsymbol{q} \cdot \boldsymbol{b}} \mathcal{M}^{\Delta+\nabla}(\boldsymbol{q}) . \tag{2.51}
\end{align*}
$$

Using our amplitudes expressed in the center-of-mass frame (see Eq. (2.27) we find

$$
\begin{align*}
& \chi_{1}=\frac{\xi E G}{|\boldsymbol{p}|}\left[-a_{1}^{(0)} \ln \boldsymbol{b}^{2}-\frac{2 a_{1}^{(1,1)}}{\boldsymbol{b}^{2}}\left(\boldsymbol{p} \times \boldsymbol{S}_{1}\right) \cdot \boldsymbol{b}+a_{1}^{(2,4)}\left(\frac{2}{\boldsymbol{b}^{2}} \boldsymbol{S}_{1 \perp}^{2}-4 \frac{\left(\boldsymbol{S}_{1 \perp} \cdot \boldsymbol{b}\right)^{2}}{\boldsymbol{b}^{4}}\right)\right], \\
& \chi_{2}=\frac{\pi \xi E G^{2}}{|\boldsymbol{p}|}\left[\frac{a_{2}^{(0)}}{|\boldsymbol{b}|}-\frac{a_{2}^{(1,1)}}{|\boldsymbol{b}|^{3}}\left(\boldsymbol{p} \times \boldsymbol{S}_{1}\right) \cdot \boldsymbol{b}+a_{2}^{(2,4)}\right.\left(\frac{1}{|\boldsymbol{b}|^{3}} \boldsymbol{S}_{1 \perp}^{2}-3 \frac{\left(\boldsymbol{S}_{1 \perp} \cdot \boldsymbol{b}\right)^{2}}{|\boldsymbol{b}|^{5}}\right)  \tag{2.52}\\
&\left.-\left(a_{2}^{(2,5)} \boldsymbol{S}_{1}^{2}+a_{2}^{(2,6)}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2}\right) \frac{1}{|\boldsymbol{b}|^{3}}\right],
\end{align*}
$$

where we define $\boldsymbol{S}_{\perp 1} \equiv \boldsymbol{S}_{1}-\frac{\boldsymbol{S}_{1} \cdot \boldsymbol{p}}{\boldsymbol{p}^{2}} \boldsymbol{p}$.
We may now use the eikonal phase to obtain certain classical observables. We start by considering the aligned-spin kinematics of Ref. [142, 135, 136]. Specifically, we take the spin to be parallel to the orbital angular momentum, and hence orthogonal to the scattering plane. This implies the relations

$$
\begin{equation*}
\boldsymbol{S}_{1} \cdot \boldsymbol{b}=\boldsymbol{S}_{1} \cdot \boldsymbol{p}=0 \tag{2.53}
\end{equation*}
$$

Since the scattering process is confined to a plane, it can be described by one scattering angle $\theta=\theta_{1}+\theta_{2}+\mathcal{O}\left(G^{3}\right)$, which we obtain as a derivative of the eikonal phase [158]

$$
\begin{equation*}
\theta_{i}=-\frac{E}{m_{1} m_{2} \sqrt{\sigma^{2}-1}} \partial_{b} \chi_{i}, \quad i=1,2 \tag{2.54}
\end{equation*}
$$

where $b=|\boldsymbol{b}|$. The novel piece of the 2PM angle we obtain is quadratic in spin and given by

$$
\begin{align*}
\theta_{2, \boldsymbol{S}_{1}^{2}}=\frac{3 E \pi G^{2} \boldsymbol{S}_{1}^{2}}{32 m_{1}^{2} b^{4}\left(\sigma^{2}-1\right)^{2}}\{ & \left\{m_{2}\left(6\left(5 \sigma^{4}-6 \sigma^{2}+1\right)+2 C_{E S^{2}}\left(45 \sigma^{4}-42 \sigma^{2}+5\right)\right)\right. \\
& \left.+m_{1}\left(\left(65 \sigma^{4}-66 \sigma^{2}+1\right)+C_{E S^{2}}\left(125 \sigma^{4}-138 \sigma^{2}+29\right)\right)\right\} . \tag{2.55}
\end{align*}
$$

By specializing to the black-hole case $\left(C_{E S^{2}}=1\right)$ we reproduce the result of Ref. [142].
Ref. [46] conjectured a formula that directly relates observables in a scattering event with arbitrary spin orientations to the eikonal phase. The observables in question are the impulse $\Delta \boldsymbol{p}$ and spin kick $\Delta \boldsymbol{S}_{1}$, where

$$
\begin{array}{cc}
\boldsymbol{p}(t=\infty)=\boldsymbol{p}+\Delta \boldsymbol{p}, \quad \boldsymbol{p}(t=-\infty)=\boldsymbol{p} \\
\boldsymbol{S}_{1}(t=\infty)=\boldsymbol{S}_{1}+\Delta \boldsymbol{S}_{1}, \quad \boldsymbol{S}_{1}(t=-\infty)=\boldsymbol{S}_{1} \tag{2.56}
\end{array}
$$

Specifically, by obtaining the impulse and spin kick through $\mathcal{O}\left(G^{2}\right)$ using Hamilton's equations, we find that they may be written as

$$
\begin{align*}
\Delta \boldsymbol{p}_{\perp} & =-\left\{\boldsymbol{p}_{\perp}, \chi\right\}-\frac{1}{2}\left\{\chi,\left\{\boldsymbol{p}_{\perp}, \chi\right\}\right\}-\mathcal{D}_{S L}\left(\chi,\left\{\boldsymbol{p}_{\perp}, \chi\right\}\right)+\frac{1}{2}\left\{\boldsymbol{p}_{\perp}, \mathcal{D}_{S L}(\chi, \chi)\right\} \\
\Delta \boldsymbol{S}_{1} & =-\left\{\boldsymbol{S}_{1}, \chi\right\}-\frac{1}{2}\left\{\chi,\left\{\boldsymbol{S}_{1}, \chi\right\}\right\}-\mathcal{D}_{S L}\left(\chi,\left\{\boldsymbol{S}_{1}, \chi\right\}\right)+\frac{1}{2}\left\{\boldsymbol{S}_{1}, \mathcal{D}_{S L}(\chi, \chi)\right\} \tag{2.57}
\end{align*}
$$

In Eq. 2.57) we use the definitions

$$
\begin{equation*}
\left\{\boldsymbol{p}_{\perp}, f\right\} \equiv-\frac{\partial f}{\partial \boldsymbol{b}}, \quad\left\{\boldsymbol{S}_{1}, f\right\} \equiv \frac{\partial f}{\partial \boldsymbol{S}_{1}} \times \boldsymbol{S}_{1}, \quad \mathcal{D}_{S L}(f, g) \equiv-\boldsymbol{S}_{1} \cdot\left(\frac{\partial f}{\partial \boldsymbol{S}_{1}} \times \frac{\partial g}{\partial \boldsymbol{L}_{b}}\right) \tag{2.58}
\end{equation*}
$$

where $\boldsymbol{L}_{\boldsymbol{b}} \equiv \boldsymbol{b} \times \boldsymbol{p}$. In the above we decompose the impulse as

$$
\begin{equation*}
\Delta \boldsymbol{p}=\Delta p_{\|} \frac{\boldsymbol{p}}{|\boldsymbol{p}|}+\Delta \boldsymbol{p}_{\perp} \tag{2.59}
\end{equation*}
$$

Eq. 2.57) does not give $\Delta p_{\|}$. Instead, we obtain $\Delta p_{\| \mid}$from the on-shell condition $(\boldsymbol{p}+\Delta \boldsymbol{p})^{2}=$ $\boldsymbol{p}^{2}$.

Our calculation establishes the conjecture of Ref. [46] at the quadratic-in-spin level. The fact that the relation holds without modification when we include these higher-in-spin terms is strong indication for its validity in general. Our calculation further serves as evidence in favor of the surprisingly compact all-order formula that relates the scattering observables to the eikonal phase,

$$
\begin{equation*}
\Delta \mathcal{O}=i e^{-i \chi \mathcal{D}}\left\{\mathcal{O}, e^{i \chi \mathcal{D}}\right\} \tag{2.60}
\end{equation*}
$$

where for our case $\mathcal{O}=\boldsymbol{p}_{\perp}$ or $\boldsymbol{S}_{1}$, and $\chi \mathcal{D} g \equiv \chi g+i \mathcal{D}_{S L}(\chi, g)$.

### 2.6 Conclusions

In this chapter we obtained the 2PM-order Hamiltonian that describes the conservative dynamics of two spinning compact objects in General Relativity up to interactions quadratic in the spin of one of the objects. We followed the approach of Refs. [46, 74] which was based on scattering amplitudes and EFT. Along with the results of [46] for the bilinear-in-the-spins interactions, this completes the $\mathcal{O}\left(G^{2}\right)$ analysis of quadratic-in-spin effects not including tidal effects.

To construct the Hamiltonian we followed a matching procedure. Ref. [74] developed this procedure for non-spinning particles, while Ref. [46] extended it to the spinning case. Specifically, we calculated and matched two amplitudes, one in our full theory and one in an EFT. Ref. [46] introduced the full theory to describe the minimal and non-minimal coupling of particles of arbitrary spin to gravity. The Lagrangian contains operators that are in one-to-one correspondence with those of the worldline EFT of [169. The EFT we used captures the dynamics of non-relativistic spinning particles interacting via a potential with unfixed coefficients. This EFT extended the one of [46] to include operators quadratic in the spin of one of the particles. By matching the amplitudes computed in these two theories, we fixed these coefficients and hence determined the desired Hamiltonian.

In our calculation we considered effects up to quadratic in the spin of one of the particles, while we took the other particle to be non-spinning. In terms of our full theory,
we included the first non-minimal-coupling operator along with the corresponding arbitrary Wilson coefficient $C_{E S^{2}}$. Unlike the linear-in-spin results, the effects of this operator are not universal and generic bodies are described by different values of $C_{E S^{2}}$. As a specific example, $C_{E S^{2}}=1$ describes the Kerr black hole. For arbitrary values of $C_{E S^{2}}$, we found that the amplitude depends on $q^{2} S_{1}^{2}$ and $\left(q \cdot S_{1}\right)^{2}$ independently, rather than on the linear combination $q^{2} S_{1}^{2}-\left(q \cdot S_{1}\right)^{2}$. The latter was expected based on an observation in Refs. [156, 46]. Recently, Ref. [97] also remarked that finite-size effects spoil the above expectation. Interestingly, for the Kerr black-hole case $\left(C_{E S^{2}}=1\right)$ the amplitude indeed depends on the linear combination $q^{2} S_{1}^{2}-\left(q \cdot S_{1}\right)^{2}$.

The produced conservative Hamiltonian enables the calculation of observables pertaining to binary systems of spinning black holes or neutron stars. For example, one may study bound states of the binary by choosing suitable initial conditions. In this chapter we chose to compute scattering observables instead, which may be used in the construction of important phenomenological models as the effective one-body Hamiltonian [178, 179, 180, 181, 182, 183]. Specifically, by solving Hamilton's equations we obtained the relevant impulse and spin kick. In this way we verified the conjecture of Ref. [46, which expresses these observables in terms of the eikonal phase via the simple compact formula in Eq. 2.60). The existence of such a formula has intriguing implications in classical mechanics. Specifically, it hints towards a formalism that bypasses using Hamilton's equations, and directly expresses the observables in terms of derivatives of a single function of the kinematics.

In order to establish the validity of our result for the quadratic-in-spin two-body Hamiltonian, we performed several checks against the literature. We did this by comparing at the level of the gauge-invariant amplitudes in the regime where they overlap. Firstly, we verified that our amplitude expanded in velocity matches the one calculated using the Hamiltonian of Ref. [167], which was obtained in the PN approximation. Secondly, by expanding our amplitude in the test-body limit we found agreement with the amplitude obtained by the Hamiltonian of Ref. [168]. As a third check, we computed the scattering angle for the kinematic configuration where the spin vector is aligned with the orbital angular momentum of
the system and confirmed that it reproduces the one of Ref. [142] for the BH case, $C_{E S^{2}}=1$. Finally, we compared the impulse in Eq. (2.57) with the one given in Ref. [184] in covariant form and found agreement.

Our calculation serves as evidence that the formalism of Ref. [46] can capture the effects of non-minimal coupling to gravity. Therefore, an obvious future direction is to extend this analysis to include more powers of spin. Moreover, a number of pressing questions remain interesting and unanswered. These include the extension of these methods to higher PM orders, the proof of the relation between classical scattering observables and the eikonal phase, along with potential extensions of this relation to bound-orbit observables.

## CHAPTER 3

## Binary Dynamics Through the Fifth Power of Spin at $\mathcal{O}\left(G^{2}\right)$

We use a previously developed scattering-amplitudes-based framework to determine the twobody Hamiltonian for generic binary systems with arbitrary spin $S$. By construction this formalism bypasses difficulties with unphysical singularities or higher-time derivatives. This framework has been previously used to determine the exact velocity dependence of the $\mathcal{O}\left(G^{2}\right)$ quadratic-in-spin two-body Hamiltonian. We first evaluate the $S^{3}$ scattering angle and twobody Hamiltonian at this order in $G$, including not only all operators corresponding to the usual worldline operators, but also an additional set due to an interesting subtlety. We then evaluate $S^{4}$ and $S^{5}$ contributions at $\mathcal{O}\left(G^{2}\right)$ which we confirm by comparing against alignedspin results. We conjecture that a certain shift symmetry together with a constraint on the high-energy growth of the scattering amplitude specify the Wilson coefficients for the Kerr black hole to all orders in the spin and confirm that they reproduce the previously-obtained results through $S^{4}$.

### 3.1 Introduction

The landmark detection of gravitational waves by the LIGO/Virgo collaboration [14, 15] heralds an era of remarkable discoveries in astronomy, cosmology and perhaps even particle physics. The increasing precision of forthcoming detectors [185, 186, 187] will demand equally precise theoretical predictions which include detailed properties of gravitational-wave sources such as their spin 62].

In this chapter we use the post-Minkowskian (PM) framework [188, 189, 190, 191, 192, 193, 194, 65, 195, 66, which has been previously applied to the two-body problem of spinning particles [132, 196, 144, 147, 146, 139, 135, 156, 155, 134, 142, 143, 145, 46, 2, 184, 197, 198]. This Lorentz-invariant framework, within which we apply amplitudes methods, resums the velocity expansion present in the post-Newtonian approach [199, 200, 201, 202, 203, 108, 103, 104, 105, 106, 112, 107, 204, 205, 206, 114, 116, 115, 117, 207, 208, 209, 210, 211, 170, 138, 212, 213, 214, 109, 215, 113, 111, 118, 169, 119, 120, 167, 130, 131, 128, 129 , [216, 121, 122, 217, 218]. Vines [134] obtained the energy-momentum tensor of a Kerr black hole at $\mathcal{O}(G)$ with the full spin and velocity dependence and derived the corresponding two-body Hamiltonian. This stress tensor was shown [142, 143, 147, 145] to be equivalent with the minimal amplitudes of Ref. [140]; these amplitudes were used [146] to recover the Hamiltonian of Ref. [134]. At $\mathcal{O}\left(G^{2}\right)$, a PM spin-orbit Hamiltonian is known [132, 196]. There has also been progress at this order on obtaining PM higher-spin interactions [142, 143, 147, 145, 139, 135, 156, 155, including the complete quadratic-in-spin interactions for the inspiral phase of generic compact objects [46, 2, 184]. Recently, quartic-in-spin results have been given for binary Kerr black holes [198].

High orders in the spin bring a number of subtleties. Among them is the complete categorization of all independent interactions. To do so in the worldline-effective-field-theory formalism [118, 169, 119, 120, 167, 130, 131, 128, 129, 216] one must systematically eliminate all terms with higher time derivatives [219, [220, 118 that appear in the Lagrangian. The amplitudes-based approaches using massive spinor helicity 140 can introduce unphysical singularities beyond the quartic-in-spin order [145, 198]. At spin-5/2 and beyond, Compton amplitudes free of such singularities were constructed in Refs. [221, 222, 223]. With a local Lagrangian starting point, the amplitudes-based formalism of Ref. 46] bypasses these issues to all orders in spin. This formalism has been tested for quadratic in spin contributions at $\mathcal{O}\left(G^{2}\right)$ in Refs. [46, 2] and confirmed using the worldline [184] and worldline-quantum-fieldtheory [197] formalisms.

Amplitudes-based methods [69, 224, 225, 226, 227, 137, 70, 228, 80, 81, 229, 230, 74, 78]
established the state of the art in the PM expansion by producing the first conservative spinless two-body Hamiltonian at $\mathcal{O}\left(G^{3}\right)$ and $\mathcal{O}\left(G^{4}\right)$ [12, 13, 77, 231], with various aspects confirmed in a number of studies [232, [75, 233, 234, 235, 85, 236, 237, 238]. Such methods led to new results that include spin [141, 143, 142, 147, 145, 135, 156, 155, 198] and tidal effects [239, 84, 100, 96, 99, 102, 101, 97]. They also led to the discovery of new structures such as the double-copy relation between gauge and gravity theories [33, 240, 34, 35, 73] and a conjecture that a single scalar function - the eikonal phase - determines both spinning and spinless classical observables [46.

In this chapter we illustrate the applicability of the amplitudes-based field-theory formalism of Ref. [46] through the fifth power of spin. As part of this study we present results for classes of operators at the cubic and quartic-in-spin order, describing arbitrary compact astrophysical objects including black holes.

The Hamiltonian at $\mathcal{O}(G)$ for binary Kerr black holes is known to all orders in spin [134]. Ref. [198] obtained a binary Hamiltonian at $\mathcal{O}\left(G^{2}\right)$ through $S^{4}$ from amplitudes expected to describe Kerr black holes. By calculating through fifth order in spin and making use of a symmetry of the $\mathcal{O}(G)$ Hamiltonian of Ref. [134] and an additional assumption, we formulate a conjecture for the structure of the two-body Hamiltonian for Kerr black holes to all orders in spin and determine the Hamiltonian at $S^{5}$. Here we will consider a variety of independent interactions sufficient for matching to this conjecture and for illustrating various features, and leave a systematic study of all possible interactions to future studies.

### 3.2 Review of Formalism

In the classical limit of a scattering process, the momentum transfer $\boldsymbol{q}$ is much smaller than the rest mass, $|\boldsymbol{q}| \ll m$, while the rest-frame spin is large, $\boldsymbol{q} \cdot \boldsymbol{S} / m \sim \mathcal{O}(1)$. Products of classical spin tensors are related [46] to symmetric products of Lorentz generators,

$$
\begin{align*}
& \varepsilon\left(p_{1}\right)\left\{M^{a_{1} b_{1}} M^{a_{2} b_{2}} \ldots M^{a_{j} b_{j}}\right\} \varepsilon\left(p_{2}\right)  \tag{3.1}\\
& \quad=S\left(p_{1}\right)^{a_{1} a_{1}} S\left(p_{1}\right)^{a_{2} b_{2}} \cdots S\left(p_{1}\right)^{a_{j} b_{j}} \varepsilon\left(p_{1}\right) \cdot \varepsilon\left(p_{2}\right)+\cdots,
\end{align*}
$$

where $\{\ldots\}$ indicates the symmetric product, $\varepsilon\left(p_{1}\right)$ and $\varepsilon\left(p_{2}\right)$ are boosted spin coherent states describing the incoming and outgoing polarization tensors of a higher-spin particle, and the ellipsis stand for subleading terms in the classical limit. Antisymmetric combinations of $M^{a b}$ are simplified using the Lorentz algebra. The spin tensor is obtained by boosting the one in the rest frame, so it respects the covariant spin supplementary condition (SSC) $p_{a} S^{a b}=0$. The classical spin vector follows from $S^{a b} \equiv-\epsilon^{a b c d} p_{c} S_{d} / m$, which holds under this SSC.

We work in a field-theory framework with a Lagrangian starting point; causality-based nogo theorems for the quantum consistency of higher-spin interactions [241, 242] are avoided by interpreting it as an effective theory, valid only in the classical regime, which simply gives a covariantization of all the spin-induced multipole moments. See Ref. [243] for a connection between resolvability of the time delay and the range of validity of an EFT. We first describe operators that have on-shell three-point vertices. Following Ref. [46] we separate the Lagrangian into a minimal and non-minimal part, $\mathcal{L}=\mathcal{L}_{\text {min }}+\mathcal{L}_{\text {non-min }}$. The former has two or fewer derivatives,

$$
\begin{align*}
\mathcal{L}_{\mathrm{min}}= & -R+\frac{1}{2} \eta^{a b} \nabla_{a} \phi_{s} \nabla_{b} \phi_{s}-\frac{1}{2} m^{2} \phi_{s} \phi_{s} \\
& +\frac{H_{2}}{8} R_{a b c d} \phi_{s} M^{a b} M^{c d} \phi_{s}+\ldots, \tag{3.2}
\end{align*}
$$

where we use only tangent-space indices, $H_{2}$ is a free parameter, and the ellipsis stands for terms that vanish on shell. We take the higher-spin field $\phi_{s}$ to be in a real representation of the Lorentz group. We do not require it to be transverse, so this representation is reducible and contains spins ranging from 0 to $s$ [46]. The covariant derivative is $\nabla_{a} \phi_{s} \equiv e_{a}^{\mu}\left(\partial_{\mu} \phi_{s}+\right.$ $\frac{i}{2} \omega_{\mu a b} M^{a b} \phi_{s}$ ), where $e_{a}^{\mu}$ is the (inverse) vielbein, $\omega_{\mu a b}$ is the spin connection, and $M^{a b}$ are Lorentz generators in this representation.

We consider two classes of higher-derivative operators in the non-minimal Lagrangian,
$\mathcal{L}_{\text {non-min }}=\mathcal{L}_{C}+\mathcal{L}_{H}$. The first one is

$$
\begin{align*}
& \mathcal{L}_{C}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{(2 n)!} \frac{C_{\mathrm{ES}^{2 n}}}{m^{2 n}} \nabla_{f_{2 n}} \ldots \nabla_{f_{3}} R_{a f_{1} b f_{2}} \\
& \times \nabla^{a} \phi_{s} \mathbb{S}^{\left(f_{1} \mathbb{S}^{f_{2}} \ldots \mathbb{S}^{\left.f_{2 n}\right)} \nabla^{b} \phi_{s}\right.}  \tag{3.3}\\
&-\sum_{n=1}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} \frac{C_{\mathrm{BS}^{2 n+1}}}{m^{2 n+1}} \nabla_{f_{2 n+1}} \ldots \nabla_{f_{3}} \widetilde{R}_{\left(a\left|f_{1}\right| b\right) f_{2}} \\
& \times \nabla^{a} \phi_{s} \mathbb{S}^{\left(f_{1} \mathbb{S}^{f_{2}} \ldots \mathbb{S}^{\left.f_{2 n+1}\right)} \nabla^{b} \phi_{s},\right.}
\end{align*}
$$

where $\mathbb{S}^{a} \equiv \frac{-i}{2 m} \epsilon^{a b c d} M_{c d} \nabla_{b}$ is the Pauli-Lubanski vector, and $\widetilde{R}_{a b c d} \equiv \frac{1}{2} \epsilon_{a b i j} R^{i j}{ }_{c d}$ is the dual Riemann tensor. These operators are in one-to-one correspondence to the non-minimal operators in the worldline action of Ref. [169].

The second family of higher-derivative operators generalizes the $H_{2}$ term in the minimal Lagrangian Eq. (3.2) ${ }^{1}$,

$$
\begin{align*}
& \mathcal{L}_{H}=\left.-\sum_{n=1}^{\infty} \frac{(-1)^{n}(2 n-1)}{(2 n)!(2 n+1)} \frac{H_{2 n}}{m^{2 n-2}} \nabla_{f_{2 n}} \ldots \nabla_{f_{3}} R^{(a}{ }_{f_{1}}{ }^{b}\right) \\
& f_{2} \\
&+ \quad \sum_{n=1}^{\infty} \frac{(-1)^{n} n}{(2 n+1)!(n+1)} \frac{H_{2 n+1}}{m^{2 n-1}} \nabla_{f_{2 n+1}} \ldots \nabla_{f_{3}} \widetilde{R}^{\left(f_{1}\right.} M_{f_{1}}{ }^{f_{2}{ }_{S}{ }^{f_{3}}} \ldots{S_{2}}^{\left.f_{2 n}\right)} \phi_{s} \\
& \quad \times \phi_{s} M_{a}{ }^{\left(f_{1}\right.} M_{b}{ }^{f_{2}} \mathbb{S}^{f_{3}} \ldots \mathbb{S}^{\left.f_{2 n+1}\right)} \phi_{s} . \tag{3.4}
\end{align*}
$$

The normalization is such that $H_{i}$ appear as $C_{2 n} \equiv C_{\mathrm{ES}^{2 n}}+H_{2 n}$ and $C_{2 n+1} \equiv C_{\mathrm{BS}^{2 n+1}}+H_{2 n+1}$ in three-point amplitudes upon using the covariant SSC. Comparison with Ref. [134 fixes the values of the $C_{n}$ combinations to

$$
\begin{equation*}
C_{n}=1, \quad n=2,3, \ldots \tag{3.5}
\end{equation*}
$$

for a Kerr black hole. A standard EFT Lagrangian does not include multiple operators with identical on-shell matrix elements because their difference can be absorbed by higher-point contact operators. The equality here however relies on the SSC rather than on the equation

[^6]of motion. As we will see, $\mathcal{L}_{C}$ and $\mathcal{L}_{H}$ contribute differently to the gravitational Compton amplitude even in the classical limit.

The covariant SSC is imposed only on amplitudes in the classical limit. We may therefore introduce in the Lagrangian terms containing $\nabla_{a} \phi_{s} M^{a b}$ as the off-shell covariantization of $p_{a} S^{a b}$,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SSC}} \supset D_{n} \ldots \nabla_{a} \phi_{s} M^{a b} \ldots \phi_{s} \tag{3.6}
\end{equation*}
$$

where $D_{n}$ are their Wilson coefficients and the index $n$ indicates that the ellipsis contain further $(n-1)$ Lorentz generators in addition to a single Riemann tensor. In the classical limit their three-point matrix elements are proportional to $p_{a} S^{a b}(p)$ and thus vanish under covariant SSC. As we will discuss, these operators have nonzero four-point classical matrix elements starting at $S^{n+1}$, even after the use of the covariant SSC. Here we will, however, not include such operators in our Lagrangian. ${ }^{2}$

The non-minimal Lagrangian $\mathcal{L}_{\text {non-min }}$ can be further extended with infinite sequences of operators with higher powers of the Riemann tensor and its derivatives. They first contribute at $S^{4}$ and can also encode tidal effects. Our conjectured structure of the two-body Hamiltonian of Kerr black holes suggests that such terms are necessary starting at $S^{5}$. While many others exist, for our purposes in order to define the Kerr black hole it is sufficient to include

$$
\begin{align*}
& \mathcal{L}_{R^{2}}= \\
& \frac{1}{1800 m^{7}}\left(E_{1} R_{a f_{1} b f_{2}} \nabla_{f_{5}} \widetilde{R}_{c f_{3} d f_{4}}+E_{2} \nabla_{f_{5}} R_{a f_{1} b f_{2}} \widetilde{R}_{c f_{3} f_{4}}\right) \nabla^{(a} \nabla^{c)} \phi_{s} \mathbb{S}^{\left(f_{1} \mathbb{S}^{f_{2}} \mathbb{S}^{f_{3}} \mathbb{S}^{f_{4}} \mathbb{S}^{\left.f_{5}\right)} \nabla^{(b} \nabla^{d)} \phi_{s}\right.} \\
& \quad+\frac{1}{1800 m^{5}}\left(E_{3} R_{a f_{1} b f_{2}} \nabla_{f_{5}} \widetilde{R}_{c f_{3} d f_{4}}+E_{4} \nabla_{f_{5}} R_{a f_{1} b f_{2}} \widetilde{R}_{\left.c f_{3} f_{4}\right)}\right) \nabla^{c} \phi_{s} M^{a\left(f_{1}\right.} M^{|b| f_{2}} \mathbb{S}^{f_{3}} \mathbb{S}_{4}^{f_{4}} \mathbb{S}^{\left.f_{5}\right)} \nabla^{d} \phi_{s} \\
& \quad+\frac{1}{1800 m^{7}}\left(2 E_{5} R_{e a b f_{1}} \nabla_{f_{2}} \widetilde{R}_{c d f_{3}}^{e}+E_{6} R_{a e b f_{1}} \nabla^{e} \widetilde{R}_{c f_{2} d f_{3}}+\right. \\
& \left.\quad E_{7} \nabla_{f_{2}} R_{e a b f_{1}} \widetilde{R}_{c d f_{3}}^{e}\right) \nabla^{(a} \nabla^{c)} \phi_{s} \mathbb{S}^{m} \mathbb{S}_{m} \mathbb{S}^{\left(f_{1} \mathbb{S}_{2} \mathbb{S}_{2} \mathbb{f}_{3}\right)} \nabla^{(b} \nabla^{d)} \phi_{s} \tag{3.7}
\end{align*}
$$

where $E_{1}, \ldots, E_{7}$ are Wilson coefficients. For generic bodies one would need a complete list of all independent such operators.

[^7]Having specified the Lagrangian, the four-point Compton amplitude is straightforwardly obtained using Feynman rules. The generalized unitarity method [19, 20] then gives the one-loop integrand with four external higher-spin states. The relevant generalized cut at $\mathcal{O}\left(G^{2}\right)$ is

where the blobs represent on-shell gravitational Compton amplitudes. By adjusting terms that vanish on shell, the Compton amplitudes can be chosen to satisfy generalized gauge invariance, so the physical-state projectors are manifestly Lorentz invariant and independent of reference momenta [1]. Apart from inclusion of higher powers of the spin vector, the construction of the integrand follows the discussion in Ref. [46] so we will not detail it here. We then use FIRE [245, 246] as well as Forde's method [176, 177, 28] to extract the coefficients of the scalar triangle integrals which determine the classical amplitude.

### 3.3 Results

In general the amplitude is a sum of scalar box, triangle and bubble-integral contributions. The box integrals correspond to iteration of lower-order terms and carry no new information. The bubble integrals contain purely quantum information and are hence dropped. The new classical information at this order is encoded in the triangle integrals and their coefficients [230, 74], whose structure is

$$
\begin{equation*}
\mathcal{M}^{\Delta+\nabla}=\frac{2 \pi^{2} G^{2} \varepsilon_{1} \cdot \varepsilon_{4} \varepsilon_{2} \cdot \varepsilon_{3}}{\sqrt{-q^{2}}} \sum_{n} \sum_{i} \alpha^{(n, i)} \mathcal{O}^{(n, i)} \tag{3.9}
\end{equation*}
$$

Here $n$ is the number of spin vectors and the index $i$ labels their independent contractions. For brevity, we include here explicitly only the $S_{1}^{n} S_{2}^{0}$ terms with $n=2$ through $n=5$. The relevant operators $\mathcal{O}^{(n, i)}$ are given in Table 3.1, while an ancillary file contains the full amplitudes [247]. We use the shorthand notation $\mathcal{E}_{j}=-i \epsilon^{\mu \nu \rho \tau} u_{1 \mu} u_{2 \nu} q_{\rho} a_{j \tau}$, as well as $u_{i}^{\mu}=p_{i}^{\mu} / m_{i}, a_{i}^{\mu}=S_{i}^{\mu} / m_{i}$ and $\sigma=u_{1} \cdot u_{2}$.

|  | $i$ |  | $i$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{O}^{(2, i)}$ | 1 | $\mathcal{E}_{1}^{2}$ | 2 | $q^{2}\left(u_{2} \cdot a_{1}\right)^{2}$ | 3 | $\left(q \cdot a_{1}\right)^{2}$ |
| $\mathcal{O}^{(4, i)}$ | 1 | $\mathcal{E}_{1}^{4}$ | 2 | $q^{2}\left(u_{2} \cdot a_{1}\right)^{2} \mathcal{E}_{1}^{2}$ | 3 | $q^{4}\left(u_{2} \cdot a_{1}\right)^{4}$ |
|  | 4 | $\left(q \cdot a_{1}\right)^{2} \mathcal{E}_{1}^{2}$ | 5 | $q^{2}\left(q \cdot a_{1}\right)^{2}\left(u_{2} \cdot a_{1}\right)^{2}$ | 6 | $\left(q \cdot a_{1}\right)^{4}$ |

Table 3.1: The independent $S_{1}^{2} S_{2}^{0}$ and $S_{1}^{4} S_{2}^{0}$ structures are given in the table. The $S_{1}^{3} S_{2}^{0}$ and $S_{1}^{5} S_{2}^{0}$ structures follow from these via $\mathcal{O}^{(3, i)}=\mathcal{E}_{1} \mathcal{O}^{(2, i)}$ and $\mathcal{O}^{(5, i)}=\mathcal{E}_{1} \mathcal{O}^{(4, i)}$.

We parametrize the coefficients $\alpha^{(n, i)}$ in Eq. 3.9) as

$$
\begin{align*}
\alpha^{(2, i)} & =\frac{m_{1}^{2} m_{2}^{2}}{16\left(-1+\sigma^{2}\right)^{2}}\left(\gamma^{(2, i)} m_{1}+\delta^{(2, i)} m_{2}\right), \\
\alpha^{(3, i)} & =\frac{m_{1}^{2} m_{2}^{2} \sigma}{8\left(-1+\sigma^{2}\right)^{2}}\left(\gamma^{(3, i)} m_{1}+2 \delta^{(3, i)} m_{2}\right), \\
\alpha^{(4, i)} & =\frac{m_{1}^{2} m_{2}^{2}}{1536\left(-1+\sigma^{2}\right)^{3}}\left(\gamma^{(4, i)} m_{1}+\frac{8}{5} \delta^{(4, i)} m_{2}\right), \\
\alpha^{(5, i)} & =\frac{m_{1}^{2} m_{2}^{2} \sigma}{768\left(-1+\sigma^{2}\right)^{3}}\left(\gamma^{(5, i)} m_{1}+\frac{1}{75} \delta^{(5, i)} m_{2}\right), \tag{3.10}
\end{align*}
$$

where $\gamma^{(k, i)}$ and $\delta^{(k, i)}$ are polynomials in $\sigma^{2}$. They correspond to the probe limits $m_{2} \ll m_{1}$ and $m_{1} \ll m_{2}$, respectively. We list the coefficients $\gamma^{(k, i)}$ in Table 3.2 in terms of combinations $Z_{k, j}$ of Wilson coefficients, which we collect in Table 3.3.

We parametrize the polynomials $\delta^{(k, i)}$ that govern the limit $m_{1} \ll m_{2}$ as

$$
\begin{equation*}
\delta^{(k, i)}=\sum_{\ell=0}^{5} \delta_{\ell}^{(k, i)} \sigma^{2 \ell} . \tag{3.11}
\end{equation*}
$$

The coefficients $\delta_{\ell}^{(k, i)}$ determining $\delta^{(2, i)}$ and $\delta^{(3, i)}$ are given in Table 3.4. We note that while $\delta_{\ell}^{(2, i)}$ depends only on the combination $C_{2}$ of Wilson coefficients, $\delta_{\ell}^{(3, i)}$ depends separately on $C_{2}$ and $H_{2}$. The coefficients of the polynomials $\delta^{(4, i)}$ and $\delta^{(5, i)}$ are given in Table V of Ref. [3] and depend separately on $C_{n}, H_{n}$ and $E_{n}$.

For Kerr black holes, the coefficients $C_{n}=1$ set to zero all the $\gamma^{(k, i)}$ coefficients in the second column of Tables 3.2 and 3.3. The remaining operators in Table 3.1 with nonzero $\gamma^{(k, i)}$

| $i$ | $\gamma^{(2, i)}$ | $i$ | $\gamma^{(2, i)}$ |
| :---: | :---: | :---: | :---: |
| 1 2 | $\begin{gathered} 7+23 C_{2}-Z_{2,1} \sigma^{2}\left(102-95 \sigma^{2}\right) \\ 5-11 C_{2}+5 Z_{2,1} \sigma^{2}\left(6-7 \sigma^{2}\right) \end{gathered}$ | 3 | $12 Z_{2,2}\left(\sigma^{2}-1\right)^{2}\left(5 \sigma^{2}-1\right)$ |
| $\imath$ | $\gamma^{(3, i)}$ | $i$ | $\gamma^{(3, i)}$ |
| 1 2 | $\begin{aligned} & Z_{3,1}\left(5-9 \sigma^{2}\right) \\ & Z_{3,1}\left(7 \sigma^{2}-3\right) \end{aligned}$ | 3 | $4 Z_{3,2}\left(\sigma^{2}-1\right)\left(5 \sigma^{2}-3\right)$ |
| $i$ | $\gamma^{(4, i)}$ | $i$ | $\gamma^{(4, i)}$ |
| 1 | $44 C_{3}+59 Z_{4,2}-Z_{4,1} \sigma^{2}\left(250-239 \sigma^{2}\right)$ | 4 | $12 Z_{4,3}\left(1-\sigma^{2}\right)\left(23-102 \sigma^{2}+95 \sigma^{4}\right)$ |
| 2 | $72 C_{3}-78 Z_{4,2}+Z_{4,1} \sigma^{2}\left(276-294 \sigma^{2}\right)$ | 5 | $12 Z_{4,3}\left(\sigma^{2}-1\right)\left(11-30 \sigma^{2}+35 \sigma^{4}\right)$ |
| 3 | $28 C_{3}-9 Z_{4,2}+7 Z_{4,1} \sigma^{2}\left(2-3 \sigma^{2}\right)$ | 6 | $24 Z_{4,4}\left(\sigma^{2}-1\right)^{3}\left(5 \sigma^{2}-1\right)$ |
| 2 | $\gamma^{(5, i)}$ | $i$ | $\gamma^{(5, i)}$ |
| 1 | $Z_{5,1}\left(7-13 \sigma^{2}\right)$ | 4 | $12 Z_{5,2}\left(\sigma^{2}-1\right)\left(9 \sigma^{2}-5\right)$ |
| 2 | $2 Z_{5,1}\left(11 \sigma^{2}-5\right)$ | 5 | $12 Z_{5,2}\left(\sigma^{2}-1\right)\left(3-7 \sigma^{2}\right)$ |
| 3 | $Z_{5,1}\left(3 \sigma^{2}-1\right)$ | 6 | $8 Z_{5,3}\left(\sigma^{2}-1\right)^{2}\left(3-5 \sigma^{2}\right)$ |

Table 3.2: The $\gamma^{(m, i)}$ polynomials for $S_{1}^{m} S_{2}^{0}$ where the $Z_{i, j}$ are defined in Table 3.3.
coefficients have, up to quantum-suppressed terms $p_{i} \cdot q= \pm q^{2} / 2 \rightarrow 0$, the shift symmetry

$$
\begin{equation*}
a_{i}^{\mu} \rightarrow a_{i}^{\mu}+\xi_{i} q^{\mu} / q^{2}, \quad i=1,2 \tag{3.12}
\end{equation*}
$$

where $\xi_{i}$ are arbitrary constants and $q^{2}$ was included so the classical $q$ scaling is uniform. Inspection of the binary Kerr-black-hole Hamiltonian of Ref. 134 reveals that it exhibits the same symmetry. We therefore conjecturally define the black-hole limit as the values of the Wilson coefficients which realize this symmetry. It will be interesting to see if this definition holds to all orders in $G$.

This definition is consistent with the vanishing of $\delta^{(2,3)}$ for $C_{2}=1$. Requiring that $\delta^{(3,3)}$ vanishes further sets $H_{2}=1$, which is consistent with the value for this coefficient fixed by requiring that the Compton amplitude has good high-energy properties [248, 249, 250]. The worldline formalism fixes this value for general bodies, not just for the Kerr black hole,

| $Z_{2,1}=C_{2}+1$ | $Z_{2,2}=C_{2}-1$ |
| :---: | :---: |
| $Z_{3,1}=3 C_{2}+C_{3}$ | $Z_{3,2}=C_{2}-C_{3}$ |
| $Z_{4,1}=3 C_{2}^{2}+4 C_{3}+C_{4}$ | $Z_{4,3}=C_{2}^{2}-C_{4}$ |
| $Z_{4,2}=3 C_{2}^{2}+C_{4}$ | $Z_{4,4}=3 C_{2}^{2}-4 C_{3}+C_{4}$ |
| $Z_{5,1}=10 C_{2} C_{3}+5 C_{4}+C_{5}$ | $Z_{5,2}=2 C_{2} C_{3}-C_{4}-C_{5}$ |
| $Z_{5,3}=2 C_{2} C_{3}-3 C_{4}+C_{5}$ |  |

Table 3.3: Useful combinations of Wilson coefficients.

| $i$ | $\delta_{0}^{(2, i)}$ | $\delta_{1}^{(2, i)}$ | $\delta_{2}^{(2, i)}$ | $\delta_{3}^{(2, i)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $8 Z_{2,1}$ | $-\left(68+52 C_{2}\right)$ | $60 Z_{2,1}$ | 0 |
| 2 | $4\left(3-C_{2}\right)$ | $-12 Z_{2,1}$ | 0 | 0 |
| 3 | $-4 Z_{2,2}$ | $68 Z_{2,2}$ | $-124 Z_{2,2}$ | $60 Z_{2,2}$ |
| $i$ | $\delta_{0}^{(3, i)}$ |  | $\delta_{1}^{(3, i)}$ |  |
| 1 | $3\left(H_{2}-2\right) H_{2}-\left(C_{2}-8\right) C_{2}$ |  | $C_{2}\left(2 C_{2}-13\right)-2 C_{3}-3\left(H_{2}-2\right) H_{2}$ |  |
| 2 | $C_{2}\left(4 C_{2}-5\right)+2 C_{3}-5\left(H_{2}-2\right) H_{2}$ |  | $5\left(C_{2}-H_{2}\right)\left(2-C_{2}-H_{2}\right)$ |  |
| 3 | $\left(5-2 C_{2}\right) C_{2}-2 C_{3}+\left(H_{2}-2\right) H_{2}$ |  | $2\left[C_{2}\left(3 C_{2}-8\right)+4 C_{3}-\left(H_{2}-2\right) H_{2}\right]$ |  |
|  | $\delta_{2}^{(3,1)}=\delta_{2}^{(3,2)}=0, \quad \delta_{2}^{(3,3)}=\left(11-4 C_{2}\right) C_{2}-6 C_{3}+\left(H_{2}-2\right) H_{2}$ |  |  |  |

Table 3.4: Coefficients of the polynomials $\delta^{(2, i)}$ and $\delta^{(3, i)}$.
by requiring that the equation of motion is invariant under the change of SSC [168]. See Ref. [109, 215, 113, 111] for an alternative perspective. In contrast, string theory predicts state-dependent values for $H_{2}$, perhaps due to the spectrum containing more than a single massive higher-spin state [249].

Imposing that $\delta^{(4,4)}, \delta^{(4,5)}$ and $\delta^{(4,6)}$ vanish fixes $H_{4}=0$, which recovers the amplitude obtained in [198] and, notably, leaves $H_{3}$ undetermined. The proposed symmetry Eq. (3.12) and the resulting values for Wilson coefficients are consistent with the $S_{1}^{m} S_{2}^{4-m}$ amplitude included in the ancillary file [247].

| $\frac{1}{r^{2}} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ | $\frac{1}{r^{4}}\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{2}$ | $\frac{1}{r^{2}} \boldsymbol{S}_{1}^{2}$ |
| :--- | :--- | :--- |
| $\frac{1}{r^{2}}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2}$ | $\frac{1}{r^{4}}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ | $\frac{1}{r^{6}}\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{2} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ |
| $\frac{1}{r^{4}} \boldsymbol{S}_{1}^{2} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ | $\frac{1}{r^{4}}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{4}$ | $\frac{1}{r^{6}}\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{2}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2}$ |
| $\frac{1}{r^{8}}\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{4}$ | $\left.\frac{1}{r^{8}} \boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{4}$ | $\frac{1}{r^{4}}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2} \boldsymbol{S}_{1}^{2}$ |
| $\frac{1}{r^{6}}\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{2} \boldsymbol{S}_{1}^{2}$ | $\frac{1}{r^{4} \boldsymbol{S}_{1}^{4}}$ | $\frac{1}{r^{6}}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{4} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ |
| $\frac{1}{r^{6}} \boldsymbol{S}_{1}^{4} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ | $\frac{1}{r^{10}}\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{4} \boldsymbol{L} \cdot \boldsymbol{S}_{1} \frac{1}{r^{6}}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2} \boldsymbol{S}_{1}^{2} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ |  |
| $\frac{1}{r^{8}}\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{2} \boldsymbol{S}_{1}^{2} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ | $\frac{1}{r^{8}}\left(\boldsymbol{r} \cdot \boldsymbol{S}_{1}\right)^{2}\left(\boldsymbol{p} \cdot \boldsymbol{S}_{1}\right)^{2} \boldsymbol{L} \cdot \boldsymbol{S}_{1}$ |  |

Table 3.5: The Hamiltonian spin structures for the first five orders in $\boldsymbol{S}_{1}$.

Requiring the presence of the symmetry Eq. (3.12), or equivalently that $\delta^{(5,4)}, \delta^{(5,5)}$ and $\delta^{(5,6)}$ vanish, determines $H_{3}=3 / 2$ and shows that $H_{5}$ is degenerate with $R^{2}$ terms at this order. It however leaves undetermined certain $R^{2}$ Wilson coefficients. The combination appearing in the amplitude can be fixed by requiring that, as at lower powers of the spin, the amplitude does not grow faster than the spin-independent part at large $\sigma$, where we take $\mathcal{E}_{1,2} \sim \sigma$ because of its momentum dependence. Equivalently, one may require that the classical part of the one-loop amplitude does not grow faster at high energies than the tree-level amplitude. The polynomials $\delta^{(5, i)}$ are then uniquely fixed, given below together with $\gamma^{(5, i)}$,

$$
\begin{align*}
\gamma_{\text {Kerr }}^{(5,1)} & =16\left(7-13 \sigma^{2}\right), & \frac{1}{75} \delta_{\text {Kerr }}^{(5,1)} & =24\left(1-4 \sigma^{2}\right), \\
\gamma_{\text {Kerr }}^{(5,2)} & =32\left(11 \sigma^{2}-5\right), & \frac{1}{75} \delta_{\text {Kerr }}^{(5,2)} & =48\left(2+\sigma^{2}\right),  \tag{3.13}\\
\gamma_{\text {Kerr }}^{(5,3)} & =16\left(3 \sigma^{2}-1\right), & \frac{1}{75} \delta_{\text {Kerr }}^{(5,3)} & =8\left(12-16 \sigma^{2}+7 \sigma^{4}\right) .
\end{align*}
$$

These results are collected in an attached Mathematica text file [247]. It is interesting to understand if the symmetry Eq. (3.12) and the high-energy scaling are sufficient to determine all Wilson coefficients for all powers of the spin at $\mathcal{O}\left(G^{2}\right)$ and perhaps beyond when supplemented with other information such as tree-level matching Eq. (3.5).

Following the detailed description in Ref. [46] the amplitude coefficients can be directly converted to real-space Hamiltonian coefficients, in terms of a set of spin structures. In

Table 3.5 we display the ones that depend only on $\boldsymbol{S}_{1}$. We express the real-space Hamiltonian in terms of $2,9,18,43,86 \boldsymbol{S}^{n}$ structures, keeping both $\boldsymbol{S}_{1}$ and $\boldsymbol{S}_{2}$ for $n=1,2,3,4,5$, respectively. A list of these as well as the Hamiltonian coefficients are included in the attached files of this manuscript [247]. Using this Hamiltonian, which depends only on canonical variables, any physical observable, whether for a bound or unbound system can be determined straightforwardly using Hamilton's equations. This Hamiltonian has terms containing $1 / \boldsymbol{p}^{2}$, but interestingly all singularities cancel for Kerr black holes.

We compared the scattering angle through $S^{4}$ in the aligned-spin limit with the results of Ref. [213, 135] for Kerr black holes and found complete agreement. We also found that our scattering angle for generic bodies is consistent with a generalization of Ref. [136] that departs from Kerr geometry [244]. Interestingly, the coefficients of $R^{2}$ operators in the framework of Ref. [136] are related to quadratic combinations of our $C_{n}$ coefficients.

Finally, let us comment on the operators in Eq. (3.6) whose three-point matrix elements in the classical limit vanish, being proportional to the $\operatorname{SSC} p_{a} S^{a b}=0$. The higher-point matrix elements of these operators are more subtle, and indeed explicit calculations show that these operators contribute nontrivial contact terms to the amplitude. More generally, explicit calculations show that equality upon use of the SSC of three-point matrix elements of covariant operators does not guarantee equality of four- or higher-point matrix elements, nor does it guarantee that the difference can be absorbed into curvature-square operators. Interestingly, all contributions linear in $D_{n}$ to the classical amplitude are also proportional to ( $H_{2}-1$ ), which vanishes if $H_{2}=1$; this is however no longer the case for the nonlinear dependence on $D_{n}$.

### 3.4 Conclusions

In this chapter we constructed the $\mathcal{O}\left(G^{2}\right)$ 2PM two-body Hamiltonian for general compact objects, including Kerr black holes. We did so by extracting it from a variety of new amplitudes computed in the field-theory approach of Ref. [46]. Our explicit results are included
in the ancillary material [247. Here we comment on two new and unexpected features that we identified and require further investigation.

We encountered a larger number of operators with independent Wilson coefficients at each order in spin; they include all those of the worldline approach, and others that either have fixed coefficients or do not have an obvious counterpart in the worldline approach [244]. An example is the gravitational quadrupole operator, whose coefficient $H_{2}$ is fixed to unity by requiring that the equations of motion are invariant under change of the SSC [168]. It is important to understand the origin of this additional freedom in our formalism, for example, whether it is a consequence of the unconstrained nature of the higher-spin field we use, and whether it corresponds to astrophysical phenomena beyond the current worldline description. To this end it would be very useful to categorize all independent interactions in both the worldline and field-theory approaches and to systematically compare results.

Based on our explicit results and the observation of a spin shift symmetry, we also conjectured that certain spin-dependent structures characterize the Kerr-black-hole interactions to all orders in spin and perhaps even to all orders in Newton's constant. We proposed this together with the requirement that the amplitude grows no worse than the spin-independent part of $\mathcal{M}$ at high energies as a field-theory definition of the Kerr black hole limit. It would be important to understand the physical interpretation of the shift symmetry and whether these constraints properly single out an effective field theory that describes the Kerr black hole of general relativity and study their consequences.

We expect that the issues raised in this chapter will be resolved with further computations at high orders in spin and a systematic comparison with the worldline and other generalrelativity approaches.

## CHAPTER 4

## Gravitational Effective Field Theory Islands, Low-Spin Dominance, and the Four-Graviton Amplitude

We analyze constraints from perturbative unitarity and crossing on the leading contributions of higher-dimension operators to the four-graviton amplitude in four spacetime dimensions, including constraints that follow from distinct helicity configurations. We focus on the leading-order effect due to exchange by massive degrees of freedom which makes the amplitudes of interest infrared finite. In particular, we place a bound on the coefficient of the $R^{3}$ operator that corrects the graviton three-point amplitude in terms of the $R^{4}$ coefficient. To test the constraints we obtain nontrivial effective field-theory data by computing and taking the large-mass expansion of the one-loop minimally-coupled four-graviton amplitude with massive particles up to spin 2 circulating in the loop. Remarkably, we observe that the leading EFT coefficients obtained from both string and one-loop field-theory amplitudes lie in small islands. The shape and location of the islands can be derived from the dispersive representation for the Wilson coefficients using crossing and assuming that the lowest-spin spectral densities are the largest. Our analysis suggests that the Wilson coefficients of weakly-coupled gravitational physical theories are much more constrained than indicated by bounds arising from dispersive considerations of $2 \rightarrow 2$ scattering. The one-loop four-graviton amplitudes used to obtain the EFT data are computed using modern amplitude methods, including generalized unitarity, supersymmetric decompositions and the double copy.

### 4.1 Introduction

Remarkably, systematic bounds can be placed on possible corrections to Einstein gravity [251, 252, 253, 254, 255, 256, 257, 258, 259, 260, 261, 262, 263, 264, 265, 266, 267, 268, 269, 270, [271. Such corrections naturally appear due to the presence of heavy particles in the theory. To leading order in Newton's constant $G$, such particles can be exchanged at tree-level, as in string theory, or at one-loop, as in the case of matter minimally coupled to gravity. By expanding such amplitudes at low energies and matching to a low-energy effective field theory one finds an infinite series of higher-derivative corrections to Einstein gravity. The coefficients in front of these higher-derivative operators, or Wilson coefficients, satisfy various bounds due to unitarity and causality of the underlying amplitude [251, 252, 253, 254, 255, 256, 257, 258, 259, 260, 261, 262, 263, 264, 265, 266. In this paper, we focus on the leading corrections to Einstein gravity ${ }^{1}$ A central question, which we investigate in this paper, is to understand if there are principles that can greatly restrict the values of physically allowed Wilson coefficients.

Consistency bounds on the Wilson coefficients received a lot of attention recently in the context of $2 \rightarrow 2$ scattering, which is also the subject of our paper. The basic tool to derive such bounds is given by dispersion relations which express low-energy Wilson coefficients as weighted sums of the discontinuity of the amplitude. Unitarity constrains the form of the discontinuity of the amplitude which can be further used to derive the bounds. The simplest examples of this type constrain the sign of Wilson coefficients. More interesting bounds arise when one accommodates constraints coming from crossing symmetry. Including those leads to the two-sided bounds on the Wilson coefficients [267, 268, 269, 270]. In this way the ultraviolet (UV) complete theories form bounded regions in the space of couplings. Ref. [269] also analyzed a few examples of physical EFTs in the context of scattering of scalars and noted that they lie near the boundaries of the allowed region due to the importance of low-spin contributions to the partial-wave expansions (see Sect. 10.3 and Appendix D of

[^8]Ref. [269]).
In the context of physical theories, especially gravitational ones, it is then natural to ask the following question:

> Is it possible that the Wilson coefficients of physical theories live in much smaller regions than the bounds coming from considerations of $2 \rightarrow 2$ scattering suggest?

By physical theories in this paper we mean perturbatively consistent $S$-matrices that satisfy unitarity, causality, and crossing for any $n \rightarrow m$ scattering processes. Constructing such $S$-matrices is far beyond the scope of bootstrap methods that focus on $2 \rightarrow 2$ scattering, but such examples are provided to us by string theory and matter minimally coupled to gravity. ${ }^{2}$ We can then imagine that consistency of the full $S$-matrix is reflected back on the $2 \rightarrow 2$ scattering through more stringent constraints on Wilson coefficients that one would naively have found by analyzing $2 \rightarrow 2$ scattering. In this paper we present data extracted from field-theory and string-theory $2 \rightarrow 2$ scattering amplitudes that suggest that the above assertion is indeed true and we identify a principle behind it. This principle is low-spin dominance (LSD), which, if fundamentally correct, might be traced back to the consistency of the full gravitational $S$-matrix, beyond $2 \rightarrow 2$ scattering. However, demonstrating this is beyond the scope of the present paper.

The universal nature of gravity together with the strict consistency requirements that graviton scattering obeys make such an assertion plausible. It is a well-known fact that scattering of massless spinning particles is very constrained [272]. In fact, massless particles of spin larger than two do not admit a non-trivial $S$-matrix [273, 274]. Gravitons, being massless spin-two particles, are thus expected to have an especially constrained $S$-matrix, and the assertion made in the previous paragraph is thus particularly plausible for graviton scattering which is the subject of the present paper.

[^9]Firstly, we use the techniques of Ref. [269] to derive bounds between low-energy couplings of the same dimensionality in gravitational scattering. $3^{3}$ We focus on the first few corrections to Einstein gravity. We then ask where do the Wilson coefficients obtained from string theory and from the low-energy limit of the one-loop minimally-coupled amplitudes land in the space allowed by the general bounds. Remarkably, in all cases studied here we find that both the string and field-theory coefficients land on a small theory island, which to a good approximation is a thin line segment in the space of EFT coefficients. (See, for example, Fig. 4.9 and Fig. 4.12 in Sect. 4.5..$^{4}$ The location of this island can be found by assuming that lowest-spin partial waves dominate the dispersive representation of the low-energy couplings, which is the LSD principle. See Sect. 4.5 .2 for the precise mathematical formulation. More generally, we show how one can combine an assumed hierarchy among the spectral densities of various spins with crossing symmetry to systematically derive stronger bounds on the Wilson coefficients. We impose crossing symmetry via the use of null constraints [267, 268].

The idea that LSD is a true property of physical theories can be traced back to causality, or the statement that the amplitude cannot grow too fast in the Regge limit. Otherwise we could have simply added a tree-level exchange by a large-spin particle which would contribute to a given spin partial wave. Due to causality we cannot do this (see e.g. Ref. [241]). The situation is particularly dramatic in gravity. In this case the only particle that can be exchanged at tree-level in graviton scattering without violating causality is the graviton itself. Moreover, its self-coupling has to be the one of Einstein gravity Ref. [241, 276, 277, 278] . Alternatively, particles of all spins have to be exchanged at tree level to preserve causality, which is the mechanism realized in string theory. It is important to emphasize that at the level of $2 \rightarrow 2$ scattering LSD does not follow from causality and we do not prove it in this paper, rather we use it as a principle to organize the known data, and suggest that it may hold more generally. It would be interesting to understand if it follows from considerations

[^10]on the consistency of $n \rightarrow m$ graviton scattering.
Alternatively, it is also possible that our finding of LSD could be special for the models considered here and bears little significance for more general gravitational models. This possibility, which we cannot exclude, would be still very interesting. Indeed, as we demonstrate, any such violation is an indication for non-stringy, non-weakly-coupled-matter physics. For example, it would be very interesting to see if one can somehow violate LSD by making the matter sector strongly coupled, e.g. by considering large- $N$ QCD coupled to gravity [279].

Curiously, the phenomenon of LSD generates hierarchies between different Wilson coefficients in the absence of any symmetry. We call this phenomenon hierarchy from unitarity and it is something that could have puzzled an unassuming low-energy physicist. We find that specific combinations of Wilson coefficients whose dispersive representation does not involve the lowest-spin partial waves can be much smaller than their counterparts that do have them in their definitions.

Secondly, we apply the dispersive sum rules [280, 268] to amplitudes with various helicity configurations of the external gravitons ${ }_{5}^{5}$ We derive various bounds on the inelastic scattering (the one in which the final and initial state gravitons have different helicities) in terms of the elastic one (see e.g. Ref. [281]). We also place a precise bound on the $R^{3}$ coefficient in terms of the $R^{4}$ coefficient (see Eq. 4.200). Such a bound translates the problem of making the analysis of Ref. [241] quantitatively precise to the problem of the bounding the leading $R^{4}$ contact coefficient in terms of the gap of the theory. This has been recently done in Ref. [271] in a similar perturbative setting for $D=10$ maximal supergravity; see also Ref. [282] for the nonperturbative analysis of the same problem. It would, of course, be very interesting to generalize these studies to more general cases of graviton scattering.

In order to provide data for checking and understanding the derived constraints, we first compute the one-loop four-graviton scattering amplitude with the gravitons minimally coupled to massive matter up to spin 2. Amplitudes corresponding to the ones discussed here,

[^11]but with massless particles circulating in the loop were obtained a while ago in Ref. [283] and corresponding gauge-theory amplitudes with massive particles in the loop were computed in Ref. [22]. We use the same type of organization of the amplitude in terms of supersymmetric multiplets as applied in the earlier calculations, since they naturally group contributions according to their analytic properties.

To evaluate the amplitudes, we make use of standard tools including the unitarity method [19, 20] and the Bern-Carrasco-Johansson (BCJ) [34, 35, 73] double copy, which gives gravity integrands in terms of corresponding gauge-theory ones. We build on the $D$ dimensional version of the unitarity method of Ref. [22] in order to fix the rational terms in the amplitudes. At four points gauge-theory tree-level amplitudes automatically satisfy the duality between color and kinematics, so the associated double-copy relations also hold automatically on the unitarity cuts. We use this to express the cuts of the gravity loop integrands directly in terms of the corresponding gauge-theory ones. By using the double copy our computation parallels the corresponding gauge-theory one [22] allowing us to import many of the same steps into the gravitational amplitude calculations.

A complication with massive amplitudes is that there is a class of terms that depend on the mass but do not have branch cuts in any kinematic variable. This makes their construction tricky in the context of the unitarity method. Ref. [284] introduced an approach to this problem. Here we instead solve the problem differently by making use of a special property of the scattering amplitudes under study that exploits their simple dependence on the mass of the particle circulating in the loop. In our case (i.e. a single mass circulating in the loop) we instead use knowledge of the ultraviolet properties of the amplitudes to fix all remaining functions in the amplitude not determined by unitarity. This procedure is greatly aided by arranging the amplitude in terms of integrals that have no mass or spacetime dependence in their coefficients. To ensure the veracity of our amplitudes we perform a number of nontrivial checks on the mass dependence, and infrared and ultraviolet properties. Related to this, we also note a simple relation between ultraviolet divergences of appropriate spacetime dimension shifts of the amplitudes and the terms in the large-mass
expansion in four dimensions (see Eq. 4.65).
We analyze our amplitudes in the large-mass limit and match to a low-energy effective field theory. In this way we systematically obtain corrections to Einstein gravity due to the presence of a heavy spinning particle. These corrections are organized in inverse powers of the particle's mass. As already noted not only are our results for the Wilson coefficients fully consistent with the general analysis of bounds on gravitational scattering, but are restricted to small islands.

Since we focus on the leading effect due to heavy particles in the weakly coupled setting neither IR divergences, nor logarithms due to the loops of massless particles make an appearance in our analysis. Taking these into consideration is an important task which we leave for the future.

Our paper naturally consists of two parts: In the first part we explain in detail the construction of the one-loop massive amplitudes used to provide theoretical data that we interpret in the second part in terms of bounds on coefficients of gravitational EFTs. Readers who are interested in the EFT constraints can skip Sect. 4.2 on the construction of the oneloop amplitudes. Particularly important plots that illustrate the theory islands and the concept of low-spin dominance in the partial-wave expansion are given in Figs. 4.9. 4.12 .

In more detail, the sections are organized as follows: In Sect. 4.2 we describe our construction of the one-loop four-graviton amplitude with massive matter up to spin 2 in the loop. In Sect. 4.3 we compute graviton scattering in a general low-energy effective theory. By expanding our amplitudes in the low-energy limit, we extract the Wilson coefficients of the effective field theory. In Sect. 4.4 we describe the general properties of the gravitational amplitudes stemming from unitarity and causality. In Sect. 4.5 we derive two-sided bounds on Wilson coefficients that follow from a single helicity configuration that describes elastic scattering; comparing to known data from string theory and our computed one-loop amplitude, we show that the results fall into small islands. We trace the position of these islands using low-spin dominance of partial waves. In Sect. 4.6 we obtain bounds that arise from considering multiple helicities. We bound the low-energy expansion coefficients of inelas-
tic amplitudes in terms of elastic ones. We also derive a bound for the coefficient of the $R^{3}$ operator in terms of the $R^{4}$ coefficient. Finally, we provide our concluding remarks in Sect. 4.7. We include various appendices. In Appendix 4.A we describe in some detail our definition of minimal coupling of gravity to a massive spinning particle. In Appendix 4.B we collect tree-level graviton four-point amplitudes in various string theories. In Appendix 4.C we present details on the derivation of some low-energy bounds that are not listed in the main text of the paper. In Appendix 4.D we analyze an amplitude function with an accumulation point in the spectrum that partially violates low-spin dominance, but show that the corresponding low-energy coefficients still land on the small islands. Appendix 4.E collects the Wigner d-matrices used throughout the paper. In Appendix 4.F we present our results for the one-loop amplitudes. We give the expressions for one-loop integrals in terms of which the amplitudes are expressed in Appendix 4.G. Finally, in Appendix 4.H we expand these results to high orders in the large-mass expansion.

### 4.2 Construction of one-loop four-graviton scattering amplitudes

In this section we describe the construction of the one-loop four-graviton amplitudes with massive matter up to spin 2 in the loop. We collect the results in Appendix 4.F. We first briefly review the methods used to obtain the amplitudes. Then, following the generalizedunitarity method we build the integrand-level generalized-unitarity cuts. We describe a natural and efficient organization of the unitarity cuts and the amplitudes motivated by supersymmetry. This organization also meshes well with the double-copy construction which we use to obtain gravitational unitarity cuts from gauge-theory ones. Having obtained the unitarity cuts we describe the necessary integral reduction and cut merging into the amplitudes. This process fixes all but a few pieces of the amplitudes, which we obtain by exploiting the known ultraviolet properties of the amplitudes. After calculating the amplitudes, we comment on some interesting ultraviolet properties we observe. Finally, we conclude this section by listing the consistency checks we performed on our calculation.

### 4.2.1 Basic methods

## Spinor helicity

We use the spinor-helicity method [6, 7, 8, 9, 10] to describe the external graviton states of amplitudes (for reviews see Refs. [285, 71, 71]). The natural quantities in this formalism are two component Weyl spinors

$$
\begin{equation*}
\left(\lambda_{i}\right)_{\alpha} \equiv\left[u_{+}\left(k_{i}\right)\right]_{\alpha}, \quad\left(\tilde{\lambda}_{i}\right)_{\alpha} \equiv\left[u_{-}\left(k_{i}\right)\right]_{\alpha}, \tag{4.1}
\end{equation*}
$$

which we write in a 'bra' and 'ket' notation as

$$
\begin{equation*}
\left.\left|k_{i}^{+}\right\rangle=|i\rangle=\lambda_{i}, \quad\left|k_{i}^{-}\right\rangle=\mid i\right]=\tilde{\lambda}_{i}, \quad\left\langle k_{i}^{-}\right|=\langle i|=\lambda_{i}, \quad\left\langle k_{i}^{+}\right|=\left[i \mid=\tilde{\lambda}_{i} .\right. \tag{4.2}
\end{equation*}
$$

where $k_{i}^{\mu}$ refers to the null momentum of the $i$-th external particle, while the ' $\pm$ ' superscript refers to the helicity of the corresponding state. The spinor inner products are defined using the antisymmetric tensors $\varepsilon^{\alpha \beta}$ and $\varepsilon^{\dot{\alpha} \dot{\beta}}$,

$$
\begin{equation*}
\left\langle k_{i}^{-} \mid k_{j}^{+}\right\rangle=\langle i j\rangle=\varepsilon^{\alpha \beta}\left(\lambda_{i}\right)_{\alpha}\left(\lambda_{j}\right)_{\alpha}, \quad\left\langle k_{i}^{+} \mid k_{j}^{-}\right\rangle=[i j]=-\varepsilon^{\dot{\alpha} \dot{\beta}}\left(\tilde{\lambda}_{i}\right)_{\dot{\alpha}}\left(\tilde{\lambda}_{i}\right)_{\dot{\alpha}} \tag{4.3}
\end{equation*}
$$

These spinor products are antisymmetric in their arguments and we choose a convention where they satisfy $\langle i j\rangle[i j]=2 k_{i} \cdot k_{j}$.

In order to construct amplitudes with external gravitons, our starting point is the corresponding ones with external gluons. For calculations involving external gluons the helicity polarization vectors are defined as

$$
\begin{equation*}
\varepsilon_{\mu}^{+}\left(k_{i} ; q_{i}\right)=\frac{\left.\left\langle q_{i}\right| \gamma_{\mu} \mid i\right]}{\sqrt{2}\left\langle i q_{i}\right\rangle}, \quad \quad \varepsilon_{\mu}^{-}\left(k_{i} ; q_{i}\right)=\frac{\left[q_{i}\left|\gamma_{\mu}\right| i\right\rangle}{\sqrt{2}\left[i q_{i}\right]}, \tag{4.4}
\end{equation*}
$$

where $q_{i}$ are arbitrary null 'reference momenta' which drop out of the final gauge-invariant amplitudes. Note that we do not use a shorthand notation for the spinors corresponding to the reference momenta. The polarization tensors for gravitons are simply given in terms of products of gluon polarization vectors,

$$
\begin{equation*}
\varepsilon_{\mu \nu}^{+}(k ; q)=\varepsilon_{\mu}^{+}(k ; q) \varepsilon_{\nu}^{+}(k ; q), \quad \varepsilon_{\mu \nu}^{-}(k ; q)=\varepsilon_{\mu}^{-}(k ; q) \varepsilon_{\nu}^{-}(k ; q), \tag{4.5}
\end{equation*}
$$

which automatically satisfy the graviton tracelessness condition, due to the Fierz identity. When these polarization vectors are contracted into external momenta $k_{i}^{\mu}$ or loop momenta $\ell^{\mu}$ we define,

$$
\begin{equation*}
k_{1} \cdot \varepsilon_{2}^{+}=\frac{\left.\left\langle q_{2}\right| k_{1} \mid 2\right]}{\sqrt{2}\left\langle q_{2} 2\right\rangle} \equiv \frac{\left.\left\langle q_{2}\right| 1 \mid 2\right]}{\sqrt{2}\left\langle q_{2} 2\right\rangle}, \quad \ell \cdot \varepsilon_{2}^{+}=\frac{\left.\left\langle q_{2}\right| \ell \mid 2\right]}{\sqrt{2}\left\langle q_{2} 2\right\rangle} \equiv \frac{\left.\left\langle q_{2}\right| \ell \mid 2\right]}{\sqrt{2}\left\langle q_{2} 2\right\rangle}, \quad \text { etc. } \tag{4.6}
\end{equation*}
$$

where we also use the abbreviation $\varepsilon_{2}^{+} \equiv \varepsilon^{+}\left(k_{2} ; q_{2}\right)$.
We note that, in general, for loop calculations some care is needed when using dimensional regularization. To take advantage of the spinor-helicity formulation in a one-loop calculation we need to choose an appropriate version of dimensional regularization. Specifically, instead of taking the external polarization tensors and momenta to be $(4-2 \epsilon)$-dimensional as in conventional dimensional regularization [16], we use the so called four-dimensional helicity (FDH) scheme [286, 287, 47, 288, 289] where both external and loop state counts are kept in four dimensions and only the loop momentum is continued to $4-2 \epsilon$ dimensions. Because the massive one-loop amplitudes that we obtain here are neither ultraviolet nor infrared divergent, the precise distinction between the different versions of dimensional regularization drops out from the final results for the amplitudes. We do, however, need to regularize intermediate steps because individual loop integrals are ultraviolet divergent, with the divergence canceling in final results.

## Generalized unitarity

In order to construct the loop integrands we use the generalized-unitarity method [19, 20]. This method systematically builds complete loop-level integrands using as input on-shell treelevel amplitudes. A central advantage is that simplifications and features of the latter are directly imported into the former. Reviews of the generalized-unitarity methods are found in Refs. [164, 165 .

In general, the task of computing an amplitude is to reduce it to a linear combination of known scalar integrals. Using standard integral-reduction techniques (see e.g. Refs. [174, [290, 246]) any four-point one-loop amplitude can be written as a linear combination of box,


Figure 4.1: The (a) $s$-, (b) $t$ - and (c) $u$-channel two-particle cuts of a one-loop four-point amplitude. The exposed lines are all on shell and the blobs represent tree-level amplitudes.
triangle, bubble and tadpole integrals,

$$
\begin{equation*}
\mathcal{M}_{4}^{1-\text { loop }}=\left(d_{s, t} I_{4}(s, t)+c_{s} I_{3}(s)+b_{s} I_{2}(s)+\text { perms. }\right)+b_{0} I_{2}(0)+a_{0} I_{1}, \tag{4.7}
\end{equation*}
$$

where the permutations run over distinct relabelings of the integrals. At the four-point level there are a total of 11 coefficients. These coefficients depend on polarization vectors, momenta, masses and the dimensional-regularization parameter $\epsilon$. We define the basis integrals appearing in Eq. (4.7) by

$$
\begin{align*}
& I_{4}(s, t)=\int \frac{d^{D} L}{(2 \pi)^{D}} \frac{-i(4 \pi)^{D / 2}}{\left(L^{2}-m^{2}\right)\left(\left(L+k_{1}\right)^{2}-m^{2}\right)\left(\left(L+k_{1}+k_{2}\right)^{2}-m^{2}\right)\left(\left(L-k_{4}\right)^{2}-m^{2}\right)}, \\
& I_{3}(s)=\int \frac{d^{D} L}{(2 \pi)^{D}} \frac{i(4 \pi)^{D / 2}}{\left(L^{2}-m^{2}\right)\left(\left(L+k_{1}\right)^{2}-m^{2}\right)\left(\left(L+k_{1}+k_{2}\right)^{2}-m^{2}\right)}, \\
& I_{2}(s)=\int \frac{d^{D} L}{(2 \pi)^{D}} \frac{-i(4 \pi)^{D / 2}}{\left(L^{2}-m^{2}\right)\left(\left(L+k_{1}+k_{2}\right)^{2}-m^{2}\right)}, \\
& I_{1}=\int \frac{d^{D} L}{(2 \pi)^{D}} \frac{i(4 \pi)^{D / 2}}{\left(L^{2}-m^{2}\right)}, \tag{4.8}
\end{align*}
$$

where $D=4-2 \epsilon, s=\left(k_{1}+k_{2}\right)^{2}, t=\left(k_{2}+k_{3}\right)^{2}$ and $u=\left(k_{1}+k_{3}\right)^{2}$. We obtain the remaining integrals in Eq. (4.7) by permuting the external legs. The unitarity method efficiently targets the coefficients of the integrals in Eq. 4.7). The integrals $I_{2}(0)$ and $I_{1}$ are respectively bubble on external leg and tadpole contributions, and are independent of kinematic variables. As we discuss below, because they lack dependence on kinematic variables, these latter integrals require special treatment to determine their coefficients.

Traditionally, unitarity of the scattering matrix is implemented at the integrated level via dispersion relations (see e.g. Ref. [291]). However, for our purposes, it is much more
convenient to use an integrand-level version of unitarity [19, 20]. This is based on the concept of a generalized-unitarity cut that reduces an integrand to a sum of products of tree-level amplitudes. For example, for the $s$-channel cut displayed in Fig. 4.1(a),

$$
\begin{align*}
&\left.i \mathcal{M}_{4}^{1-\text { loop }}\right|_{s \text {-cut }}=\int \frac{d^{4-2 \epsilon} L}{(2 \pi)^{4-2 \epsilon}} \frac{1}{L_{1}^{2}-m^{2}} \frac{1}{L_{2}^{2}-m^{2}} \\
&\left.\sum_{\text {states }} \mathcal{M}_{4}^{\text {tree }}\left(1,2, L_{1}, L_{2}\right) \mathcal{M}_{4}^{\text {tree }}\left(-L_{1},-L_{2}, 3,4\right)\right|_{s \text {-cut }} \tag{4.9}
\end{align*}
$$

where $L_{1}=L$ and $L_{2}=-L-k_{1}-k_{2}$ represent the two cut legs, and $\mathcal{M}_{4}^{\text {tree }}$ denote the tree-level amplitudes. The sum runs over all intermediate physical states that contribute for a given set of external states. The three generalized-unitarity cuts of the one-loop four-point amplitude are shown in Fig. 4.1. In this figure the exposed lines are all on shell and the blobs represent on-shell tree-level amplitudes.

To obtain the full one-loop amplitude we must combine the unitarity cuts. One possibility is to carry this out prior to integration by finding a single integrand with the correct unitarity cuts in all channels [292]. Some non-trivial examples where this approach was implemented are high-loop computations in super-Yang-Mills and supergravity (see e.g. Refs. [293, 294, 295]). On the other hand, in high-multiplicity QCD calculations (see e.g. Ref. [176, 296]) the cuts are usually combined after reducing to a basis of integrals. We apply the latter approach here. We do so by promoting each cut propagator to a Feynman propagator, and each cut to a Feynman integral. We then use FIRE6 [245, 245, 246] to reduce each Feynman integral to the scalar integrals appearing in Eq. (4.7). In each cut channel we only determine coefficients of basis integrals with cuts in that channel. By systematically evaluating each cut we determine all coefficients except for those of integrals without kinematic dependence, i.e. $I_{2}(0)$ and $I_{1}$. In the case of gauge theory, the corresponding coefficients are determined by imposing the known ultraviolet behavior of the amplitudes [22]. Below, we describe an analogous procedure for the case of gravitational amplitudes.

## Double copy

To efficiently obtain the unitarity cuts of the four-graviton amplitude, we use the double-


Figure 4.2: Example of a color or numerator relation for the one-loop four-point amplitudes. Here the diagram represent either color or kinematic numerators. We use these relations on the generalized-unitarity cuts, as indicated by the dashed lines. The relations are effectively tree-level ones except that the state and color sums on the cut legs are carried out.
copy construction [33, 34, 35] which expresses gravitational scattering amplitudes directly in terms of gauge-theory ones. Here we use the BCJ form of the double-copy relations [34, 35, 73, which is more natural when organizing expressions in terms of diagrams.

To apply the BCJ double copy, we start by writing a four-point one-loop gauge-theory amplitude in the following form:

$$
\begin{equation*}
i \mathcal{A}_{4}^{1-\text { loop }}=g^{4} \sum_{i} \int \frac{d^{4-2 \epsilon} L}{(2 \pi)^{4-2 \epsilon}} \frac{1}{S_{i}} \frac{n_{i} c_{i}}{D_{i}} \tag{4.10}
\end{equation*}
$$

The sum runs over all distinct four-point one-loop graphs with trivalent vertices. We denote the gauge-theory coupling constant by $g$. We label each graph by an integer $i$. The $S_{i}$ are the symmetry factors of the graphs. The color factor $c_{i}$ of each graph is obtained by dressing each vertex by a structure constant $\tilde{f}^{a b c}$, since we take all particles to be in the adjoint representation. Our normalization of the structure constants follows that of Ref. [34, 35]. The denominator $D_{i}$ contains the propagators of each graph. Finally, we capture all nontrivial kinematic dependence by the numerator $n_{i}$.

The color factors obey color-algebra relations of the type

$$
\begin{equation*}
c_{i}-c_{j}-c_{k}=0 \tag{4.11}
\end{equation*}
$$

where $i, j$ and $k$ are some graphs. These relations follow from the Jacobi identity obeyed by the structure constants $\tilde{f} \tilde{f}^{a b c}$. For a representation obeying color-kinematics duality, the
numerators satisfy the same Jacobi relations, i.e.

$$
\begin{equation*}
\tilde{n}_{i}-\tilde{n}_{j}-\tilde{n}_{k}=0 . \tag{4.12}
\end{equation*}
$$

The tildes on the numerators signify that these numerators do not have to be the same as the ones appearing in Eq. (4.10), but as noted in Ref. [34, 35] these can be kinematic numerators from a different theory. Given such a representation we may obtain the corresponding gravitational amplitude simply by replacing the color factor with the corresponding kinematic numerator,

$$
\begin{equation*}
c_{i} \rightarrow \tilde{n}_{i} \tag{4.13}
\end{equation*}
$$

so that

$$
\begin{equation*}
i \mathcal{M}_{4}^{\text {1-loop }}=\left(\frac{\kappa}{2}\right)^{4} \sum_{i} \int \frac{d^{4-2 \epsilon} L}{(2 \pi)^{4-2 \epsilon}} \frac{1}{S_{i}} \frac{n_{i} \tilde{n}_{i}}{D_{i}}, \tag{4.14}
\end{equation*}
$$

where $\kappa$ is the gravitational coupling constant, which is given in terms of Newton's constant by,

$$
\begin{equation*}
\kappa^{2}=32 \pi G \tag{4.15}
\end{equation*}
$$

The matter content of the resulting gravitational theory is determined by the choice of the numerators $n_{i}$ and $\tilde{n}_{i}$. We use this to control the type of particle circulating in the loop.

While the BCJ double copy is usually formulated at the level of the full integrand, since we extract the final answer directly from the cuts it is more convenient to use it at the level of generalized-unitarity cuts. In Fig. 4.2 we depict an example of a color relation in terms of cut graphs. In this way we can ignore duality relations that contain diagrams without support on the given cut. For duality relations with support on the cut, the particles of each treelevel amplitude entering the cut remain on the same side of the cut for all three diagrams, as is the case in Fig. 4.2. Effectively this amounts to using the duality relations for the two tree-level amplitudes on each side of the cut (see e.g. Fig. 4.3). The tree-level relations are sufficient to ensure that for the cut diagram, the double-copy replacement formula Eq. (4.13) holds.


Figure 4.3: The tree-level four-point color or numerator Jacobi identity. This can be used to set the numerator of one of the diagrams to zero.

We also take advantage of a property of four-point tree-level amplitudes noted in the original BCJ paper [34, 35], which states that we can effectively set one of the three numerators to zero. In this way the duality relation implies that the other two numerators must be equal (up to a possible sign). In order to achieve that, we absorb the propagator of the diagram whose numerator is set to zero into the numerators of the other two diagrams. Specifically, consider the four-point all-gluon tree-level amplitude,

$$
\begin{equation*}
i \mathcal{A}_{4}^{\text {tree }}=g^{2}\left(\frac{n_{s} c_{s}}{s}+\frac{n_{t} c_{t}}{t}+\frac{n_{u} c_{u}}{u}\right) \tag{4.16}
\end{equation*}
$$

Using the color Jacobi identity depicted in Fig. 4.3, $c_{s}=c_{t}-c_{u}$, we can eliminate $c_{s}$ in favor of the other two color factors, so that

$$
\begin{equation*}
i \mathcal{A}_{4}^{\text {tree }}=g^{2}\left(\frac{n_{t}^{\prime} c_{t}}{t}+\frac{n_{u}^{\prime} c_{u}}{u}\right) \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{t}^{\prime}=n_{t}+n_{s} \frac{t}{s}, \quad \quad n_{u}^{\prime}=n_{u}-n_{s} \frac{u}{s} \tag{4.18}
\end{equation*}
$$

Demanding that the numerators $n_{t}^{\prime}$ and $n_{u}^{\prime}\left(\right.$ and $\left.n_{s}^{\prime}=0\right)$ satisfy the duality relation of Fig. 4.3 then implies that

$$
\begin{equation*}
n_{t}^{\prime}=n_{u}^{\prime} \tag{4.19}
\end{equation*}
$$

The analysis is identical in the presence of matter.

### 4.2.2 Setup of the calculation

Our goal is to obtain the four-point one-loop amplitude with external gravitons and with minimally-coupled massive spinning particles up to spin 2 circulating in the loop. Following the generalized-unitarity method we first build the integrand-level generalized-unitarity cuts in Eq. (4.9). For the one-loop four-point amplitude there are three independent cuts, labeled by the Mandelstam invariant that can be build out of the external graviton momenta on the tree-level amplitudes, i.e. $s$-, $t$ - and $u$-channel cuts. We consider all spins up to spin 2 for the massive particles and we denote their mass by $m$. While these masses can be different for each particle since only a single particle at a time circulates in the loop there is no need to put an index labeling the massive particle. We take the massive particles to be real.

We note that there is an ambiguity in the definition of the minimal coupling of a spin 2 particle to gravity. In this paper, we fix this ambiguity by demanding that we recover pure gravity in the appropriate massless limit. This choice also preserves tree-level unitarity [297, 248, 249, 298, 250] and causality [299]. We discuss this ambiguity and the choice we make in this paper in Appendix 4.A.

For the amplitude in question there exist three independent helicity configurations. Specifically, we calculate

$$
\begin{equation*}
\mathcal{M}_{4}^{1 \text {-loop }}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right), \quad \mathcal{M}_{4}^{1 \text {-loop }}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right), \quad \mathcal{M}_{4}^{1 \text {-loop }}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right) \tag{4.20}
\end{equation*}
$$

We refer to these configurations respectively as double-minus, single-minus and all-plus. All other amplitudes are related to these via relabelings and parity.

We build the generalized-unitarity cuts from four-point tree-level gravity amplitudes. The double copy implies that these tree-level amplitudes can be directly obtained from the corresponding gauge-theory ones, which can be described by the three diagrams shown in Fig. 4.3. As we discussed in the previous section we can use the color Jacobi identity in the gauge-theory case to remove one diagram, at the expense of other diagrams obtaining numerators that are nonlocal in the external kinematic invariants. The net effect is that after multiplying and dividing by appropriate propagators every contribution to the cut can


Figure 4.4: The (a) $s$-, (b) $t$ - and (c) $u$-channel two-particle cuts of a one-loop four-point amplitude with two negative- and two positive-helicity external gluons or gravitons (doubleminus configuration). The internal lines represent massive spinning particles. The exposed lines are all on shell and the blobs represent tree-level amplitudes.
be assigned to cut box diagrams. Moreover, on the generalized cuts the four-point tree-level BCJ numerator relations set the remaining numerators equal to each other, as noted in Eq. (4.19).

For example, for the four-point gauge-theory amplitude the $s$-channel cut in Fig. 4.4(a) is of the form,

$$
\begin{equation*}
\left.i \mathcal{A}_{4}\right|_{s-\text { cut }}=\left.g^{4} \int \frac{d^{4-2 \epsilon} L}{(2 \pi)^{4-2 \epsilon}} n_{\mathrm{g}, s}\left(\frac{c_{1234}}{D_{1234}}+\frac{c_{1342}}{D_{1342}}\right)\right|_{s-\text { cut }} . \tag{4.21}
\end{equation*}
$$

The box color factor (see Fig. 4.5) is given by

$$
\begin{equation*}
c_{a b c d}=\tilde{f}^{e} a_{1} g_{1} g_{4} \tilde{f}^{e} e_{b} g_{2} \tilde{f}_{1} \tilde{e}_{c} g_{3} g_{2} \tilde{f}^{e} g_{d} g_{4}, \tag{4.22}
\end{equation*}
$$

where $a b c d$ takes in the values indicated in Eq. (4.21). As usual, repeated indices are summed. The denominators are given by products of the usual Feynman propagators,

$$
\begin{equation*}
D_{a b c d}=\left(L^{2}-m^{2}\right)\left(\left(L+k_{a}\right)^{2}-m^{2}\right)\left(\left(L+k_{a}+k_{b}\right)^{2}-m^{2}\right)\left(\left(L+k_{a}+k_{b}+k_{c}\right)^{2}-m^{2}\right) \tag{4.23}
\end{equation*}
$$

where the $k_{a}$ are external momenta. Finally, $n_{\mathrm{g}, s}$ is a gauge-theory kinematic factor common to both box diagrams.

The gravitational cuts are similar. For example, the $s$-channel cut is of the form,

$$
\begin{equation*}
\left.i \mathcal{M}_{4}\right|_{s-\mathrm{cut}}=\left.\left(\frac{\kappa}{2}\right)^{4} \int \frac{d^{4-2 \epsilon} L}{(2 \pi)^{4-2 \epsilon}} n_{\mathrm{GR}, s}\left(\frac{1}{D_{1234}}+\frac{1}{D_{1342}}\right)\right|_{s-\mathrm{cut}} \tag{4.24}
\end{equation*}
$$



Figure 4.5: Generic box diagram whose color factor and denominator are given by Eqs. 4.22) and (4.23) respectively. The external momenta are taken incoming while the direction of the loop momentum is indicated by the arrow.
where $n_{\mathrm{GR}, s}$ is the single $s$-channel gravitational kinematic numerator. As we noted in Sect. 4.2.1, the gravity amplitudes follow from replacing the color factor with a gauge-theory kinematic numerator. As we describe in more detail below, the particle content circulating in the loop is determined by the choice of the gauge-theory numerators.

As can be seen from Figs. 4.4 (a) and 4.4 (c), for the indicated helicity configuration, the $u$-channel cut is obtained by relabeling the momenta and spinors in the $s$-channel cut: $k_{2} \leftrightarrow k_{3}$ and $\langle 2| \leftrightarrow\langle 3|$. For the single-minus and all-plus configurations, all three cuts are given by appropriate relabelings of a single cut.

### 4.2.3 Supersymmetric decompositions

We are interested in the problem of minimally-coupled massive matter circulating in the loop. A convenient way to organize this calculation is by following the massless case where each particle can be described as a linear combination of supersymmetric multiplets circulating in the loop. Our organization is in direct correspondence to this supersymmetric decomposition [300, 301, 283, 302]. This allows us to recycle the results of the calculation of the lower-spin particles circulating in the loop into contributions for the higher-spin particles. It also has the advantage of grouping together terms that contain integrals of the same tensor rank. For the gauge-theory case such a decomposition has already been used to organize the contributions of massive spin $0,1 / 2$ and 1 particles circulating in the loops [302, 22]. The double-copy construction will allow us to import this into minimally-coupled gravitational
theories with up to spin-2 massive particles.

## Gauge theory

We start by examining the corresponding amplitudes in gauge theory. For the case of one-loop four-point amplitudes with external gluons and massive matter circulating in the loop, Ref. 302] showed that ${ }^{6}$

$$
\begin{align*}
\mathcal{A}_{4}^{S=0} & =\mathcal{A}_{4}^{\{0\}}, \\
\mathcal{A}_{4}^{S=1 / 2} & =-2 \mathcal{A}_{4}^{\{0\}}+\mathcal{A}_{4}^{\{1 / 2\}},  \tag{4.25}\\
\mathcal{A}_{4}^{S=1} & =3 \mathcal{A}_{4}^{\{0\}}-4 \mathcal{A}_{4}^{\{1 / 2\}}+\mathcal{A}_{4}^{\{1\}} .
\end{align*}
$$

where the notation $\mathcal{A}_{4}^{\{S\}}$ denotes the new piece we need to calculate at spin- $S$. In this way we express the amplitudes with a given spinning particle circulating in the loop in terms of the simpler-to-calculate new pieces. Inverting the above equations, we may think of the new pieces as amplitudes with multiplets circulating in the loop. These massive multiplets have the same degrees of freedom as the corresponding massless ones. Hence, in terms of onshell supersymmetric representation theory they satisfy the BPS condition [303, 304, 305]. For recent calculations involving massive supersymmetric multiplets in gauge theory see Refs. [306, 307, 308, 309, 310, 311, 312, 313, 314].

Before turning to the corresponding gravitational decomposition it is useful to first look at the massless limit. For the gauge theory case we have that as $m \rightarrow 0$,

$$
\begin{align*}
\mathcal{A}_{4}^{S=0} & \rightarrow \mathcal{A}_{4}^{S=0, m=0} \\
\mathcal{A}_{4}^{S=1 / 2} & \rightarrow \mathcal{A}_{4}^{S=1 / 2, m=0}  \tag{4.26}\\
\mathcal{A}_{4}^{S=1} & \rightarrow \mathcal{A}_{4}^{S=1, m=0}+\mathcal{A}_{4}^{S=0, m=0}
\end{align*}
$$

where we see that the $S=1$ case is nontrivial, which follows from the mismatch in the number of degrees of freedom in a massive and massless vector boson.

## Background field gauge

[^12]A nice way to understand the above supersymmetric decomposition is in terms of background field gauge [164. While we do not use background field gauge to compute the amplitudes, it does offer useful insight into the structure of the amplitude. For the different particles circulating in the loop we can write the effective action as

$$
\begin{align*}
\Gamma_{S=0}[A] & =\ln \operatorname{det}_{[0]}^{-1 / 2}\left(D^{2}+m^{2}\right), \\
\Gamma_{S=1 / 2}[A] & =\ln \operatorname{det}_{[1 / 2]}^{1 / 4}\left(D^{2} \mathbb{I}+m^{2} \mathbb{I}-g \frac{1}{2} \sigma^{\mu \nu} F_{\mu \nu}\right),  \tag{4.27}\\
\Gamma_{S=1}[A] & =\ln \operatorname{det}_{[1]}^{-1 / 2}\left(D^{2} \mathbb{I}+m^{2} \mathbb{I}-g \Sigma^{\mu \nu} F_{\mu \nu}\right)+\ln \operatorname{det}_{[0]}\left(D^{2}+m^{2}\right)+\ln _{\operatorname{det}_{[0]}^{-1 / 2}}^{-1.27}\left(D^{2}+m^{2}\right),
\end{align*}
$$

where $\mathbb{I}$ is the identity matrix, $\sigma_{\mu \nu} / 2$ is the spin- $1 / 2$ Lorentz generator and $\Sigma_{\mu \nu}$ is the spin- 1 Lorentz generator. Ignoring the $F_{\mu \nu}$ terms and focusing on the $\left(D^{2}+m^{2}\right)$ term, each state corresponds to a power to which the determinant is raised: $-1 / 2$ for a bosonic state and $+1 / 2$ for a fermionic state. For a massive real scalar there is precisely one bosonic state corresponding the $-1 / 2$ power to which the first determinant is raised. For the $S=1 / 2$ fermion the determinant is raised to the $1 / 4$ power to account for the $4 \times 4$ Dirac determinant, effectively leaving a single power that corresponds to the two states of a Majorana fermion. Similarly, for the $S=1$ vector, the determinant is over a $4 \times 4$ Lorentz generator space so the exponent of $-1 / 2$ in the first term in $\Gamma_{S=1}[A]$ corresponds to 4 bosonic states. This is then reduced to two states by the ghost determinant corresponding to the second term and increased by one state from the scalar longitudinal degree of freedom required by a massive vector boson corresponding to the third term. This extra degree of freedom is incorporated into Eq. 4.25) as well. To make the supersymmetric cancellations more manifest we rewrite the Dirac determinant as a product of determinants so that the similarity to the bosonic case is clear,

$$
\begin{align*}
\operatorname{det}_{[1 / 2]}^{1 / 2}(D+i m) \operatorname{det}_{[1 / 2]}^{1 / 2}(\not D-i m) & =\operatorname{det}_{[1 / 2]}^{1 / 4}\left(\not D^{2}+m^{2}\right) \\
& =\operatorname{det}_{[1 / 2]}^{1 / 4}\left(D^{2}+m^{2}-g \frac{1}{2} \sigma^{\mu \nu} F_{\mu \nu}\right), \tag{4.28}
\end{align*}
$$

where $D^{2}=\frac{1}{2}\{D, D D\}+\frac{1}{2}[D, D D]$. This corresponds to using the second order formalism for fermions described in Ref. [315]. The fact that the mass enters into Eq. (4.27) in such a
simple manner can also be understood in terms of a Kaluza-Klein reduction of the massless case from five dimensions, truncated to keeping only the lowest massive state in the loop.

The effective-action determinants Eq. (4.27) can be straightforwardly applied to show that the supersymmetric decomposition organizes contributions in terms of power counting of the resulting diagrams. The terms with leading power of loop momenta come from the $D^{2}$ terms in Eq. (4.27), because $F_{\mu \nu}$ contains only the external gluon momenta. If we set the $F_{\mu \nu}$ terms to zero then in all supersymmetric combinations the balance between the bosons and fermions implies the leading powers of loop momentum cancel. Subleading terms in supersymmetric combinations come from using one or more factors of $F_{\mu \nu}$ when generating a graph; each $F_{\mu \nu}$ reduces the maximum power of momentum by one. Terms with a lone $F_{\mu \nu}$ vanish, thanks to $\operatorname{Tr}\left(\sigma^{\mu \nu}\right)=\operatorname{Tr}\left(\Sigma^{\mu \nu}\right)=0$. This reduces the leading power in an $m$-point one-particle-irreducible diagram from $\ell^{m}$ down to $\ell^{m-2}$. For $\mathcal{A}_{m}^{\{1\}}$, a comparison of the traces of products of two and three $\sigma^{\mu \nu}$ and $\Sigma_{\mu \nu}$ shows that further cancellations reduce the leading behavior all the way down to $\ell^{m-4}$. In gauges other than Feynman background field gauge, these cancellations would be more more obscure.

## Gravity

Now consider the gravitational case. In the $m \rightarrow 0$ limit we again have a mismatch in the number of degrees of freedom for $S \geq 1$ between the massive and massless cases,

$$
\begin{align*}
\mathcal{M}_{4}^{S=0} & \rightarrow \mathcal{M}_{4}^{S=0, m=0} \\
\mathcal{M}_{4}^{S=1 / 2} & \rightarrow \mathcal{M}_{4}^{S=1 / 2, m=0} \\
\mathcal{M}_{4}^{S=1} & \rightarrow \mathcal{M}_{4}^{S=1, m=0}+\mathcal{M}_{4}^{S=0, m=0}  \tag{4.29}\\
\mathcal{M}_{4}^{S=3 / 2} & \rightarrow \mathcal{M}_{4}^{S=3 / 2, m=0}+\mathcal{M}_{4}^{S=1 / 2, m=0} \\
\mathcal{M}_{4}^{S=2} & \rightarrow \mathcal{M}_{4}^{S=2, m=0}+\mathcal{M}_{4}^{S=1, m=0}+\mathcal{M}_{4}^{S=0, m=0} .
\end{align*}
$$

In the massless case with spinning particles circulating in the loop we can again decompose
the amplitudes in terms of ones with supermultiplets circulating in the loop [283],

$$
\begin{align*}
\mathcal{M}_{4}^{S=0, m=0}= & \mathcal{M}_{4}^{\{0\}, m=0}, \\
\mathcal{M}_{4}^{S=1 / 2, m=0}= & -2 \mathcal{M}_{4}^{\{0\}, m=0}+\mathcal{M}_{4}^{\{1 / 2\}, m=0}, \\
\mathcal{M}_{4}^{S=1, m=0}= & 2 \mathcal{M}_{4}^{\{0\}, m=0}-4 \mathcal{M}_{4}^{\{1 / 2\}, m=0}+\mathcal{M}_{4}^{\{1\}, m=0},  \tag{4.30}\\
\mathcal{M}_{4}^{S=3 / 2, m=0}= & -2 \mathcal{M}_{4}^{\{0\}, m=0}+9 \mathcal{M}_{4}^{\{1 / 2\}, m=0}-6 \mathcal{M}_{4}^{\{1\}, m=0}+\mathcal{M}_{4}^{\{3 / 2\}, m=0}, \\
\mathcal{M}_{4}^{S=2, m=0}= & 2 \mathcal{M}_{4}^{\{0\}, m=0}-16 \mathcal{M}_{4}^{\{1 / 2\}, m=0}+20 \mathcal{M}_{4}^{\{1\}, m=0}-8 \mathcal{M}_{4}^{\{3 / 2\}, m=0} \\
& +\mathcal{M}_{4}^{\{2\}, m=0} .
\end{align*}
$$

The $\{S\}$ pieces in each case are in direct correspondence to the supermultiplets circulating in the loop, as defined in Ref. [283]]. For example,

$$
\begin{equation*}
\mathcal{M}_{4}^{\{1 / 2\}, m=0}=\mathcal{M}_{4}^{\mathcal{N}=1, m=0}, \tag{4.31}
\end{equation*}
$$

where $\mathcal{N}=1$ denotes the chiral multiplet consisting of a Weyl fermion and two real scalars.
Using the relation between the massive and massless amplitudes in Eq. 4.29) and the massless supersymmtric decomposition in Eq. 4.30, we can organize our computation in a similar way as for gauge theory in Eq. 4.25. Specifically, we have

$$
\begin{align*}
\mathcal{M}_{4}^{S=0} & =\mathcal{M}_{4}^{\{0\}}, \\
\mathcal{M}_{4}^{S=1 / 2} & =-2 \mathcal{M}_{4}^{\{0\}}+\mathcal{M}_{4}^{\{1 / 2\}}, \\
\mathcal{M}_{4}^{S=1} & =3 \mathcal{M}_{4}^{\{0\}}-4 \mathcal{M}_{4}^{\{1 / 2\}}+\mathcal{M}_{4}^{\{1\}},  \tag{4.32}\\
\mathcal{M}_{4}^{S=3 / 2} & =-4 \mathcal{M}_{4}^{\{0\}}+10 \mathcal{M}_{4}^{\{1 / 2\}}-6 \mathcal{M}_{4}^{\{1\}}+\mathcal{M}_{4}^{\{3 / 2\}}, \\
\mathcal{M}_{4}^{S=2} & =5 \mathcal{M}_{4}^{\{0\}}-20 \mathcal{M}_{4}^{\{1 / 2\}}+21 \mathcal{M}_{4}^{\{1\}}-8 \mathcal{M}_{4}^{\{3 / 2\}}+\mathcal{M}_{4}^{\{2\}} .
\end{align*}
$$

The massive multiplets circulating in the loop are 'short', i.e. they have the same degrees of freedom as the corresponding massless ones. Hence, they obey the BPS condition 303, [304, 305]. While we have not tried directly embedding these amplitudes into supergravity theories, it is an interesting question to do so. Here we use the relation to supermultiplets for

[^13]a more modest aim of reorganizing the contributions, so that as the spin increases the new pieces become simpler. Examples of supergravity calculations involving massive multiplets are given in Ref. [316, 317, 318, 319].

We note that in general, care is required when using dimensional regularization in conjunction with helicity methods and supersymmetric decompositions. To allow for different choices of regularization scheme, we would need to correct the last line of Eq. 4.25 to be 302

$$
\begin{equation*}
\mathcal{A}_{4}^{S=1}=\left(3-2 \delta_{R} \epsilon\right) \mathcal{A}_{4}^{\{0\}}-4 \mathcal{A}_{4}^{\{1 / 2\}}+\mathcal{A}_{4}^{\{1\}}, \tag{4.33}
\end{equation*}
$$

where $\delta_{R}=0$ in the FDH scheme [286] and $\delta_{R}=1$ in either conventional dimensional regularization [16] or the 't Hooft-Veltman scheme [320]. One may then propagate this correction to the gravitational amplitudes through the double copy. While the correction is of $\mathcal{O}(\epsilon)$, it can interfere with infrared or ultraviolet singularities to give nontrivial contributions. However, for the massive amplitudes that we are computing here, the distinction between different schemes is not important because the four-graviton amplitudes with massive matter in the loop are both ultraviolet and infrared finite (see Sects. 4.2.6 and 4.2.8).

We also note that the coefficient of the scalar $\left(\mathcal{M}_{4}^{\{0\}}\right)$ counts the degrees of freedom of the particle in question, modulo a minus sign for the fermions. Recall that all particles are taken to be real. Also, given the general setup of our amplitudes (Eqs. 4.21) and (4.24), we get a similar decomposition for the corresponding numerators $n_{\mathrm{g}, \alpha}$ and $n_{\mathrm{GR}, \alpha}$.

Finally, the supersymmetric decomposition is simplified in the case of the single-minus and all-plus configurations. In these cases, supersymmetric Ward identities 321, 322, 323, 324] show that only the $\mathcal{M}_{4}^{\{0\}}$ piece gives a nonzero contribution for each spin particle in the
loop. Using this observation, Eq. 4.32 becomes

$$
\begin{align*}
\mathcal{M}_{4}^{S=0}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right) & =\mathcal{M}_{4}^{\{0\}}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right), \\
\mathcal{M}_{4}^{S=1 / 2}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right) & =-2 \mathcal{M}_{4}^{\{0\}}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right), \\
\mathcal{M}_{4}^{S=1}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right) & =3 \mathcal{M}_{4}^{\{0\}}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right),  \tag{4.34}\\
\mathcal{M}_{4}^{S=3 / 2}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right) & =-4 \mathcal{M}_{4}^{\{0\}}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right), \\
\mathcal{M}_{4}^{S=2}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right) & =5 \mathcal{M}_{4}^{\{0\}}\left(1^{ \pm}, 2^{+}, 3^{+}, 4^{+}\right) .
\end{align*}
$$

Therefore for these two helicity configurations, it is sufficient to calculate the $S=0$ amplitude where only a scalar circulates in the loop.

### 4.2.4 Kinematic numerators through the double copy

Following the double-copy construction we can directly obtain the gravitational unitarity-cut numerators from gauge-theory ones. We may express the double copy in terms of spinning particles or new pieces (Eq. 4.32) circulating in the loop. In the latter case, we find an especially compact representation for the numerators.

Taking the product of gauge-theory kinematic numerators we decompose them into cut numerators of the gravitational case. In terms of spin we have

$$
\begin{align*}
n_{\mathrm{g}, \alpha}^{\tilde{S}} n_{\mathrm{g}, \alpha}^{S=0} & =n_{\mathrm{GR}, \alpha}^{\tilde{S}}, \quad \text { for } \tilde{S}=0,1 / 2,1, \\
n_{\mathrm{g}, \alpha}^{S=1 / 2} n_{\mathrm{g}, \alpha}^{S=1 / 2} & =n_{\mathrm{GR}, \alpha}^{S=1}+n_{\mathrm{GR}, \alpha}^{S=0},  \tag{4.35}\\
n_{\mathrm{g}, \alpha}^{S=1} n_{\mathrm{g}, \alpha}^{S=1 / 2} & =n_{\mathrm{GR}, \alpha}^{S=3 / 2}+n_{\mathrm{GR}, \alpha}^{S=1 / 2}, \\
n_{\mathrm{g}, \alpha}^{S=1} n_{\mathrm{g}, \alpha}^{S=1} & =n_{\mathrm{GR}, \alpha}^{S=2}+n_{\mathrm{GR}, \alpha}^{S=1}+n_{\mathrm{GR}, \alpha}^{S=0},
\end{align*}
$$

where $\alpha$ denotes the cut under consideration. These are in direct correspondence to the Clebsch-Gordan decomposition. In terms of the new pieces in Eq. 4.32,

$$
\begin{align*}
n_{\mathrm{g}, \alpha}^{\{S\}} n_{\mathrm{g}, \alpha}^{\{0\}} & =n_{\mathrm{GR}, \alpha}^{\{S\}}, \quad \text { for } S=0,1 / 2,1, \\
n_{\mathrm{g}, \alpha}^{\{1 / 2\}} n_{\mathrm{g}, \alpha}^{\{1 / 2\}} & =n_{\mathrm{GR}, \alpha}^{\{1\}},  \tag{4.36}\\
n_{\mathrm{g}, \alpha}^{\{1\}} n_{\mathrm{g}, \alpha}^{\{1 / 2\}} & =n_{\mathrm{GR}, \alpha}^{\{3 / 2\}}, \\
n_{\mathrm{g}, \alpha}^{\{1\}} n_{\mathrm{g}, \alpha}^{\{1\}} & =n_{\mathrm{GR}, \alpha}^{\{2\}} .
\end{align*}
$$

Observe that the gauge-theory numerator $n_{\mathrm{g}, \alpha}^{S=0}$ along with either $n_{\mathrm{g}, \alpha}^{S=1 / 2}$ or $n_{\mathrm{g}, \alpha}^{S=1}$ are sufficient to construct all the gravitational numerators up to spin 2 . We explicitly verified that both constructions yield the same result. Refs. [302, 22] calculated the corresponding amplitudes $\mathcal{A}_{4}^{S=0}, \mathcal{A}_{4}^{S=1 / 2}$ and $\mathcal{A}_{4}^{S=1}$, from which we may extract the desired kinematic numerators. As a consistency check, we match $\mathcal{A}_{4}^{\{1\}}$, which was calculated in Ref. [314].

From the above construction we find a remarkably simple form for the kinematic numerators. For the double-minus gauge-theory numerators we have,

$$
\begin{equation*}
n_{\mathrm{g}, \alpha}^{\{S\}}=([14]\langle 23\rangle)^{2}\left(\psi_{\alpha}\right)^{2-2 S} \tag{4.37}
\end{equation*}
$$

while for the corresponding gravity numerators we have,

$$
\begin{equation*}
n_{\mathrm{GR}, \alpha}^{\{S\}}=([14]\langle 23\rangle)^{4}\left(\psi_{\alpha}\right)^{4-2 S}, \tag{4.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{s} \equiv \frac{\langle 2| \ell \mid 1]\langle 3| \ell \mid 4]}{s[14]\langle 23\rangle}, \quad \quad \psi_{t} \equiv \frac{\left(m^{2}+\mu^{2}\right)}{t}, \quad \quad \psi_{u} \equiv \frac{\langle 3| \ell \mid 1]\langle 2| \ell \mid 4]}{u[14]\langle 32\rangle} \tag{4.39}
\end{equation*}
$$

For the single-minus and all-plus configurations it is sufficient to calculate the numerators for a scalar circulating in the loop. For the single-minus configuration for gauge theory and gravity we find

$$
\begin{equation*}
\left.\left.\left.n_{\mathrm{g}, s}^{S=0}=\frac{\left(m^{2}+\mu^{2}\right)}{s} \frac{[12]}{\langle 12\rangle}\langle 3| \ell \right\rvert\, 4\right]^{2}, \left.\quad \quad n_{\mathrm{GR}, s}^{S=0}=\frac{\left(m^{2}+\mu^{2}\right)^{2}}{s^{2}} \frac{[12]^{2}}{\langle 12\rangle^{2}}\langle 3| \ell \right\rvert\, 4\right]^{4}, \tag{4.40}
\end{equation*}
$$

while for the all-plus configuration we have

$$
\begin{equation*}
n_{\mathrm{g}, s}^{S=0}=\left(m^{2}+\mu^{2}\right)^{2} \frac{[12][34]}{\langle 12\rangle\langle 34\rangle}, \quad \quad n_{\mathrm{GR}, s}^{S=0}=\left(m^{2}+\mu^{2}\right)^{4}\left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2} \tag{4.41}
\end{equation*}
$$

For these two configurations, we obtain the numerators for the $t$ - and $u$-channel cuts by appropriate relabelings.

Following the conventions of Ref. [22], we break the ( $4-2 \epsilon$ )-dimensional loop momentum $L$ into a four-dimensional part $\ell$ and a ( $-2 \epsilon$ )-dimensional part $\mu$. We write $L=(\ell, \mu)$. Using this notation we have for example

$$
\begin{equation*}
\ell^{2}=m^{2}+\mu^{2} \tag{4.42}
\end{equation*}
$$

when the cut condition $L^{2}=m^{2}$ is satisfied. We take $\epsilon<0$ so that we can break the loop momentum in this fashion. Further, whenever a four-dimensional vector $v \equiv(v, 0)$ is contracted with the $(4-2 \epsilon)$-dimensional loop momentum, the $(-2 \epsilon)$-dimensional part is projected out,

$$
\begin{equation*}
v \cdot L=v \cdot \ell . \tag{4.43}
\end{equation*}
$$

Ref. [140] (Eqs. (5.20) and (5.36)) calculated Compton amplitudes for a massive particle in four dimensions of up to spin 1 in gauge theory and up to spin 2 in gravity. We find similar spin dependence in our double-minus numerators as for these Compton amplitudes.

### 4.2.5 Integral reduction and cut merging

In this subsection we use standard integration-by-parts (IBP) methods to reduce the generalizedunitarity cuts we calculated in the previous section in terms of a basis of master integrals. This allows us to fix all integral coefficients in Eq. (4.7) other than those of the tadpole and the bubble on external leg. We discuss these remaining pieces in Sect.4.2.6. We show details for the double-minus configuration with a scalar in the loop; the remaining helicity configurations and particle-in-the-loop contributions are similar. In order to keep the expressions concise, we do not include the helicity labels.

The general strategy for constructing the full amplitudes is to evaluate the cuts one by one in terms of the master integrals appearing in Eq. 4.7). If a given integral has a generalized cut in the channel being evaluated then that channel fully determines its coefficient. By stepping through the three channels in Fig. 4.1 we obtain the coefficients of all master integrals except $I_{2}(0)$ and $I_{1}$. The box integrals each have cuts in two channels so consistency requires that they give the same coefficient.

We start with the $s$-channel cut of the $S=0$ double-minus helicity configuration defined in Eq. 4.20). The discussion for the $u$-channel cut follows in the same way, since it is given
by a relabeling of the $s$-channel one. We have

$$
\begin{equation*}
\left.i \mathcal{M}_{4}^{S=0}\right|_{s-\mathrm{cut}}=\left.\left(\frac{\kappa}{2}\right)^{4}(\langle 23\rangle[14])^{4} \int \frac{d^{4-2 \epsilon} L}{(2 \pi)^{4-2 \epsilon}}\left(\frac{\langle 2| \ell \mid 1]\langle 3| \ell \mid 4]}{s[14]\langle 23\rangle}\right)^{4}\left(\frac{1}{D_{1234}}+\frac{1}{D_{1342}}\right)\right|_{s \text {-cut }} \tag{4.44}
\end{equation*}
$$

We define

$$
\begin{equation*}
\left.\left.v_{1}^{\mu}=\langle 2| \gamma^{\mu} \mid 1\right], \quad v_{2}^{\mu}=\langle 3| \gamma^{\mu} \mid 4\right], \tag{4.45}
\end{equation*}
$$

which live in the four-dimensional subspace so that the $v_{i}$ effectively project out the $(4-2 \epsilon)$ dimensional components. This implies that $v_{i} \cdot \ell=v_{i} \cdot L$, as follows from the prescription [22] that $\epsilon<0$. Next, we lift the cut condition and regard our expression as part of the full integrand that we would have obtained by Feynman rules,

$$
\begin{equation*}
i \mathcal{M}_{4}^{S=0, s \text {-channel }}=\left(\frac{\kappa}{2}\right)^{4}(\langle 23\rangle[14])^{4} \int \frac{d^{4-2 \epsilon} L}{(2 \pi)^{4-2 \epsilon}}\left(\frac{\langle 2| L \mid 1]\langle 3| L \mid 4]}{s[14]\langle 23\rangle}\right)^{4}\left(\frac{1}{D_{1234}}+\frac{1}{D_{1342}}\right), \tag{4.46}
\end{equation*}
$$

keeping in mind that it is only valid for contributions that have an $s$-channel cut. We apply IBP identities [325] in 4-2 4 dimensions to reduce the above integrals to the master integrals in Eq. (4.7), using the software FIRE6 [245, 245, 246]. Upon reducing to master integrals we remove the ones that have no $s$-channel cut.

Next, we turn to the $t$-channel cut. We have

$$
\begin{equation*}
\left.i \mathcal{M}_{4}^{S=0}\right|_{t-\mathrm{cut}}=\left.\left(\frac{\kappa}{2}\right)^{4}(\langle 23\rangle[14])^{4} \int \frac{d^{4} \ell}{(2 \pi)^{4}} \frac{d^{-2 \epsilon} \mu}{(2 \pi)^{-2 \epsilon}}\left(\frac{\left(m^{2}+\mu^{2}\right)}{t}\right)^{4}\left(\frac{1}{D_{1234}}+\frac{1}{D_{1423}}\right)\right|_{t-\mathrm{cut}} \tag{4.47}
\end{equation*}
$$

where we subdivide the integration into four- and $(-2 \epsilon)$-dimensional parts

$$
\begin{equation*}
\int \frac{d^{4-2 \epsilon} L}{(2 \pi)^{4-2 \epsilon}}=\int \frac{d^{4} \ell}{(2 \pi)^{4}} \frac{d^{-2 \epsilon} \mu}{(2 \pi)^{-2 \epsilon}} . \tag{4.48}
\end{equation*}
$$

As for the $s$ channel, we lift the cut conditions and regard our expression as part of the full integrand,

$$
\begin{equation*}
i \mathcal{M}_{4}^{S=0, t \text {-channel }}=\left(\frac{\kappa}{2}\right)^{4}(\langle 23\rangle[14])^{4} \int \frac{d^{4} \ell}{(2 \pi)^{4}} \frac{d^{-2 \epsilon} \mu}{(2 \pi)^{-2 \epsilon}}\left(\frac{\left(m^{2}+\mu^{2}\right)}{t}\right)^{4}\left(\frac{1}{D_{1234}}+\frac{1}{D_{1423}}\right) . \tag{4.49}
\end{equation*}
$$

As we discuss in Appendix 4.G.2, the integrals with the ( $-2 \epsilon$ )-dimensional components of loop-momentum $\mu$ in the numerators can be expressed directly in terms of the master integrals defined in Eq. 4.8). After reducing our expression we eliminate master integrals that vanish on the $t$-channel cut.

As noted above, an important consistency condition arises from the fact that the box integrals have cuts in two channels, so we can determine their coefficients from either channel. We explicitly verified that the coefficients we obtain for the box integrals from looking at the different channels are the same. In this way we are able to extract all coefficients of Eq. (4.7) other than $a_{0}$ and $b_{0}$, since the corresponding integrals have no cuts in any channel; we obtain these remaining two integral coefficients in Sect. 4.2.6.

### 4.2.6 Ultraviolet behavior and rational pieces

Analyzing the different generalized-unitarity cuts we obtain all the coefficients in Eq. (4.7) other than $a_{0}$ and $b_{0}$. Tadpoles and bubbles on external legs (see Fig. 4.6) vanish on any cut, therefore their coefficients are not accessible through generalized unitarity. In this subsection we use the known UV properties of the amplitude to obtain these coefficients. Similarly to Sect. 4.2.5, we discuss the double-minus configuration as a specific example. The other configurations follow in the same manner.

First, we observe that simply neglecting these two integrals leads to an inconsistent answer. Expanding to leading order in $\epsilon$ we get

$$
\begin{equation*}
\left.\mathcal{M}_{4}^{S=0}\right|_{a_{0} \rightarrow 0, b_{0} \rightarrow 0}=(\langle 23\rangle[14])^{4} \frac{m^{2} \tilde{Q}(s, t, m)}{\epsilon}+\mathcal{O}\left(\epsilon^{0}\right), \tag{4.50}
\end{equation*}
$$

where $\tilde{Q}(s, t, m)$ is some rational function. We note that we expect no UV divergence to appear in the four-graviton amplitude since the only counterterm that we could write to absorb it is the Gauss-Bonnet term, which is evanescent in four dimensions [326]. Also, the UV divergence not coming out local hints that we neglected to include some integrals.

We use the vanishing of the UV divergence to obtain the remaining coefficients $a_{0}$ and $b_{0}$. Note that since $a_{0}$ and $b_{0}$ are rational functions of $\epsilon$, it seems that we do not have enough


Figure 4.6: The tadpole and bubble-on-external-leg integrals.
information to fully fix them. We surpass this difficulty by realizing that our problem admits a second integral basis where the integral coefficients do not depend on $\epsilon$ and $m$. This basis is overcomplete in that it contains $(4-2 \epsilon)$ - and higher-dimensional integrals, while the one introduced in Eq. 4.7) only includes $(4-2 \epsilon)$-dimensional integrals. We discuss this basis in detail and provide an algorithmic way of switching between the two bases in Appendix 4.G.2.

We start by bringing the quantity we get from cut merging to the basis containing higherdimensional integrals. In doing so, we remove any integrals that vanish on all cuts. We refer to this piece expressed in this basis as the 'on-shell-constructable' piece. Then, we need to figure out which integrals without unitarity cuts we need to include in our expression, since in principle one could add infinitely many higher-dimensional integrals.

We consider the pieces that would arise in a Feynman-rules calculation. For the amplitude at hand we would find integrals up to quartically divergent. After we IBP reduce them and express them in the basis that contains the higher-dimensional integrals, we would in principle find all scalar integrals up to quartically divergent appearing. Hence we need to consider:

$$
\begin{equation*}
I_{1}, \quad I_{2}\left(k^{2}\right), \quad I_{1}^{6-2 \epsilon}, \quad I_{2}^{6-2 \epsilon}\left(k^{2}\right), \quad I_{2}^{8-2 \epsilon}\left(k^{2}\right), \tag{4.51}
\end{equation*}
$$

where we imagine the limiting case $k^{2} \rightarrow 0$. For our definition of higher-dimensional integrals see Eq. 4.275). These are all the integrals that have no unitarity cuts and are up to quartically divergent. The reason why we consider the above limiting case is because the coefficients of these integrals might have a $1 / k^{2}$ pole.

Then, the unknown piece in our amplitude up to normalization takes the form

$$
\begin{equation*}
\lim _{k^{2} \rightarrow 0}\left(\beta_{1} I_{1}+\beta_{2} I_{2}\left(k^{2}\right)+\beta_{3} I_{1}^{6-2 \epsilon}+\beta_{4} I_{2}^{6-2 \epsilon}\left(k^{2}\right)+\beta_{5} I_{2}^{8-2 \epsilon}\left(k^{2}\right)\right)=\gamma_{1} I_{1}+\gamma_{2} I_{2}(0)+\gamma_{3} I_{1}^{6-2 \epsilon} \tag{4.52}
\end{equation*}
$$

where we use

$$
\begin{equation*}
I_{2}^{6-2 \epsilon}\left(k^{2}\right)=I_{1}+\frac{k^{2}}{6} I_{2}(0)+\mathcal{O}\left(k^{4}\right), \quad I_{2}^{8-2 \epsilon}\left(k^{2}\right)=I_{1}^{6-2 \epsilon}+\frac{k^{2}}{6} I_{1}+\mathcal{O}\left(k^{4}\right) \tag{4.53}
\end{equation*}
$$

following Appendix B of Ref. [22]. The unknown coefficients $\gamma_{i}$ are rational functions of the kinematics that do not contain $\epsilon$ or $m$ dependence. In writing this expression we assume that the coefficients of the integrals are at worse divergent as $1 / k^{2}$ and that the expression is finite in the $k^{2} \rightarrow 0$ limit when a massive particle is circulating in the loop. 8

Upon these considerations, our amplitude takes the form

$$
\begin{equation*}
\mathcal{M}_{4}^{S=0}=\left.\mathcal{M}_{4}^{S=0}\right|_{\text {on-shell-constr. }}+\frac{1}{(4 \pi)^{2-\epsilon}}\left(\frac{\kappa}{2}\right)^{2} \mathcal{M}_{4}^{\text {tree }}\left(\gamma_{1} I_{1}+\gamma_{2} I_{2}(0)+\gamma_{3} I_{1}^{6-2 \epsilon}\right) \tag{4.54}
\end{equation*}
$$

where the $\gamma_{i}$ are coefficients are determined from the requirement that ultraviolet divergences cancel, the integrals $I_{1}$ and $I_{2}$ are given in Eqs. 4.276) and 4.278), and

$$
\begin{equation*}
\mathcal{M}_{4}^{\text {tree }} \equiv \mathcal{M}_{4}^{\text {tree }}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=\left(\frac{\kappa}{2}\right)^{2} \frac{(\langle 23\rangle[14])^{4}}{s t u} \tag{4.55}
\end{equation*}
$$

The Mandelstam variables are defined below Eq. (4.8). Note that the little-group scaling for the unknown terms is fixed to be $(\langle 23\rangle[14])^{4}$. Since the $\gamma_{i}$ are rational functions of the kinematics, we are free to multiply and divide by (stu) to introduce $\mathcal{M}_{4}^{\text {tree }}$.

Next, demanding that the amplitude has no UV divergence and that all three $\gamma_{i}$ are independent of the mass $m$ uniquely fixes $\gamma_{1}$ and $\gamma_{3}$ to nonzero values while setting $\gamma_{2}=0$. The results for the amplitudes collected in Appendix 4.F the values of the $\gamma_{i}$ are all chosen to make the amplitudes UV finite.

As a simple consistency check, we repeat this analysis adding integrals that have no unitarity cuts and are divergent worse than quartically (namely ( $8-2 \epsilon$ )- and higher-dimensional

[^14]tadpoles). We verify that the answer is the same, i.e. the coefficients of these new integrals are set to zero.

We now briefly comment on the $m \rightarrow 0$ limit. In this limit, both $I_{1}$ and $I_{2}(0)$ vanish, and the amplitude has no UV divergence, as can be seen from Eq. 4.50. Hence our amplitude has the correct UV behavior in this limit as well. Moreover, all integrals that have no unitarity cuts become scaleless and hence zero in dimensional regularization. Therefore, there are no unfixed coefficients and our construction based on the unitarity cuts captures the full amplitude.

Finally, we want to clarify why we chose the overcomplete basis with higher-dimensional integrals. The coefficients $a_{0}$ and $b_{0}$ are in principle arbitrary rational functions of $\epsilon$ and $m$, and of the kinematic variables $s$ and $t$. The existence of a basis where the integral coefficients do not contain $\epsilon$ or $m$ significantly restricts the functional dependence of $a_{0}$ and $b_{0}$ on $\epsilon$ and $m$. The existence of such a basis is a nontrivial fact that may be understood via analyzing the calculation in a covariant gauge, as we explain in Appendix 4.G.2. In this way the two integral bases are not completely equivalent, since the latter one is exploiting more of the specific properties of the problem at hand.

### 4.2.7 Further ultraviolet properties

## Quadratic and quartic divergence

Next, we want to analyze the quadratic and quartic divergence of our amplitude. In dimensional regularization, the signature of these divergences are poles around $\epsilon=1$ and $\epsilon=2$ in the final answer. Since we compute our amplitude to all order in $\epsilon$ we may probe these poles. We tackle this question in the basis that contains only $(4-2 \epsilon)$-dimensional integrals. In the basis that includes higher-dimensional integrals, many of the integrals are quadratically or quartically divergent, which obscures the analysis. We discuss the doubleminus configuration for a spin-0 particle in the loop; the other cases are similar. As we demonstrate, our amplitude has no quadratic or quartic divergences.

We start with the quadratic divergence. In the chosen basis the only quadratically divergent integral is the tadpole. However, the coefficient of the tadpole is linear in $(\epsilon-1)$, hence there is no contribution to the quadratic divergence from it. It then suffices to expand all coefficients around $\epsilon=1$ and only keep the divergent piece. We get

$$
\begin{gather*}
\mathcal{M}_{4}^{S=0}=-\frac{1}{(4 \pi)^{2-\epsilon}}\left(\frac{\kappa}{2}\right)^{2} \mathcal{M}_{4}^{\text {tree }} \frac{s u}{(\epsilon-1) t^{6}}\left(3 s^{2} u^{2}+10 m^{2} s t u+6 m^{4} t^{2}\right)\left(\iota_{2}(s)+\iota_{2}(u)\right) \\
+\mathcal{O}\left((\epsilon-1)^{0}\right) \tag{4.56}
\end{gather*}
$$

where we introduced

$$
\begin{equation*}
\iota_{2}(s)=s\left(2 m^{2} I_{3}(s)-I_{2}(s)\right) \tag{4.57}
\end{equation*}
$$

Note that $I_{n} \equiv I_{n}^{4-2 \epsilon}=I_{n}^{2-2(\epsilon-1)}$. It appears that our amplitude has a quadratic divergence which is non local due to the $1 / t^{6}$ factor. However, using Eq. 4.285) with $D=2-2(\epsilon-1)$ we get

$$
\begin{equation*}
I_{3}^{4-2(\epsilon-1)}(s)=\frac{1}{2(\epsilon-1)}\left(-2 m^{2} I_{3}^{2-2(\epsilon-1)}(s)+I_{2}^{2-2(\epsilon-1)}(s)\right) \tag{4.58}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\iota_{2}(s)=-2 s(\epsilon-1) I_{3}^{4-2(\epsilon-1)}(s) . \tag{4.59}
\end{equation*}
$$

Since $I_{3}^{4-2(\epsilon-1)}(s)$ is finite as $\epsilon \rightarrow 1$, we see that there is no quadratic divergence.
The analysis of the quartic divergence follows in a similar manner. In this basis there are no quartically-divergent integrals. We expand our result around $\epsilon=2$ to get

$$
\begin{equation*}
\mathcal{M}_{4}^{S=0}=\frac{1}{(4 \pi)^{2-\epsilon}}\left(\frac{\kappa}{2}\right)^{2} \mathcal{M}_{4}^{\text {tree }} \frac{s u}{(\epsilon-2) t^{5}}\left(5 s u+6 m^{2} t\right)\left(\iota_{4}(s)+\iota_{4}(u)\right)+\mathcal{O}\left((\epsilon-2)^{0}\right) \tag{4.60}
\end{equation*}
$$

where

$$
\begin{equation*}
\iota_{4}(s)=2 s I_{1}+s\left(s-6 m^{2}\right) I_{2}(s)+4 m^{4} s I_{3}(s) \tag{4.61}
\end{equation*}
$$

Using Eq. 4.285 two consecutive times we get

$$
\begin{equation*}
\iota_{4}(s)=-4 s(\epsilon-2) I_{3}^{4-2(\epsilon-2)}(s) \tag{4.62}
\end{equation*}
$$

which shows that there is no quartic divergence.
In our problem we demonstrated that the coefficients of the integrals which have no unitarity cuts in Eq. (4.54) contain no $m$ dependence. This property was crucial in order to fix them using the vanishing of the (logarithmic) UV divergence. In a more general situation we expect this property to no longer be true. In such a scenario, analyzing the higher UV divergences offers an alternative method for obtaining these coefficients. For example, if we demand the vanishing of the quadratic and quartic divergences along with the logarithmic one for our problem, we may fix the coefficients $\gamma_{i}$ to the values we found above, without needing to impose that they do not contain $m$ dependence.

## Ultraviolet divergences in higher dimensions

We can also inspect the ultraviolet properties in higher dimensions. This is straightforward because we obtain expressions for the amplitudes valid to all orders in $\epsilon$. In the calculations we keep the external kinematics and helicities fixed in four dimensions. In addition, we use the FDH scheme [286, 287] which keeps the number of physical states circulating in the loop fixed at their four-dimensional values. However, we can still analytically continue the loop momentum to any dimension and study the divergence properties. We can use this as a rather nontrivial check on our expressions and also to point out a simple relation between appropriately defined divergences in higher dimensions and coefficients of terms in the large-mass expansion. We discuss the double-minus configuration with a scalar in the loop for concreteness, however our results hold for all cases considered in this paper.

Since our expressions are valid to all orders in the dimensional-regularization parameter $\epsilon$, we may shift the spacetime dimension of the loop momentum by $2 \sigma$ via $\epsilon \rightarrow \epsilon-\sigma$. For example for $\sigma=1$ the spacetime dimension is shifted to $D=6-2 \epsilon$. In the shifted dimension we define the coefficients of the ultraviolet divergences as

$$
\begin{equation*}
\left.\mathcal{M}_{4}^{S=0}\right|_{\epsilon \rightarrow \epsilon-\sigma}=\frac{1}{(4 \pi)^{\sigma}} \frac{1}{(\sigma-1)!} \frac{1}{\epsilon} \sum_{n=0}^{\sigma-1}\left(m^{2}\right)^{n} \delta_{\sigma, n}^{U V}(s, t)+\mathcal{O}\left(\epsilon^{0}\right) \tag{4.63}
\end{equation*}
$$

where we choose the normalization in a particular way to account for the angular loop-
integration in different dimensions. Note that there is no UV divergence for $\sigma=0$, corresponding to $D=4-2 \epsilon$, due to the lack of a corresponding counterterm matrix element. For $\sigma=1$ the counterterm is an $R^{3}$-type operator. In this case, up to a numerical factor the coefficient of the divergence matches the tree amplitude generated from an $R^{3}$ insertion, which we describe in Sect. 4.3. For convenience we restrict ourselves to even dimensions (for $\epsilon \rightarrow 0$ ) because in these cases the dimension-shifting formulas (Eq. 4.285) bring the higher-dimensional integrals back to four dimensions. For $2 \leq \sigma \leq 6$ we have explicitly confirmed that the divergences are local and therefore correspond to appropriate derivatives of $R^{4}$-type operators, as expected. We note that because individual integrals have nonlocal coefficients the fact that the divergences are local provides a rather nontrivial check on our expressions. Furthermore, starting at $D=8-2 \epsilon$ all the integrals are divergent, so their coefficients feed into this check.

Finally, we point out a relation between the ultraviolet divergences in Eq. (4.63) and terms in the large-mass expansion in four dimensions. Specifically, defining

$$
\begin{equation*}
\mathcal{M}_{4}^{S=0}=\sum_{n=1}^{\infty} \frac{\delta_{n}^{I R}(s, t)}{m^{2 n}} \tag{4.64}
\end{equation*}
$$

we have explicitly checked through $\sigma=4$ or equivalently $D=12-2 \epsilon$ that

$$
\begin{equation*}
\delta_{\sigma, 0}^{U V}=\delta_{\sigma}^{I R} . \tag{4.65}
\end{equation*}
$$

Similarly, we find that $\delta_{\sigma, n}^{U V}$ is proportional to $\delta_{\sigma-n, 0}^{U V}=\delta_{\sigma-n}^{I R}$ with a common proportionality constant for all multiplets. For this correspondence to hold it is important to keep both the external and internal states at their four dimensional value; only the loop momentum is analytically continued to higher spacetime dimensions. It is quite remarkable that such simple relations exist between the coefficients of the divergences in higher dimensions and the terms in the large-mass expansion of the amplitudes in four dimensions.

### 4.2.8 Consistency checks

We have carried out a variety of checks on our amplitudes. Basic self-consistency checks are that ultraviolet and infrared or mass singularities be of the right form.

Ultraviolet singularities must be local. In general this is nontrivial and happens only after the ultraviolet singularities are combined. In our case, the coefficient of the divergences vanishes. We also verified that the $1 /(\epsilon-1)$ pole cancels, consistent with the fact that the Ricci-scalar counterterm vanishes by the equation of motion. Similarly for the $1 /(\epsilon-2)$ pole, the expression is not only local but it vanishes. Further, we verified that the divergences obtained by analytically continuing the loop momentum to higher dimensions while keeping the state counts and external kinematics to their four-dimensional values are also local.

Another nontrivial check comes from looking at the $m \rightarrow 0$ limit. Since the internal lines are massive, there is no IR divergence for our amplitude. However, we may regard the mass of the internal lines as an infrared regulator for the corresponding massless amplitude and study the IR divergence as $m \rightarrow 0$. In gravity the infrared singularities are quite simple since there are only soft singularities and no collinear or mass singularities [273, 274, 327, 328]. The soft singularities arise only from gravitons circulating in the loop. This implies that as $m \rightarrow 0$ all contributions must be infrared finite except for the $\mathcal{M}_{4}^{\{2\}}$ piece (corresponding to $\mathcal{N}=8$ supergravity in the massless limit), since this is the only piece that has a graviton circulating in the loop in this limit.

To carry out this check we start with the on-shell-constructable piece. We start from the $(4-2 \epsilon)$-dimensional integral basis, where only the boxes and the triangles have IR singularities. The triangles only contain simple logarithms (see Eq. 4.280) while the boxes contain both logarithms and dilogarithms (see Eq. 4.281). To simplify the check we use Eq. (4.285) to trade the boxes for triangles and $(6-2 \epsilon)$-dimensional boxes. Importantly, the latter have no IR singularities. In this form the infrared singularities are all pushed into triangle integrals, hence it suffices to verify that their coefficients vanish as $m \rightarrow 0$, which we confirm for all but the $\mathcal{M}_{4}^{\{2\}}$ piece. Next we look at the contributions with no unitarity cuts. These pieces are zero if we take $m \rightarrow 0$ before we expand in $\epsilon$. On the other hand, divergent terms appear if we first expand in $\epsilon$ and then take $m \rightarrow 0$. However, given that the ultraviolet divergence vanishes in four-dimensions these infrared divergent $\log (m)$ pieces also cancel among themselves. For the $\mathcal{M}_{4}^{\{2\}}$ piece there is indeed a infrared singularity that
develops as $m \rightarrow 0$. In this case, we recover the known infrared divergence of pure Einstein gravity [273, 274, 327, 328].

As another check, we have explicitly verified that as $m \rightarrow 0$ our massive results match the massless ones given in Ref. [283], up to an overall sign in $\mathcal{M}_{4}^{\{1 / 2\}}$, as noted in Ref. [329]. One simple way to implement this check is to start with the expressions for the amplitudes in the $(4-2 \epsilon)$-dimensional integral basis, set $m \rightarrow 0$ in the integral coefficients, and replace the massive integrals with massless ones.

Finally, we note that contributions from individual integrals do not decay at large mass as required by decoupling, while the amplitudes have the required property. This involves nontrivial cancellation between the pieces, providing yet another check.

### 4.3 Amplitudes in the low-energy effective field theory

In this section we study four-graviton scattering in a general parity-even low-energy EFT. Such EFTs start from the Einstein-Hilbert action and extend to systematically include higher-dimension operators. We include a massless scalar field to our analysis, corresponding to the dilaton found in string theory.

We match this EFT to the one-loop amplitudes determined in Sect. 4.2 and collected in Appendix 4.F. In this context, the EFT is valid for energies significantly smaller than the mass of the spinning particle in the loop. In this way we determine the modification to the low-energy theory of gravity due to the presence of a heavy particle. We take this as a nontrivial model of ultraviolet physics feeding into low-energy physics.

For the lowest-dimension operators, we calculate the four-point tree-level amplitudes in this EFT and compare them to the expansion of our one-loop amplitudes in the largemass limit in order to obtain their Wilson coefficients. More generally, since we later put bounds on the coefficients appearing in the amplitudes themselves, there is no need to relate these back to a Lagrangian. For comparison to the bounds derived in subsequent sections we also present the one-loop scattering amplitudes expanded in the large-mass limit. In

Appendix 4.H we present the expansions to much higher orders, which should be useful for further studies of the bounds.

Finally, we obtain the Regge limits of our one-loop amplitudes. These are useful later in analyzing low-energy coefficients via dispersion relations.

### 4.3.1 Setup of the effective field theory

The first few terms of the EFT describing low-energy gravitational scattering are

$$
\begin{equation*}
S_{\mathrm{EFT}}=\int d^{4} x \sqrt{-g}\left[-\frac{2}{\kappa^{2}} R+\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi+\frac{2 \beta_{\phi}}{\kappa^{2}} \phi C+\frac{8}{\kappa^{3}} \frac{\beta_{R^{3}}}{3!} R^{3}+\frac{2 \beta_{R^{4}}}{\kappa^{4}} C^{2}+\frac{2 \tilde{\beta}_{R^{4}}}{\kappa^{4}} \tilde{C}^{2}+\ldots\right] \tag{4.66}
\end{equation*}
$$

where $R$ is the Ricci scalar, $\kappa$ is given in terms of Newton's constant $G$ via $\kappa^{2}=32 \pi G$, and the metric is $g_{\mu \nu}=\eta_{\mu \nu}+\kappa h_{\mu \nu}$ in terms of the graviton field $h_{\mu \nu}$. To describe the most general parity-even theory that captures low-energy four-graviton scattering, we include the massless scalar field $\phi$. The factors of $\frac{1}{\kappa}$ are chosen to normalize the kinetic term canonically and to remove the factors of $\kappa$ that would appear in the three-point tree-level amplitudes built out of a single insertion of $\phi C$ or $R^{3}$ and the four-graviton tree-level amplitudes built out of a single insertion of $C^{2}$ or $\tilde{C}^{2}$. The $\beta_{\phi}, \beta_{R^{3}}, \beta_{R^{4}}$ and $\tilde{\beta}_{R^{4}}$ are Wilson coefficients that depend on the details of the UV physics. The composite operators are defined by

$$
\begin{equation*}
R^{3} \equiv R^{\mu \nu \kappa \lambda} R_{\kappa \lambda \alpha \gamma} R_{\mu \nu}^{\alpha \gamma}, \quad C \equiv R^{\mu \nu \kappa \lambda} R_{\mu \nu \kappa \lambda}, \quad \tilde{C} \equiv \frac{1}{2} R^{\mu \nu \alpha \beta} \epsilon_{\alpha \beta}^{\gamma \delta} R_{\gamma \delta \mu \nu} \tag{4.67}
\end{equation*}
$$

where $R_{\lambda \mu \nu \kappa}$ is the Riemann tensor. One can systematically add higher-dimension operators; we choose not to do so here since our later analysis is at the amplitude level, so the mapping back to Lagrangian coefficients is not necessary.

In writing the effective action Eq. (4.66) we apply the equations of motion and integrate by parts to reduce the number of terms to a minimum independent set. In particular, in constructing the higher-dimensional operators we replace instances of the Ricci scalar and tensor, $R$ and $R_{\mu \nu}$, with appropriate contractions of the matter stress-energy tensor. We drop such terms since they give rise to higher-point matter interactions, which do not affect our
analysis. For example, we do not include $R^{2}$-type terms because the squares of $R$ and $R_{\mu \nu}$ do not contribute due to the equations of motion, while the contraction of two Riemann tensors $C$ can be traded for the Gauss-Bonnet contribution, which is equal to a total derivative in four dimensions [326]. Furthermore, we do not include operators that our calculation is not sensitive to. Specifically, we do not consider the other possible contraction of three Riemann tensors, since it does not contribute to four-graviton scattering [330, 331]. We restrict ourselves to parity-even interactions and neglect the parity-odd operators $\phi \tilde{C}$ and $C \tilde{C}$ [332, 333]. The possible parity-even contractions of four Riemann tensors were obtained in Ref. [334]. Recent studies that use similar Lagrangians are found in Refs. [333, 335, 336, 337, 338.

### 4.3.2 Scattering amplitudes in the effective field theory

To describe the amplitudes it is useful to extract overall dependence on the spinors, leaving only functions of $s, u$ with simple crossing properties. Specifically, for the independent helicity configurations we define,

$$
\begin{align*}
\mathcal{M}_{4}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right) & =(\langle 23\rangle[14])^{4} f(s, u) \\
\mathcal{M}_{4}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right) & =([12][14]\langle 13\rangle)^{4} g(s, u), \\
\mathcal{M}_{4}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right) & =\left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2} h(s, u) \tag{4.68}
\end{align*}
$$

corresponding to the double-minus, single-minus and all-plus helicity configurations. As usual we do not include the overall $i$ that normally would appear in Feynman diagrams. All other amplitudes are given by permutations and complex conjugation,

$$
\begin{equation*}
\mathcal{M}_{4}\left(1^{h_{1}}, 2^{h_{2}}, 3^{h_{3}}, 4^{h_{4}}\right)=\mathcal{M}_{4}^{*}\left(1^{-h_{1}}, 2^{-h_{2}}, 3^{-h_{3}}, 4^{-h_{4}}\right) \tag{4.69}
\end{equation*}
$$

where we define the complex conjugation to not act on the $i \epsilon$ prescription ${ }^{9}$ In paritypreserving theories complex conjugation acts only on the spinors swapping the positive and

[^15]negative helicity spinors,
\[

$$
\begin{equation*}
\mathcal{M}_{4}\left(1^{h_{1}}, 2^{h_{2}}, 3^{h_{3}}, 4^{h_{4}}\right)=\left.\mathcal{M}_{4}\left(1^{-h_{1}}, 2^{-h_{2}}, 3^{-h_{3}}, 4^{-h_{4}}\right)\right|_{\lambda_{i} \leftrightarrow \tilde{\lambda}_{i}} \tag{4.70}
\end{equation*}
$$

\]

so that the $f, g$ and $h$ functions are unaltered.
In general relativity the leading-order results for the amplitudes above take the form

$$
\begin{align*}
f_{\mathrm{GR}}(s, u) & =\left(\frac{\kappa}{2}\right)^{2} \frac{1}{s t u}+\ldots,  \tag{4.71}\\
g_{\mathrm{GR}}(s, u) & =\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \frac{1}{s^{2} t^{2} u^{2}} \frac{s^{2}+t^{2}+u^{2}}{360}+\ldots,  \tag{4.72}\\
h_{\mathrm{GR}}(s, u) & =-\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \frac{s^{2}+t^{2}+u^{2}}{120}+\ldots \tag{4.73}
\end{align*}
$$

Below we do not consider loop effects in general relativity itself (due to gravitons circulating in the loops) but focus on the properties of the higher-derivative operators in the gravitational EFT generated by integrating out massive degrees of freedom. For the same reason IR divergences are not an issue for our analysis since the corrections of interest are manifestly IR finite.

Permutation symmetry of the amplitudes plays a crucial role in our analysis and manifests itself in the following crossing relations

$$
\begin{align*}
& f(s, u)=f(u, s)  \tag{4.74}\\
& g(s, u)=g(u, s)=g(s, t)  \tag{4.75}\\
& h(s, u)=h(u, s)=h(s, t) \tag{4.76}
\end{align*}
$$

where $s+t+u=0$.
With our normalizations the three-point amplitude arising from the Einstein term is $\square^{10}$

$$
\begin{equation*}
\mathcal{M}_{3}^{\mathrm{GR}}\left(1^{+}, 2^{+}, 3^{-}\right)=\frac{\kappa}{2}\left(\frac{[12]^{3}}{[23][31]}\right)^{2} \tag{4.77}
\end{equation*}
$$

The three-points amplitudes with an insertion of the $\phi C$ or the $R^{3}$ operator are 331]

$$
\begin{equation*}
\mathcal{M}_{3}^{\phi C}\left(1^{+}, 2^{+}, 3^{\phi}\right)=\beta_{\phi}[12]^{4}, \quad \mathcal{M}_{3}^{R^{3}}\left(1^{+}, 2^{+}, 3^{+}\right)=\beta_{R^{3}}([12][23][31])^{2} \tag{4.78}
\end{equation*}
$$

[^16]where $\beta_{\phi}$ and $\beta_{R^{3}}$ are the Wilson coefficient for these operators appearing in Eq. 4.66).
At four points $\phi C$ contributes to the double-minus and all-plus configurations,
\[

$$
\begin{align*}
& \mathcal{M}_{4}^{\phi C}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)=-3\left(\beta_{\phi}\right)^{2} s t u\left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2} \\
& \mathcal{M}_{4}^{\phi C}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=-\left(\beta_{\phi}\right)^{2} \frac{(\langle 23\rangle[14])^{4}}{t} \tag{4.79}
\end{align*}
$$
\]

On the other hand, there are two independent helicity configurations, the all-plus and the single-minus configurations, that contain a single insertion of $R^{3}$. We obtain these amplitudes following Ref. [331. We find

$$
\begin{equation*}
\mathcal{M}_{4}^{R^{3}}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right)=\beta_{R^{3}}\left(\frac{\kappa}{2}\right) \frac{1}{s t u}([12][14]\langle 13\rangle)^{4}, \tag{4.80}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{4}^{R^{3}}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)=10 \beta_{R^{3}}\left(\frac{\kappa}{2}\right) \operatorname{stu}\left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2}, \tag{4.81}
\end{equation*}
$$

which is slightly rearranged compared to Ref. [331. We build a double-minus contribution out of two insertions of $R^{3}$ [266],

$$
\begin{equation*}
\mathcal{M}_{4}^{R^{3}}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=\left(\beta_{R^{3}}\right)^{2} \frac{s u}{t}(\langle 23\rangle[14])^{4} . \tag{4.82}
\end{equation*}
$$

For the $R^{4}$-type operators the amplitudes are [337]

$$
\begin{align*}
& \mathcal{M}_{4}^{R^{4}}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)=\beta_{R^{4}}^{-} \frac{\left(s^{2}+t^{2}+u^{2}\right)^{2}}{2}\left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2},  \tag{4.83}\\
& \mathcal{M}_{4}^{R^{4}}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=\beta_{R^{4}}^{+}(\langle 23\rangle[14])^{4}
\end{align*}
$$

where by $\mathcal{M}_{4}^{R^{4}}$ we refer to the amplitudes build out of both $C^{2}$ and $\tilde{C}^{2}$, with

$$
\begin{equation*}
\beta_{R^{4}}^{ \pm} \equiv \beta_{R^{4}} \pm \tilde{\beta}_{R^{4}} \tag{4.84}
\end{equation*}
$$

Using these four-point amplitudes we may extract the coefficients $\beta_{R^{3}}, \beta_{R^{4}}$ and $\tilde{\beta}_{R^{4}}$ by matching to our one-loop calculation in the large-mass limit. Since we did not include the massless scalar field in the construction of our one-loop amplitudes, we have $\beta_{\phi}=0$ in this case.

Next, we bring our one-loop amplitudes in a form suitable to compare to the EFT amplitudes listed above. We start with the double-minus amplitude. As usual, we organize the contributions according to the supersymmetric decomposition Eq. 4.32,

$$
\begin{equation*}
\mathcal{M}_{4}^{\{S\}}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=(\langle 23\rangle[14])^{4} f^{\{S\}}(s, u) \tag{4.85}
\end{equation*}
$$

In the large-mass limit, for the double-minus amplitudes we have,

$$
\begin{align*}
f^{\{0\}} & =\mathcal{K}\left(\frac{1}{6300 m^{4}}+\frac{t}{41580 m^{6}}+\frac{81\left(s^{2}+u^{2}\right)+155 s u}{15135120 m^{8}}+\frac{\left(161\left(s^{2}+u^{2}\right)+324 s u\right) t}{151351200 m^{10}}+\cdots\right) \\
f^{\{1 / 2\}} & =\mathcal{K}\left(\frac{1}{1120 m^{4}}+\frac{t}{8400 m^{6}}+\frac{15\left(s^{2}+u^{2}\right)+28 s u}{554400 m^{8}}+\frac{\left(153\left(s^{2}+u^{2}\right)+313 s u\right) t}{30270240 m^{10}}+\cdots\right), \\
f^{\{1\}} & =\mathcal{K}\left(\frac{1}{180 m^{4}}+\frac{t}{1680 m^{6}}+\frac{22\left(s^{2}+u^{2}\right)+39 s u}{151200 m^{8}}+\frac{\left(20\left(s^{2}+u^{2}\right)+43 s u\right) t}{831600 m^{10}}+\cdots\right), \\
f^{\{3 / 2\}} & =\mathcal{K}\left(\frac{1}{24 m^{4}}+\frac{t}{360 m^{6}}+\frac{9\left(s^{2}+u^{2}\right)+14 s u}{10080 m^{8}}+\frac{\left(8\left(s^{2}+u^{2}\right)+21 s u\right) t}{75600 m^{10}}+\cdots\right), \\
f^{\{2\}} & =\mathcal{K}\left(\frac{1}{2 m^{4}}+\frac{s^{2}+s u+u^{2}}{120 m^{8}}+\frac{s t u}{504 m^{10}}+\cdots\right) \tag{4.86}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{K}=\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \tag{4.87}
\end{equation*}
$$

For the all-plus and single-minus configurations it suffices to give the result for the spin-0 contribution since we obtain the remaining amplitudes via Eq. (4.34). For the single-minus configuration we have

$$
\begin{equation*}
\mathcal{M}_{4}^{S=0}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right)=([12]\langle 13\rangle[14])^{4} g(s, u), \tag{4.88}
\end{equation*}
$$

where

$$
\begin{equation*}
g(s, u)=\mathcal{K}\left(\frac{1}{5040 m^{2} s t u}+\frac{1}{6306300 m^{8}}+\frac{\left(s^{2}+s u+u^{2}\right)}{441080640 m^{12}}+\ldots\right) \tag{4.89}
\end{equation*}
$$

Finally, for the all-plus configuration we have,

$$
\begin{equation*}
\mathcal{M}_{4}^{S=0}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)=\left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2} h(s, u) \tag{4.90}
\end{equation*}
$$

where

$$
\begin{align*}
h(s, u)=\mathcal{K} & \left(\frac{s t u}{504 m^{2}}+\frac{\left(s^{2}+s u+u^{2}\right)^{2}}{3780 m^{4}}+\frac{\left(s^{2}+s u+u^{2}\right) s t u}{7920 m^{6}}\right. \\
& +\frac{75\left(s^{6}+u^{6}\right)+225\left(s^{5} u+s u^{5}\right)+559\left(s^{4} u^{2}+s^{2} u^{4}\right)+743 s^{3} u^{3}}{7207200 m^{8}} \\
& \left.+\frac{3\left(s^{2}+s u+u^{2}\right)^{2} s t u}{400400 m^{10}}+\ldots\right) . \tag{4.91}
\end{align*}
$$

The fact that the highest power of $m$ appearing in the large-mass expansion is $m^{-2}$ may be contrasted to the high powers of the $m$ in the coefficients of the integrals in the $(4-2 \epsilon)$-dimensional integral basis (see Eqs. (4.264), 4.269) and 4.270). It is a nontrivial consistency check that our amplitudes vanish in the large-mass limit, as expected from decoupling. Indeed, the above large-mass behavior hinges on nontrivial cancellations between all pieces of the amplitude.

Now consider the matching and extraction of the Wilson coefficients $\beta_{R^{3}}, \beta_{R^{4}}$ and $\tilde{\beta}_{R^{4}}$ (or, equivalently, $\beta_{R^{3}}$ and $\beta_{R^{4}}^{ \pm}$). Since the relation between the Wilson coefficients and the amplitudes is linear, the Wilson coefficients satisfy the supersymmetric decomposition (Eq. 4.32). Hence, we may organize our results in terms of the multiplets circulating in the loop. One may then assemble the corresponding coefficients for any spinning particle circulating in the loop using Eq. (4.32).

Since the all-plus and single-minus amplitudes are nonzero only for the $\{0\}$ piece, we have

$$
\begin{align*}
\left(\beta_{R^{3}}\right)^{\{0\}}=\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{3} \frac{1}{m^{2}} \frac{1}{5040}, \quad\left(\beta_{R^{4}}^{-}\right)^{\{0\}} & =\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \frac{1}{m^{4}} \frac{1}{7560}, \\
\left(\beta_{R^{3}}\right)^{\{S\} \neq 0}=\left(\beta_{R^{4}}^{-}\right)^{\{S\} \neq 0} & =0 . \tag{4.92}
\end{align*}
$$

where our notation $\left(\beta_{X}\right)^{\{S\}}$ means the value of $\beta_{X}$ as determined by the data for the new piece for a given $\operatorname{spin} S$. The double-minus configuration is nonzero for any multiplet circulating
in the loop. We find

$$
\begin{align*}
\left(\beta_{R^{4}}^{+}\right)\{0\} & =\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \frac{1}{m^{4}} \frac{1}{6300}, & \left(\beta_{R^{4}}^{+}\right)^{\{1 / 2\}} & =\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \frac{1}{m^{4}} \frac{1}{1120}, \\
\left(\beta_{R^{4}}^{+}\right)^{\{1\}} & =\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \frac{1}{m^{4}} \frac{1}{180}, & \left(\beta_{R^{4}}^{+}\right)^{\{3 / 2\}} & =\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \frac{1}{m^{4}} \frac{1}{24} \\
\left(\beta_{R^{4}}^{+}\right)^{\{2\}} & =\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} \frac{1}{m^{4}} \frac{1}{2} . & &
\end{align*}
$$

### 4.3.3 Regge limits of the amplitudes

For our analysis of the amplitudes with dispersion relations in the next sections, we need the behavior of the amplitudes for $t \rightarrow \infty$ and $s \in \mathbb{R}$ fixed, with $|s|<4 m^{2}$ and for $s \rightarrow \infty$ and $t \in \mathbb{R}$ fixed, with $|t|<4 m^{2}$. We extract these directly from the explicit values of the amplitudes in Appendix 4.H.

We start with the $t \rightarrow \infty$ limit. For the new-pieces in the supersymmetric decomposition we have

$$
\begin{align*}
f^{\{S\}}(s, u) & \sim \frac{\log (t)}{t^{2}}, & & S=0,1 / 2,1 \\
f^{\{3 / 2\}}(s, u) & \sim \frac{\log ^{2}(t)}{t^{2}}, & & f^{\{2\}}(s, u) \sim \frac{1}{t} \\
g^{\{0\}}(s, u) & \sim \frac{1}{t^{2}}, & & h^{\{0\}}(s, u) \sim t^{2} \tag{4.94}
\end{align*}
$$

where the $f, g$, and $h$ function are related to the amplitude via Eq. (4.68). Using Eq. (4.32) we assemble the contributions for each particle of a given spin,

$$
\begin{array}{rlrl}
f^{S}(s, u) & \sim \frac{\log (t)}{t^{2}}, & & S=0,1 / 2,1 \\
f^{3 / 2}(s, u) & \sim \frac{\log ^{2}(t)}{t^{2}}, & f^{2}(s, u) \sim \frac{1}{t} \\
g^{S}(s, u) & \sim \frac{1}{t^{2}}, & h^{S}(s, u) \sim t^{2}, \quad S=0,1 / 2,1,3 / 2,2 \tag{4.95}
\end{array}
$$

For the $f^{S}$ functions corresponding to the case of no helicity flips between incoming and incoming states the spin 2 contribution dominates as expected.

Next, we consider the $s \rightarrow \infty$ limit. We find

$$
\begin{array}{ll}
f^{\{S\}}(s, u) \sim \frac{1}{s}, & S=0,1 / 2,1,3 / 2,2, \\
g^{\{0\}}(s, u) \sim \frac{1}{s^{2}}, & h^{\{0\}}(s, u) \sim s^{2} \tag{4.96}
\end{array}
$$

which gives

$$
\begin{equation*}
f^{S}(s, u) \sim \frac{1}{s}, \quad g^{S}(s, u) \sim \frac{1}{s^{2}}, \quad h^{S}(s, u) \sim s^{2}, \quad S=0,1 / 2,1,3 / 2,2 \tag{4.97}
\end{equation*}
$$

Note that the limits of the functions $g^{S}$ and $h^{S}$ in Eqs. (4.96) and (4.97) follow from those in Eqs. (4.94) and 4.95, since these functions are crossing symmetric.

### 4.4 Properties of gravitational amplitudes

We now turn to the properties of the low-energy effective field theory, arising from taking the large-mass expansion of the one-loop four-graviton amplitudes calculated in Sect. 4.2. Here we do not consider loop effects in general relativity itself (due to gravitons circulating in the loops) but focus on the properties of the leading-order higher-derivative operators in a weakly-coupled gravitational EFT generated by integrating out massive degrees of freedom. For the same reason IR divergences are not an issue for our analysis since the corrections of interest are manifestly IR finite. We also note that we do not need to deal with UV divergences, since the one-loop four graviton amplitude with polarization tensors restricted to four dimensions considered here is UV finite [326.

To make the analysis more complete we also include the example of tree-level graviton scattering in string theory (see Appendix 4.B). As recently discussed in [339], in this case the scattering amplitudes have a great degree of universality; e.g. to leading order considered here they do not depend on the details of the string compactification.

A general question we ask in this paper is the following: where do physical theories land in the space of couplings that satisfy the bounds from causality, unitarity and crossing? In this section we review general properties of the gravitational amplitudes relevant for the derivation of the bounds. In subsequent sections we then proceed with the derivation of
various bounds on the Wilson coefficients, following the recent developments of Refs. [267, [268, 269, 340, 270. Finally, we check that the results presented in the paper satisfy the expected bounds and analyze the region in the space of couplings covered by known theories.

### 4.4.1 Low-energy expansion

The functions $f, g$ and $h$ defined in Eq. Eq. 4.68) correspond to the independent helicity configurations. We consider their low-energy expansion ${ }^{11}$

$$
\begin{align*}
& f(s, u)=\left(\frac{\kappa}{2}\right)^{2} \frac{1}{s t u}+\left|\beta_{R^{3}}\right|^{2} \frac{s u}{t}-\left|\beta_{\phi}\right|^{2} \frac{1}{t}+\sum_{i=0}^{\infty} f_{2 i, i} s^{i} u^{i}+\sum_{i=1}^{\infty} \sum_{j=0}^{\left[\frac{i}{2}\right]} f_{i, j}\left(s^{i-j} u^{j}+s^{j} u^{i-j}\right), \\
& g(s, u)=\left(\frac{\kappa}{2}\right) \frac{\beta_{R^{3}}}{s t u}+\sum_{p, q=0}^{\infty} g_{2 p+3 q, q} \sigma_{2}^{p} \sigma_{3}^{q} \\
& h(s, u)=\left[10\left(\frac{\kappa}{2}\right) \beta_{R^{3}}-3 \beta_{\phi}^{2}\right] s t u+\sum_{p, q=0,2 p+3 q \geq 4}^{\infty} h_{2 p+3 q, q} \sigma_{2}^{p} \sigma_{3}^{q} \tag{4.98}
\end{align*}
$$

where $[x]$ means the integer part of $x$, and we introduced

$$
\begin{equation*}
\sigma_{k} \equiv(-1)^{k} \frac{s^{k}+t^{k}+u^{k}}{k} . \tag{4.99}
\end{equation*}
$$

In Eq. (4.98) we explicitly write the massless exchange poles and assume that the rest of the amplitude admits a simple low-energy expansion. This is a structure expected from integrating out massive degrees of freedom and indeed, the amplitudes analyzed in the present paper are of this type. It does not however capture correctly the structure of the amplitude once the loops involving massless particles are included. For example, consider the case of the one-loop correction due to gravitons circulating in the loop; see Eq. Eq. 4.71) and Appendix 4.F.4. In this case, we see that for the all-plus amplitude one-loop Einstein gravity generates a non-zero $h_{2,0}$. Similarly, for the single-minus amplitude $g(s, u)$ the one-loop result in Einstein gravity has poles in each of the Mandelstam variables. Finally, the double-minus amplitude $f(s, u)$, see Eq. Eq. 4.273), contains IR divergences, logarithms, as well as higherorder singularities in $1 / t$ compared to the formulas above. In the present paper we focus on

[^17]the effect produced by integrating out massive degrees of freedom and do not analyze the effects from one-loop massless exchanges. Mathematically, this is simply due to the fact that at leading order that we are interested in, the two effects lead to additive contributions to the scattering amplitude and can be analyzed separately. Moreover, the corrections to graviton scattering due to integrating out massive degrees of freedom satisfy all the basic properties that we discuss later in the section and as such the low-energy expansion generated in this way satisfies consistency bounds. Physically, integrating out massive degrees of freedom leads to effects that are localized in the impact parameter space $b \lesssim 1 / m_{\text {gap }}$, which are encoded via higher-derivative operators in a gravitational EFT, whereas the one-loop effect due to graviton exchange contributes at any impact parameter, which also manifests itself through the fact that such corrections do not admit the representation Eq. 4.98). It would be very interesting to develop a systematic and unified approach to treat both effects in the context of gravitational scattering, but this is beyond the scope of the present paper and we leave it for future work.

In writing Eq. (4.98) we take into account the crossing relations Eq. (4.74). Note that $\sigma_{3}=$ $-s t u$ for $u=-s-t$. In the expansion Eq. (4.98) $f_{i, j}$ are real. For parity-preserving theories $h_{k, j}$ and $g_{k, j}$ are real as well. In the formulas above $\beta_{R^{3}}$ encodes the unique non-minimal correction to the three-point amplitude of gravitons as defined in Eq. 4.78). Similarly $\beta_{\phi}$ encodes the non-minimal coupling of a scalar to two gravitons. In parity-preserving theories these are real.

For completeness we take into account the possibility of non-minimal coupling to a massless scalar in the amplitude above with the three-point amplitude given in Eq. (4.78). Curiously the non-minimal correction to the three-point graviton amplitude and the non-minimal coupling to a massless scalar mix in the first term in the low-energy expansion of $h(s, u)$ Eq. (4.98). This point was discussed in detail in Ref. [331].

We list the explicit results for these functions obtained for the amplitudes considered in the present paper as an expansion in large mass in Eqs. Eq. 4.86), Eq. (4.89) and Eq. (4.91), as well as in Appendix 4.H. The exact form of the amplitudes is found in Appendix 4.F.

### 4.4.2 Unitarity constraints

Here we consider the constraints that arise from unitarity. Since the gravitational EFTs of interest are weakly coupled, we limit ourselves to perturbative unitarity as discussed for example in Refs. [140, 269]. It would be of course be very interesting to implement unitarity nonperturbatively along the lines of Refs. [341, 342]. In four dimensions this would also require understanding the constraints of unitarity at the level of IR-finite observables; see e.g. Refs. [343, 342] for a recent discussion. Luckily, for our purpose of investigating the leading-order corrections to the gravitational EFT these subtle but important issues are irrelevant. Here we primarily follow the discussion of Ref. [269] but modify it to account for differing helicity configurations.

To discuss the constraints coming from unitarity we note that the general incoming twograviton state is a superposition of amplitudes with different helicities. In total there are four choices for the incoming and four choices for the outgoing states. We therefore consider the following matrix of possible amplitudes

$$
\left(\begin{array}{llll}
\mathcal{M}_{(+,-,-,+)} & \mathcal{M}_{(+,-,-,-)} & \mathcal{M}_{(-,-,-,+)} & \mathcal{M}_{(-,-,-,-)}  \tag{4.100}\\
\mathcal{M}_{(+,-,+,+)} & \mathcal{M}_{(+,-,+,-)} & \mathcal{M}_{(-,-,+,+)} & \mathcal{M}_{(-,-,+,-)} \\
\mathcal{M}_{(+,+,-,+)} & \mathcal{M}_{(+,+,-,-)} & \mathcal{M}_{(-,+,-,+)} & \mathcal{M}_{(-,+,-,-)} \\
\mathcal{M}_{(+,+,+,+)} & \mathcal{M}_{(+,+,+,-)} & \mathcal{M}_{(-,+,+,+)} & \mathcal{M}_{(-,+,+,-)}
\end{array}\right)
$$

where we labeled the helicities of the gravitons using an all-incoming convention.
Consider now scattering in the physical $t$-channel $14 \rightarrow 23$. To describe this situation we consider the center-of-mass frame and choose helicity spinors as follows [140, 269]

$$
\begin{align*}
& \lambda_{1}=t^{1 / 4}\binom{1}{0}, \quad \lambda_{4}=t^{1 / 4}\binom{0}{1} \\
& \lambda_{2}=i t^{1 / 4}\binom{\cos \frac{\theta}{2}}{\sin \frac{\theta}{2}}, \quad \lambda_{3}=i t^{1 / 4}\binom{\sin \frac{\theta}{2}}{-\cos \frac{\theta}{2}} . \tag{4.101}
\end{align*}
$$

Since we consider particles 1 and 4 to be incoming we take $\tilde{\lambda}_{1,4}=\lambda_{1,4}^{*}$. Particles 2 and 3 are outgoing, therefore $\tilde{\lambda}_{2,3}=-\lambda_{2,3}^{*}$. With this choice we get $t=\langle 14\rangle[14], s=\langle 12\rangle[12]=$
$-t \sin ^{2} \frac{\theta}{2}$, so that $\cos \theta=1+\frac{2 s}{t}$. Evaluating the matrix 4.100 for this kinematics we obtain

$$
\mathcal{M}(s, t) \equiv\left(\begin{array}{cccc}
t^{4} f(s, u) & s^{2} t^{2} u^{2} g^{*}(s, u) & s^{2} t^{2} u^{2} g^{*}(s, u) & h^{*}(s, u)  \tag{4.102}\\
s^{2} t^{2} u^{2} g(s, u) & u^{4} f(s, t) & s^{4} f(t, u) & s^{2} t^{2} u^{2} g^{*}(s, u) \\
s^{2} t^{2} u^{2} g(s, u) & s^{4} f(t, u) & u^{4} f(s, t) & s^{2} t^{2} u^{2} g^{*}(s, u) \\
h(s, u) & s^{2} t^{2} u^{2} g(s, u) & s^{2} t^{2} u^{2} g(s, u) & t^{4} f(s, u)
\end{array}\right)
$$

Unitarity restricts the form of the discontinuity of various amplitudes. We introduce the $t$-channel discontinuity as

$$
\begin{equation*}
\operatorname{Disc}_{t} \mathcal{M}(s, t) \equiv \frac{\mathcal{M}(s, t+i \epsilon)-\mathcal{M}(s, t-i \epsilon)}{2 i} . \tag{4.103}
\end{equation*}
$$

Through the optical theorem or unitarity, the discontinuity Eq. 4.103) is related to the square of the $2 \rightarrow n$ amplitude where we insert a complete set of intermediate states. It is convenient to decompose intermediate states into the irreducible representation of the Poincare group, which are therefore labeled by the total energy $\sqrt{t}$, spin $J$ and potentially other quantum numbers $i$. The simplest example is when we have an exchange by a single particle of mass $\sqrt{t}$ and spin $J$. In this case Eq. 4.103 produces the square of the corresponding three-point couplings multiplied by a kinematical polynomial $\sqrt{12}$ A slightly more general situation is when we have an exchange by multiple particles of the same mass and spin. In this case the discontinuity produces Eq. 4.103) a sum over the products of the corresponding three-point couplings. Finally, we can also have a multi-particle state as an intermediate state of total energy $\sqrt{t}$ and spin $J$. It is convenient to think about it again as a single-particle state with the continuous label for the species (which corresponds to the distribution of the total energy among the constituent particles). The result is always the same: we can write Eq. Eq. (4.103) as a sum of kinematical polynomials multiplied by various spectral densities $\rho_{J}(t)$ which encode the sum over the products of couplings to the intermediate states of energy $\sqrt{t}$ and $J$ in a given theory. What we just said is simply a restatement of the standard partial-wave expansion in a language which is perhaps slightly

[^18]more intuitive. For a more complete and detailed derivation see Refs. [341, 342]. In this way we can write the discontinuity in terms of the spectral density. For example,
\[

$$
\begin{equation*}
\mathrm{D} i s c_{t} \mathcal{M}_{(+,-,-,+)}(s, t)=\sum_{J=0}^{\infty} \frac{1+(-1)^{J}}{2} \rho_{J}^{++}(t) d_{0,0}^{J}(x) \tag{4.104}
\end{equation*}
$$

\]

Applying this to all helicity configurations in the matrix of amplitudes Eq. 4.102) we get
$\operatorname{Disc}_{t} \mathcal{M}(s, t)$

$$
\begin{aligned}
& =\sum_{J=0}^{\infty} \frac{1+(-1)^{J}}{2}\left(\begin{array}{cccc}
\rho_{J}^{++}(t) d_{0,0}^{J}(x) & 0 & 0 & {\left[\tilde{\rho}_{J}^{++}(t)\right]^{*} d_{0,0}^{J}(x)} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\tilde{\rho}_{J}^{++}(t) d_{0,0}^{J}(x) & 0 & 0 & \rho_{J}^{++}(t) d_{0,0}^{J}(x)
\end{array}\right) \\
& +\sum_{J=4}^{\infty}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \rho_{J}^{+-}(t) d_{4,4}^{J}(x) & \rho_{J}^{+-}(t)(-1)^{J} d_{4,-4}^{J}(x) & 0 \\
0 & \rho_{J}^{+-}(t)(-1)^{J} d_{4,-4}^{J}(x) & \rho_{J}^{+-}(t) d_{4,4}^{J}(x) & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

$$
+\sum_{J=4}^{\infty} \frac{1+(-1)^{J}}{2}\left(\begin{array}{cccc}
0 & {\left[\tilde{\rho}_{J}^{+-}(t)\right]^{*} d_{4,0}^{J}(x)} & {\left[\tilde{\rho}_{J}^{+-}(t)\right]^{*} d_{4,0}^{J}(x)} & 0  \tag{4.105}\\
\tilde{\rho}_{J}^{+-}(t) d_{4,0}^{J}(x) & 0 & 0 & {\left[\tilde{\rho}_{J}^{+-}(t)\right]^{*} d_{4,0}^{J}(x)} \\
\tilde{\rho}_{J}^{+-}(t) d_{4,0}^{J}(x) & 0 & 0 & {\left[\tilde{\rho}_{J}^{+-}(t)\right]^{*} d_{4,0}^{J}(x)} \\
0 & \tilde{\rho}_{J}^{+-}(t) d_{4,0}^{J}(x) & \tilde{\rho}_{J}^{+--}(t) d_{4,0}^{J}(x) & 0
\end{array}\right)
$$

where we introduced $x \equiv \cos \theta=1+\frac{2 s}{t}$ and we used Wigner d-matrices $d_{\lambda, \lambda^{\prime}}^{J}(x)$ which we list explicitly in Appendix 4.E. The formula above can be derived by explicitly analyzing the effect of an exchange by a particle, or equivalently an irreducible representation, of given mass $\sqrt{t}$ and spin $J$. The relevant three-point amplitudes are fixed up to a number and their products are encoded in the various spectral densities $\rho_{J}\left(m^{2}\right)$. The indices ++ and +- denote the helicities of the corresponding incoming gravitons.

To discuss dispersion relations we also need to understand the properties of the $u$-channel
discontinuity which is defined as

$$
\begin{equation*}
\mathrm{D} i s c_{u} \mathcal{M}(s, t) \equiv \frac{\mathcal{M}(s,-s-t-i \epsilon)-\mathcal{M}(s,-s-t+i \epsilon)}{2 i} \tag{4.106}
\end{equation*}
$$

By the same argument it takes the following form ${ }^{13}$
$\operatorname{Disc}_{u} \mathcal{M}(s, t)$

$$
\begin{align*}
& =\sum_{J=0}^{\infty} \frac{1+(-1)^{J}}{2}\left(\begin{array}{cccc}
0 & 0 & 0 & {\left[\tilde{\rho}_{J}^{++}(u)\right]^{*} d_{0,0}^{J}(\tilde{x})} \\
0 & \rho_{J}^{++}(u) d_{0,0}^{J}(\tilde{x}) & 0 & 0 \\
0 & 0 & \rho_{J}^{++}(u) d_{0,0}^{J}(\tilde{x}) & 0 \\
\tilde{\rho}_{J}^{++}(u) d_{0,0}^{J}(\tilde{x}) & 0 & 0 & 0
\end{array}\right) \\
& +\sum_{J=4}^{\infty}\left(\begin{array}{cccc}
\rho_{J}^{+-}(u) d_{4,4}^{J}(\tilde{x}) & 0 & 0 & 0 \\
0 & 0 & \rho_{J}^{+-}(u)(-1)^{J} d_{4,-4}^{J}(\tilde{x}) & 0 \\
0 & \rho_{J}^{+-}(u)(-1)^{J} d_{4,-4}^{J}(\tilde{x}) & 0 & 0 \\
0 & 0 & 0 & \rho_{J}^{+-}(u) d_{4,4}^{J}(\tilde{x})
\end{array}\right) \\
& +\sum_{J=4}^{\infty} \frac{1+(-1)^{J}}{2}\left(\begin{array}{cccc}
0 & {\left[\tilde{\rho}_{J}^{+-}(u)\right]^{*} d_{4,0}^{J}(\tilde{x})} & {\left[\tilde{\rho}_{J}^{+-}(u)\right]^{*} d_{4,0}^{J}(\tilde{x})} & 0 \\
\tilde{\rho}_{J}^{+-}(u) d_{4,0}^{J}(\tilde{x}) & 0 & 0 & {\left[\tilde{\rho}_{J}^{+-}(u)\right]^{*} d_{4,0}^{J}(\tilde{x})} \\
\tilde{\rho}_{J}^{+-}(u) d_{4,0}^{J}(\tilde{x}) & 0 & 0 & {\left[\tilde{\rho}_{J}^{+-}(u)\right]^{*} d_{4,0}^{J}(\tilde{x})} \\
0 & \tilde{\rho}_{J}^{+-}(u) d_{4,0}^{J}(\tilde{x}) & \tilde{\rho}_{J}^{+-}(u) d_{4,0}^{J}(\tilde{x}) & 0
\end{array}\right), \tag{4.107}
\end{align*}
$$

where $\tilde{x}=1+\frac{2 s}{u}$.
The spectral densities that enter the unitarity relation are given in terms of the product of the couplings to the corresponding intermediate states. The diagonal terms being given by the absolute value square of the couplings are nonnegative

$$
\begin{equation*}
\rho_{J}^{++}\left(m^{2}\right) \geq 0, \quad \rho_{J}^{+-}\left(m^{2}\right) \geq 0 \tag{4.108}
\end{equation*}
$$

${ }^{13}$ We thank Alessandro Vichi for pointing out a typo in Eq. 4.107) of an earlier version of the paper.

The off-diagonal terms satisfy simple Cauchy-Schwartz inequalities ${ }^{14}$

$$
\begin{equation*}
\left|\tilde{\rho}_{J}^{+-}\left(m^{2}\right)\right|^{2} \leq \rho_{J}^{++}\left(m^{2}\right) \rho_{J}^{+-}\left(m^{2}\right), \quad\left|\tilde{\rho}_{J}^{++}\left(m^{2}\right)\right| \leq \rho_{J}^{++}\left(m^{2}\right) . \tag{4.109}
\end{equation*}
$$

Below we discuss bounds on the possible form of the low-energy coefficients stemming from unitarity and growth of the amplitude at infinity. In particular, it is convenient for us to consider combinations of amplitudes that have nonnegative semi-definite discontinuities both in the $t$ - and $u$-channel. We consider the following convenient choices that are sufficient for our purposes

$$
\begin{align*}
& \mathcal{M}_{h}(s, t) \equiv\left(\begin{array}{cc}
t^{4} f(s, u)+u^{4} f(s, t)-s^{4} f(t, u) & h^{*}(s, u) \\
h(s, u) & t^{4} f(s, u)+u^{4} f(s, t)-s^{4} f(t, u)
\end{array}\right),  \tag{4.110}\\
& \mathcal{M}_{g}(s, t) \equiv\left(\begin{array}{cc}
t^{4} f(s, u)+u^{4} f(s, t) & 2 s^{2} t^{2} u^{2} g^{*}(s, u) \\
2 s^{2} t^{2} u^{2} g(s, u) & t^{4} f(s, u)+u^{4} f(s, t)
\end{array}\right) . \tag{4.111}
\end{align*}
$$

These matrices are $t-u$ crossing symmetric

$$
\begin{equation*}
\mathcal{M}_{h, g}(s, t)=\mathcal{M}_{h, g}(s, u) \tag{4.112}
\end{equation*}
$$

Using the form of the discontinuity dictated by unitarity above together with the CauchySchwartz inequalities Eq. (4.109) one can check that

$$
\begin{equation*}
\left.\partial_{s}^{n} \mathrm{D} i s c_{t} \mathcal{M}_{h, g}\right|_{s=0}=\left.\partial_{s}^{n} \mathrm{D} i s c_{u} \mathcal{M}_{h, g}\right|_{s=0} \succeq 0, \quad n \geq 0 \tag{4.113}
\end{equation*}
$$

where the notation ' $\succeq 0$ ' means that the matrix is positive semi-definite ${ }^{15}$ We obtain these inequalities from the following properties of the Wigner d-matrices together with Eq. 4.109)

$$
\begin{align*}
& \left.\partial_{s}^{n} d_{0,0}^{J}(x)\right|_{s=0} \geq 0  \tag{4.114}\\
& \left.\partial_{s}^{n}\left(d_{4,4}^{J}(x)-(-1)^{J} d_{4,-4}^{J}(x)\right)\right|_{s=0} \geq 0  \tag{4.115}\\
& \left.\partial_{s}^{n}\left(\rho_{J}^{++}(t) d_{0,0}^{J}(x)+\rho_{J}^{+-}(t) d_{4,4}^{J}(x)-2\left|\tilde{\rho}_{J}^{+-}(t)\right| d_{4,0}^{J}(x)\right)\right|_{s=0} \geq 0 \tag{4.116}
\end{align*}
$$

[^19]where $s=0$ corresponds to $x=1$ (see definition of $x$ below Eq. 4.105). The first property Eq. (4.114) is a well-known property of Legendre polynomials. We have not attempted to prove Eq. 4.115 and Eq. 4.116) that rely on the properties of the relevant $d_{\lambda, \lambda^{\prime}}^{J}(x)$, however we checked them explicitly up to $J=30$. We also checked using formulas from Appendix 4.E the conditions above for any $J$ and $n=0,1,2$; these are the cases that we consider below in more detail. For forward scattering a closely related discussion can be found in Ref. [281].

The matrices above admit simple eigenvectors in the parity-preserving case, where we have $g(s, u)=g^{*}(s, u)$ and $h(s, u)=h^{*}(s, u)$. In this case the matrices above have eigenvalues

$$
\begin{align*}
& \mathcal{M}_{h, \pm}(s, t)=u^{4} f(s, t)+t^{4} f(s, u)-s^{4} f(t, u) \pm h(s, u), \\
& \mathcal{M}_{g, \pm}(s, t)=u^{4} f(s, t)+t^{4} f(s, u) \pm 2 s^{2} t^{2} u^{2} g(s, u) . \tag{4.117}
\end{align*}
$$

Unitarity Eq. 4.113) then becomes the statement about nonnegativity of the discontinuity of Eq. 4.117). In this case we can apply dispersion relations directly to the functions Eq. (4.117).

### 4.4.3 Causality

Causality and unitarity put constraints on the high-energy behavior of the amplitude. The corresponding bounds are well known in the case of gapped QFTs 344, but are on a lessrigorous footing in gravitational theories.

At tree level the gravitational amplitudes are expected to satisfy

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty}\left|\mathcal{M}_{\text {tree }}(s, t)\right| \leq t^{2}, \quad s<0 \tag{4.118}
\end{equation*}
$$

This result is very intuitive but hard to establish rigorously. It naturally emerges from various considerations [241, 345, 346].

The situation is less clear nonperturbatively, however the simple qualitative picture of high-energy scattering in gravity together with unitarity and causality again imply that a similar bound exists. The bound is usually assumed to be

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty}\left|\mathcal{M}_{\text {full }}(s, t)\right|<t^{2}, \quad s<0 \tag{4.119}
\end{equation*}
$$

This can be used to write dispersion relations in $D \geq 5$ where the amplitudes are IR finite and make sense nonperturbatively. In $D=4$ the situation is less clear due to the IR divergences, but presumably a similar bound exists for the IR safe observables. It is also possible to satisfy Eq. 4.119) at tree level but this requires an infinite number of particles of arbitrary high spin to be exchanged. A famous example of this type is given by the tree-level string amplitudes.

In this paper, we are interested in particular in the properties of the one-loop scattering amplitudes in $D=4$. These do not have to satisfy Eq. 4.118) or Eq. 4.119), therefore we do not use them. Indeed, let us imagine that the bound Eq. (4.118) is saturated at treelevel. This corresponds to exchange of a particle of spin 2 . When we go to one-loop we can exchange a pair of spin-2 particles and the resulting amplitude will grow like $t^{3}$. Therefore it is natural that the following bound holds at one loop

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty}\left|\mathcal{M}_{1-\text { loop }}(s, t)\right| \leq t^{3}, \quad s<0 \tag{4.120}
\end{equation*}
$$

The explicit amplitudes computed in the paper indeed satisfy Eq. 4.120. Below, in writing dispersion relations we assume the Regge bound to be as given in Eq. 4.120) and choose the number of subtractions accordingly. Note that since Eq. 4.120) is weaker than Eq. 4.118, bounds derived in this way apply both to the tree and one-loop amplitudes. They also apply to full nonperturbative amplitudes in $D \geq 5$.

It is a special feature of gravitational amplitudes that an infinite number of particles has to be exchanged at tree-level in order for the amplitudes to satisfy Eq. 4.118). This follows from the fact that such exchanges at tree-level correspond to non-minimal couplings, which are known to lead to violations of Eq. (4.118) [241, 277, 278]. The only exception to this rule is general relativity, which corresponds to the minimal self-coupling of the graviton.

The tree-level Regge growth bound Eq. (4.118) is the reason why it is so hard to construct tree-level gravitational amplitudes different from the ones of general relativity. This famous achievement of string theory leads to causal and unitarity amplitudes with infinitely many poles that corresponds to exchanges of infinitely many particles of arbitrarily large spin. In
fact, every such modification must contain strings [347. ${ }^{16}$

### 4.4.4 Dispersive sum rules

Given the gravitational amplitudes that satisfy unitarity and the Regge bounds we can consider various dispersion relations. One class of dispersion relations that we find useful recasts the vanishing of the (subtracted) amplitude in the Regge limit in terms of its discontinuity.

Such relations are known as superconvergence relations [278], or dispersive sum rules [280]. We follow the latter terminology and consider the following integrals

$$
\begin{equation*}
B_{k}^{+}(s)=\oint_{\infty} \frac{d t}{2 \pi i} \mathcal{M}(s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}}=0, \quad k \geq 2 \tag{4.121}
\end{equation*}
$$

where the condition $k \geq 2$ originates from the Regge bound 4.120) and guarantees that the arc at infinity produces a vanishing contribution.

By deforming the contour we get the following formula

$$
\begin{align*}
B_{k}^{+}(s): \oint_{t_{0}} \frac{d t}{2 \pi i} \mathcal{M} & (s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}}  \tag{4.122}\\
& =\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d t}{\pi} \frac{1}{(t(s+t))^{k}}\left(\frac{1}{t} \mathrm{Disc}_{t} \mathcal{M}(s, t)+\frac{1}{s+t} \mathrm{D} i s c_{u} \mathcal{M}(s, t)\right)
\end{align*}
$$

where the integrals are depicted in Fig. 4.7.
We evaluate the LHS of Eq. 4.122 using the low-energy expansion, and we use the RHS to establish some nontrivial properties that the coefficients of the low-energy expansion should satisfy. More precisely, we consider the expansion of 4.122 around $s=0$.

A few comments are in order. Firstly, note that the minimal tree-level graviton-exchange term in $f(s, u) \sim \frac{1}{s t u}$ does not contribute to the sum rules of interest here, $B_{k \geq 2}^{+}(s)$. In particular, we are able to expand the sum rules in powers of $s$. Assuming a more stringent Regge bound, $B_{1}^{+}(s)$ can be studied [271] and used to bound various coefficients in terms of $G$. We do not consider this sum rule in the present paper. Secondly, the non-minimal

[^20]

Figure 4.7: The vanishing of the arc integral at infinity on the left panel, cf. Eq. 4.121), can be restated as an equality of the integrals on the right panel (see Eq. 4.122 .)
coupling $\beta_{R^{3}}$ contributes to $B_{2}^{+}$and we utilize this fact in Sect. 4.6.2 in order to bound $\beta_{R^{3}}$ in terms of other EFT data.

### 4.4.5 The theory islands

What is the space of gravitational EFTs that admit a consistent UV completion? Answering this question nonperturbatively is a formidable task, but we can consider the simpler question of understanding perturbatively in $G$ possible consistent UV completions of gravity. It is in this spirit that in this paper we focus on the leading-order-in- $G$ correction to general relativity.

Imagine that we label all possible perturbatively consistent theories of gravity by an index $i$ so that the four-graviton scattering amplitudes in a given theory are given by the matrix $\mathcal{M}_{i}$ (see Eq. 4.100 ) ${ }^{[17}$ It is clear then that by taking a superposition of such amplitudes

[^21]with non-negative coefficients we again get an amplitude that satisfies all the constraints discussed in the sections above
\[

$$
\begin{equation*}
\mathcal{M}_{\text {theory }}=\sum_{i} c_{i} \mathcal{M}_{i}, \quad c_{i} \geq 0 \tag{4.123}
\end{equation*}
$$

\]

By expanding such amplitudes at low energies, as in Sect. 4.4.1, we get a set of higherderivative corrections. The low-energy Wilson coefficients then form a convex cone which we can think of as the theory space,$^{18}$ which is generated by vectors $\mathcal{M}_{i}{ }^{19}$

It has been recently established that causality, crossing and unitarity constrain Wilson coefficients both from above and from below [267, 268, 269, 270]. In the space of couplings formed by weakly-coupled theories it is thus natural to talk about the theory island, namely the region spanned by known perturbative UV completions of gravity. By definition we have

$$
\begin{equation*}
\text { Theory island } \subseteq \text { EFThedron, } \tag{4.124}
\end{equation*}
$$

where by the EFThedron we call the set of amplitudes satisfying the constraints reviewed in this section (in particular we only impose perturbative unitarity). It is interesting to ask to what extent we can populate the space of allowed couplings by known perturbative UV completions. Recall that by a perturbative UV completion we call an $S$-matrix that satisfies unitarity, causality and crossing perturbatively in Newton's constant $G$ and for any process $m \rightarrow n$.

There are two classes of perturbative UV completions we consider here: tree-level corrected theories and one-loop corrected theories. In tree-level corrected theories the leadingorder correction to general relativity enters at tree-level, in other words the higher-derivative corrections in the Lagrangian are suppressed by a new scale, e.g. string scale, which can be much lower than the Planck scale. Perturbative string theories are famous examples of this
the particle exchanged in the loop. It does not affect the discussion.
${ }^{18} \mathrm{~A}$ convex cone is a subset of vector space closed under linear combinations with positive coefficients.
${ }^{19}$ Nonperturbatively in $G$, Eq. 4.123 is not necessarily consistent since is can violate nonperturbative unitarity $\left|S_{J}\right| \leq 1$. Since we are interested in the leading-order correction in the regime when gravity is weakly coupled, this issue is irrelevant.
type. It is a well-known fact that gravitational amplitudes in string theory have a great degree of universality, as discussed recently in Ref. [339. In Appendix 4.B we review the cases of superstring, heterotic and bosonic strings at tree level. ${ }^{20}$ Alternatively, we can consider theories where the higher-derivative operators come with an extra power of $G$. The one-loop amplitudes computed in the present paper are precisely of this type. By choosing the mass spectrum and spins of the particles propagating in the loop we can get various amplitudes.

Combining these two examples we consider the following set of amplitudes in the present paper

$$
\begin{equation*}
\mathcal{M}_{\text {theory }}^{\mathrm{here}}=c_{(\mathrm{ss})} \mathcal{M}_{\mathrm{tree}}^{(\mathrm{ss})}+c_{(\mathrm{hs})} \mathcal{M}_{\text {tree }}^{(\mathrm{hs})}+c_{(\mathrm{bs})} \mathcal{M}_{\text {tree }}^{(\mathrm{bs})}+\sum_{S=0, \frac{1}{2}, 1, \frac{3}{2}, 2} c_{S} \mathcal{M}_{S}^{1-\text { loop }} . \tag{4.125}
\end{equation*}
$$

Obviously, we do not claim that this space is complete. Let us emphasize that in the analysis below we allow taking arbitrary superpositions of string amplitudes with various tensions as well as one-loop amplitudes with arbitrary choices of the masses and spins, $S \leq 2$, of particles circulating in the loop.

On the string side, for example we can consider the $\epsilon$ deformation of the superstring amplitude discussed in the conclusions of Ref. [269]. It is not clear however that these deformations can be promoted to fully consistent perturbative S-matrices. Moreover, we checked that adding this correction does not affect the theory island considered in the present paper in a noticeable way.

On the field-theory side we can consider gapped strongly-coupled theories of matter coupled to gravity. One interesting example is large- $N$ QCD coupled to gravity [279]. In this case we expect the tree-level corrections due to non-minimally coupled glueballs and one-loop corrections due to minimally-coupled glueballs to both enter at the same order $G^{2}$. Finally, we do not discuss here amplitudes in models with extra dimensions [348, 349, 350]. Of course, it would be very interesting to extend our analysis to include these examples as well.

[^22]In writing the contribution of matter we can imagine integrating out a multiple number of particles of given spin with various masses. For the constraints discussed below one can check that the effect of this freedom can be absorbed into rescaling of the coefficients $c_{S}$. In particular, the bounds that we describe below hold for any choice of masses and number of species for particles that we integrate out.

In the following sections we use these amplitudes to populate the theory island. Surprisingly, we find that

$$
\begin{equation*}
\text { Theory island } \ll \text { EFThedron } \tag{4.126}
\end{equation*}
$$

in a sense that should become clear below. In other words, the set of known weakly-coupled theories occupy a much smaller space in the space of couplings than is allowed by the general constraints coming from the analysis of $2 \rightarrow 2$ scattering. This is, of course, in accord with the ongoing landscape vs swampland debate but is also different from that. Indeed, the theory island as defined here does not guarantee the existence of the nonperturbative completion of gravity. We only study the consistency of the leading-order corrections to the EinsteinHilbert theory perturbatively in $G$ and already in this setting we seem to find a much smaller space of possibilities than follows from general constraints.

### 4.5 Deriving bounds: elastic amplitude

In this section we analyze bounds on the low-energy expansion of the elastic amplitude $f(s, u)$ using the techniques of Ref. [269] and [267, 268]. ${ }^{21}$ We focus on couplings of the same dimensionality and derive two-sided bounds on them by explicitly identifying the facets of the relevant polytopes and then taking their crossing-symmetric section.

As observed in Ref. [269], identifying the relevant boundaries are particularly simple in case of the one-channel dispersion relations when the polytopes in question are cyclic 2

[^23]In case of the two-channel dispersion relations the cyclicity property is lost. However, as Ref. [269] observed, a set of new boundaries that appear in this case involve low-spin partial waves and can be explicitly identified upon inspection. This is indeed what we observed in the examples below. To the best of our knowledge there is no proof that the list of boundaries obtained in this way is complete (and therefore that the bounds are optimal), and we do not attempt such a proof in the present work.

We will not attempt to relate couplings of different dimensionality to each other either. This problem was recently analyzed in Ref. [267, 268, 270] and the expected dimensionalanalysis scaling of various couplings with order $\mathcal{O}(1)$ coefficients was rigorously established. It would be very interesting to apply these techniques to the gravitational amplitudes discussed here but we defer this to the future.

### 4.5.1 Strategy

We first briefly describe the basic strategy to derive bounds [269]. We consider the vector of low-energy couplings of the same dimensionality $\vec{F}$ which via dispersion relations is given by the sum of $s$ - and $u$-channel partial waves

$$
\begin{equation*}
\vec{F}=\sum_{J}\left(c_{J, s} \vec{V}_{J, s}+c_{J, u} \vec{V}_{J, u}\right), \quad c_{J, s}, c_{J, u} \geq 0 . \tag{4.127}
\end{equation*}
$$

In this formula $c_{J, s}$ and $c_{J, u}$ encode spectral densities discussed in Sect. 4.4.2 and $\vec{V}_{J, s}, \vec{V}_{J, u}$ are known functions related to partial waves - see e.g. Eq. (4.134) for the precise formula. However for the present discussion we can simply think of $\vec{V}_{J, s}$ and $\vec{V}_{J, u}$ as some abstract, given vectors and $c_{J, s}, c_{J, u}$ being non-negative numbers. We would like to characterize the space Eq. 4.127, which is a polytope. A convenient way to do it is by identifying its facets

$$
\begin{equation*}
\vec{F} \cdot \vec{W}_{i} \geq 0 \tag{4.128}
\end{equation*}
$$

where $\vec{W}_{i}$ is a normal to a given facet. From Eq. 4.127 we see that all the facets are of the form ${ }^{23}$

$$
\begin{equation*}
\left(W_{i}\right)_{I_{0}}=\epsilon_{I_{0} I_{1} \ldots I_{d}} V_{a_{1}}^{I_{1}} \ldots V_{a_{d}}^{I_{d}} \tag{4.129}
\end{equation*}
$$

where we assumed that the vectors $\vec{V}_{a}$ are $(d+1)$-dimensional and we contracted them using the $(d+1)$-dimensional $\epsilon$-tensor. ${ }^{24}$ The index $a$ labels both spin and channel. Therefore, we can characterize the space Eq. 4.127) by a set of determinants $\left\langle F, a_{1}, \ldots, a_{d}\right\rangle \geq 0$. The task is then to find all $\left(a_{1}, \ldots, a_{d}\right)$, such that Eq. 4.128) holds. In general, this is a formidable task since the space of vectors in Eq. (4.127) is infinite dimensional.

As explained in Ref. [269], remarkably, the set of vectors $\vec{V}_{J, s}$ defines a cyclic polytope, which for us simply means that the set of its boundaries can be written down explicitly very easily. They essentially take the form of determinants built out of pairs of consecutive vectors in the sum over spins. For example, for $d=4$ the relevant determinants take the form $(i, i+1, j, j+1)$ with $j>i$, where $i$ and $j$ label various spins in the sum Eq. 4.127).

The cyclicity property is lost when considering the sum of the $s$ - and $u$-channel as in Eq. (4.127). By inspecting the resulting polytope Ref. [269] observed that it is "almost cyclic" in the sense that the only boundaries which are not of the type $(i, i+1, j, j+1)$ in the example considered above involve low-spin partial waves in Eq. (4.127) and can be found by direct inspection. This is what we also find and this is the strategy of finding bounds that we follow in this paper. In particular, we do not prove that the set of bounds found in this way is complete (even though we suspect it to be the case). It would be very interesting to rigorously demonstrate this.

After the allowed region Eq. (4.128) is identified we impose crossing symmetry, which is

[^24]the subspace defined by linear relations between various components of the coupling vector $\vec{F}$. By taking the crossing-symmetric slice of the allowed space of couplings we get two-sided bounds on the low-energy Wilson coefficients.

### 4.5.2 Non crossing-symmetric dispersive representation of low-energy couplings

Consider again the double-minus amplitude

$$
\begin{equation*}
\mathcal{M}_{4}\left(1^{-}, 2^{-}, 3^{+}, 4^{+}\right)=(\langle 12\rangle[34])^{4} f(t, u) \tag{4.130}
\end{equation*}
$$

Following Ref. [269], we introduce the expansion ${ }^{25}$

$$
\begin{equation*}
f(t, u)=f(t,-s-t)=\left(\frac{\kappa}{2}\right)^{2} \frac{1}{s t u}+\left|\beta_{R^{3}}\right|^{2} \frac{t u}{s}-\left|\beta_{\phi}\right|^{2} \frac{1}{s}+\sum_{k \geq j \geq 0} a_{k, j} s^{k-j} t^{j} \tag{4.131}
\end{equation*}
$$

From Eq. 4.131 we see that for fixed $k$ all $a_{k, j}$ have the same dimensionality. Crossing symmetry $f(t, u)=f(u, t)$ leads to linear relations among $a_{k, j}$ which will play an important role below.

Of course, in Eq. 4.98 we are expanding the same function, so the $f_{i, j}$ introduced there and the $a_{k, j}$ in Eq. 4.131) are all related to each other in a trivial fashion. We get for the first few coefficients

$$
\begin{equation*}
a_{0,0}=f_{0,0}, \quad a_{1,0}=-f_{1,0}, \quad a_{1,1}=0 \tag{4.132}
\end{equation*}
$$

The vanishing of $a_{1,1}$ is a consequence of $t-u$ crossing symmetry of $f(t, u)$ which is not manifest in Eq. 4.131.

The function of interest $f(t, u)$ admits a simple dispersive representation

$$
\begin{align*}
f(t,-s-t)=\oint \frac{d s^{\prime}}{2 \pi i} \frac{f\left(t,-s^{\prime}-t\right)}{s-s^{\prime}} & =\left(\frac{\kappa}{2}\right)^{2} \frac{1}{s t u}+\left|\beta_{R^{3}}\right|^{2} \frac{t u}{s}-\left|\beta_{\phi}\right|^{2} \frac{1}{s} \\
- & \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi}\left(\sum_{J=0}^{\infty} \frac{1+(-1)^{J}}{2} \frac{\rho_{J}^{++}\left(m^{2}\right) d_{0,0}^{J}\left(1+\frac{2 t}{m^{2}}\right)}{m^{8}} \frac{1}{s-m^{2}}\right. \\
& \left.+\sum_{J=4}^{\infty} \frac{\rho_{J}^{+-}\left(m^{2}\right) d_{4,4}^{J}\left(1+\frac{2 t}{m^{2}}\right)}{\left(t+m^{2}\right)^{4}} \frac{1}{-s-t-m^{2}}\right) . \tag{4.133}
\end{align*}
$$

[^25]In deriving (4.133) we used the Regge bound 4.120 to drop the arcs at infinity. When applied to Eq. 4.130) it implies that $|f(t,-s-t)| \leq 1 /|s|$ at large $s$ and fixed $t$. Indeed, this is the case for all the one-loop amplitudes that we consider.

An important feature of Eq. 4.133) is that crossing symmetry $f(t, u)=f(u, t)$ is not manifest (hence the title of this section). Therefore imposing it leads to interesting constraints. In fact, as we will see below it leads to two-sided bounds on the couplings.

By expanding Eq. (4.133) at small $s$ and $t$ we get the dispersive representations for the couplings $a_{k, j}$. They take the following form

$$
\begin{equation*}
a_{k, j}=\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{1}{\left(m^{2}\right)^{k+1}}\left(\sum_{J=0}^{\infty} \frac{1+(-1)^{J}}{2} \frac{\rho_{J}^{++}\left(m^{2}\right)}{m^{8}} P_{++}^{j}\left(\mathcal{J}^{2}\right)+\sum_{J=4}^{\infty} \frac{\rho_{J}^{+-}\left(m^{2}\right)}{m^{8}} P_{+-}^{k, j}\left(\mathcal{J}^{2}\right)\right), \tag{4.134}
\end{equation*}
$$

where we introduced the spin Casimir $\mathcal{J}^{2}=J(J+1)$. We call Eq. 4.134 the dispersive representation of low-energy couplings. We again emphasize that crossing symmetry leads to linear relations among $a_{k, j}$ which are not manifest in Eq. (4.134).

In the formula above we introduced polynomials $P_{++}^{j}\left(\mathcal{J}^{2}\right)$ and $P_{+-}^{k, j}\left(\mathcal{J}^{2}\right)$ which have the following properties ${ }^{26}$

$$
\begin{align*}
P_{++}^{0}\left(\mathcal{J}^{2}\right) & =1, \quad P_{+-}^{k, 0}\left(\mathcal{J}^{2}\right)=(-1)^{k}, \\
P_{++}^{1}\left(\mathcal{J}^{2}\right) & =\mathcal{J}^{2}, \quad P_{+-}^{k, 1}\left(\mathcal{J}^{2}\right)=(-1)^{k+1}\left(\mathcal{J}^{2}-20-k\right), \\
\lim _{J \rightarrow \infty} P_{++}^{j}\left(\mathcal{J}^{2}\right) & =\frac{1}{\Gamma(j+1)^{2}} J^{2 j}+\ldots, \quad \lim _{J \rightarrow \infty} P_{+-}^{k, j}\left(\mathcal{J}^{2}\right)=\frac{(-1)^{k+j}}{\Gamma(j+1)^{2}} J^{2 j}+\ldots . \tag{4.135}
\end{align*}
$$

Based on the formulas above we see that couplings $a_{k, j}$ written in Eq. (4.134) roughly probe the $k$ 'th moment of the spectral density with respect to $m^{2}$ and (2j)'th moment with respect to spin. In particular, we expect that higher- $j$ coefficients to be more sensitive to higher-spin spectral densities and higher- $k$ couplings to have the large $\frac{m^{2}}{m_{\text {gap }}^{2}}$ region more suppressed. This is indeed what we will find in the explicit examples below.

[^26]Crossing symmetry leads to the set of sum rules which were dubbed null constraints in Ref. [268]. Effectively, they express the low-spin partial-wave data in terms of the higher-spin data. Consider for example the relation $a_{1,1}=0$, listed in Eq. 4.132). Using the formulas above we can write it as follows

$$
\begin{align*}
& \int_{m_{\mathrm{g} a p}^{2}}^{\infty} \frac{d m^{2}}{\left(m^{2}\right)^{2}} \frac{\rho_{4}^{+-}\left(m^{2}\right)}{m^{8}}= \\
& \quad \int_{m_{\mathrm{g} a p}^{2}}^{\infty} \frac{d m^{2}}{\left(m^{2}\right)^{2}}\left(\sum_{J=2}^{\infty} \frac{1+(-1)^{J}}{2} \frac{\rho_{J}^{++}\left(m^{2}\right)}{m^{8}} \mathcal{J}^{2}+\sum_{J=5}^{\infty} \frac{\rho_{J}^{+-}\left(m^{2}\right)}{m^{8}}\left(\mathcal{J}^{2}-21\right)\right), \tag{4.136}
\end{align*}
$$

where all the terms in the RHS of Eq. 4.136) are non-negative. In other words, crossing symmetry allows us to express the moment of $\rho_{4}^{+-}\left(m^{2}\right)$ in terms of all other spectral densities.

Let us next describe the first few bounds for $k \leq 6$. We do not attempt to derive the bounds across the couplings of different dimensionalities as it was done in Ref. [267, 268, [270, 271. Instead we focus on the geometry of couplings of the same dimensionality as was studied in Ref. [269]. For $k=1,3,5$ we do not get any nontrivial bounds. For even $k$ the results are presented below.

$$
\mathbf{k}=0:
$$

We first start with $k=0$. From 4.133) it immediately follows that

$$
\begin{equation*}
a_{0,0} \geq 0 . \tag{4.137}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
a_{k, 0}=\frac{1}{\pi} \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{m^{2 k+10}}\left(\sum_{J=0}^{\infty} \frac{1+(-1)^{J}}{2} \rho_{J}^{++}\left(m^{2}\right)+(-1)^{k} \sum_{J=4}^{\infty} \rho_{J}^{+-}\left(m^{2}\right)\right) . \tag{4.138}
\end{equation*}
$$

This immediately implies that $a_{k, 0}$ for even $k$ can be interpreted as even moments $\mu_{k}$

$$
\begin{equation*}
\mu_{k} \equiv \frac{1}{\pi} \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{m^{2 k+10}}\left(\sum_{J=0}^{\infty} \frac{1+(-1)^{J}}{2} \rho_{J}^{++}\left(m^{2}\right)+\sum_{J=4}^{\infty} \rho_{J}^{+-}\left(m^{2}\right)\right) . \tag{4.139}
\end{equation*}
$$

As a result the bounds of Ref. [353] apply. For odd $k$, we obviously have $\left|a_{k}\right| \leq \mu_{k}$.

$$
\mathbf{k}=2
$$

Next consider $k=2$. Here the couplings of the same dimensionality are $\mathbf{a}_{2}=\left(a_{2,0}, a_{2,1}, a_{2,2}\right)$. One obvious constraint is

$$
\begin{equation*}
a_{2,0} \geq 0 . \tag{4.140}
\end{equation*}
$$

On top of that we get the following list of constraints which specify the boundary of the region of allowed couplings, ${ }^{27}$

$$
\begin{equation*}
\left\{\left\langle\mathbf{a}_{2}, i_{s}, i_{s}+2\right\rangle_{i_{s} \geq 2}, \quad\left\langle\mathbf{a}_{2},\left(i_{u}+1\right)^{(2)}, i_{u}^{(2)}\right\rangle_{i_{u} \geq 4}, \quad\left\langle\mathbf{a}_{2}, 4_{u}^{(2)}, 2_{s}\right\rangle\right\} \geq 0 \tag{4.141}
\end{equation*}
$$

Here we follow the notation of Ref. [269], which is defined as

$$
\left\langle\mathbf{a}_{2}, i, j\right\rangle \equiv \operatorname{det}\left(\begin{array}{ccc}
a_{2,0} & v_{i, 0} & v_{j, 0}  \tag{4.142}\\
a_{2,1} & v_{i, 1} & v_{j, 1} \\
a_{2,2} & v_{i, 2} & v_{j, 2}
\end{array}\right)
$$

where we also define the following vectors

$$
\begin{align*}
v_{J, m}^{(s)}=\left(J_{s}\right)_{m} & \left.\equiv \frac{1}{m!} \partial_{t}^{m} d_{J}^{0,0}(1+2 t)\right|_{t=0},  \tag{4.143}\\
v_{J, k, m}^{(u)}=\left(J_{u}^{(k)}\right)_{m} & \left.\equiv \frac{1}{m!} \partial_{t}^{m} \frac{1}{(k-m)!} \partial_{s}^{k-m} \frac{1}{(1+s+t)} \frac{d_{J}^{4,4}(1+2 t)}{(1+t)^{4}}\right|_{s, t=0}, \tag{4.144}
\end{align*}
$$

where in the formula above we set the arbitrary mass scale $m^{2}=1$ since it leads to trivial overall rescaling of the vectors that enter into the determinant Eq. (4.142) and as such does not affect the positivity bounds Eq. 4.141. Note that the vector $v_{i, k}^{(u)}$ depends on the order $k$ of the corrections that we are studying, which we denote by $i_{u}^{(k)}$. For example, to evaluate (4.141) we should set $k=2$ in Eq. (4.144). The constraints Eq. (4.141) have an intuitive explanation. By plugging the dispersive representation of the couplings into the determinant $\left\langle\mathbf{a}_{2}, i, j\right\rangle$ we get a sum over partial waves where the coefficients of partial wave $i$ and $j$ are zero. The plane $\left\langle\mathbf{a}_{2}, i, j\right\rangle$ then separates the region in the coupling space where these coefficients are positive and negative.

[^27]

Figure 4.8: The allowed region for $\frac{a_{2,1}}{a_{2,0}}$ given by Eq. 4.146) is depicted in black. The explicit amplitudes that emerge from integrating out the one-loop matter or tree-level string theories are depicted in various colors. Assuming LSD in the form Eq. 4.152 with $\alpha=10^{2}$ one can derive stronger bounds which we depict by the dashed line.

We see that Eq. 4.141) involves cyclic constraints from the $s$-channel $\left\langle\mathbf{a}_{2}, i_{s}, i_{s}+2\right\rangle_{i_{s} \geq 2}$, similarly from the $u$-channel $\left\langle\mathbf{a}_{2},\left(i_{u}+1\right)^{(2)}, i_{u}^{(2)}\right\rangle_{i_{u} \geq 4}$, as well as a mixed constraint $\left\langle\mathbf{a}_{2}, 4_{u}^{(2)}, 2_{s}\right\rangle$ that involves low-spin partial waves. This phenomenon observed in Ref. [269] continues to hold for higher $k$ as well. It allows us to easily identify the set of conditions that carve out the region of allowed couplings analytically rather straightforwardly by inspecting the low-spin boundaries. Of course, in practice we only look for possible boundaries up to some finite spin $J_{\max }$ and assume that the observed pattern continues all the way to $J_{\max }=\infty$.

In deriving the bounds above we did not impose crossing symmetry. At the level $k=2$ we are working it implies that

$$
\begin{equation*}
\text { Crossing : } \quad a_{2,1}=a_{2,2} . \tag{4.145}
\end{equation*}
$$

Taking the crossing-symmetric slice of the constraints Eq. (4.141) gives the two-sided bound on the Wilson coefficients

$$
\begin{equation*}
-\frac{90}{11} \leq \frac{a_{2,1}}{a_{2,0}}=\frac{a_{2,2}}{a_{2,0}} \leq 6 . \tag{4.146}
\end{equation*}
$$

It is very striking that for the explicit UV completions studied here we find a much narrow window of possibilities that we depict in Fig. 4.8. We now try to understand the origin of
this fact. To do this it will be useful to use the null constraint $a_{2,1}-a_{2,2}=0$ to derive a bound similar to Eq. 4.146). By adding the null constraint to the dispersive representations for $a_{2,1}$ and $a_{2,2}$ it is straightforward to show that

$$
\begin{equation*}
-\frac{108}{13} \frac{\left\langle\rho_{5}^{+-}\right\rangle_{2}}{\left\langle\rho_{0}^{++}\right\rangle_{2}+\left\langle\rho_{4}^{+-}\right\rangle_{2}+\left\langle\rho_{5}^{+-}\right\rangle_{2}} \leq \frac{a_{2,1}}{a_{2,0}}=\frac{a_{2,2}}{a_{2,0}} \leq \frac{6\left\langle\rho_{2}^{++}\right\rangle_{2}+\frac{16}{7}\left\langle\rho_{4}^{+-}\right\rangle_{2}}{\left\langle\rho_{0}^{++}\right\rangle_{2}+\left\langle\rho_{4}^{+-}\right\rangle_{2}+\left\langle\rho_{2}^{++}\right\rangle_{2}}, \tag{4.147}
\end{equation*}
$$

where we introduced $\langle\ldots\rangle$ for the relevant integrals over intermediate energies $m^{2}$

$$
\begin{equation*}
\left\langle\rho_{J}\right\rangle_{k} \equiv \frac{1}{\pi} \int_{m_{\mathrm{g} a_{p}}^{2}}^{\infty} \frac{d m^{2}}{m^{2 k+10}} \rho_{J}\left(m^{2}\right) . \tag{4.148}
\end{equation*}
$$

To derive the upper bound in Eq. 4.147) we used the dispersive representation for $a_{2,1}-$ $\frac{2}{7}\left(a_{2,2}-a_{2,1}\right)$. To derive the lower bound we considered $a_{2,1}+\frac{4}{13}\left(a_{2,2}-a_{2,1}\right)$.

The bound Eq. (4.147) is rigorous. Its advantage however is that it only contains lowspin spectral densities. By adding the null constraint $a_{2,1}-a_{2,2}=0$ with an appropriate coefficient we made sure that all the higher-spin contributions are sign-definite and the bound Eq. (4.147) then follows. It is clear then how can we come close to the saturation of the bounds Eq. 4.146). The upper bound saturation requires that $\left\langle\rho_{2}^{++}\right\rangle_{2}$ is dominant, whereas the lower-bound saturation requires that $\left\langle\rho_{5}^{+-}\right\rangle_{2}$ dominates. Note that each of these is not the minimal spin that appears in the corresponding channel, which are $\left\langle\rho_{0}^{++}\right\rangle_{2}$ and $\left\langle\rho_{4}^{+-}\right\rangle_{2}$ correspondingly.

This is not what happens in the known physical theories as we will show in more detail. In the examples that we analyze in this paper the higher-spin contributions to the spectral densities are suppressed compared to the minimal spin ones. The fact that at large spin the spectral densities decay exponentially in spin is something familiar from the fact that the scattering is local in the impact parameter space. Analyzing the concrete examples we see that this hierarchy continues all the way to minimal spin. We call this phenomenon low-spin dominance (LSD) of partial wave and mathematically we can express it as follows:

$$
\begin{equation*}
\text { Low-spin dominance (weak) : } \quad\left\langle\rho_{4}^{+-}\right\rangle_{k} \geq\left\langle\rho_{J>4}^{+-}\right\rangle_{k}, \quad\left\langle\rho_{0}^{++}\right\rangle_{k} \geq\left\langle\rho_{J>0}^{++}\right\rangle_{k} . \tag{4.149}
\end{equation*}
$$

In fact, Eq. 4.149) is very conservative and in the explicit examples the suppression of higher-spin partial waves is much stronger than Eq. (4.149). Nevertheless, already using

Eqs. (4.149) and (4.147) we can strengthen the bound Eq. 4.146) to obtain

$$
\begin{equation*}
4.147+4.149: \quad-\frac{54}{13} \leq \frac{a_{2,1}}{a_{2,0}}=\frac{a_{2,2}}{a_{2,0}} \leq 3 \tag{4.150}
\end{equation*}
$$

We clarify that here we derived Eq. 4.150) to illustrate the point that LSD implies stronger bounds. We have not tried to find the optimal bound that follows from Eq. (4.149) and dispersive representations of the couplings. It would be interesting to study this more systematically.

It is also instructive to see what happens if we assume LSD in the strong form

Low-spin dominance (strong) : $\left\langle\rho_{4}^{+-}\right\rangle_{k} \gg\left\langle\rho_{J\rangle 4}^{+-}\right\rangle_{k}, \quad\left\langle\rho_{0}^{++}\right\rangle_{k} \gg\left\langle\rho_{J\rangle 0}^{++}\right\rangle_{k}$.
We will discuss in more detail the expected form of the hierarchy below in the section dedicated to spectral densities, but for now it is sufficient to say that we will find that Eq. 4.151) correctly captures the region occupied by the known theories. To make Eq. 4.151 more precise let us introduce its quantitative version

$$
\begin{equation*}
\text { Low-spin dominance }\left(\alpha \text {-factor) : } \quad\left\langle\rho_{4}^{+-}\right\rangle_{k} \geq \alpha\left\langle\rho_{J>4}^{+-}\right\rangle_{k}, \quad\left\langle\rho_{0}^{++}\right\rangle_{k} \geq \alpha\left\langle\rho_{J>0}^{++}\right\rangle_{k}\right. \tag{4.152}
\end{equation*}
$$

For illustrating bounds, below we choose for concreteness $\alpha=10^{2}$. This choice is not accidental as the perturbative examples considered in this paper, tree-level string amplitudes and one-loop matter amplitudes, happen to be of this type ${ }^{28}$

Let us now consider the bounds coming from Eq. 4.147) with the additional assumption of $\alpha=10^{2}$ LSD Eq. 4.152). In this way we obtain

$$
\begin{equation*}
4.147+\left.4.152\right|_{\alpha=10^{2}}: \quad-0.083 \leq \frac{a_{2,1}}{a_{2,0}}=\frac{a_{2,2}}{a_{2,0}} \leq 2.286 \tag{4.153}
\end{equation*}
$$

It is also interesting to consider what happens if we consider $\alpha \rightarrow \infty$. In this case one can again use the trick of adding a null constraint $\left(a_{2,2}-a_{2,1}\right)$ with some non-zero coefficient to dispersive representation of the couplings to show that

$$
\begin{equation*}
\mathrm{LSD}_{\alpha \rightarrow \infty}: \quad 0 \leq \frac{a_{2,1}}{a_{2,0}}=\frac{a_{2,2}}{a_{2,0}} \leq 2 . \tag{4.154}
\end{equation*}
$$

[^28]Remarkably, we find that the region occupied by known theories in Fig. 4.8 lies inside Eq. (4.153) and even Eq. (4.154). We will see below that the phenomenon of the data being well explained by the strong version of LSD continues for higher $k$ 's as well.

$$
\mathbf{k}=4
$$

For $k=4$ we first consider a subset of couplings $\hat{\mathbf{a}}_{4}=\left(a_{4,0}, a_{4,1}, a_{4,2}\right)$. From the dispersive representation of the couplings it immediately follows that

$$
\begin{equation*}
a_{4,0} \geq 0 \tag{4.155}
\end{equation*}
$$

Analyzing the sums over the partial waves we get the following list of constraints $\sqrt{29}$

$$
\begin{equation*}
\left\{\left\langle\hat{\mathbf{a}}_{2}, i_{s}, i_{s}+2\right\rangle_{i_{s} \geq 2}, \quad\left\langle\hat{\mathbf{a}}_{4}, i_{u}^{(4)}+1, i_{u}^{(4)}\right\rangle_{i_{u} \geq 5}, \quad\left\langle\hat{\mathbf{a}}_{4}, 5_{u}^{(4)}, 2_{s}\right\rangle\right\} \geq 0 . \tag{4.156}
\end{equation*}
$$

These include the usual cyclic constraints, as well as an extra fixed constraint. We plot the allowed region in the as shaded (green) in Fig. 4.9. A characteristic feature of the allowed region is that it is unbounded.

In deriving the bounds above we have not used crossing symmetry which leads to improved two-sided bounds. To do that we can consider a complete set of couplings at $k=4$, namely $\mathbf{a}_{4}=\left(a_{4,0}, a_{4,1}, a_{4,2}, a_{4,3}, a_{4,4}\right)$. It is then straightforward to check by inspection that the following set of constraints define the boundary region in the space of couplings:

$$
\begin{align*}
& \left\{\left\langle\mathbf{a}_{4}, i_{s}, i_{s}+2, j_{s}, j_{s}+2\right\rangle_{j>i \geq 2}, \quad\left\langle\mathbf{a}_{4}, i_{u}^{(4)}, i_{u}^{(4)}+1, j_{u}^{(4)}, j_{u}^{(4)}+1\right\rangle_{j>i \geq 5},\right. \\
& \\
& \left\langle\mathbf{a}_{4}, i_{s}, i_{s}+2, j_{u}^{(4)}+1, j_{u}^{(4)}\right\rangle_{i \geq 4, j \geq 5}, \quad\left\langle\mathbf{a}_{4}, 2_{s}, 4_{s}, j_{u}^{(4)}+1, j_{u}^{(4)}\right\rangle_{j \geq 7}, \\
& \\
& \left\langle 2_{s}, \mathbf{a}_{4}, i_{s}, i_{s}+2,5_{u}^{(4)}\right\rangle_{i \geq 4}, \quad\left\langle 5_{u}^{(4)}, \mathbf{a}_{4}, j_{u}^{(4)}, j_{u}^{(4)}+1,2_{s}\right\rangle_{j \geq 7},  \tag{4.157}\\
& \\
& \left\langle\mathbf{a}_{4}, 4_{u}^{(4)}, 5_{u}^{(4)}, 6_{u}^{(4)}, 7_{u}^{(4)}\right\rangle, \quad\left\langle\mathbf{a}_{4}, 2_{s}, 4_{s}, 4_{u}^{(4)}, 5_{u}^{(4)}\right\rangle,\left\langle\mathbf{a}_{4}, 2_{s}, 4_{s}, 7_{u}^{(4)}, 4_{u}^{(4)}\right\rangle, \\
& \\
& \left.\left\langle\mathbf{a}_{4}, 4_{u}^{(4)}, 5_{u}^{(4)}, 7_{u}^{(4)}, 2_{s}\right\rangle,\left\langle 4_{u}^{(4)}, \mathbf{a}_{4}, 5_{u}^{(4)}, 6_{u}^{(4)}, 4_{s}\right\rangle,\left\langle 4_{u}^{(4)}, \mathbf{a}_{4}, 6_{u}^{(4)}, 7_{u}^{(4)}, 4_{s}\right\rangle\right\} \geq 0 .
\end{align*}
$$

It is easy to recover the previous constraints Eq. 4.156) from Eq. 4.157) by taking some of the spins to infinity. For example $\lim _{i_{s} \rightarrow \infty}\left\langle 2_{s}, \mathbf{a}_{4}, i_{s}, i_{s}+2,5_{u}^{(4)}\right\rangle_{i \geq 4} \geq 0$ reduces to $\left\langle\hat{\mathbf{a}}_{4}, 5_{u}^{(4)}, 2_{s}\right\rangle \geq$ 0.
${ }^{29}$ By taking $i_{s}$ or $i_{u} \rightarrow \infty$ limit in Eq. 4.156 we recover the simple bound Eq. 4.155.).

A somewhat new feature of this case compared to the ones considered above that mixed $s$ $u$ channel boundaries come in infinite families. However, these families are again either cyclic, as in $\left\langle\mathbf{a}_{4}, i_{s}, i_{s}+2, j_{u}^{(4)}+1, j_{u}^{(4)}\right\rangle_{i \geq 4, j \geq 5}$ or involve low-spin partial wave only and therefore easily identifiable. We find it quite remarkable that the allowed region can be found analytically!

We then consider the section of this region by the crossing symmetry relations that take the form

$$
\begin{equation*}
\text { Crossing : } \quad a_{4,3}=2\left(a_{4,2}-a_{4,1}\right), \quad a_{4,4}=a_{4,2}-a_{4,1} \tag{4.158}
\end{equation*}
$$

As a result we get the region of allowed couplings depicted in red in Fig. 4.9. To generate the plot we considered bounds Eq. (4.157) where we truncated the maximal spin to $i_{\max }, j_{\max }, k_{\max }=20$. We also checked explicitly that the all determinants obtained in this way are non-negative given dispersive representation for the couplings truncated to $J_{\max }=200$.

The bounds coming from imposing Eq. (4.157) together with crossing symmetry Eq. (4.158) are two-sided, both from above and from below. The theory island occupied by the known theories forms a tiny black slit inside the allowed region.

As we did for $k=2$ we can again understand the structure of the island using the idea of LSD. To this extent we can use the null constraints coming from crossing Eq. 4.158) to derive the following rigorous bounds

$$
\begin{gather*}
-\frac{7.01\left\langle\rho_{5}^{+-}\right\rangle_{4}+20.18\left\langle\rho_{6}^{+-}\right\rangle_{4}}{\left\langle\rho_{0}^{++}\right\rangle_{4}+\left\langle\rho_{4}^{+-}\right\rangle_{4}+\left\langle\rho_{5}^{+-}\right\rangle_{4}+\left\langle\rho_{6}^{+-}\right\rangle_{4}} \leq \frac{a_{4,1}}{a_{4,0}} \leq \frac{6\left\langle\rho_{2}^{++}\right\rangle_{4}+20\left\langle\rho_{4}^{++}\right\rangle_{4}+4.01\left\langle\rho_{4}^{+-}\right\rangle_{4}}{\left\langle\rho_{0}^{++}\right\rangle_{4}+\left\langle\rho_{4}^{+-}\right\rangle_{4}+\left\langle\rho_{2}^{++}\right\rangle_{4}+\left\langle\rho_{4}^{++}\right\rangle_{4}},  \tag{4.159}\\
-\frac{20.16\left\langle\rho_{5}^{+-}\right\rangle_{4}}{\left\langle\rho_{0}^{++}\right\rangle_{4}+\left\langle\rho_{4}^{+-}\right\rangle_{4}+\left\langle\rho_{5}^{+-}\right\rangle_{4}+\left\langle\rho_{6}^{+-}\right\rangle_{4}} \leq \frac{a_{4,2}}{a_{4,0}} \\
\leq \frac{6\left\langle\rho_{2}^{++}\right\rangle_{4}+90\left\langle\rho_{4}^{++}\right\rangle_{4}+6.43\left\langle\rho_{4}^{+-}\right\rangle_{4}+15.32\left\langle\rho_{6}^{+-}\right\rangle_{4}}{\left\langle\rho_{0}^{++}\right\rangle_{4}+\left\langle\rho_{4}^{+-}\right\rangle_{4}+\left\langle\rho_{2}^{++}\right\rangle_{4}+\left\langle\rho_{4}^{++}\right\rangle_{4}+\left\langle\rho_{6}^{+-}\right\rangle_{4}} \tag{4.160}
\end{gather*}
$$

Again we see that the corners of the red regions in Fig. 4.9 can be obtained from Eq. 4.159) by assuming that the sub-leading spins in the corresponding channels are dominant. This is not what happens in the physical theories and again assuming weak LSD Eq. 4.149) we can get a tighter bounds in which physical theories reside. In practice, we see that physical


Figure 4.9: The allowed region for $\left(\frac{a_{4,1}}{a_{4,0}}, \frac{a_{4,2}}{a_{4,0}}\right)$. The lightly shaded (green) region corresponds to the bounds Eq. (4.156). The darkly shaded (red) region corresponds to the bounds Eq. 4.157). The black theory island (which is so narrow that on this scale it looks like a line segment) is the region covered by known amplitudes. The small gray-shaded region that surrounds the black theory island corresponds to the LSD $\alpha=10^{2}$ bounds.
theories occupy even smaller region which can be understood using the strong version of LSD Eq. 4.151).

A striking feature of Fig. 4.10 is that the known theories align closely with the straight line with the slope $3 / 2$. To understand this we can derive the bound analogous to Eq. 4.159) for the difference $a_{4,2}-\frac{3}{2} a_{4,1}$. It takes the following form

$$
\begin{align*}
-\frac{3\left\langle\rho_{2}^{++}\right\rangle_{4}+15\left\langle\rho_{5}^{+-}\right\rangle_{4}}{\left\langle\rho_{0}^{++}\right\rangle_{4}+\left\langle\rho_{4}^{+-}\right\rangle_{4}+\left\langle\rho_{2}^{++}\right\rangle_{4}+\left\langle\rho_{5}^{+-}\right\rangle_{4}} \leq & \frac{a_{4,2}-\frac{3}{2} a_{4,1}}{a_{4,0}} \leq \\
& \frac{60\left\langle\rho_{4}^{++}\right\rangle_{4}+0.47\left\langle\rho_{4}^{+-}\right\rangle_{4}+45.58\left\langle\rho_{6}^{+-}\right\rangle_{4}}{\left\langle\rho_{0}^{++}\right\rangle_{4}+\left\langle\rho_{4}^{+-}\right\rangle_{4}+\left\langle\rho_{4}^{++}\right\rangle_{4}+\left\langle\rho_{6}^{+-}\right\rangle_{4}} . \tag{4.161}
\end{align*}
$$

We emphasize that at this point the bound Eq. 4.161) is rigorous and no additional assumptions have been made. To derive an upper bound we have considered the dispersive representation for $a_{4,2}-\frac{3}{2} a_{4,1}+\frac{1687}{7205}\left(a_{4,3}-2 a_{4,4}\right)+\frac{411}{524}\left(a_{4,3}-2\left(a_{4,2}-a_{4,1}\right)\right)$, where we made use of crossing Eq. 4.158). The lower bound follows directly from the dispersive representation
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Figure 4.10: A scaled version of the theory island from Fig. 4.9. The dashed black line bounds the region which is found from Eqs. (4.159) and 4.161) using the LSD assumption Eq. (4.152 with $\alpha=10^{2}$. The dashed red line $a_{4,2}=\frac{3}{2} a_{4,1}$ corresponds to $\alpha=\infty$ bound Eq. 4.163. Remarkably, all known theories lie in this small region where they populate a small region around the $\alpha=\infty$ curve.
of $a_{4,2}-\frac{3}{2} a_{4,1}$.
To make use of it, we can now assume $\alpha=10^{2}$ LSD and apply it to the bounds Eq. 4.159) and Eq. 4.161. In this way we get

$$
\begin{align*}
(4.159)+(4.160)+(4.161)+\mathrm{LSD}_{\alpha=10^{2}}: \quad-0.27 & \leq \frac{a_{4,1}}{a_{4,0}} \leq 4.01 \\
-0.20 & \leq \frac{a_{4,2}}{a_{4,0}} \leq 6.52 \\
-0.15 & \leq \frac{a_{4,2}-\frac{3}{2} a_{4,1}}{a_{4,0}} \leq 0.92 \tag{4.162}
\end{align*}
$$

We plot the result in Fig. 4.10 and again observe that the known examples neatly land in the predicted region. Moreover, it is straightforward to see that if we increase $\alpha$ the bound Eq. (4.161) becomes not optimal and instead we get

$$
\begin{equation*}
\mathrm{LSD}_{\alpha \rightarrow \infty}: \quad \frac{a_{4,2}-\frac{3}{2} a_{4,1}}{a_{4,0}}=0, \quad 0 \leq \frac{a_{4,1}}{a_{4,0}} \leq 4, \quad 0 \leq \frac{a_{4,2}}{a_{4,0}} \leq 6 \tag{4.163}
\end{equation*}
$$

which is the line along which our explicit examples cluster. Intuitively, this result can be understood as follows: We write down explicitly the dispersive representation for the couplings $a_{4, i}$,

$$
\begin{align*}
& a_{4,0}=\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{++0}\left(m^{2}\right)}{\left(m^{2}\right)^{9}}+\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{9}}+\text { higher spin }, \\
& a_{4,1}=4 \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{9}}+\text { higher spin }, \\
& a_{4,2}=6 \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{9}}+\text { higher spin }, \tag{4.164}
\end{align*}
$$

where 'higher spin' denotes infinitely many partial-wave contributions. Suppose that the lowest-spin partial waves in each channel dominates. Note that the leading spin $J=0$ contribution in the $\rho_{++J}$ channel drops out from $a_{4,1}$ and $a_{4,2}$. Notice that if we set the 'higher-spin' terms to 0 in the formulas above we get the region Eq. 4.163). A priori it is not clear that this follows from sending $\alpha \rightarrow \infty$ in Eq. 4.152) since we still have infinitely many spins that can potentially compensate for the smallness of $1 / \alpha$. Crossing symmetry, however, guarantees that it is indeed the case and higher-spin contributions cannot compensate for
smallness of $1 / \alpha$ as can be seen from the explicit analysis using the finite number of partialwave bounds similar to Eq. (4.161).

Note that there are two distinct ways in which points can be close to the straight line in Fig. 4.10. First, as explained above by assuming the strong version of LSD in $a_{4,1}$ and $a_{4,2}$. Another mechanism is to have $a_{4,0} \gg a_{4,1}, a_{4,2}$ which happens when the contribution of $\rho_{++0}$ to $a_{4,0}$ dominates over the partial waves that enter to $a_{4,1}$ and $a_{4,2}$. In this case the points appear very close to the origin on the $\left(\frac{a_{4,1}}{a_{4,0}}, \frac{a_{4,2}}{a_{4,0}}\right)$ plot and the slope defined by the ratio $\frac{a_{4,2}}{a_{4,1}}$ is not directly visible, nor does it need to be $\frac{3}{2}$. In fact, $a_{4,1}$ and $a_{4,2}$ have nontrivial higher-spin corrections in Eq. 4.164), i.e. $\rho_{2}^{++}$is sizable compared to $\rho_{4}^{+-}$and contributes ruining the $3 / 2$ ratio for $\frac{a_{4,2}}{a_{4,1}}$. This is precisely what happens for the scalar and fermion contributions in Fig. 4.10. In this case, by looking at Fig. 4.10 it is not apparent that Eq. (4.164) is not an accurate description of these points since they are close to the origin, which is on the line. When this happens the simple model of dropping higher-spin contributions in Eq. (4.164) is too crude. For example, consider the one-loop massive scalar amplitude which lies very close to the origin in Fig. 4.10. In this case to accurately capture $a_{4,1}$ we also need to include $\rho_{2}^{++}\left(m^{2}\right)$ (which is comparable to $\rho_{4}^{+-}\left(m^{2}\right)$ in this case) in the formulas Eq. 4.164. For $a_{4,2}$ to get $1 \%$ precision $\rho_{4}^{++}\left(m^{2}\right)$ required as well. We re-iterate that in deriving the bounds using LSD we did not make any assumptions about the contributions of infinitely many higher-spin terms in Eq. (4.164) and instead used crossing symmetry to derive rigorous and tight bounds based on Eq. (4.152). In contrast, when we use Eq. (4.164) and try to estimate the contribution of higher-spin partial waves we observe that depending on the model and the coupling at hand, the number of terms required to be kept in the expansion to reach good precision varies.

We observe that the relation Eq. (4.163) generates a hierarchy $\sim 10^{-2}$ between certain coefficients in the low-energy EFT. A naive low-energy observer could have been puzzled by the fact that $\left|a_{4,2}-\frac{3}{2} a_{4,1}\right| \ll a_{4,0}$. We see that this hierarchy is generated by unitarity, namely it appears due to the dominance of the dispersive integrals by the low-spin partial waves. We discuss this point further in Sect. 4.5.5.

$$
\mathbf{k}=6
$$

The analysis gets more and more complicated as we go to higher $k$. For $k=6$ we get the 7-dimensional coupling vector $\mathbf{a}_{6}=\left(a_{6,0}, a_{6,1}, a_{6,2}, a_{6,3}, a_{6,4}, a_{6,5}, a_{6,6}\right)$. Out of seven couplings only four are independent due to the crossing-symmetry relations

$$
\begin{array}{ll}
\text { Crossing : } & a_{6,4}=5\left(a_{6,1}-a_{6,2}\right)+3 a_{6,3} \\
& a_{6,5}=6\left(a_{6,1}-a_{6,2}\right)+3 a_{6,3} \\
& a_{6,6}=2\left(a_{6,1}-a_{6,2}\right)+a_{6,3} \tag{4.165}
\end{array}
$$

Working out the boundary of the coupling region is more laborious, but follows the same pattern that we observed before

$$
\begin{align*}
& \left\{\left\langle\mathbf{a}_{6}, i_{s}, i_{s}+2, j_{s}, j_{s}+2, k_{s}, k_{s}+2\right\rangle_{k>j>i \geq 2}\right. \\
& \quad\left\langle\mathbf{a}_{6}, i_{u}^{(6)}+1, i_{u}^{(6)}, j_{u}^{(6)}, j_{u}^{(6)}+1, k_{u}^{(6)}, k_{u}^{(6)}+1\right\rangle_{k>j>i \geq 5} \\
& \left.\quad\left\langle\mathbf{a}_{6}, 5_{u}^{(6)}, 4_{u}^{(6)}, 6_{u}^{(6)}, 7_{u}^{(6)}, 8_{u}^{(6)}, 9_{u}^{(6)}\right\rangle, \quad \text { mixed } s-u \text { constraints }\right\} \geq 0 \tag{4.166}
\end{align*}
$$

where we list the explicit mixed constraints that we found in Appendix 4.C. After the boundaries are identified we take the crossing-symmetric slice Eq. 4.165). The resulting region of allowed couplings is plotted in Fig. 4.11. The region covered by the known theories is again a small island in the space of couplings.

As in the analysis above the island occupied by the explicit examples can be understood using the idea of strong LSD. As before the first step is to derive a set of rigorous bounds in terms of the low-spin partial waves. We do not present the complete analysis here but only


Figure 4.11: The allowed region for couplings $\left(\frac{a_{6,1}}{a_{6,0}}, \frac{a_{6,2}}{a_{6,0}}, \frac{a_{6,3}}{a_{6,0}}\right)$ derived from constraints Eq. (4.166). The black little island (barely visible) is the space occupied by known perturbative amplitudes. The small gray shaded region that surrounds it corresponds to the LSD $\alpha=10^{2}$ bound. The details on how the plot was generated can be found in Appendix 4.C
present some of the relevant bounds

$$
\begin{align*}
& -\frac{9\left\langle\rho_{2}^{++}\right\rangle_{6}+25\left\langle\rho_{5}^{+-}\right\rangle_{6}}{\left\langle\rho_{0}^{++}\right\rangle_{6}+\left\langle\rho_{4}^{+-}\right\rangle_{6}+\left\langle\rho_{2}^{++}\right\rangle_{6}+\left\langle\rho_{5}^{+-}\right\rangle_{6}} \leq \frac{a_{6,2}-\frac{5}{2} a_{6,1}}{a_{6,0}} \\
& \leq \frac{40\left\langle\rho_{4}^{++}\right\rangle_{6}+315\left\langle\rho_{6}^{++}\right\rangle_{6}+32.56\left\langle\rho_{6}^{+-}\right\rangle_{6}+220.41\left\langle\rho_{7}^{+-}\right\rangle_{6}}{\left\langle\rho_{0}^{++}\right\rangle_{6}+\left\langle\rho_{4}^{+-}\right\rangle_{6}+\left\langle\rho_{4}^{++}\right\rangle_{6}+\left\langle\rho_{6}^{++}\right\rangle_{6}+\left\langle\rho_{6}^{+-}\right\rangle_{6}+\left\langle\rho_{7}^{+-}\right\rangle_{6}},  \tag{4.167}\\
& -\frac{20\left\langle\rho_{2}^{++}\right\rangle_{6}+66.67\left\langle\rho_{5}^{+-}\right\rangle_{6}}{\left\langle\rho_{0}^{++}\right\rangle_{6}+\left\langle\rho_{4}^{+-}\right\rangle_{6}+\left\langle\rho_{2}^{++}\right\rangle_{6}+\left\langle\rho_{5}^{+-}\right\rangle_{6}} \leq \frac{a_{6,3}-\frac{10}{3} a_{6,1}}{a_{6,0}} \\
& \leq \frac{73.34\left\langle\rho_{4}^{++}\right\rangle_{6}+1540\left\langle\rho_{6}^{++}\right\rangle_{6}+163.49\left\langle\rho_{6}^{+-}\right\rangle_{6}+495.64\left\langle\rho_{7}^{+-}\right\rangle_{6}}{\left\langle\rho_{0}^{++}\right\rangle_{6}+\left\langle\rho_{4}^{++}\right\rangle_{6}+\left\langle\rho_{4}^{++}\right\rangle_{6}+\left\langle\rho_{6}^{++}\right\rangle_{6}+\left\langle\rho_{6}^{+-}\right\rangle_{6}+\left\langle\rho_{7}^{+-}\right\rangle_{6}} . \tag{4.168}
\end{align*}
$$

From the formulas above and a similar analysis for $a_{6, i}$ we also see that

$$
\begin{align*}
\operatorname{LSD}_{\alpha \rightarrow \infty}: \quad & \frac{a_{6,2}-\frac{5}{2} a_{6,1}}{a_{6,0}}=0, \quad \frac{a_{6,3}-\frac{10}{3} a_{6,1}}{a_{6,0}}=0 \\
& 0 \leq \frac{a_{6,1}}{a_{6,0}} \leq 6, \quad 0 \leq \frac{a_{6,2}}{a_{6,0}} \leq 15 \\
& 0 \leq \frac{a_{6,3}}{a_{6,0}} \leq 20 \tag{4.169}
\end{align*}
$$

As for $k=4$ we can understood the result above by simply dropping higher-spin contributions in the dispersive representations for the couplings and keeping only the lowest-spin partial waves in each channel

$$
\begin{align*}
& a_{6,0}=\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{++0}\left(m^{2}\right)}{\left(m^{2}\right)^{11}}+\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{11}}+\text { higher spin },  \tag{4.170}\\
& a_{6,1}=6 \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{11}}+\text { higher spin },  \tag{4.171}\\
& a_{6,2}=15 \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{11}}+\text { higher spin }  \tag{4.172}\\
& a_{6,3}=20 \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{11}}+\text { higher spin } . \tag{4.173}
\end{align*}
$$

We emphasize again that while dropping infinitely many terms is not justified, the bound Eq. (4.169) is rigorous.

Assuming the strong version of the LSD and using Eq. 4.167) we again find the small region around the island occupied by the explicit examples, as shown in Fig. 4.11 and Fig. 4.12.

$$
\mathbf{k}=8
$$

For $k=8$ we do not perform the analysis of finding the allowed region but simply report on the data in the specific theories. There are five independent couplings at this level which we choose to be $a_{8,0 \leq j \leq 4}$. Other couplings $a_{8,5 \leq j \leq 8}$ can be obtained by crossing. The


Figure 4.12: The scaled version of the theory island from Fig. 4.11. The gray region is derived using the bounds Eq. 4.167) (and similar bounds for $a_{6, i}$ which we do not write down explicitly) and the LSD assumption Eq. 4.152 with $\alpha=10^{2}$. The dashed black line $\frac{a_{6,2}}{a_{6,1}}=\frac{5}{2}$ and $\frac{a_{6,3}}{a_{6,1}}=\frac{10}{3}$ corresponds to $\mathrm{LSD}_{\alpha \rightarrow \infty}$ bounds given in Eq. 4.169.
dispersive representation of the couplings take the following form

$$
\begin{align*}
& a_{8,0}=\int_{m_{\mathrm{g} a p}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{++0}\left(m^{2}\right)}{\left(m^{2}\right)^{13}}+\int_{m_{\mathrm{g} a p}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{13}}+\text { higher spin }, \\
& a_{8,1}=8 \int_{m_{\mathrm{g} a p}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{13}}+\text { higher spin }, \\
& a_{8,2}=28 \int_{m_{\mathrm{g} a p}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{13}}+\text { higher spin }, \\
& a_{8,3}=56 \int_{m_{\mathrm{g} a p}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{13}}+\text { higher spin }, \\
& a_{8,4}=70 \int_{m_{\text {gap }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \frac{\rho_{+-4}\left(m^{2}\right)}{\left(m^{2}\right)^{13}}+\text { higher spin }, \tag{4.174}
\end{align*}
$$

where we keep the leading spin contributions in both channels. To visualize the data we consider two 3-dimensional slices of the space of couplings with coordinates $\left(\frac{a_{8,1}}{a_{8,0}}, \frac{a_{8,2}}{a_{8,0}}, \frac{a_{8,3}}{a_{8,0}}\right)$ and $\left(\frac{a_{8,2}}{a_{8,0}}, \frac{a_{8,3}}{a_{8,0}}, \frac{a_{8,4}}{a_{8,0}}\right)$. Formulas Eq. 4.174) define a line in this space upon neglecting the higher-spin partial wave contributions. We depict the result in Fig. 4.13 and it is again
completely analogous to our observations for lower $k$ 's. It would be interesting to extend the analysis done for lower $k$ to this case as well.

(a)

(b)

Figure 4.13: A plot for the data for $a_{8, j}$ in various theories. In panel a) we plot $\left(\frac{a_{8,1}}{a_{8,0}}, \frac{a_{8,2}}{a_{8,0}}, \frac{a_{8,3}}{a_{8,0}}\right)$ and in panel b) $\left(\frac{a_{8,2}}{a_{8,0}}, \frac{a_{8,3}}{a_{8,0}}, \frac{a_{8,4}}{a_{8,0}}\right)$. The dashed line corresponds to the low-spin dominant line defined by Eq. (4.174) upon neglecting the higher-spin contributions to the partial-wave expansion.

### 4.5.3 Crossing-symmetric dispersive representation of low-energy couplings

We can also analyze the same amplitude using dispersive representation with a different pair of channels. We start by recalling that

$$
\begin{equation*}
\mathcal{M}_{4}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=(\langle 23\rangle[14])^{4} f(s, u) \tag{4.175}
\end{equation*}
$$

We would like to use dispersion relations at fixed $t$ to derive the dispersive representation for the low-energy couplings. For this purpose it is natural to introduce the following parameterization of the low-energy expansion of $f(s, u)$

$$
\begin{align*}
f\left(z-\frac{t}{2},-z-\frac{t}{2}\right)= & \left(\frac{\kappa}{2}\right)^{2} \frac{1}{t\left(\frac{t^{2}}{4}-z^{2}\right)}+\left|\beta_{R^{3}}\right|^{2} \frac{\left(\frac{t^{2}}{4}-z^{2}\right)}{t}-\left|\beta_{\phi}\right|^{2} \frac{1}{t} \\
& +\sum_{k \geq q \geq 0}^{\infty} \tilde{a}_{k, q} z^{k-q} t^{q}, \quad z=s+\frac{t}{2}, \quad k-q \in 2 \mathbb{Z}_{\geq 0} \tag{4.176}
\end{align*}
$$

Crossing symmetry $f(s, u)=f(u, s)$ acts as $z \rightarrow-z$ and therefore constrains $k-q$ to be even.

To derive the bounds we can try to use dispersive representation for $\tilde{a}_{k, q}$, where we keep $t$ fixed and deform the $z$ integral

$$
\begin{align*}
& \tilde{a}_{k, q}=\frac{1}{q!} \partial_{t}^{q} \oint \frac{d z}{2 \pi i} \frac{1}{z^{k-q+1}} \\
& \left.\quad\left[f\left(z-\frac{t}{2},-z-\frac{t}{2}\right)-\left(\frac{\kappa}{2}\right)^{2} \frac{1}{t\left(\frac{t^{2}}{4}-z^{2}\right)}-\left|\beta_{R^{3}}\right|^{2} \frac{\left(\frac{t^{2}}{4}-z^{2}\right)}{t}+\left|\beta_{\phi}\right|^{2} \frac{1}{t}\right]\right|_{t=0}, \tag{4.177}
\end{align*}
$$

where the contour integral encircles the origin and we explicitly subtracted the contributions that are singular at $t=0$. As discussed in the previous section, unitarity constrains the form of the discontinuity of $f\left(z-\frac{t}{2},-z-\frac{t}{2}\right)$. Therefore, in evaluating Eq. 4.177) we can open the contour and assuming we can drop the arcs at infinity to arrive at the following representation

$$
\begin{equation*}
\tilde{a}_{k, q}=\left.\frac{2}{q!} \partial_{t}^{q} \int_{m_{\text {g a }}^{2}}^{\infty} \frac{d m^{2}}{\pi} \sum_{J=4}^{\infty} \frac{\rho_{J}^{+-}\left(m^{2}\right)}{\left(m^{2}+\frac{t}{2}\right)^{k-q+1}} \frac{(-1)^{J} d_{4,-4}^{J}\left(1+\frac{2 t}{m^{2}}\right)}{t^{4}}\right|_{t=0}, \quad k-q \in 2 \mathbb{Z}_{\geq 0} . \tag{4.178}
\end{equation*}
$$

The factor of 2 originates from the sum over the $s$-channel and the $u$-channel discontinuities. For odd $k-q$ they cancel each other and we get zero. An important factor $1 / t^{4}$ originates from the fact that unitarity constraints are formulated in terms of $\mathcal{M}_{+--+}$which includes the prefactor $(\langle 23\rangle[14])^{4}$-see Sect. 4.4 .2 for details. The factor $(-1)^{J}$ can be understood from the fact that with a given choice of helicity the discontinuity is positive for the forward limit $u=0$ (as opposed to $t=0$ ). ${ }^{30}$ In using the representation (4.178) we should not forget that it was derived assuming that the Regge behavior of the amplitude is such that the arcs at infinity can be dropped. In particular, given that $f\left(z-\frac{t}{2},-z-\frac{t}{2}\right) \sim z^{J_{0}}$ for large $|z|$, and taking into account the subtractions of terms that are singular at $t=0$ the representation (4.178) is valid only for $k-q>\max \left\{J_{0}, 2\right\}$. As opposed to the previous section all $\tilde{a}_{k, q}$, whose dispersive representation is given in Eq. 4.178), are independent and there are no extra constraints coming from crossing.

The presence of $(-1)^{J}$ in the sum Eq. 4.178) prevents us from deriving useful bounds from the representation Eq. 4.178). We, however, present the data for $\tilde{a}_{k, q}$ obtained from

[^29]the explicit amplitudes since it reveals an interesting aspect of the discussion in the previous section.

For example, consider $k=6$. The mapping between $a_{6, j}$ and $\tilde{a}_{6, j}$ takes the following form

$$
\begin{align*}
& \tilde{a}_{6,0}=2\left(a_{6,1}-a_{6,2}\right)+a_{6,3}, \\
& \tilde{a}_{6,2}=\frac{1}{4}\left(-10 a_{6,1}+10 a_{6,2}-3 a_{6,3}\right), \\
& \tilde{a}_{6,4}=\frac{1}{16}\left(30 a_{6,1}-14 a_{6,2}+3 a_{6,3}\right), \tag{4.179}
\end{align*}
$$

and we will not need $\tilde{a}_{6,6}$ for our purposes. The remarkable fact about $\tilde{a}_{6, j}$ is that the dashed LSD line from Fig. 4.12 maps to the point $\left(\frac{15}{4}, \frac{15}{16}\right)$ in the $\left(\frac{\tilde{a}_{6,2}}{\tilde{a}_{6.0}}, \frac{\tilde{a}_{6,4}}{\tilde{a}_{6.0}}\right)$ plane, which can also be found by keeping the lowest-spin contribution in Eq. (4.178)

$$
\begin{equation*}
\mathrm{LSD}_{\alpha \rightarrow \infty}: \quad\left(\frac{\tilde{a}_{6,2}}{\tilde{a}_{6,0}}, \frac{\tilde{a}_{6,4}}{\tilde{a}_{6,0}}\right)=\left(\frac{15}{4}, \frac{15}{16}\right) \simeq(3.75,0.94) \tag{4.180}
\end{equation*}
$$

Therefore, the plane $\left(\frac{\tilde{a}_{6,2}}{\tilde{a}_{6,0}}, \frac{\tilde{a}_{6,4}}{\tilde{a}_{6,0}}\right)$ happens to be precisely orthogonal to the line in Fig. 4.12 and it is well-suited to study the fine structure of the distribution of points around the line.

Looking at the plot 4.12, we see that both the scalar and the fermion lie pretty far from the naive LSD point. The reason we did not detect this on Fig. 4.12 is that for the scalar and fermion: $a_{6,0} \gg a_{6,1}, a_{6,2}, a_{6,3}$. In this way both points are very close to the LSD line in Fig. 4.12, but for the trivial reason of being close to the origin. In Fig. 4.14 we resolve the origin by switching to variables Eq. (4.179) that do not depend on $a_{6,0}$.

Working with $\tilde{a}_{k, q}$ emphasizes an important aspect of LSD. While assuming strong LSD leads to much tighter bounds on ratios $\frac{a_{k, j}}{a_{k, 0}}$ it does not lead to improved bounds for $\frac{\tilde{a}_{k, q}}{\tilde{a}_{k, 0}}$. The reason can be understood as follows: For any large, but finite $\alpha$, the admissible range for $\frac{a_{k, j}}{a_{k, 0}}$ includes 0 and a small part of the negative axis. It is then easy to see from the definition Eq. 4.179 that arbitrarily small vicinity of the origin in the $\frac{a_{k, j}}{a_{k, 0}}$ includes all possible values for $\frac{\tilde{a}_{k, q}}{\tilde{a}_{k, 0}}$. This precludes using LSD to derive stronger bounds on $\frac{\tilde{a}_{k, q}}{\tilde{a}_{k, 0}}$. This simple fact highlights the point that not all EFT coupling bases are equally illuminating for understanding the underlying structure.

A similar analysis can be performed for $k=8$. By switching to the $\left(\frac{\tilde{a}_{8,2}}{\tilde{a}_{8,0}}, \frac{\tilde{a}_{8,4}}{\tilde{a}_{8,0}}, \frac{\tilde{a}_{8,6}}{\tilde{a}_{8,0}}\right)$ coordinates we note that the line from Fig. 4.13 maps to a single point. The same point can


Figure 4.14: The transverse view of the theory island from Fig. 4.12. We indicate various theories that form the vertices of the island. To reach a particular point inside the UV island we need to take a superposition of various amplitudes.
be obtained by keeping only $J=4$ contribution in 4.178

$$
\begin{equation*}
\operatorname{LSD}_{\alpha \rightarrow \infty}: \quad\left(\frac{\tilde{a}_{8,2}}{\tilde{a}_{8,0}}, \frac{\tilde{a}_{8,4}}{\tilde{a}_{8,0}}, \frac{\tilde{a}_{8,6}}{\tilde{a}_{8,0}}\right)=\left(7, \frac{35}{8}, \frac{7}{16}\right)=(7,4.375,0.4375) . \tag{4.181}
\end{equation*}
$$

Therefore by plotting the data in these coordinates we can resolve the points close to the origin in Fig. 4.13 which were located there due to the fact that $a_{8,0} \gg a_{8, i>0}$. One can check again that $\left(\frac{\tilde{a}_{8,2}}{\tilde{a}_{8,0}}, \frac{\tilde{a}_{8,4}}{\tilde{a}_{8,0}}, \frac{\tilde{a}_{8,6}}{\tilde{a}_{8,0}}\right)$ is independent of $a_{8,0}$ and therefore this suppression does not take place anymore. The result is depicted in Fig. 4.15.

### 4.5.4 Spectral densities and low-spin dominance

In the discussion above we considered various bounds that follow from the dispersive representation of the low-energy couplings and observed the phenomenon of LSD in the known


Figure 4.15: Various data points for $\left(\frac{\tilde{a}_{8,2}}{\tilde{a}_{8,0}}, \frac{\tilde{a}_{8,4}}{\tilde{a}_{8,0}}, \frac{\tilde{a}_{8,6}}{\tilde{a}_{8,0}}\right)$. Panels a) and b) present the same plot as seen from different vantage points. In particular, panel b) makes it clear that the points essentially lie on a plane.
physical theories. It manifests itself in the fact that the low-energy couplings occupy a very small region in the space of couplings allowed on general grounds. To see this phenomenon more clearly it is instructive to look at the spectral densities of the amplitudes directly.

Given a known expression for the amplitude it is not hard to compute various spectral densities. Indeed, it amounts to taking a discontinuity of the amplitude and integrating it against the proper Wigner d-function. These satisfy a familiar orthogonality relation

$$
\begin{equation*}
\int_{-1}^{1} d x d_{\lambda, \lambda^{\prime}}^{J}(x) d_{\lambda, \lambda^{\prime}}^{\tilde{J}}(x)=\frac{2}{2 J+1} \delta_{J, \tilde{J}} . \tag{4.182}
\end{equation*}
$$

For tree-level amplitudes the spectral density is a sum of delta-functions which correspond to the masses of exchanged particles. For the one-loop amplitudes the discontinuity has a continuous support above the two-particle threshold $4 m^{2}$. In this case we perform the integration Eq. (4.182) numerically. We focus on the first few spin spectral densities in
both $\rho_{J}^{++}$and $\rho_{J}^{+-}$channels. To go from spectral densities to the coefficients in the lowenergy expansion we need to compute the moments as in Eqs. Eq. (4.164), Eq. 4.170), and Eq. (4.174).


Figure 4.16: Spectral densities for the one-loop minimally-coupled scalar. We observe that $\rho_{0}^{++} \gg \rho_{J \geq 4}^{+-}, \rho_{J \geq 2}^{++}$and that $\rho_{4}^{+-} \sim \rho_{2}^{++}$close to the two-particle threshold. This is fully consistent with the features of the plots for various couplings in the previous section.


Figure 4.17: Spectral densities for the one-loop minimally coupled spin-2 particle. We observe that $\rho_{4}^{+-} \gg \rho_{J>4}^{+-}, \rho_{J \geq 2}^{++}$and that $\rho_{4}^{+-} \sim \rho_{0}^{++}$. Therefore in the space of couplings this amplitude is expected to lie on the low-spin dominance line.

The results for a few selected cased are listed in Fig. 4.16,4.19. In all cases we see that the minimal-spin partial waves dominate in the corresponding channel. It is also instructive to plot the moments $\left\langle\rho_{J}\right\rangle_{k}$ which we present in Fig. 4.20. The moments clearly satisfy LSD used in the previous section to derive stronger bounds.


Figure 4.18: Spectral densities for the tree-level scattering of gravitons in the superstring theory. We observe that $\rho_{4}^{+-} \gg \rho_{J>4}^{+-}, \rho_{J \geq 2}^{++}$and that $\rho_{4}^{+-} \sim \rho_{0}^{++}$. Therefore in the space of couplings this amplitude is expected to lie on the low-spin dominance line.

In fact the moments of spectral density $\left\langle\rho_{J}\right\rangle_{k}$ in the examples we consider not only exhibit the dominance of the lowest-spin partial waves but also rapid decay at higher $J$. This latter feature is expected to be completely general. Indeed, the convergence of the sum rules Eq. (4.134) requires that $\left\langle\rho_{J}\right\rangle_{k}$ decay faster than any polynomial at large $J$. This latter decay can be traced to locality of scattering in the impact-parameter space.

Indeed, in the perturbative regime at large $J$ we have

$$
\begin{equation*}
\rho_{J}(s) \sim \operatorname{Im} \delta(s, b), \quad b=\frac{2 J}{\sqrt{s}} \tag{4.183}
\end{equation*}
$$

where $\delta(s, b)$ is the phase shift and $b$ is the impact parameter. For fixed $s$ and large impact parameters we expect to have

$$
\begin{equation*}
\operatorname{I} m \delta(s, b) \sim e^{-m_{\mathrm{g} a p} b}, \quad m_{\mathrm{g} a p} b \gg 1 \tag{4.184}
\end{equation*}
$$

which controls decay of $\rho_{J}(s)$ at large $J$. In string theory the leading-order behavior is different and is controlled by the transverse spreading of strings $\operatorname{Im} \delta(s, b) \sim e^{-\frac{b^{2}}{2 \alpha^{\prime} \log \frac{s \sigma^{\prime}}{4}}}$ - see Ref. [354].

A priori the large impact parameter discussion is not necessarily relevant for understanding the large- $J$ behavior of $\left\langle\rho_{J}\right\rangle_{k}$ which involves computing the moment Eq. (4.148) over all energies (as opposed to keeping $s$ fixed as we take the large- $J$ limit). However, in analyzing


Figure 4.19: Spectral densities for the tree-level scattering of gravitons in the heterotic string theory. We observe that $\rho_{4}^{+-} \gg \rho_{J>4}^{+-}, \rho_{J \geq 2}^{++}$and that $\rho_{4}^{+-} \sim \rho_{0}^{++}$. Therefore in the space of couplings this amplitude is expected to lie on the LSD line.
$\left\langle\rho_{J}\right\rangle_{k}$ for the amplitudes considered in the present paper we experimentally observed that the integral over energies is peaked at energies

$$
\begin{equation*}
\left\langle\rho_{J}\right\rangle_{k}: \quad \frac{s_{*}}{m_{\mathrm{g} a p}^{2}} \sim J . \tag{4.185}
\end{equation*}
$$

Plugging this into the formula for the impact parameter Eq. 4.183) we find that the dominant impact parameters are $m_{\mathrm{gap}} b_{*} \sim J^{1 / 2} \gg 1$ and therefore the large- $J$ behavior of the moments $\left\langle\rho_{J}\right\rangle$ is still controlled by large impact-parameter physics. We tested this picture against the data presented in Fig. 4.20 and found a qualitative agreement. It would be interesting to study the large- $J$ limit of $\left\langle\rho_{J}\right\rangle_{k}$ more systematically. Of course, this discussion does not explain the fact that the hierarchical structure among partial waves continues all the way to the lowest spins in the examples we analyzed. It is this latter fact was crucial for the analysis in the previous section.

An important question is to understand how general is the picture that we observed in the tree-level string amplitudes and one-loop matter amplitudes. A priori these amplitudes look very different from each other, but at the level of the partial-wave analysis discussed in this section they exhibit remarkably similar behavior and strong version of LSD. This suggests that the hierarchical structures we observed in this paper could be a general property of consistent weakly-coupled gravitational $S$-matrices, but we do not have a proof yet.


Figure 4.20: Moments of the spectral density $\left\langle\rho_{J}\right\rangle_{4}$ Eq. 4.148) as a function of spin $J$ for various examples. For the scalar one loop result $\rho_{J}^{+-}$with $J$ being odd are negligible and are not presented in the figure. The line in the corresponding panel is obtained by connecting the even spin values of the spectral density moments.

### 4.5.5 A hierarchy from unitarity

The LSD discussion above illustrates an interesting phenomenon of emergent hierarchy between EFT coefficients in the absence of an underlying symmetry. Consider for example $D^{8} R^{4}$ type corrections discussed in the $k=4$ section above. In writing down the relevant correction to the amplitude an EFT practitioner guided by the considerations of the supersymmetric decomposition Eq. 4.32) can write the following ansatz

$$
\begin{equation*}
f_{D^{8} R^{4}}(t, u)=c_{0}\left(s^{2}+t^{2}+u^{2}\right)^{2}+c_{1} s^{4}+c_{\mathrm{rest}}\left(t^{2}+u^{2}\right)^{2} . \tag{4.186}
\end{equation*}
$$

The first term, which is proportional to $c_{0}$, is the completely crossing-symmetric term of the type that appears in the new spin-2 part of the amplitude given in Eq. 4.298, corresponding to a massive $\mathcal{N}=8$ supersymmetric multiplet, obtained, for example, by dimensional


Figure 4.21: Examples of a hierarchy from unitarity. The horizontal axis shows illustrates that the dominance of low-spin spectral densities naturally introduces a $10^{-2}$ hierarchy between various EFT coefficients in the absence of any symmetry. The vertical axis carries no meaning other than separating the points.
reduction from five dimensions. In the $\mathcal{N}=8$ theory the full crossing symmetry of such terms is a consequence of $\mathcal{N}=8$ supersymmetric Ward identities [321, 322, 323, 324]. The $c_{1}$ term corresponds to the additional terms needed in the new spin- $3 / 2$ part of the amplitude Eq. (4.297) beyond the fully crossing symmetric terms already appearing in the new spin-2 part of the amplitude. Finally, the third term containing $c_{\text {rest }}$ is the remaining independent term with $t-u$ crossing symmetry. This term is distinguished from the $c_{1}$ term by its differing behavior for $t \rightarrow \infty$ with $s$ fixed.

We then express the coefficient above in terms of more familiar $a_{k, j}$ defined in Eq. 4.131)
and used in the discussion of various bounds. We get the following result

$$
\begin{align*}
c_{0} & =\frac{1}{4}\left(2 a_{4,1}-a_{4,2}\right), \\
c_{1} & =\frac{1}{4}\left(4 a_{4,0}-5 a_{4,1}+2 a_{4,2}\right), \\
c_{\text {rest }} & =\frac{1}{2}\left(a_{4,2}-\frac{3}{2} a_{4,1}\right) . \tag{4.187}
\end{align*}
$$

Remarkably, we see that $c_{\text {rest }}$ vanishes along the low-spin dominance line that follows from Eq. 4.164. Plugging in the values of $a_{k, j}$ for the theories discussed here we find a $10^{-2}$ hierarchy with $c_{\text {rest }} \ll c_{1}$ in the absence of any symmetry, as shown in Fig. 4.21. For spin $S=1, \frac{3}{2}, 2$ particle in the loop we also have $c_{\text {rest }} \ll c_{0}$.

### 4.6 Deriving bounds: multiple polarizations

In this section we consider dispersion relations that combine information from the different helicity configurations. More precisely, we consider dispersive sum rules Eq. (4.121) which we apply to the matrices built out of various scattering amplitudes Eq. 4.110, Eq. 4.111. We derive bounds on the inelastic amplitudes (single-minus and all-plus amplitudes) in terms of the elastic double-minus amplitude.

### 4.6.1 $s=0$

The simplest bounds comes from setting $s=0$ in Eq. 4.122. The relevant equation takes the form

$$
\begin{equation*}
\left.\oint_{t_{0}} \frac{d t}{2 \pi i} \mathcal{M}_{h}(s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}}\right|_{s=0}=\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d t}{\pi} \frac{2}{t^{2 k+1}} \mathrm{D} i s c_{t} \mathcal{M}_{h}(0, t) \succeq 0 \tag{4.188}
\end{equation*}
$$

By plugging the low-energy expansion of the amplitude in the LHS of the equation above and requiring that its eigenvalues are non-negative we get

$$
\begin{equation*}
2 f_{2 k-4,0} \geq\left|h_{2 k, 0}\right|, \quad k=2,4,6, \ldots \tag{4.189}
\end{equation*}
$$

The combination above for different $k$ form a set of moments as can be seen from the RHS of (4.188). The difference compared to the recent analysis in Ref. 353] is that in our case we
have a positive semi-definite spectral density matrix instead of a function. By contracting such matrix moments with an arbitrary polarization vector reduces the problem to the one considered in Ref. 353.

The situation simplifies in the parity preserving case when $h^{*}(s, u)=h(s, u)$. In this case the eigenvectors $\mathcal{M}_{h, \pm}(s, t)$ given in Eq. 4.117) generate the low-energy expansion that satisfies the moment problem conditions considered in great detail in Ref. [353]. More precisely, we define a set of moments as $\mu_{k-1} \equiv 2 f_{2 k-4,0}-h_{2 k, 0}$ and consider the Hankel $\operatorname{matrix} H_{i j}=\mu_{i+j-1}$.

Using the results in Appendix 4.H for the one-loop amplitude due to minimally-coupled scalar in the loop the first five moments take the following form

$$
H^{S=0}=\frac{1}{140}\left(\frac{\kappa}{2}\right)^{4} \frac{1}{(4 \pi)^{2}}\left(\begin{array}{ccc}
\frac{1}{135 m^{4}} & \frac{1}{24024 m^{8}} & \frac{1}{1969110 m^{12}}  \tag{4.190}\\
\frac{1}{24024 m^{8}} & \frac{1}{1969110 m^{12}} & \frac{1}{109745064 m^{16}} \\
\frac{1}{1969110 m^{12}} & \frac{1}{10974064 m^{16}} & \frac{1}{4833678850 m^{20}}
\end{array}\right)
$$

In agreement with the general prediction the one-loop moment matrix has nonnegative minors.

### 4.6.2 Away from $s=0$ : first derivative

We can use Eq. 4.113) to derive the bounds by taking the derivative of $B_{k}^{+}(s)$ with respect to $s$ before setting $s=0$. For example let us consider the first derivative with respect to $s$. In this way we get

$$
\begin{align*}
\partial_{s} \oint_{t_{0}} \frac{d t}{2 \pi i} & \left.\mathcal{M}_{h, g}(s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}}\right|_{s=0} \\
& =\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d t}{\pi} \frac{1}{t^{2 k+2}}\left(-(2 k+1){\mathrm{D} i s c_{t}}^{\mathcal{M}_{h, g}}(0, t)+2 t \partial_{s} \mathrm{D} i s c_{t} \mathcal{M}_{h, g}(0, t)\right) \tag{4.191}
\end{align*}
$$

The RHS is not positive semi-definite and therefore we cannot derive the bound on the LHS in a similar fashion. We can, however, consider the following linear combination

$$
\begin{align*}
& \frac{2 k+1}{2 m_{\text {gap }}^{2}} \oint_{t_{0}} \frac{d t}{2 \pi i} \mathcal{M}_{h, g}(s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}}+\left.\partial_{s} \oint_{t_{0}} \frac{d t}{2 \pi i} \mathcal{M}_{h, g}(s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}}\right|_{s=0} \\
& \quad=\int_{m_{\text {gap }}^{2}}^{\infty} \frac{d t}{\pi} \frac{1}{t^{2 k+2}}\left(\left[\frac{t}{m_{\text {gap }}^{2}}-1\right](2 k+1) \mathrm{Disc} c_{t} \mathcal{M}_{h, g}(0, t)+2 t \partial_{s} \mathrm{Disc}_{t} \mathcal{M}_{h, g}(0, t)\right) \succeq 0 . \tag{4.192}
\end{align*}
$$

We now apply Eq. (4.192) to $\mathcal{M}_{h}$. By plugging the low-energy expansion (see Eqs. (4.98) and (4.68) in the LHS of the formula above and imposing that the eigenvalues of the resulting matrix are nonnegative we can derive various bounds. Let us consider for example $k=2$. We get the following bound on the inelastic amplitude in terms of the elastic one

$$
\begin{equation*}
\left|h_{5,1}+\frac{5}{2} \frac{h_{4,0}}{m_{\mathrm{g} a p}^{2}}\right| \leq 5\left(f_{1,0}+\frac{f_{0,0}}{m_{\mathrm{g} a p}^{2}}\right)-2\left|\beta_{R^{3}}\right|^{2} \tag{4.193}
\end{equation*}
$$

To apply the dispersive sum rule above to the bosonic string amplitude we first subtracted the contribution of the tachyon exchange to get $\delta f^{(\mathrm{bs})}(s, u)=f^{(\mathrm{bs})}(s, u)+\left(\frac{\kappa}{2}\right)^{2} \frac{1}{1+t}$ and $\delta h^{(\mathrm{bs})}(s, u)=h^{(\mathrm{bs})}(s, u)+\left(\frac{\kappa}{2}\right)^{2}\left(\frac{s^{4}}{1+s}+\frac{t^{4}}{1+t}+\frac{u^{4}}{1+u}\right)$. The resulting functions satisfy all the properties needed to apply Eq. 4.192 for $k=2$. We then get, using the formulas from App. 4.B

$$
\begin{align*}
& \delta f_{0,0}^{(\mathrm{bs})}=\left(\frac{\kappa}{2}\right)^{2}(3+2 \zeta(3)), \quad \delta f_{1,0}^{(\mathrm{bs})}=\left(\frac{\kappa}{2}\right)^{2}(-3), \\
& \delta h_{4,0}^{(\mathrm{bs})}=\left(\frac{\kappa}{2}\right)^{2} 2, \quad \delta h_{5,1}^{(\mathrm{bs})}=\left(\frac{\kappa}{2}\right)^{2}(-3), \quad\left|\beta_{R^{3}}^{(\mathrm{bs})}\right|^{2}=\left(\frac{\kappa}{2}\right)^{2} . \tag{4.194}
\end{align*}
$$

which indeed satisfy Eq. 4.193 where $m_{\text {gap }}^{2}=1$ in the string case.
For the one-loop minimally coupled scalar $\left|\beta_{R^{3}}\right|^{2} \sim \kappa^{6}$ and appears only at two loops. For other coefficients that enter into Eq. (4.193) we get, using Eq. Eq. (4.86) and Eq. Eq. (4.91),

$$
\begin{array}{ll}
f_{0,0}^{S=0}=\left(\frac{\kappa}{2}\right)^{4} \frac{1}{(4 \pi)^{2}} \frac{1}{6300 m^{4}}, & f_{1,0}^{S=0}=-\left(\frac{\kappa}{2}\right)^{4} \frac{1}{(4 \pi)^{2}} \frac{1}{41580 m^{6}} \\
h_{4,0}^{S=0}=\left(\frac{\kappa}{2}\right)^{4} \frac{1}{(4 \pi)^{2}} \frac{1}{3780 m^{4}}, & h_{5,1}^{S=0}=-\left(\frac{\kappa}{2}\right)^{4} \frac{1}{(4 \pi)^{2}} \frac{1}{7920 m^{6}} \tag{4.195}
\end{array}
$$

so that, together with $m_{\text {gap }}^{2}=4 m^{2}$, Eq. 4.193) is again satisfied.

More generally, the formula above bounds the correction to the three-point function of the graviton $\beta_{R^{3}}$ from above in terms of the EFT data. To make it more manifest we can rewrite the above

$$
\begin{equation*}
2\left|\beta_{R^{3}}\right|^{2} \leq 5\left(f_{1,0}+\frac{f_{0,0}}{m_{\mathrm{g} a p}^{2}}\right)-\left|h_{5,1}+\frac{5}{2} \frac{h_{4,0}}{m_{\mathrm{gap}}^{2}}\right| \leq \frac{10 f_{0,0}}{m_{\mathrm{g} a p}^{2}}, \tag{4.196}
\end{equation*}
$$

where in the last inequality we used the fact that $\left|f_{1,0}\right| \leq \frac{1}{m_{\text {gap }}^{2}} f_{0,0}$ which readily follows from Eqs. 4.132 and 4.134. We can restate it more succinctly in terms of the Wilson coefficients of the gravitational EFT

$$
\begin{equation*}
\left|\beta_{R^{3}}\right|^{2} \leq 5 \frac{\beta_{R^{4}}^{+}}{m_{\mathrm{g} a p}^{2}} \tag{4.197}
\end{equation*}
$$

where $m_{\text {gap }}^{2}$ denotes the mass gap at which the massive degrees of freedom that induce the higher-derivative corrections appear. Recall that $f_{0,0}=\beta_{R^{4}}^{+}$was defined in Eq. (4.84). Bounds similar to Eq. 4.196) can be derived by considering the superconvergence sum rules for $k>2$. We do not list them here.

In fact it is not difficult to strengthen the bound Eq. 4.197) by considering the following unsubtracted dispersive sum rule (analogous to $k=0$ in Eq. 4.121))

$$
\begin{equation*}
\oint_{\infty} \frac{d t}{2 \pi i} \frac{1}{t} f(s,-s-t)=0 . \tag{4.198}
\end{equation*}
$$

The universal tree-level gravitational piece $\left(\frac{\kappa}{2}\right)^{2} \frac{1}{s t u}$, which is singular at $s=0$, does not contribute to Eq. (4.198) therefore we can consider

$$
\begin{align*}
& \left(\frac{1}{m_{\mathrm{g} a p}^{2}}+\partial_{s}\right) E q \cdot \cdot 4 \cdot 198\left|\left.\right|_{s=0}: \quad \frac{\beta_{R^{4}}^{+}}{m_{\mathrm{g} a p}^{2}}-\left|\beta_{R^{3}}\right|^{2}=\right. \\
& \qquad\left.\int_{m_{\mathrm{g} a p}^{2}}^{\infty} \frac{d t}{\pi} \frac{1}{t}\left(\left[\partial_{s}+\frac{1}{m_{\mathrm{g} a p}^{2}}\right] \mathrm{D} i s c_{t} f+\left[\partial_{s}+\frac{t-m_{\mathrm{g} a p}^{2}}{m_{\mathrm{g} a p}^{2} t}\right] \mathrm{D} i s c_{u} f\right)\right|_{s=0} \geq 0 \tag{4.199}
\end{align*}
$$

where nonnegativity of the RHS can be readily checked for each partial wave separately by plugging the discontinuities of $f(s, u)$, given in Eq. 4.133), into the formula above ${ }^{31}$ In this

[^30]way we immediately get a bound
\[

$$
\begin{equation*}
\left|\beta_{R^{3}}\right|^{2} \leq \frac{\beta_{R^{4}}^{+}}{m_{\mathrm{g} a p}^{2}} \tag{4.200}
\end{equation*}
$$

\]

The bound Eq. 4.200) is a step towards making the analysis of Ref. [241] quantitatively precise. At least for the $R^{3}$ correction to the graviton three-point coupling which is considered here, it translates the problem to bounding the coefficient $\beta_{R^{4}}^{+}$in terms of $G / m_{\text {gap }}^{2}{ }^{32}$ This problem was beautifully solved recently in Ref. [271] for $D=10$ maximal supergravity in a perturbative setting similar to ours, and it was addressed nonperturbatively in Ref. [282]. The method used in Ref. [271] is not directly applicable in four dimensions due to the IR divergences, but at least in $D \geq 5$ where the $2 \rightarrow 2$ amplitude is nonperturbatively welldefined it is natural to expect that one will be able to get a bound on $\beta_{R^{4}}^{+}$in terms of $G / m_{\text {gap }}^{2}$. It would be very interesting to demonstrate it explicitly.

Indeed, assuming the nonperturbative Regge bound Eq. 4.119), we can consider the ( -2 ) subtracted dispersion relations for $f(s, u)$ which expresses $-8 \pi G / s$ in terms of the contribution of heavy states, cf. equation (3.37) in Ref. [271]. Existence of such a dispersion relation in the absence of supersymmetry is crucially due to the fact that we consider gravitons as external states.

### 4.6.3 Away from $s=0$ : second derivative

Using exactly the same technique as above one can check that

$$
\begin{gather*}
\frac{2 k^{2}-1}{4} \oint_{t_{0}} \frac{d t}{2 \pi i} \mathcal{M}_{h, g}(s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}}+\frac{2 k+1}{2 t_{0}} \partial_{s} \oint_{t_{0}} \frac{d t}{2 \pi i} \mathcal{M}_{h, g}(s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}} \\
+\left.\partial_{s}^{2} \oint_{t_{0}} \frac{d t}{2 \pi i} \mathcal{M}_{h, g}(s, t) \frac{1}{t} \frac{1}{(t(s+t))^{k}}\right|_{s=0} \succeq 0 \tag{4.201}
\end{gather*}
$$

Consider $k=2$ and plug the low-energy expansion of $\mathcal{M}_{g}(s, t)$ in the formula above. We get a matrix whose eigenvalues should be non-negative. In this way we can bound the
${ }^{32}$ Recall from Eq. 4.15 that $(\kappa / 2)^{2}=8 \pi G$.
constant term in the ++-+ amplitude

$$
\begin{equation*}
\left|g_{0,0}\right| \leq \frac{7}{4} \frac{f_{0,0}}{\left(m_{\mathrm{g} a p}^{2}\right)^{2}}+\frac{5}{4} \frac{5 f_{1,0}-4\left|\beta_{R^{3}}\right|^{2}}{m_{\mathrm{g} a p}^{2}}+\frac{3}{2}\left(f_{2,0}+3 f_{2,1}\right) . \tag{4.202}
\end{equation*}
$$

As in the previous section we can check Eq. 4.202) in the bosonic string theory. The extra data compared to the previous section takes the form

$$
\begin{align*}
g_{0,0}^{(\mathrm{bs})} & =\left(\frac{\kappa}{2}\right)^{2}\left(2 \zeta_{3}\right), \quad \delta f_{2,0}^{(\mathrm{bs})}=\left(\frac{\kappa}{2}\right)^{2}(3+2 \zeta(5)), \\
\delta f_{2,1}^{(\mathrm{bs})} & =\left(\frac{\kappa}{2}\right)^{2}(2+4 \zeta(3)+2 \zeta(5)) \tag{4.203}
\end{align*}
$$

Plugging Eq. (4.203) into Eq. (4.202) we see that it is indeed satisfied.
For the one-loop minimally coupled scalar we get correspondingly

$$
\begin{align*}
g_{0,0}^{S=0} & =\left(\frac{\kappa}{2}\right)^{4} \frac{1}{(4 \pi)^{2}} \frac{1}{6306300 m^{8}}, \quad f_{2,0}^{S=0}=\left(\frac{\kappa}{2}\right)^{4} \frac{1}{(4 \pi)^{2}} \frac{3}{560560 m^{8}} \\
f_{2,1}^{S=0} & =\left(\frac{\kappa}{2}\right)^{4} \frac{1}{(4 \pi)^{2}} \frac{31}{9081072 m^{8}} . \tag{4.204}
\end{align*}
$$

Again, we checked that Eq. 4.202 is satisfied, where we set $m_{\text {gap }}^{2}=4 m^{2}$.
Using the bounds from the previous section and Eq. (4.202) we can bound $g_{0,0}$ in terms of $\beta_{R^{4}}^{+}$defined in Eq. 4.66 as follows

$$
\begin{equation*}
\left|g_{0,0}\right| \leq \frac{815}{44} \frac{\beta_{R^{4}}^{+}}{m_{\text {gap }}^{4}} \tag{4.205}
\end{equation*}
$$

In deriving Eq. 4.205 we first expressed $f_{i, j}$, defined in Eq. 4.98, in terms of $a_{k, j}$, defined in Eq. 4.131), and then used Eqs. (4.138) and (4.146). Assuming LSD we get a stronger bound

$$
\begin{equation*}
\operatorname{LSD}_{\alpha \rightarrow \infty}: \quad\left|g_{0,0}\right| \leq \frac{25}{4} \frac{\beta_{R^{4}}^{+}}{m_{\mathrm{g} a p}^{4}} \tag{4.206}
\end{equation*}
$$

where in deriving this we used the stronger LSD bound Eq. 4.154.

### 4.7 Conclusions

Our paper naturally consisted of two parts with the first part providing theoretical data that we interpreted in the second part in terms of bounds on coefficients of gravitational

EFTs. In the first part, using amplitudes methods, we obtained the one-loop four-graviton amplitude with a minimally-coupled massive particle of spin up to $S=2$ circulating in the loop. By series expanding these amplitude in large mass, we obtain theoretical data for Wilson coefficients which we analyze in the second part. Combining this data with similar theoretical data obtained from tree-level string-theory amplitudes we found that the Wilson coefficients fall on small islands compared to the general bounds coming from consistency of $2 \rightarrow 2$ scattering determined along the lines of Refs. [267, 268, 269]. It is quite striking that the EFT coefficients derived from both string-theory and one-loop-massive amplitudes land on the same small islands. Remarkably this can be explained as a consequence of low-spin dominance in the partial-wave expansions.

### 4.7.1 Obtaining one-loop amplitudes

In order to compute the one-loop amplitudes used to generate EFT data we applied standard amplitudes methods, including spinor helicity [6, 7, 8, (9, 10, generalized unitarity [19, 20, 22], the double copy [33, 35, 34] and integration by parts [325, 245, 246]. Using generalized unitarity we obtained all integral coefficients except for a few whose integrals have no unitarity cuts in any channel. We fixed the coefficients of the latter integrals by using the known ultraviolet properties of the amplitude. To fully utilize this information we made use of overcomplete integral basis that contains higher-dimensional integrals, but whose coefficients do not depend on the spacetime dimension or equivalently the dimensional-regularization parameter $\epsilon$. In addition, we also demonstrated that these coefficients do not depend on the mass $m$ of the particles circulating in the loops. The existence of such a basis imposes constraints that makes it reasonably straightforward to determine any pieces not captured by the $s, t$ and $u$ channel unitarity cuts. In this basis we used the fact that the coefficient of the potential $1 / \epsilon$ logarithmic ultraviolet divergence is zero [320] to completely fix the remaining integral coefficients. A basis without $\epsilon$-dependent coefficients always exists for one-loop problems [355], however the lack of $m$-dependence appears to be special to our case of a closed massive loop with external massless particles.

It would of course be interesting whether there is some way to generalize our approach to more complicated situations with external legs of differing masses. To generalize our approach to the generic case of a massive one-loop amplitude one could use information from the higher-than-logarithmic divergences which are accessible in dimensional regularization by shifting the dimension downwards as discussed in Sect. 4.2.5. We showed that knowledge of all these divergences is sufficient to fully constrain the remaining ambiguities, something we expect to be true more generally. We expect constraints from ultraviolet divergences and from requiring proper decoupling in the large mass limit to be sufficient to remove any ambiguities in terms that are not fixed by the unitarity cuts, up to the usual ambiguities tied to scheme choices and renormalization. This may provide an alternative method for obtaining complete one-loop amplitudes using on-shell techniques [284].

We exposed a useful supersymmetric decomposition for graviton amplitudes with a massive particle in the loop. A similar decomposition exists in gauge theory [302]. This decomposition expressed the amplitude with a particle of spin $S$ in the loop in terms of amplitudes with lower-spin particles and simpler to calculate pieces. These pieces correspond to amplitudes with a massive BPS multiplet circulating in the loop.

Having constructed the one-loop four-graviton amplitudes with massive particles in the loop, it was then straightforward to expand in large mass, generating amplitudes matching those from a gravitational EFT. Because the original amplitudes are sensible, satisfying appropriate Regge behavior and unitarity, this EFT is also sensible and can be used to test the constraints derived from dispersion relations.

Besides using these results in our study of bounds on EFT coefficients, we also noted a simple relations between ultraviolet divergences in higher dimensions and the coefficients in the $1 / m$ expansion. This relation requires a particular analytic continuation of the amplitude to higher dimensions where we keep the number of physical states at their four-dimensional values. It would be interesting to see if similar relations hold more generally, including higher loops, and whether this connection can be exploited in studies of bounds on EFT coefficients.

### 4.7.2 EFT bounds

In order to derive bounds on the Wilson coefficients, we first reviewed in Sect. 4.4 the basic properties of unitarity, crossing, and bounds on the Regge limit in the context of perturbative $2 \rightarrow 2$ scattering of gravitons in four dimensions. These allowed us to study dispersion relations and derive bounds on the Wilson coefficients.

In Sect. 4.5 we focused on the double-minus amplitude and derived bounds on the Wilson coefficients along the lines of Ref. [267, 268, 269]. We expressed the low-energy expansion coefficients as dispersive integrals in Eq. (4.134). We then identified the two-sided bounds on the coefficients following the observation in Ref. [269] that the boundaries of the allowed region inherit the cyclicity property from the one channel dispersion relation. In this way, by explicitly extracting the mixed constraints from the mixed $s-u$ channel partial waves we identified the new boundaries of the allowed region. We do not rigorously prove that our identification of the bounds is optimal, and we leave filling this gap for future work. We then introduced the idea of LSD which expresses a relationship between moments of the spectral functions of various spins, and we used crossing symmetry or null constraints [268] to derive rigorous bounds in terms of a few low-spin partial waves. We found that all the amplitudes considered in this paper lie on small islands whose location and shape can be determined using the low-spin dominance principle.

In Sect. 4.6 we studied dispersion relations for the graviton amplitudes of various helicities. The key observation is that we can apply dispersion relations to matrices Eq. (4.102), composed of the different helicity amplitudes, whose discontinuity is positive semi-definite. Applying dispersive sum rules along the lines of Ref. [268] to these matrices we derived constraints on the Wilson coefficients which appear in the single-minus and all-plus gravitational scattering amplitudes. Notably we placed a bound on the $R^{3}$ coefficient that corrects the graviton three-point amplitude in terms of the $R^{4}$ coefficient, making a step towards making the analysis of Ref. [241] quantitatively precise.

The idea that the set of possibilities to UV complete gravity is much sparser than one naively would have thought lies at the heart of the swampland program [356, 357, 358, 359,
360. Usually this sparseness is associated with non-perturbative aspects of the UV completion. In the present paper we analyzed the problem in a perturbative setting. By minimally coupling low-spin matter to gravity we generated $S$-matrices which we expect should satisfy the axioms of causality and unitarity up to an arbitrary order in $G$ and in an arbitrary $n$-point amplitude. We can ask therefore a weaker version of the swampland question: what is the set of perturbatively consistent weakly-coupled gravitational $S$-matrices? It is in the framework of this question that the analysis of the present work can be placed. Unexpectedly, we found that in known examples of perturbatively consistent gravitational $S$-matrices the low-energy couplings lie in regions much smaller than predicted on general grounds of causality and positivity of $2 \rightarrow 2$ graviton scattering. Looking at the amplitudes for tree-level string theory and minimally coupled one-loop matter it is not a priori obvious at all that they should be "close" to each other. Dispersive representation of the low-energy expansion of both makes this similarity apparent. Indeed, as discussed in Sect. 4.5 both amplitudes satisfy strong versions of LSD that localizes their low-energy data to regions that are much smaller than indicated by the general analysis of unitarity and crossing.

An obvious question is: how general is this universality? We motivated it by pointing out that the examples considered in the present paper define consistent $S$-matrices for any $n \rightarrow m$ scattering, whereas the bounds were derived by considering $2 \rightarrow 2$ scattering only. To answer this question we would need to better understand the landscape of consistent gravitational amplitudes, including any unitary perturbative or nonperturbative QFT coupled to gravity, as well as amplitudes in theories with extra dimensions. In particular, it would be very interesting to understand if and how consistency of $n \rightarrow m$ scattering can be used to rigorously establish stronger bounds on $2 \rightarrow 2$ scattering, potentially bringing us closer to the small theory islands observed in the present work. It would also be very interesting to understand the example of large- $N$ QCD coupled to gravity [279].

In this paper, we only considered the leading-order effect from integrating out massive degrees of freedom. We did not address the question of bounds that can be applied to IR-safe observables in four dimensions, nor have we included the loops of massless particles which
generate more general logarithmic corrections in the low-energy expansion of the amplitude. We leave these important questions to future work. The logarithmic running was discussed in Refs. [353, 281, 269], with the basic idea being that instead of expanding the amplitude around $s, t=0$ one considers dispersive representations of the EFT couplings defined at some scale. To deal with the IR divergences we may consider dressed states (see e.g. Ref. [343, 342] for a recent discussion), for which the full implications of unitarity and crossing are still to be fully understood. Another interesting problem is to repeat the analysis of the present paper in the context of $\mathrm{AdS}_{4} / \mathrm{CFT}_{3}$ where the problem of IR divergences does not arise, but dispersive techniques discussed in the present paper still hold [361, 362, 363, 364, 280].

In summary, motivated by low-energy theoretical data obtained from one-loop fieldtheory and tree-level string-theory amplitudes, we put forward the idea that EFTs that describe sensible weak gravitational theories live on small islands that can be understood in terms of partial-wave low-spin dominance. It will be important to understand the extent to which this can be extended to constrain gravitational theories.

## APPENDICES

## 4.A Minimal Coupling

In this appendix we present in more detail our definition of minimal coupling of gravity to a massive spinning particle. For massive spinning particles, the requirement of generalcoordinate invariance and mass-dimension-4 operators leaves an ambiguity for integer spinparticles in defining the minimal coupling to gravity. In this appendix we discuss this ambiguity and the choice we make in this paper. Our choice corresponds to the one that does not violate the unitarity and causality constraints of Refs. [19, 20, 299, 365, 276, 242]. We start by reviewing the case of electromagnetism (EM) where a similar situation exists, before we move on to consider the gravitational case.

This issue appears only for integer-spin particles. The source of the ambiguity is the existence of a gauge-invariant operator that has the same mass dimension as the kinetic term. For half-integer-spin particles, the corresponding operator is of higher-mass dimension and hence would not count as minimal coupling. Therefore, the cases that require attention are the coupling of a spin-1 or spin-2 particle to gravity. Since the analysis of the coupling of a spin- 1 particle to EM is similar, we start by reviewing this case.

Here we fix the ambiguity by requiring that the interactions smoothly match onto the massless limit. To explain our choice, it suffices to evaluate the three-point amplitude between two massive spinning particles and a photon or a graviton ${ }^{33}$ Specifically, we demand that by taking the massless limit of these amplitudes and identifying the spin- 1 particles as gauge bosons and the spin-2 particles as gravitons, we recover the corresponding amplitudes in Yang-Mills and pure gravity. The former is indeed realized for the coupling of the W boson to the photon [366]. The double-copy construction used in this paper is smooth in the massless limit, and hence selects the above prescription.

For this discussion, we follow the formalism of Refs. [59, 46, 46], which allows us to
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Figure 4.A.1: The three-point amplitude necessary to study minimal coupling. The straight lines represent massive spinning particles, while the wiggly line denotes either a photon or a graviton.
discuss particles of arbitrary spin. ${ }^{34}$ After obtaining the relevant three-point amplitudes, we specialize to the cases of interest. The part of the Lagrangian we give is just the one necessary to obtain the three-point amplitudes relevant for this discussion. We emphasize that these Lagrangians would need to be modified with auxiliary-field terms in order to reproduce our one-loop calculation.

For the case of a massive spinning particle $\phi$ coupled to EM we have

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+D_{\mu}^{\dagger} \bar{\phi} D^{\mu} \phi-m^{2} \bar{\phi} \phi+e(g-1) F_{\mu \nu} \bar{\phi} M^{\mu \nu} \phi+\ldots \tag{4.207}
\end{equation*}
$$

where $e$ is the charge of the particle, $g$ is the gyromagnetic ratio and the ellipsis denote possible auxiliary-field terms. For the Lorentz generator $M$ in the representation of $\phi$ we may use

$$
\begin{equation*}
\left(M^{\mu \nu}\right)_{c(s)}{ }^{d(s)}=2 i s \delta_{\left(c_{1}\right.}^{[\mu} \eta^{\nu]\left(d_{1}\right.} \delta_{c_{2}}^{d_{2}} \ldots \delta_{\left.c_{s}\right)}^{\left.d_{s}\right)}, \tag{4.208}
\end{equation*}
$$

where the indices $c(s)$ and $d(s)$ stand for the symmetrized sets of vector indices $\left\{c_{1}, \ldots, c_{s}\right\}$ and $\left\{d_{1}, \ldots, d_{s}\right\}$ and symmetrizations include division by the number of terms.

We may now obtain the three-point amplitude between two massive spinning particles and a photon, depicted in Fig. 4.A.1. Neglecting the overall normalization we find

$$
\begin{equation*}
\mathcal{A}_{3}^{\mathrm{EM}-s} \sim \varepsilon_{1} \cdot \varepsilon_{2} \varepsilon_{3} \cdot p_{1}+i(g-1) \varepsilon_{1} \cdot M\left[\varepsilon_{3}, p_{3}\right] \cdot \varepsilon_{2}, \tag{4.209}
\end{equation*}
$$

where labels 1 and 2 denote the massive spinning particles, while particle 3 is a photon. We

[^32]use the notation
\[

$$
\begin{equation*}
A \cdot M[p, q] \cdot B \equiv p_{\mu} q_{\nu}\left(M^{\mu \nu}\right)_{c(s)}{ }^{d(s)} A^{c(s)} B_{d(s)} \tag{4.210}
\end{equation*}
$$

\]

Plugging in the spin-1 representation for $M$ we find

$$
\begin{equation*}
\mathcal{A}_{3}^{\mathrm{EM}-1} \sim \varepsilon_{1} \cdot \varepsilon_{2} \varepsilon_{3} \cdot p_{1}+(g-1)\left(\varepsilon_{3} \cdot \varepsilon_{1} \varepsilon_{2} \cdot p_{3}-\varepsilon_{2} \cdot \varepsilon_{3} \varepsilon_{1} \cdot p_{3}\right) \tag{4.211}
\end{equation*}
$$

Identifying all three particles as gauge bosons in the massless limit, i.e. demanding $\mathcal{A}_{3}^{\mathrm{EM}-1}=$ $\mathcal{A}_{3}^{\text {YM }}$, fixes $g=2$.

The case of a massive spinning particle coupled to gravity is similar. In this case, we have

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{16 \pi G} R+\frac{1}{2} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi-\frac{1}{2} m^{2} \phi \phi+\frac{\mathrm{H}}{8} R_{\kappa \lambda \mu \nu} \phi M^{\kappa \lambda} M^{\mu \nu} \phi+\ldots, \tag{4.212}
\end{equation*}
$$

where H is an arbitrary dimensionless coefficient and we again denote possible auxiliaryfield terms by the ellipsis. Plugging in the spin-1 representation we see that the Riemann tensor in the term proportional to H contracts into the Ricci tensor or scalar which under the equations of motion is equivalent to a $\phi^{2}$ term. Therefore, the H term may be replaced by using an appropriate field redefinition by a $\phi^{4}$-type term, which is not relevant for our discussion. Looking at the spin-2 representation and taking the massless limit, we recover the background-field-gauge gravitational Lagrangian of Ref. 368 for $\mathrm{H}=1$ upon identifying the spin-2 particle with the graviton.

We may alternatively reach the same conclusions by looking at the three-point amplitude between two massive spinning particles and a graviton. This amplitude, shown in Fig. 4.A.1, is given by

$$
\begin{equation*}
\mathcal{M}_{3}^{\mathrm{GR}-s} \sim-\varepsilon_{1} \cdot \varepsilon_{2}\left(\varepsilon_{3} \cdot p_{1}\right)^{2}+i\left(\varepsilon_{3} \cdot p_{1}\right) \varepsilon_{1} \cdot M\left[\varepsilon_{3}, p_{3}\right] \cdot \varepsilon_{2}+\frac{\mathrm{H}}{2} \varepsilon_{1} \cdot M\left[\varepsilon_{3}, p_{3}\right] \cdot M\left[\varepsilon_{3}, p_{3}\right] \cdot \varepsilon_{2} \tag{4.213}
\end{equation*}
$$

For the spin-1 representation of $M$ we observe that the last term vanishes. For the spin- 2 representation we have

$$
\begin{align*}
& \mathcal{M}_{3}^{\mathrm{GR}-2} \sim-\varepsilon_{1} \cdot \varepsilon_{2}\left(\varepsilon_{3} \cdot p_{1}\right)^{2}-2 \varepsilon_{1}^{\mu \kappa} \varepsilon_{2, \kappa}^{\nu}\left(\varepsilon_{3, \mu} p_{3, \nu}-\varepsilon_{3, \nu} p_{3, \mu}\right)\left(\varepsilon_{3} \cdot p_{1}\right) \\
&-\mathrm{H} \varepsilon_{1}^{\mu \nu} \varepsilon_{2}^{\alpha \beta}\left(\varepsilon_{3, \mu} p_{3, \nu}-\varepsilon_{3, \nu} p_{3, \mu}\right)\left(\varepsilon_{3, \alpha} p_{3, \beta}-\varepsilon_{3, \beta} p_{3, \alpha}\right) \tag{4.214}
\end{align*}
$$

Identifying the spin-2 particles with gravitons, i.e. setting $\mathcal{M}_{3}^{\mathrm{GR}-2}$ equal to the three-point amplitude in pure gravity, we find $\mathrm{H}=1$.

With this choice our one-loop amplitudes do not violate unitarity or causality constraints [19, 20, 276, 242, 241. Hence, they serve as toy models of causal UV completions.

## 4.B Tree-level string amplitudes

Here we collect the relevant string four-graviton tree-level amplitudes 33]

$$
\begin{align*}
& \mathcal{M}_{4}^{(\mathrm{ss})}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=-\left(\frac{\kappa}{2}\right)^{2}(\langle 23\rangle[14])^{4} \frac{\Gamma(-s) \Gamma(-t) \Gamma(-u)}{\Gamma(1+s) \Gamma(1+t) \Gamma(1+u)}, \\
& \mathcal{M}_{4}^{(\mathrm{hs})}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=-\left(\frac{\kappa}{2}\right)^{2}(\langle 23\rangle[14])^{4} \frac{\Gamma(-s) \Gamma(-t) \Gamma(-u)}{\Gamma(1+s) \Gamma(1+t) \Gamma(1+u)}\left(1-\frac{s u}{t+1}\right), \\
& \mathcal{M}_{4}^{(\mathrm{bs})}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=-\left(\frac{\kappa}{2}\right)^{2}(\langle 23\rangle[14])^{4} \frac{\Gamma(-s) \Gamma(-t) \Gamma(-u)}{\Gamma(1+s) \Gamma(1+t) \Gamma(1+u)}\left(1-\frac{s u}{t+1}\right)^{2}, \tag{4.215}
\end{align*}
$$

where we set the closed string tension $\alpha^{\prime}=4$ and (ss), (hs), (bs) stand for superstring, heterotic string and bosonic string respectively. In the case of the bosonic string we have additional independent nonvanishing helicity configurations,

$$
\begin{align*}
\mathcal{M}_{4}^{(\mathrm{bs})}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right)=-\left(\frac{\kappa}{2}\right)^{2} & ([12][14]\langle 13\rangle)^{4} \frac{\Gamma(-s) \Gamma(-t) \Gamma(-u)}{\Gamma(1+s) \Gamma(1+t) \Gamma(1+u)} \\
\mathcal{M}_{4}^{(\mathrm{bs})}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)=-\left(\frac{\kappa}{2}\right)^{2} & \left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2} \frac{4 s^{2} t^{2} u^{2}\left(1-\frac{s t u}{2}\right)^{2}}{(1+s)^{2}(1+t)^{2}(1+u)^{2}} \\
& \times \frac{\Gamma(-s) \Gamma(-t) \Gamma(-u)}{\Gamma(1+s) \Gamma(1+t) \Gamma(1+u)} \tag{4.216}
\end{align*}
$$

In Sect. 4.5 we considered the dispersive representation of $f(s, u)$ and used it to derive various bounds on the Wilson coefficients. We focused on the polynomial expansion of the amplitudes at low energies around $s=t=0$ which are generated by exchanges of massive states above a certain gap $m_{\text {gap }}^{2}$. To focus on such contributions let us write down explicitly the part of the amplitude due to the exchange by light states (in the case of strings these
are tachyon, dilaton, graviton)

$$
\begin{align*}
f^{(\mathrm{ss})}(s, u) & =-\left(\frac{\kappa}{2}\right)^{2} \frac{\Gamma(-s) \Gamma(-t) \Gamma(-u)}{\Gamma(1+s) \Gamma(1+t) \Gamma(1+u)}=\left(\frac{\kappa}{2}\right)^{2} \frac{1}{s t u}+\delta f^{(\mathrm{ss})}(s, u) \\
f^{(\mathrm{hs})}(s, u) & =-\left(\frac{\kappa}{2}\right)^{2} \frac{\Gamma(-s) \Gamma(-t) \Gamma(-u)}{\Gamma(1+s) \Gamma(1+t) \Gamma(1+u)}\left(1-\frac{s u}{t+1}\right)=\left(\frac{\kappa}{2}\right)^{2}\left(\frac{1}{s t u}-\frac{1}{t}\right)+\delta f^{(\mathrm{hs})}(s, u) \\
f^{(\mathrm{bs})}(s, u) & =-\left(\frac{\kappa}{2}\right)^{2} \frac{\Gamma(-s) \Gamma(-t) \Gamma(-u)}{\Gamma(1+s) \Gamma(1+t) \Gamma(1+u)}\left(1-\frac{s u}{t+1}\right)^{2} \\
& =\left(\frac{\kappa}{2}\right)^{2}\left(\frac{1}{s t u}-\frac{1}{t+1}+\frac{s u-2}{t}\right)+\delta f^{(\mathrm{bs})}(s, u) \tag{4.217}
\end{align*}
$$

where $\operatorname{Disc} \delta f(s, u)$ is nonzero only for $s, t, u \geq m_{\text {gap }}^{2}=1$ and $\delta f(s, u)$ admits the low-energy expansion Eq. (4.98) with the dispersive representation of the couplings Eq. (4.134).

To write the dispersive representations for string amplitudes let us recall their Regge limit behavior. In the $t$-channel we have

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty}\left|f^{(\mathrm{ss}, \mathrm{hs}, \mathrm{bs})}(s, u)\right| \leq \frac{\text { const }}{|t|^{2}}, \quad s \leq 0 \tag{4.218}
\end{equation*}
$$

Therefore, we can write dispersion representation for $f(s, u)$ without subtractions and $\delta f(s, u)$ will take the form Eq. (4.133) and the corresponding bounds of Sect. 4.5.2 apply to $\delta f(s, u)$.

The situation is different in the s-channel relevant for Sect. 4.5.3. In this case we have

$$
\begin{align*}
& \lim _{|s| \rightarrow \infty}\left|f^{(\mathrm{ss})}(s, u)\right| \leq \frac{\text { const }}{|s|^{2}}, \quad t \leq 0,  \tag{4.219}\\
& \lim _{|s| \rightarrow \infty}\left|f^{(\mathrm{hs})}(s, u)\right| \leq \mathrm{const}, \quad t \leq 0,  \tag{4.220}\\
& \lim _{|s| \rightarrow \infty}\left|f^{(\mathrm{bs})}(s, u)\right| \leq \mathrm{const}|s|^{2}, \quad t \leq 0 . \tag{4.221}
\end{align*}
$$

Therefore, for the heterotic and bosonic strings we would need to consider dispersion relations with subtractions. In Sect. 4.5 .3 instead we directly considered the dispersive representation of the relevant couplings Eq. 4.177) in the expansion of $\delta f(s, u)$. As can be seen from Eq. (4.217) the $s$-channel Regge limit of $\delta f(s, u)$ coincides with the ones of the corresponding $f(s, u)$. In particular, the set of couplings that can admit a dispersive representation in the $s$-channel in the three cases correspond to $J_{0}^{(\mathrm{ss})}=-2, J_{0}^{(\mathrm{hs})}=0, J_{0}^{(\mathrm{bs})}=2$, where $J_{0}$ is the Regge intercept see the discussion after Eq. 4.178).

In Sect. 4.6 we consider superconvergence relations applied to various helicity amplitudes. The relevant Regge limits for $g^{(\mathrm{bs})}(s, u)$ and $h^{(\mathrm{bs})}(s, u)$ can be easily read off from Eq. 4.216) and take the following form

$$
\begin{align*}
& \lim _{|t| \rightarrow \infty}\left|g^{(\mathrm{bs})}(s, u)\right| \leq \frac{\text { const }}{|t|^{2}}, \quad s \leq 0  \tag{4.222}\\
& \lim _{|t| \rightarrow \infty}\left|h^{(\mathrm{bs})}(s, u)\right| \leq \mathrm{const}|t|^{2}, \quad s \leq 0 \tag{4.223}
\end{align*}
$$

All the Regge bounds discussed in this section are in agreement with the general tree-level Regge bound Eq. 4.118.

## 4.C Bounding the coupling space at $k=6$

In the main body of the paper we did not list the complete set of linear constraints that characterizes the space of admissible couplings in the case of $k=6$. For completeness we list full set of constraints that we did not present in the main text. To reduce cluttering we avoid writing the subindices that we used in main text and specify which channel should be used in evaluating the determinant explicitly. The constraints are:
$\langle$ suиuии $\rangle$ :

$$
\begin{align*}
& \{\langle 2,4,5,6,7,9\rangle,\langle 4,4,5,7,8,9\rangle,-\langle 6,4,5,6,7,8\rangle,-\langle 6,4,5,6,8,9\rangle,-\langle 6,4,6,7,8,9\rangle, \\
& -\langle 2,5,6,7, k, k+1\rangle_{k \geq 9},-\langle 2,5, j, j+1, k, k+1\rangle_{k>j \geq 9},-\langle 4,5,7,8, k, k+1\rangle_{k \geq 9},  \tag{4.224}\\
& \left.-\langle 4,5,8,9, k, k+1\rangle_{k \geq 10}\right\} \geq 0
\end{align*}
$$

$\langle$ ssuuuu $\rangle$ :
$\left\{-\langle 2,4,5,7, k, k+1\rangle_{k \geq 9},-\langle 2,4,4,5,6,7\rangle,-\langle 2,4,4,5,7,9\rangle,-\langle 2,6,4,5,8,9\rangle\right.$,
$-\langle 4,6,4,5,6,7\rangle,-\langle 4,6,4,5,7,8\rangle,-\langle 4,6,5,6,7,8\rangle,\langle 2,4,4,5,8,9\rangle,\langle 2,6,4,5,6,9\rangle$,
$\langle 2,6,4,6,7,9\rangle,\langle 4,6,4,7,8,9\rangle,\langle 4,8,5,6,7,8\rangle,\langle 2,4,5,9, k, k+1\rangle_{k \geq 10},\langle 2,6,6,7, k, k+1\rangle_{k \geq 9}$,
$\langle 2,6,5,6, k, k+1\rangle_{k \geq 9},\langle 6,8,5,6, k, k+1\rangle_{k \geq 8},\langle 2,4, j, j+1, k, k+1\rangle_{k>j \geq 9}$,
$\langle 4,6, j, j+1, k, k+1\rangle_{k>j \geq 7},\langle 6,8, j, j+1, k, k+1\rangle_{k>j \geq 6}$,
$\left.\langle i, i+2, j, j+1, k, k+1\rangle_{i \geq 8 ; k>j \geq 5}\right\} \geq 0$.
$\langle$ sssuuu $\rangle$ :
$\{-\langle 2,4,6,4,5,6\rangle,-\langle 2,4,6,4,6,7\rangle,-\langle 2,4,6,4,7,9\rangle,\langle 2,4,6,4,5,8\rangle,\langle 2,4,6,4,8,9\rangle$, $\langle 2,4,8,5,6,7\rangle,\langle 4,6,8,5,6,8\rangle,\langle 4,6,8,6,7,8\rangle,\langle 2,4,6,7, k, k+1\rangle_{k \geq 9}$, $\left.\langle 2, i, i+2,5, j, j+1\rangle_{i \geq 8 ; j \geq 6},\langle 4, i, i+2,5,7,8\rangle_{i \geq 8}\right\} \geq 0$.
$\langle$ ssssuu $\rangle$ :

$$
\begin{align*}
& \left\{\langle 2,4,6,8,5,6\rangle,-\langle 2,4, j, j+2,5,8\rangle_{6 \leq j \leq 14},\langle 2,4, j, j+2,5,7\rangle_{j \geq 8},-\langle 2,4, j, j+2,8,9\rangle_{6 \leq j \leq 14},\right. \\
& -\langle 2,4, j, j+2,6,7\rangle_{8 \leq j \leq 24},-\langle 2,6, j, j+2,5,6\rangle_{j \geq 8},-\langle 2,4, j, j+2, k, k+1\rangle_{j \geq 6, k \geq 9}, \\
& \left.-\langle 4,6, j, j+2, k, k+1\rangle_{j \geq 8, k \geq 6},-\langle i, i+2, j, j+2, k, k+1\rangle_{j>i \geq 6, k \geq 5}\right\} \geq 0 \tag{4.227}
\end{align*}
$$

$\langle s s s s s u\rangle$ :

$$
\begin{equation*}
\left\{-\langle 2,4,6, j, j+2,6\rangle_{j \geq 8},-\langle 2, i, i+2, j, j+2,5\rangle_{j>i \geq 6}\right\} \geq 0 \tag{4.228}
\end{equation*}
$$

In the above formulas, $s$ indicates that in evaluating the determinant one should use $i_{s}$ vectors in the corresponding position, whereas $u$ means that the corresponding vector should be $j_{u}^{(6)}$. Note also that $i_{s}$ take only even integer values. To summarize, the precise meaning of $\langle$ sssuuu $\rangle:\langle 2,4,6,7, k, k+1\rangle_{k \geq 9} \geq 0$ is

$$
\begin{equation*}
\left\langle\mathbf{a}_{6}, 2_{s}, 4_{s}, 6_{s}, 7_{u}^{(6)}, k_{u}^{(6)}, k_{u}^{(6)}+1\right\rangle_{k \geq 9} \geq 0 . \tag{4.229}
\end{equation*}
$$

On the crossing-symmetric slice we found that the strongest constraints arise from the $\langle$ ssuuuu $\rangle$ case. To generate Fig. 4.11 the maximal spin in the $\langle$ ssuuuu $\rangle$ bounds above is set to $i_{\max }, j_{\max }, k_{\max }=20$. We used dispersive representations for the couplings truncated to $J_{\max }=100$ to check that all the determinants are non-negative. We found that the final allowed region for the couplings is not sensitive to the precise value of $k_{\text {max }}$.

## 4.D Amplitude with an accumulation point in the spectrum

In this appendix we analyze a toy model that violates the LSD property. Nevertheless, we find that the model still winds up on the LSD island. Consider the amplitude function

$$
\begin{align*}
f(t, u) & =-\frac{1}{\left(t-m_{1}^{2}\right)\left(u-m_{1}^{2}\right)\left(s-m_{2}^{2}\right)}  \tag{4.230}\\
& =\frac{1}{t-m_{1}^{2}} \frac{1}{m_{1}^{2}+m_{2}^{2}+t}\left(\frac{1}{s-m_{2}^{2}}+\frac{1}{u-m_{1}^{2}}\right),
\end{align*}
$$

where in the second line we rewrote the amplitude in the dispersive representation using partial fractions. For scattering of external scalars, a similar model with $m_{1}=m_{2}$ was considered in [268]. This amplitude saturates the tree-level Regge bound and it has an accumulation point in its spectrum, by which we mean that the residue of the amplitude at either $m_{1}$ or $m_{2}$ involves infinitely many particles of all spins in the partial-wave expansion. Such models should not be considered physical, but nevertheless it is useful to illustrate features when LSD is violated.

Expanding the $s$ - and $u$-channel residues in the corresponding partial waves we find that the amplitude is unitary for

$$
\begin{equation*}
m_{2} \geq m_{1} . \tag{4.231}
\end{equation*}
$$

Let us therefore set $m_{1}=1$ and study the model as a function of $m_{2} \geq 1$.
It is easy to find $\rho_{J}^{++}\left(m_{2}^{2}\right)$ explicitly with the following result

$$
\begin{equation*}
-\left.\frac{1}{t-1} \frac{1}{1+m_{2}^{2}+t}\right|_{t=-\frac{m_{2}^{2}}{2}(1-x)}=\sum_{J=0}^{\infty} \rho_{J}^{++}\left(m_{2}^{2}\right) d_{0,0}^{J}(x) \tag{4.232}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{J}^{++}\left(m_{2}^{2}\right)=\frac{4(2 J+1)}{m_{2}^{2}\left(2+m_{2}^{2}\right)} Q_{J}\left(\frac{2+m_{2}^{2}}{m_{2}^{2}}\right), \tag{4.233}
\end{equation*}
$$

is determined by projecting the left-hand-side of Eq. 4.232 onto the Legendre polynomials. The function $Q_{J}(z)$ is the four-dimensional Legendre Q -function ${ }^{35}$ that can be found in

[^33]Eq. (2.44) of Ref. [369]. By increasing $m_{2}$ we can make the spectral densities of non-minimal spin dominant. One way to understand this is by noting that the LHS of Eq. 4.232) develops a singularity at $x= \pm 1$ when $m_{2}=\infty$ which translates into enhancement of higher-spin contributions. Therefore, Eq. 4.230) is an explicit example where LSD does not hold.

In the other channel we have

$$
\begin{equation*}
-\left.\frac{1}{t-1} \frac{1}{1+m_{2}^{2}+t}\right|_{t=-\frac{1}{2}(1-x)}=\sum_{J=4}^{\infty} \frac{\rho_{J}^{+-}(1)}{\left(\frac{1+x}{2}\right)^{4}} d_{4,4}^{J}(x) \tag{4.234}
\end{equation*}
$$

It is then straightforward to check that $\rho_{J}^{+-}(1)$ satisfies LSD with $\alpha \simeq 10$ for any value of $m_{2}$.

Curiously, if we now consider the values of the couplings $a_{k, j}$ for various values of $m_{2}$ they all end up being located at the LSD islands. For $m_{2}$ close to 1 it is manifest in the properties of the spectral densities described above. At large values of $m_{2}$ when the $s$-channel spectral density $\rho_{J}^{++}\left(m_{2}^{2}\right)$ violates the LSD property the reason is that its contribution to the lowenergy couplings $a_{k, j}$ is suppressed by an extra factor of $\left(\frac{1}{m_{2}^{2}}\right)^{k-j}$ coming from the expansion of $\frac{1}{s-m_{2}^{2}}$ at small $s$, compared to the $u$-channel contribution that does satisfy $\alpha \simeq 10$ LSD. In other words, for $m_{2} \gg 1$ we have $\left\langle\rho_{J}^{+-}\right\rangle_{k} \gg\left\langle\rho_{J}^{++}\right\rangle_{k}$.

To summarize, while Eq. 4.230 with an accumulation point in the spectrum does provide an example of an amplitude function which violates the LSD assumption at $\frac{m_{2}}{m_{1}} \gg 1$, from the low-energy couplings point of view it still ends up in the LSD island region because the $\rho_{J}^{++}\left(m_{2}^{2}\right)$ spectral function that violates the LSD property ends up being irrelevant. While this model should not be considered physical, it does illustrate the idea that potential violations of the LSD principle do not affect the location of the island if there is a separation of scales between the lowest-mass state and higher-mass physics that sources the violation.

## 4.E Wigner d-matrices

Here we list convenient formulas for Wigner d-matrices used in bulk of the paper

$$
\begin{align*}
d_{4,4}^{J}(x) & =2^{-J}(x+1)^{J}{ }_{2} F_{1}\left(-J-4,4-J ; 1 ; \frac{x-1}{x+1}\right),  \tag{4.235}\\
d_{4,-4}^{J}(x) & =\frac{2^{-J-7}}{315} \frac{\Gamma(J+5)}{\Gamma(J-3)}(1-x)^{4}(x+1)^{J-4}{ }_{2} F_{1}\left(4-J, 4-J ; 9 ; \frac{x-1}{x+1}\right),  \tag{4.236}\\
d_{4,0}^{J}(x) & =\frac{2^{-J-3}}{3} \sqrt{\frac{\Gamma(J+5)}{\Gamma(J-3)}}(1-x)^{2}(x+1)^{J-2}{ }_{2} F_{1}\left(4-J,-J ; 5 ; \frac{x-1}{x+1}\right),  \tag{4.237}\\
d_{0,0}^{J}(x) & ={ }_{2} F_{1}\left(-J, J+1 ; 1 ; \frac{1-x}{2}\right) . \tag{4.238}
\end{align*}
$$

By expanding the formulas above around $x=1$ it is easy to check formulas Eq. (4.114), Eq. 4.115, and Eq. 4.116 for the first few $n$ 's. In Mathematica notation the $d_{\lambda_{1}, \lambda_{2}}^{J}(x)$ functions are given by WignerD $\left[\left\{J, \lambda_{2}, \lambda_{1}\right\}, \operatorname{ArcCos}[x]\right]$. For a detailed derivation of the partial-wave expansion for spinning external particles see Ref. [341].

## 4.F Explicit values of one-loop four-graviton amplitudes

In this appendix we collect the final results for the integrated one-loop amplitudes. For the double-minus configuration, we give the results for the $\mathcal{M}_{4}^{\{S\}}$ defined in Eq. 4.32. The supersymmetric decomposition Eq. (4.32) directly gives the amplitude for any massive particle up to spin 2 circulating in the loop. For the single-minus and all-plus helicity configurations, we present the amplitude with a scalar particle circulating in the loop. The amplitudes with a higher-spin particle circulating in the loop are all proportional to this one as shown in Eq. (4.34). In this appendix we give the results for the amplitudes in terms of scalar integral functions whose values we cite in Appendix 4.G.

## 4.F. 1 The double-minus configuration

We first give our results formally to all orders in the dimensional-regularization parameter $\epsilon$. We write them in terms of an overcomplete basis that contains higher-dimensional integrals
as we find this form to be the most concise. This basis is chosen so that the coefficients of the integrals are free of both $\epsilon$ and $m$. As we explained in Appendix 4.G.2, using dimensionshifting relations the higher-dimension integrals are directly expressible in terms of standard $(4-2 \epsilon)$-dimensional ones. We collect the explicit values of the $(4-2 \epsilon)$-dimensional integrals to leading orders in $\epsilon$ [370, 371, 372, 373, 374, 375, 376, 377, 378, 379] in Appendix 4.G.1,

We manifest Bose symmetry under a $2 \leftrightarrow 3$ relabeling (which implies $s \leftrightarrow u$ ) by writing the amplitudes as

$$
\begin{equation*}
\mathcal{M}_{4}^{\{S\}}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=-\frac{1}{(4 \pi)^{2-\epsilon}}\left(\frac{\kappa}{2}\right)^{2} \mathcal{M}_{4}^{\text {tree }}\left(F_{1}^{\{S\}}(s, u)+F_{2}^{\{S\}}(s, u)+F_{2}^{\{S\}}(u, s)\right) \tag{4.239}
\end{equation*}
$$

where $F_{1}^{\{S\}}(s, u)=F_{1}^{\{S\}}(u, s)$ with kinematics in the Euclidean region, and the tree-level amplitude $\mathcal{M}_{4}^{\text {tree }}$ is given in Eq. 4.55.

For the $\mathcal{M}_{4}^{\{0\}}$ pieces we have

$$
\begin{align*}
F_{1}^{\{0\}}(s, u)= & \frac{13 s^{4}+52 s^{3} u+75 s^{2} u^{2}+52 s u^{3}+13 u^{4}}{96 t^{4}} I_{1} \\
& -\frac{8 s^{4}+40 s^{3} u+55 s^{2} u^{2}+40 s u^{3}+8 u^{4}}{8 s u t^{3}} I_{1}^{6-2 \epsilon} \\
& -\frac{\left(s^{2}-s u+u^{2}\right)^{2} t}{64 s^{2} u^{2}} I_{2}(t)+\frac{1}{32}\left(16-\frac{7 s}{u}-\frac{7 u}{s}\right) I_{2}^{6-2 \epsilon}(t)-\frac{45}{16 t} I_{2}^{8-2 \epsilon}(t) \\
& +\frac{s^{8}+s^{7} u+s u^{7}+u^{8}}{128 s^{3} u^{3}} I_{3}(t)-\frac{5\left(s^{5}+u^{5}\right)}{64 s^{2} u^{2}} I_{3}^{6-2 \epsilon}(t)+\frac{25\left(s^{2}-s u+u^{2}\right)}{32 s u} I_{3}^{8-2 \epsilon}(t) \\
& +\frac{105}{16 t} I_{3}^{10-2 \epsilon}(t)-\frac{s^{5} u^{5}}{256 t^{7}} I_{4}(s, u)+\frac{7 s^{4} u^{4}}{32 t^{6}} I_{4}^{6-2 \epsilon}(s, u)-\frac{105 s^{3} u^{3}}{32 t^{5}} I_{4}^{8-2 \epsilon}(s, u) \\
& +\frac{105 s^{2} u^{2}}{8 t^{4}} I_{4}^{10-2 \epsilon}(s, u)-\frac{105 s u}{16 t^{3}} I_{4}^{12-2 \epsilon}(s, u) \tag{4.240}
\end{align*}
$$

$$
\begin{align*}
F_{2}^{\{0\}}(s, u)= & -\frac{s^{3}\left(s^{2}+2 s u+2 u^{2}\right)\left(s^{4}+4 s^{3} u+5 s^{2} u^{2}+2 s u^{3}+u^{4}\right)}{64 u^{2} t^{6}} I_{2}(s) \\
& -\frac{s^{2}\left(7 s^{4}+30 s^{3} u+50 s^{2} u^{2}+40 s u^{3}-12 u^{4}\right)}{32 u t^{5}} I_{2}^{6-2 \epsilon}(s) \\
& -\frac{45 s^{4}+118 s^{3} u+294 s^{2} u^{2}+96 s u^{3}+16 u^{4}}{16 s t^{4}} I_{2}^{8-2 \epsilon}(s) \\
& +\frac{s^{6}\left(s^{6}+7 s^{5} u+21 s^{4} u^{2}+35 s^{3} u^{3}+35 s^{2} u^{4}+21 s u^{5}+7 u^{6}\right)}{128 u^{3} t^{7}} I_{3}(s) \\
& +\frac{s^{4}\left(5 s^{5}+25 s^{4} u+50 s^{3} u^{2}+50 s^{2} u^{3}+25 s u^{4}+32 u^{5}\right)}{64 u^{2} t^{6}} I_{3}^{6-2 \epsilon}(s) \\
& +\frac{5 s^{3}\left(5 s^{3}+15 s^{2} u+15 s u^{2}-32 u^{3}\right)}{32 u t^{5}} I_{3}^{8-2 \epsilon}(s)+\frac{3 s^{2}(35 s+128 u)}{16 t^{4}} I_{3}^{10-2 \epsilon}(s) \\
& -\frac{s^{5} t}{256 u^{3}} I_{4}(s, t)-\frac{s^{4}}{32 u^{2}} I_{4}^{6-2 \epsilon}(s, t)-\frac{9 s^{3}}{32 t u} I_{4}^{8-2 \epsilon}(s, t)-\frac{15 s^{2}}{8 t^{2}} I_{4}^{10-2 \epsilon}(s, t) \\
& -\frac{105 s u}{16 t^{3}} I_{4}^{12-2 \epsilon}(s, t) . \tag{4.241}
\end{align*}
$$

For the $\mathcal{M}_{4}^{\{1 / 2\}}$ pieces we have

$$
\begin{align*}
F_{1}^{\{1 / 2\}}(s, u)= & \frac{4 s^{2}+7 s u+4 u^{2}}{8 t^{2}} I_{1}+\frac{(s-u)^{2} t}{16 s u} I_{2}(t)+\frac{3}{4} I_{2}^{6-2 \epsilon}(t)+\frac{\left(s^{5}+u^{5}\right) t}{32 s^{2} u^{2}} I_{3}(t) \\
& +\frac{s^{3}+u^{3}}{4 s u} I_{3}^{6-2 \epsilon}(t)-\frac{15}{8} I_{3}^{8-2 \epsilon}(t)-\frac{s^{4} u^{4}}{64 t^{5}} I_{4}(s, u)+\frac{15 s^{3} u^{3}}{32 t^{4}} I_{4}^{6-2 \epsilon}(s, u) \\
& -\frac{45 s^{2} u^{2}}{16 t^{3}} I_{4}^{8-2 \epsilon}(s, u)+\frac{15 s u}{8 t^{2}} I_{4}^{10-2 \epsilon}(s, u),  \tag{4.242}\\
F_{2}^{\{1 / 2\}}(s, u)= & \frac{s^{3}(s+2 u)\left(s^{2}+2 s u+2 u^{2}\right)}{16 u t^{4}} I_{2}(s)+\frac{3 s^{3}+7 s^{2} u+12 s u^{2}+2 u^{3}}{4 t^{3}} I_{2}^{6-2 \epsilon}(s) \\
& -\frac{s^{4}(s+2 u)\left(s^{4}+3 s^{3} u+4 s^{2} u^{2}+2 s u^{3}+u^{4}\right)}{32 u^{2} t^{5}} I_{3}(s) \\
& -\frac{s^{3}\left(2 s^{3}+6 s^{2} u+6 s u^{2}-5 u^{3}\right)}{8 u t^{4}} I_{3}^{6-2 \epsilon}(s)-\frac{3 s^{2}(5 s+16 u)}{8 t^{3}} I_{3}^{8-2 \epsilon}(s) \\
& +\frac{s^{4} t}{64 u^{2}} I_{4}(s, t)+\frac{3 s^{3}}{32 u} I_{4}^{6-2 \epsilon}(s, t)+\frac{9 s^{2}}{16 t} I_{4}^{8-2 \epsilon}(s, t)+\frac{15 s u}{8 t^{2}} I_{4}^{10-2 \epsilon}(s, t) . \tag{4.243}
\end{align*}
$$

For the $\mathcal{M}_{4}^{\{1\}}$ pieces we have

$$
\begin{align*}
F_{1}^{\{1\}}(s, u)= & -\frac{t}{4} I_{2}(t)+\frac{s^{4}+s^{3} u+s u^{3}+u^{4}}{8 s u} I_{3}(t)+\frac{3 t}{4} I_{3}^{6-2 \epsilon}(t)-\frac{s^{3} u^{3}}{16 t^{3}} I_{4}(s, u) \\
& +\frac{3 s^{2} u^{2}}{4 t^{2}} I_{4}^{6-2 \epsilon}(s, u)-\frac{3 s u}{4 t} I_{4}^{8-2 \epsilon}(s, u) \tag{4.244}
\end{align*}
$$

$$
\begin{align*}
F_{2}^{\{1\}}(s, u)= & -\frac{s\left(s^{2}+2 s u+2 u^{2}\right)}{4 t^{2}} I_{2}(s)+\frac{s^{4}\left(s^{2}+3 s u+3 u^{2}\right)}{8 u t^{3}} I_{3}(s)+\frac{s^{2}(3 s+8 u)}{4 t^{2}} I_{3}^{6-2 \epsilon}(s) \\
& -\frac{s^{3} t}{16 u} I_{4}(s, t)-\frac{s^{2}}{4} I_{4}^{6-2 \epsilon}(s, t)-\frac{3 s u}{4 t} I_{4}^{8-2 \epsilon}(s, t) \tag{4.245}
\end{align*}
$$

For the $\mathcal{M}_{4}^{\{3 / 2\}}$ pieces we have

$$
\begin{align*}
& F_{1}^{\{3 / 2\}}(s, u)=-\frac{t^{2}}{2} I_{3}(t)-\frac{s^{2} u^{2}}{4 t} I_{4}(s, u)+\frac{s u}{2} I_{4}^{6-2 \epsilon}(s, u),  \tag{4.246}\\
& F_{2}^{\{3 / 2\}}(s, u)=-\frac{s^{2}(s+2 u)}{2 t} I_{3}(s)+\frac{s^{2} t}{4} I_{4}(s, t)+\frac{s u}{2} I_{4}^{6-2 \epsilon}(s, t) . \tag{4.247}
\end{align*}
$$

Finally, for the $\mathcal{M}_{4}^{\{2\}}$ pieces we have

$$
\begin{align*}
& F_{1}^{\{2\}}(s, u)=-s t u I_{4}(s, u),  \tag{4.248}\\
& F_{2}^{\{2\}}(s, u)=-s t u I_{4}(s, t) \tag{4.249}
\end{align*}
$$

We note that the progression of the new pieces from more complicated contributions to simpler ones as the spin increases is a direct consequence of the supersymmetric decomposition Eq. 4.32). As the spin increases the new pieces have lower and lower power counts corresponding to increasing supersymmetry. The final pieces Eq. (4.248) and Eq. 4.249) correspond to $D=(4-2 \epsilon)$ scalar box integrals with no powers of loop momentum in the numerator. This may be compared to the $\mathcal{M}_{4}^{\{0\}}$ contribution which has 8 powers of loop momentum in the numerator. This high power count results in, for example, the $D=(12-2 \epsilon)$ box integrals appearing in Eqs. (4.240) and 4.241).

Next we expand the above results to leading order in the dimensional-regularization parameter $\epsilon$. Using Eq. 4.285 we express the higher-dimensional integrals in terms of $(4-2 \epsilon)$-dimensional ones whose explicit values through $\mathcal{O}\left(\epsilon^{0}\right)$ are collected in Appendix 4.G.1. In the following expressions, the integrals are understood as truncated to this order.

Both $F_{1}^{\{S\}}$ and $F_{2}^{\{S\}}$ are ultraviolet divergent. However, when put together in Eq. 4.239\}, the ultraviolet divergence cancels as expected [326]. We expose this cancellation by separating the bubble integral in Eq. 4.277) into a divergent part $I_{2}(0)$ and a finite part defined in Eq. (4.279). After canceling the $1 / \epsilon$-pole we write the amplitude as

$$
\begin{equation*}
\mathcal{M}_{4}^{\{S\}}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)=-\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{2} \mathcal{M}_{4}^{\text {tree }}\left(f_{1}^{\{S\}}(s, u)+f_{2}^{\{S\}}(s, u)+f_{2}^{\{S\}}(u, s)\right) \tag{4.250}
\end{equation*}
$$

where $f_{1}^{\{S\}}(s, u)=f_{1}^{\{S\}}(u, s)$ and $f_{1,2}^{\{S\}}$ are ultraviolet finite.
For the $\mathcal{M}_{4}^{\{0\}}$ pieces corresponding to Eqs. (4.240) and 4.241) we have

$$
\begin{align*}
f_{1}^{\{0\}}(s, u)= & -\frac{1}{360 t^{5}}\left(540 m^{4} s u t^{2}+s u\left(2 s^{4}+23 s^{3} u+222 s^{2} u^{2}+23 s u^{3}+2 u^{4}\right)\right. \\
& \left.-2 m^{2} t\left(8 s^{4}+5 s^{3} u-366 s^{2} u^{2}+5 s u^{3}+8 u^{4}\right)\right) \\
& -\frac{s u}{2 t^{7}}\left(s^{4} u^{4}+8 m^{2} s^{3} u^{3} t+20 m^{4} s^{2} t^{2} u^{2}+16 m^{6} s u t^{3}+2 m^{8} t^{4}\right) I_{4}(s, u),  \tag{4.251}\\
f_{2}^{\{0\}}(s, u)= & \frac{u}{60 s t^{6}}\left(2 m^{4} t^{2}\left(73 s^{3}-147 s^{2} u-48 s u^{2}-8 u^{3}\right)\right. \\
& +2 m^{2} s t\left(9 s^{4}+78 s^{3} u-105 s^{2} u^{2}-28 s u^{3}-4 u^{4}\right) \\
& \left.+s^{2}(s-u)\left(s^{4}+9 s^{3} u+46 s^{2} u^{2}+9 s u^{3}+u^{4}\right)\right) I_{2}^{\text {fin }}(s) \\
& -\frac{s^{2} u}{t^{7}}\left(s u+2 m^{2} t\right)\left(s^{2} u^{2}+4 m^{2} s t u+2 m^{4} t^{2}\right) I_{3}(s)-\frac{m^{8} s u}{t^{3}} I_{4}(s, t) \tag{4.252}
\end{align*}
$$

where the integrals are defined in Eqs. Eq. (4.277), Eq. (4.280) and Eq. (4.281). For the $\mathcal{M}_{4}^{\{1 / 2\}}$ pieces corresponding to Eqs. 4.242 and 4.243 we have

$$
\begin{align*}
f_{1}^{\{1 / 2\}}(s, u)= & -\frac{\left(s^{2}+14 s u+u^{2}+24 m^{2} t\right) s u}{24 t^{3}} \\
& -\frac{\left(s u+2 m^{2} t\right)\left(s^{2} u^{2}+4 m^{2} s t u+m^{4} t^{2}\right) s u}{2 t^{5}} I_{4}(s, u),  \tag{4.253}\\
f_{2}^{\{1 / 2\}}(s, u)= & \frac{\left((s-u)\left(s^{2}+8 s u+u^{2}\right) s+4 m^{2}\left(-4 s^{3}+2 s^{2} u+7 s u^{2}+u^{3}\right)\right) u}{12 t^{4}} I_{2}^{\text {fin }}(s) \\
& -\frac{\left(s u+3 m^{2} t\right)\left(s u+m^{2} t\right) s^{2} u}{t^{5}} I_{3}(s)-\frac{m^{6} s u}{t^{2}} I_{4}(s, t) . \tag{4.254}
\end{align*}
$$

For the $\mathcal{M}_{4}^{\{1\}}$ pieces corresponding to Eqs. 4.244 and 4.245 we have

$$
\begin{align*}
& f_{1}^{\{1\}}(s, u)=-\frac{s u}{2 t}-\frac{\left(s^{2} u^{2}+4 m^{2} s t u+2 m^{4} t^{2}\right) s u}{2 t^{3}} I_{4}(s, u)  \tag{4.255}\\
& f_{2}^{\{1\}}(s, u)=\frac{(s-u) s u}{2 t^{2}} I_{2}^{\mathrm{fin}}(s)-\frac{\left(s u+2 m^{2} t\right) s^{2} u}{t^{3}} I_{3}(s)-\frac{m^{4} s u}{t} I_{4}(s, t) . \tag{4.256}
\end{align*}
$$

For the $\mathcal{M}_{4}^{\{3 / 2\}}$ pieces corresponding to Eqs. 4.246) and 4.247 we have

$$
\begin{align*}
& f_{1}^{\{3 / 2\}}(s, u)=-\frac{\left(s u+2 m^{2} t\right) s u}{2 t} I_{4}(s, u)  \tag{4.257}\\
& f_{2}^{\{3 / 2\}}(s, u)=-\frac{s^{2} u}{t} I_{3}(s)-m^{2} s u I_{4}(s, t) \tag{4.258}
\end{align*}
$$

Finally, for the $\mathcal{M}_{4}^{\{2\}}$ pieces corresponding to Eqs. 4.248) and 4.249 we have

$$
\begin{align*}
& f_{1}^{\{2\}}(s, u)=-\operatorname{stu} I_{4}(s, u)  \tag{4.259}\\
& f_{2}^{\{2\}}(s, u)=-\operatorname{stu} I_{4}(s, t) \tag{4.260}
\end{align*}
$$

## 4.F. 2 The all-plus configuration

As noted in Eq. (4.34), the result for particles of any spin $0 \leq S \leq 2$ circulating in the loop is proportional to the $S=0$ case. The all-orders-in- $\epsilon$ form of this amplitude using the higher-dimensional integral basis is

$$
\begin{align*}
\mathcal{M}_{4}^{S=0}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)=\frac{1}{(4 \pi)^{2-\epsilon}}\left(\frac{\kappa}{2}\right)^{4}\left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2} \frac{1}{2} & \left(F_{3}(s, t, u)\right.  \tag{4.261}\\
& \left.+F_{4}(s, t)+F_{4}(t, u)+F_{4}(u, s)\right)
\end{align*}
$$

where

$$
\begin{align*}
F_{3}(s, t, u)= & \frac{\left(s^{2}+t^{2}+u^{2}\right)^{2}}{64 s t u} I_{1}-\frac{15}{4} I_{1}^{6-2 \epsilon}  \tag{4.262}\\
F_{4}(s, t)= & \frac{u^{2}\left(s^{3}+t^{3}\right)^{2}}{32 s^{3} t^{3}} I_{2}(u)+\frac{u^{3}\left(7 s^{2}-16 s t+7 t^{2}\right)}{16 s^{2} t^{2}} I_{2}^{6-2 \epsilon}(u)+\frac{45 u^{2}}{8 s t} I_{2}^{8-2 \epsilon}(u) \\
& +\frac{u^{4}\left(s^{7}+t^{7}\right)}{64 s^{4} t^{4}} I_{3}(u)+\frac{5 u^{3}\left(s^{5}+t^{5}\right)}{32 s^{3} t^{3}} I_{3}^{6-2 \epsilon}(u)+\frac{25 u^{2}\left(s^{3}+t^{3}\right)}{16 s^{2} t^{2}} I_{3}^{8-2 \epsilon}(u) \\
& -\frac{105 u^{2}}{8 s t} I_{3}^{10-2 \epsilon}(u)+\frac{s^{4} t^{4}}{128 u^{4}} I_{4}(s, t)+\frac{s^{3} t^{3}}{16 u^{3}} I_{4}^{6-2 \epsilon}(s, t)+\frac{9 s^{2} t^{2}}{16 u^{2}} I_{4}^{8-2 \epsilon}(s, t) \\
& +\frac{15 s t}{4 u} I_{4}^{10-2 \epsilon}(s, t)+\frac{105}{8} I_{4}^{12-2 \epsilon}(s, t) \tag{4.263}
\end{align*}
$$

There is no corresponding tree-level amplitude for the all-plus helicity. Instead, we choose the above spinor-helicity combination to be completely Bose symmetric. Given this choice, the combination in the parenthesis also has this property. Furthermore, we arrange our functions such that $F_{3}$ is completely Bose symmetric, while $F_{4}(s, t)=F_{4}(t, s)$.

The expression simplifies significantly if we expand in $\epsilon$ and drop the $\mathcal{O}(\epsilon)$ pieces. We
have

$$
\begin{align*}
\mathcal{M}_{4}^{S=0}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)=\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4} & \left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2} \frac{1}{2}\left(-\frac{1}{120}\left(120 m^{4}+s^{2}+t^{2}+u^{2}\right)\right. \\
& \left.+2 m^{8}\left(I_{4}(s, t)+I_{4}(t, u)+I_{4}(u, s)\right)+\mathcal{O}(\epsilon)\right) \tag{4.264}
\end{align*}
$$

Because the corresponding tree-level amplitude vanishes this amplitude is infrared finite. As for the other helicities it is ultraviolet finite because of the lack of a viable counterterm [326]. Another interesting property is that for $m \rightarrow 0$ it has no logarithms. The all-minus amplitude follows from parity and is given by swapping angle and square brackets.

## 4.F. 3 The single-minus configuration

As for the all-plus case, for the single-minus configuration we only need the $S=0$ case. The single-minus amplitude in a form valid to all orders in $\epsilon$ is

$$
\begin{align*}
& \mathcal{M}_{4}^{S=0}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right)=\frac{1}{(4 \pi)^{2-\epsilon}}\left(\frac{\kappa}{2}\right)^{4}([12]\langle 13\rangle[14])^{4} \frac{1}{2}\left(F_{5}(s, t, u)\right.  \tag{4.265}\\
&\left.+F_{6}(s, t)+F_{6}(t, u)+F_{6}(u, s)\right)
\end{align*}
$$

We choose the little group combination to have complete Bose symmetry. The function $F_{5}$ is completely Bose symmetric, while $F_{6}(s, u)=F_{6}(u, s)$. We find

$$
\begin{equation*}
F_{5}(s, t, u)=\frac{\left(s^{2}+t^{2}+u^{2}\right)^{2}}{64(s t u)^{3}} I_{1}+\frac{246(s t u)^{2}-9\left(s^{2}+t^{2}+u^{2}\right)^{3}}{4(s t u)^{4}} I_{1}^{6-2 \epsilon} \tag{4.266}
\end{equation*}
$$

$$
\begin{align*}
F_{6}(s, u)= & \frac{s^{6}+u^{6}}{32 s^{5} u^{5}} I_{2}(t)-\frac{s^{4}+2 s^{3} u-2 s^{2} u^{2}+2 s u^{3}+u^{4}}{16 s^{4} u^{4} t} I_{2}^{6-2 \epsilon}(t) \\
& -\frac{3\left(9 s^{4}+22 s^{3} u+42 s^{2} u^{2}+22 s u^{3}+9 u^{4}\right)}{8 s^{3} u^{3} t^{4}} I_{2}^{8-2 \epsilon}(t) \\
& +\frac{s^{9}+2 s^{8} u+s^{7} u^{2}+s^{2} u^{7}+2 s u^{8}+u^{9}}{64 s^{6} u^{6}} I_{3}(t) \\
& +\frac{3\left(s^{6}+s^{5} u+s u^{5}+u^{6}\right)}{32 s^{5} u^{5}} I_{3}^{6-2 \epsilon}(t) \\
& +\frac{31 s^{6}+93 s^{5} u+93 s^{4} u^{2}+126 s^{3} u^{3}+93 s^{2} u^{4}+93 s u^{5}+31 u^{6}}{16 s^{4} u^{4} t^{3}} I_{3}^{8-2 \epsilon}(t) \\
& +\frac{3\left(29 s^{4}+52 s^{3} u-18 s^{2} u^{2}+52 s u^{3}+29 u^{4}\right)}{8 s^{3} u^{3} t^{4}} I_{3}^{10-2 \epsilon}(t)+\frac{s^{2} u^{2}}{128 t^{6}} I_{4}(s, u) \\
& -\frac{s u}{16 t^{5}} I_{4}^{6-2 \epsilon}(s, u)-\frac{15}{16 t^{4}} I_{4}^{8-2 \epsilon}(s, u)-\frac{15}{4 s u t^{3}} I_{4}^{10-2 \epsilon}(s, u)+\frac{105}{8 s^{2} t^{2} u^{2}} I_{4}^{12-2 \epsilon}(s, u) . \tag{4.267}
\end{align*}
$$

Next, we expand the above amplitude to leading order in $\epsilon$. We write

$$
\begin{align*}
\mathcal{M}_{4}^{S=0}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right)=\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4}([12]\langle 13\rangle[14])^{4} \frac{1}{2}( & f_{5}(s, t, u)  \tag{4.268}\\
& \left.+f_{6}(s, t)+f_{6}(t, u)+f_{6}(u, s)\right)
\end{align*}
$$

As in the double-minus configuration, we extract the ultraviolet poles from the bubble integrals in order to manifest the ultraviolet-divergence cancellation. In this way we may express the amplitude in terms of the ultraviolet-finite functions $f_{5}$ and $f_{6}$. We choose these functions such that $f_{5}$ is completely Bose symmetric and $f_{6}(s, u)=f_{6}(u, s)$. We have

$$
\begin{align*}
f_{5}(s, t, u)= & \frac{1}{360(s t u)^{4}}\left(\left(s^{2}+t^{2}+u^{2}\right)(s t u)^{2}-15 m^{2}(s t u)\left(s^{2}+t^{2}+u^{2}\right)^{2}\right. \\
& \left.+m^{4}\left(90\left(s^{2}+t^{2}+u^{2}\right)^{3}-2520(s t u)^{2}\right)\right) \tag{4.269}
\end{align*}
$$

and

$$
\begin{align*}
f_{6}(s, u)= & \frac{m^{4}}{s^{3} u^{3} t^{4}}\left(2 s^{4}+5 s^{3} u+5 s u^{3}+2 u^{4}\right) I_{2}^{\text {fin }}(t) \\
& +\frac{2 m^{4}}{s^{4} t^{4} u^{4}}\left(s^{7}+4 s^{6} u+6 s^{5} u^{2}+4 s^{4} u^{3}+4 s^{3} u^{4}+6 s^{2} u^{5}+4 s u^{6}+u^{7}\right. \\
& \left.\quad-m^{2}\left(2 s^{5} u+6 s^{4} u^{2}+6 s^{3} u^{3}+6 s^{2} u^{4}+2 s u^{5}\right)\right) I_{3}(t) \\
& +\frac{m^{4}}{s^{2} u^{2} t^{4}}\left(s^{2} u^{2}+4 m^{2}(s t u)+2 m^{4} t^{2}\right) I_{4}(s, u) \tag{4.270}
\end{align*}
$$

As for the all-plus amplitude amplitude, because there is no corresponding tree-level amplitude there are no infrared singularities and again in the $m \rightarrow 0$ limit the expression is free of logarithms. The single-plus helicity configuration follows from parity.

## 4.F. 4 Pure gravity

For completeness, we also give the corresponding one-loop amplitude with a massless graviton circulating in the loop. We obtain this result by taking the massless limit of the amplitude with a massive spin-2 particle circulating in the loop, after accounting for the additional states (see Eq. (4.29)). Our results match the ones previously obtained in Ref. [283].

Referring to this amplitude as $\mathcal{M}_{4}^{\mathrm{GR}}$, for the all-plus configuration we have

$$
\begin{equation*}
\mathcal{M}_{4}^{\mathrm{GR}}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)=\frac{-1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4}\left(\frac{[12][34]}{\langle 12\rangle\langle 34\rangle}\right)^{2} \frac{s^{2}+t^{2}+u^{2}}{120} \tag{4.271}
\end{equation*}
$$

while for the single-minus configuration we find 368

$$
\begin{equation*}
\mathcal{M}_{4}^{\mathrm{GR}}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right)=\frac{1}{(4 \pi)^{2}}\left(\frac{\kappa}{2}\right)^{4}([12]\langle 13\rangle[14])^{4} \frac{s^{2}+t^{2}+u^{2}}{360(\text { stu })^{2}} \tag{4.272}
\end{equation*}
$$

For the double-minus configuration the amplitude takes the form

$$
\begin{align*}
\mathcal{M}_{4}^{\mathrm{GR}}\left(1^{+}, 2^{-},\right. & \left.3^{-}, 4^{+}\right)=\frac{r_{\Gamma}}{(4 \pi)^{2-\epsilon}}\left(\frac{\kappa}{2}\right)^{2} s t u \mathcal{M}_{4}^{\text {tree }}[ \\
& \frac{2}{\epsilon} \frac{1}{s t u}\left(s \log \left(\frac{-s}{\mu^{2}}\right)+t \log \left(\frac{-t}{\mu^{2}}\right)+u \log \left(\frac{-u}{\mu^{2}}\right)\right) \\
& +\frac{2}{s t u}\left(u \log \left(\frac{-t}{\mu^{2}}\right) \log \left(\frac{-s}{\mu^{2}}\right)+t \log \left(\frac{-s}{\mu^{2}}\right) \log \left(\frac{-u}{\mu^{2}}\right)+s \log \left(\frac{-t}{\mu^{2}}\right) \log \left(\frac{-u}{\mu^{2}}\right)\right) \\
& +\frac{4 s^{6}+14 s^{5} u+28 s^{4} u^{2}+35 s^{3} u^{3}+28 s^{2} u^{4}+14 s u^{5}+4 u^{6}}{t^{8}}\left(\log ^{2}\left(\frac{s}{u}\right)+\pi^{2}\right) \\
& +\frac{(s-u)\left(261 s^{4}+809 s^{3} u+1126 s^{2} u^{2}+809 s u^{3}+261 u^{4}\right)}{30 t^{7}} \log \left(\frac{s}{u}\right) \\
& \left.+\frac{1682 s^{4}+5303 s^{3} u+7422 s^{2} u^{2}+5303 s u^{3}+1682 u^{4}}{180 t^{6}}\right] \tag{4.273}
\end{align*}
$$

where

$$
\begin{equation*}
r_{\Gamma}=\frac{\Gamma(1+\epsilon) \Gamma^{2}(1-\epsilon)}{\Gamma(1-2 \epsilon)} . \tag{4.274}
\end{equation*}
$$

Here $\mu$ is an infrared dimensional regularization scale. Since massless gravitons circulate in the loop there is an infrared divergence. On the other hand there is no ultraviolet divergence because there is no available counterterm [326]. In this expression we use the four-dimensional helicity scheme [286, 287]. For the massless case the analytic continuation from the Euclidean region to the physical one is simple and accomplished by taking $\log (-s) \rightarrow \log (s)-i \pi$. We have explicitly verified that our results for the graviton in the loop match the ones calculated in Ref. [283], up to the opposite sign for the $\mathcal{M}_{4}^{\{1 / 2\}}$ piece already noted in Ref. [329].

## 4.G Values of one-loop integrals

In this appendix we give the values of the integrals appearing in the amplitudes collected in Appendix 4.F. We first present the $(4-2 \epsilon)$-dimensional integrals and then discuss the higherdimensional integrals. Furthermore, we provide an algorithmic procedure for obtaining an expression for the amplitudes with no $\epsilon$ or mass dependence in the integral coefficients.

## 4.G. 1 Explicit values of one-loop integrals

We now collect the values for the integrals appearing in the above amplitudes [370, 371, 372, 373, 374, 375, 376, 377, 378, 379. We present the integrals in the unphysical Euclidean region where $s, t, u<0$ and then discuss the analytic continuation to the physical region. We define a generic $D$-dimensional $n$-point integral by

$$
\begin{equation*}
I_{n}^{D}=i(-1)^{n+1}(4 \pi)^{D / 2} \int \frac{d^{D} p}{(2 \pi)^{D}} \frac{1}{\left(p^{2}-m^{2}\right)\left(\left(p-p_{1}\right)^{2}-m^{2}\right) \cdot\left(\left(p-p_{n-1}\right)^{2}-m^{2}\right)}, \tag{4.275}
\end{equation*}
$$

where the $p_{i}$ 's are linear combinations of the external momenta. The integral $I_{n}^{D}$ is also labeled by the specific choice of the $p_{i}$ 's. For example, we use $I_{2}^{D}(s)$ for a $D$-dimensional bubble integral that has an invariant mass square of $s=\left(k_{1}+k_{2}\right)^{2}$ flowing through its external legs. Similarly, we use $I_{3}^{D}(s)$ and $I_{4}^{D}(s, t)$ for a $D$-dimensional triangle and box respectively, where we use all scales that may appear in the integral as arguments of the corresponding function. When dealing with a $(4-2 \epsilon)$-dimensional integral we suppress the superscript writing $I_{n}^{4-2 \epsilon} \equiv I_{n}$.

For the purposes of this paper it is sufficient to present the explicit expressions for the ( $4-2 \epsilon$ )-dimensional, one- through four-point integrals up to $\mathcal{O}\left(\epsilon^{0}\right)$. The tadpole (one-point) integral takes the form

$$
\begin{equation*}
I_{1}=m^{2-2 \epsilon} \frac{\Gamma(1+\epsilon)}{\epsilon(\epsilon-1)} \tag{4.276}
\end{equation*}
$$

The bubble (two-point) integral with a kinematic invariant $s$ is given by

$$
\begin{equation*}
I_{2}(s)=I_{2}(0)+I_{2}^{\text {fin }}(s)+\mathcal{O}(\epsilon) \tag{4.277}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{2}(0)=m^{-2 \epsilon} \frac{\Gamma(1+\epsilon)}{\epsilon}=\frac{1}{\epsilon}+\mathcal{O}\left(\epsilon^{0}\right) \tag{4.278}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}^{\mathrm{fin}}(s)=2+x^{(s)} \log \left(\frac{x^{(s)}-1}{x^{(s)}+1}\right) \tag{4.279}
\end{equation*}
$$

with $x^{(s)} \equiv \sqrt{1-4 m^{2} / s}$. The triangle (three-point) integral is

$$
\begin{equation*}
I_{3}(s)=-\frac{1}{2 s} \log ^{2}\left(\frac{x^{(s)}+1}{x^{(s)}-1}\right)+\mathcal{O}(\epsilon) \tag{4.280}
\end{equation*}
$$

Finally, the box (four-point) integral is given by

$$
\begin{align*}
I_{4}(s, t) & =\frac{2}{s t x^{(s t)}}\left[2 \log ^{2}\left(\frac{x^{(s t)}+x^{(s)}}{x^{(s t)}+x^{(t)}}\right)+\log \left(\frac{x^{(s t)}-x^{(s)}}{x^{(s t)}+x^{(s)}}\right) \log \left(\frac{x^{(s t)}-x^{(t)}}{x^{(s t)}+x^{(t)}}\right)-\frac{\pi^{2}}{2}\right. \\
& \left.+\sum_{i=s, t}\left(2 \operatorname{Li}_{2}\left(\frac{x^{(i)}-1}{x^{(s t)}+x^{(i)}}\right)-2 \operatorname{Li}_{2}\left(-\frac{x^{(s t)}-x^{(i)}}{x^{(i)}+1}\right)-\log ^{2}\left(\frac{x^{(i)}+1}{x^{(s t)}+x^{(i)}}\right)\right)\right] \tag{4.281}
\end{align*}
$$

where $x^{(s t)} \equiv \sqrt{1-4 m^{2} / s-4 m^{2} / t}$. To evaluate the expressions in physical regions, e.g. $s>0, t, u<0$, we need to account for the $i \epsilon$ prescription which for all our integrals is obtained by shifting the mass by $m^{2} \rightarrow m^{2}-i \epsilon$.

In order to match to the low-energy EFT, we expand the above integrals in the large-mass limit. It is straightforward to expand the tadpole, bubble and triangle integrals in this limit.

For the box integral we use

$$
\begin{align*}
I_{4}(s, t)= & \frac{1}{6 m^{4}}+\frac{s+t}{60 m^{6}}+\frac{2 s^{2}+s t+2 t^{2}}{840 m^{8}}+\frac{(s+t)\left(3 s^{2}-2 s t+3 t^{2}\right)}{7560 m^{10}} \\
& +\frac{12 s^{4}+3 s^{3} t+2 s^{2} t^{2}+3 s t^{3}+12 t^{4}}{166320 m^{12}}+\frac{(s+t)\left(10 s^{4}-8 s^{3} t+9 s^{2} t^{2}-8 s t^{3}+10 t^{4}\right)}{720720 m^{14}} \\
& +\frac{60 s^{6}+10 s^{5} t+4 s^{4} t^{2}+3 s^{3} t^{3}+4 s^{2} t^{4}+10 s t^{5}+60 t^{6}}{21621600 m^{16}} \\
& +\frac{105 s^{7}+15 s^{6} t+5 s^{5} t^{2}+3 s^{4} t^{3}+3 s^{3} t^{4}+5 s^{2} t^{5}+15 s t^{6}+105 t^{7}}{183783600 m^{18}} \\
& +\frac{280 s^{8}+35 s^{7} t+10 s^{6} t^{2}+5 s^{5} t^{3}+4 s^{4} t^{4}+5 s^{3} t^{5}+10 s^{2} t^{6}+35 s t^{7}+280 t^{8}}{2327925600 m^{20}} \\
& +\frac{252 s^{9}+28 s^{8} t+7 s^{7} t^{2}+3 s^{6} t^{3}+2 s^{5} t^{4}+2 s^{4} t^{5}+3 s^{3} t^{6}+7 s^{2} t^{7}+28 s t^{8}+252 t^{9}}{9777287520 m^{22}} \\
& +\frac{1}{449755225920 m^{24}}\left(2520 s^{10}+252 s^{9} t+56 s^{8} t^{2}+21 s^{7} t^{3}+12 s^{6} t^{4}+10 s^{5} t^{5}\right. \\
& +\frac{\left.+12 s^{4} t^{6}+21 s^{3} t^{7}+56 s^{2} t^{8}+252 s t^{9}+2520 t^{10}\right)}{1873980108000 m^{26}}\left(2310 s^{11}+210 s^{10} t+42 s^{9} t^{2}+14 s^{8} t^{3}+7 s^{7} t^{4}+5 s^{6} t^{5}\right. \\
& \left.+5 s^{5} t^{6}+7 s^{4} t^{7}+14 s^{3} t^{8}+42 s^{2} t^{9}+210 s t^{10}+2310 t^{11}\right) \\
& +\frac{1}{101194925832000 m^{28}}\left(27720 s^{12}+2310 s^{11} t+420 s^{10} t^{2}+126 s^{9} t^{3}+56 s^{8} t^{4}\right. \\
& +\operatorname{O}^{25 s^{7} t^{5}+30 s^{6} t^{6}+35 s^{5} t^{7}+56 s^{4} t^{8}+126 s^{3} t^{9}} \\
& \left.+420 s^{2} t^{10}+2310 s t^{11}+27720 t^{12}\right)
\end{align*}
$$

## 4.G. 2 Higher-dimension integrals

In constructing the amplitudes we used an overcomplete basis of integrals containing both ( $4-2 \epsilon$ )- and higher-dimensional integrals, which as we noted has the advantage of removing $\epsilon$ and $m$ dependence from the integral coefficients. We now explain the construction of this form of the amplitudes and how one returns to the usual integral basis containing only the $(4-2 \epsilon)$-dimensional scalar integrals introduced in Eq. 4.7). In the $(4-2 \epsilon)$-dimension form the coefficients of the integrals have explicit $\epsilon$ and $m$ dependence. As we discussed in Sect. 4.2.6, the basis including higher-dimension integrals is useful for exploiting known
properties of the amplitude in order to fix the coefficients $a_{0}$ and $b_{0}$ in Eq. 4.7), which we cannot obtain from the generalized-unitarity cuts.

Higher-dimension integrals occur naturally in the course of evaluating the loop integrands. Integrals with powers of the higher-dimensional components of loop momentum $\mu$ (defined in Eq. (4.42) in the numerator may be expressed directly in terms of higher-dimensional integrals. Following Ref. [22] we have,

$$
\begin{equation*}
\int \frac{d^{4} \ell}{(2 \pi)^{4}} \frac{d^{-2 \epsilon} \mu}{(2 \pi)^{-2 \epsilon}} \frac{\left(\mu^{2}\right)^{r}}{D_{a b c d}}=\mathcal{P}(\epsilon, r)(4 \pi)^{r} \int \frac{d^{4+2 r-2 \epsilon} L}{(2 \pi)^{4+2 r-2 \epsilon}} \frac{1}{D_{a b c d}} \tag{4.283}
\end{equation*}
$$

where the loop momentum on the right-hand side is integrated over a $(4+2 r-2 \epsilon)$-dimensional space, $D_{a b c d}$ is defined in Eq. (4.23), and

$$
\begin{equation*}
\mathcal{P}(\epsilon, 0)=1, \quad \mathcal{P}(\epsilon, r)=-\epsilon(1-\epsilon)(2-\epsilon) \ldots(r-1-\epsilon), \quad r>0 . \tag{4.284}
\end{equation*}
$$

The resulting higher-dimensional integrals may be expressed in terms the ( $4-2 \epsilon$ )dimensional ones using the dimension-shifting formula [380, 290, 290]:

$$
\begin{equation*}
I_{n}^{D+2}=\frac{1}{(n-D-1) c_{0}}\left[2 I_{n}^{D}-\sum_{i=1}^{n} c_{i} I_{n-1}^{D(i)}\right] \tag{4.285}
\end{equation*}
$$

which holds for any spacetime dimension $D$ and $n \leq 5 . I_{n}^{D}$ refers to an $n$-gon integral in $D$ dimensions, defined in Eq. 4.275). We use $I_{n-1}^{D(i)}$ for the integral obtained by $I_{n}^{D}$ by removing the propagator between legs $(i-1)$ and $i$. The $c_{i}$ are combinations of kinematic factors given by

$$
\begin{equation*}
c_{i}=\sum_{j=1}^{n} S_{i j}^{-1}, \quad c_{0}=\sum_{i=1}^{n} c_{i} \tag{4.286}
\end{equation*}
$$

where the matrix $S$ for the cases of interest to us is given by

$$
\begin{equation*}
S_{i j}=m^{2}-\frac{1}{2} p_{i j}^{2}, \quad \text { with } \quad p_{i j}=p_{i-1}-p_{j-1} \tag{4.287}
\end{equation*}
$$

For example, a $(6-2 \epsilon)$-dimensional box integral is expressed in terms of a (4-2 6 )-dimensional box and four $(4-2 \epsilon)$-dimensional triangles, illustrated in Fig. 4.G.1.

Using Eq. 4.285, we can reduce an expression that contains higher-dimensional integrals to one that does not. For the reverse process, i.e. in order to eliminate all $\epsilon$ and $m$ dependence


Figure 4.G.1: The $D$-dimensional box integral and its four triangle-integral daughters.
in a one-loop amplitude $\mathcal{M}_{4}^{1 \text {-loop }}$, we adopt the following strategy: We start by inspecting the coefficients of the boxes, which take the following schematic form

$$
\begin{align*}
\mathcal{M}_{4}^{1 \text {-loop }} & =\frac{P(\epsilon) Q(s, t, m)}{(4-(4-2 \epsilon)-1)(4-(6-2 \epsilon)-1)(4-(8-2 \epsilon)-1)(4-(10-2 \epsilon)-1)} I_{4} \\
& +\ldots \tag{4.288}
\end{align*}
$$

where $P(\epsilon)$ is at most an order-four polynomial in $\epsilon$ that does not cancel any of the poles of the expression and $Q(s, t, m)$ is some rational function. The maximum degree in $\epsilon$ is directly tied to the maximal power of loop momentum that can appear in the numerator for minimally-coupled gravity. Here we assume the highest possible power of loop momentum, which corresponds to a spin-0 particle circulating in the loop. $I_{4}$ in Eq. (4.288) stands for a box integral in our amplitude, whose arguments we do not specify since we are being schematic. This discussion applies to all box integrals in our amplitude. The ellipsis contains other master integrals and their coefficients. Looking at Eq. 4.285), we may identify this term as coming from the $I_{4}^{12-2 \epsilon}$ integral,

$$
\begin{equation*}
\mathcal{M}_{4}^{1 \text {-loop }}=P(\epsilon) Q^{\prime}(s, t, m) I_{4}^{12-2 \epsilon}+\ldots \tag{4.289}
\end{equation*}
$$

where $Q^{\prime}(s, t, m)$ is some new rational function. Note that the ellipsis also changes as dictated
by Eq. 4.285). Now we may set $D=4-2 \epsilon$ in Eq. 4.285) and rewrite it as follows,

$$
\begin{equation*}
\epsilon I_{n}^{6-2 \epsilon}=\frac{1}{2 c_{0}}\left[2 I_{n}-\sum_{i=1}^{n} c_{i} I_{n-1}^{(i)}-c_{0}(n-5) I_{n}^{6-2 \epsilon}\right] \tag{4.290}
\end{equation*}
$$

where $I_{n}^{4-2 \epsilon} \equiv I_{n}$. Similarly, setting $D=6-2 \epsilon$ in Eq. 4.285) we get

$$
\begin{equation*}
\epsilon I_{n}^{8-2 \epsilon}=\frac{1}{2 c_{0}}\left[2 I_{n}^{6-2 \epsilon}-\sum_{i=1}^{n} c_{i} I_{n-1}^{6-2 \epsilon(i)}-c_{0}(n-7) I_{n}^{8-2 \epsilon}\right] \tag{4.291}
\end{equation*}
$$

etc. Combining the two we may trade for example $\epsilon^{2} I_{n}^{8-2 \epsilon}$ for an expression containing $I_{n}^{8-2 \epsilon}, I_{n}^{6-2 \epsilon}, I_{n}$ and lower-point integrals with $\epsilon$ dependence only in the coefficients of the lower-point integrals. In this fashion we turn Eq. 4.289 into

$$
\begin{equation*}
\mathcal{M}_{4}^{1 \text {-loop }}=\sum_{r=0}^{4} Q_{r}(s, t) I_{4}^{4+2 r-2 \epsilon}+\ldots \tag{4.292}
\end{equation*}
$$

with some different rational functions $Q_{r}(s, t)$. In this way we eliminate all explicit $\epsilon$ and $m$ dependence in the coefficients of the boxes (we discuss the $m$ dependence momentarily). Only after this step is completed, the poles in $\epsilon$ in the coefficients of the triangles have a similar interpretation, i.e. as coming from higher-dimensional triangles. This is because there is a feed down from the coefficients of the boxes to those of the triangles due to Eq. 4.285). The fact that the poles of the triangles align correctly is a nontrivial check of our calculation. We repeat this process sequentially for all lower-point integrals to completely remove the explicit $\epsilon$ and $m$ dependence in the coefficients.

This procedure always succeeds. The reason is that there exists an alternative process of reducing the integrals to master integrals that does not introduce any explicit $\epsilon$ dependence, but instead introduces these higher-dimensional integrals (for an extensive discussion we refer the reader to Appendix I of Ref. [355]). The existence of such a process guarantees the success of a procedure like the one outlined above. In addition, we may understand why there is no $m$ dependence in the coefficients of the master integrals in this basis as follows: We imagine performing the calculation in a covariant gauge, in which all propagators in the integrals have the canonical form $\left(p^{2}-m^{2}\right)$, and there are no other poles in the loop momentum or the mass. We use

$$
\begin{equation*}
m^{2}=L^{2}-\left(L^{2}-m^{2}\right), \quad \mu^{2}=-L^{2}+\ell^{2} \tag{4.293}
\end{equation*}
$$

to trade all $m$ and $\mu$ dependence in the coefficients for tensor integrals and lower-point integrals. Once all $m$ and $\mu$ dependence has been eliminated in this way, we may reduce the tensor integrals using the IBP reduction procedure described in Appendix I of Ref. [355]. The resulting expression contains higher-dimensional integrals without $\epsilon$ or $m$ dependence.

## 4.H High-order expansion of the one-loop four-graviton amplitudes in the large-mass limit

In this appendix, we present the large-mass expansion of our one-loop four-graviton amplitudes through $\mathcal{O}\left(m^{-20}\right)$. We give the amplitudes in terms of loop integrals in Appendix 4.F. We obtain the results of this appendix by expanding the ones of Appendix 4.F in the largemass limit. We give the values and expansion of the integrals in Appendix 4.G.1. The present representation corresponds to low-energy effective description of the gravitational theories under consideration.

The data contained here should be useful for systematic investigations at higher orders in the $1 / m$ expansion than carried out in this paper. The examples in Sects. 4.5-4.6 based on low orders in the expansion suggest that Wilson coefficients in physical theories lie on small islands in the allowed parameter space. Rather strikingly, these islands are one dimensional to a good approximation, which is due to the LSD property. Rather remarkably the stringtheory data we use also satisfy similar properties, so the Wilson coefficients obtained from string theory also populate these islands. We hope that the data presented here will facilitate further investigations of these features.

Using the amplitudes expanded in the large-mass limit one may obtain the low-energy effective description of the theory, along the lines of Sect. 4.3. Besides the operators present in the action of Eq. 4.66), one should include operators of the schematic form $D^{2 k} R^{4}$. The operators $D^{2 k} R^{4}$ correspond to the terms of $\mathcal{O}\left(m^{-(4+2 k)}\right)$.

We organize the amplitudes in a supersymmetric decomposition Eq. (4.32) in terms of the new contributions for a given spin, $\mathcal{M}_{4}^{\{S\}}$. We may then assemble these pieces into
the contributions for a particle of a given spin circulating in the loop using Eq. (4.32). Regarding the double-minus configuration, starting with the spin-0 contribution and moving to the additional new pieces through spin 2, we have,

$$
\begin{align*}
& f^{\{0\}}(s, u)=\mathcal{K}\left(\frac{1}{6300 m^{4}}+\frac{t}{41580 m^{6}}\right. \\
& +\frac{81\left(s^{2}+u^{2}\right)+155 s u}{15135120 m^{8}}+\frac{t\left(161\left(s^{2}+u^{2}\right)+324 s u\right)}{151351200 m^{10}} \\
& +\frac{3556\left(s^{4}+u^{4}\right)+14035\left(s^{3} u+s u^{3}\right)+21030 s^{2} u^{2}}{15437822400 m^{12}} \\
& +\frac{t\left(2052\left(s^{4}+u^{4}\right)+8218\left(s^{3} u+s u^{3}\right)+12287 s^{2} u^{2}\right)}{41902660800 m^{14}} \\
& +\frac{4634\left(s^{6}+u^{6}\right)+27650\left(s^{5} u+s u^{5}\right)+69026\left(s^{4} u^{2}+s^{2} u^{4}\right)+91987 s^{3} u^{3}}{430200650880 m^{16}} \\
& +\frac{t\left(87780\left(s^{6}+u^{6}\right)+526770\left(s^{5} u+s u^{5}\right)+1314684\left(s^{4} u^{2}+s^{2} u^{4}\right)+1752653 s^{3} u^{3}\right)}{37104806138400 m^{18}} \\
& +\frac{2551824\left(s^{8}+u^{8}\right)+20357964\left(s^{7} u+s u^{7}\right)+71183961\left(s^{6} u^{2}+s^{2} u^{6}\right)}{4823624797992000 m^{20}} \\
& \left.+\frac{142285437\left(s^{5} u^{3}+s^{3} u^{5}\right)+177823240 s^{4} u^{4}}{4823624797992000 m^{20}}\right),  \tag{4.294}\\
& f^{\{1 / 2\}}(s, u)=\mathcal{K}\left(\frac{1}{1120 m^{4}}+\frac{t}{8400 m^{6}}\right. \\
& +\frac{15\left(s^{2}+u^{2}\right)+28 s u}{554400 m^{8}}+\frac{t\left(153\left(s^{2}+u^{2}\right)+313 s u\right)}{30270240 m^{10}} \\
& +\frac{665\left(s^{4}+u^{4}\right)+2596\left(s^{3} u+s u^{3}\right)+3890 s^{2} u^{2}}{605404800 m^{12}} \\
& +\frac{t\left(581\left(s^{4}+u^{4}\right)+2345\left(s^{3} u+s u^{3}\right)+3495 s^{2} u^{2}\right)}{2572970400 m^{14}} \\
& +\frac{29106\left(s^{6}+u^{6}\right)+172676\left(s^{5} u+s u^{5}\right)+430955\left(s^{4} u^{2}+s^{2} u^{4}\right)+574230 s^{3} u^{3}}{586637251200 m^{16}} \\
& +\frac{t\left(34440\left(s^{6}+u^{6}\right)+207564\left(s^{5} u+s u^{5}\right)+517436\left(s^{4} u^{2}+s^{2} u^{4}\right)+690109 s^{3} u^{3}\right)}{3226504881600 m^{18}} \\
& +\frac{39270\left(s^{8}+u^{8}\right)+312240\left(s^{7} u+s u^{7}\right)+1091604\left(s^{6} u^{2}+s^{2} u^{6}\right)}{16491024950400 m^{20}} \\
& \left.+\frac{2181716\left(s^{5} u^{3}+s^{3} u^{5}\right)+2726549 s^{4} u^{4}}{16491024950400 m^{20}}\right), \tag{4.295}
\end{align*}
$$

$$
\begin{align*}
f^{\{1\}} & (s, u)=\mathcal{K}\left(\frac{1}{180 m^{4}}+\frac{t}{1680 m^{6}}\right. \\
& +\frac{22\left(s^{2}+u^{2}\right)+39 s u}{151200 m^{8}}+\frac{t\left(20\left(s^{2}+u^{2}\right)+43 s u\right)}{831600 m^{10}} \\
& +\frac{825\left(s^{4}+u^{4}\right)+3125\left(s^{3} u+s u^{3}\right)+4684 s^{2} u^{2}}{151351200 m^{12}} \\
& +\frac{t\left(315\left(s^{4}+u^{4}\right)+1308\left(s^{3} u+s u^{3}\right)+1930 s^{2} u^{2}\right)}{302702400 m^{14}} \\
& +\frac{1036\left(s^{6}+u^{6}\right)+6027\left(s^{5} u+s u^{5}\right)+15036\left(s^{4} u^{2}+s^{2} u^{4}\right)+20030 s^{3} u^{3}}{4410806400 m^{16}} \\
& +\frac{t\left(7056\left(s^{6}+u^{6}\right)+43316\left(s^{5} u+s u^{5}\right)+107555\left(s^{4} u^{2}+s^{2} u^{4}\right)+143715 s^{3} u^{3}\right)}{146659312800 m^{18}} \\
& +\frac{11760\left(s^{8}+u^{8}\right)+92232\left(s^{7} u+s u^{7}\right)+322372\left(s^{6} u^{2}+s^{2} u^{6}\right)}{1075501627200 m^{20}} \\
& \left.+\frac{644205\left(s^{5} u^{3}+s^{3} u^{5}\right)+805050 s^{4} u^{4}}{1075501627200 m^{20}}\right) \tag{4.296}
\end{align*}
$$

$$
f^{\{3 / 2\}}(s, u)=\mathcal{K}\left(\frac{1}{24 m^{4}}+\frac{t}{360 m^{6}}\right.
$$

$$
+\frac{9\left(s^{2}+u^{2}\right)+14 s u}{10080 m^{8}}+\frac{t\left(8\left(s^{2}+u^{2}\right)+21 s u\right)}{75600 m^{10}}
$$

$$
+\frac{10\left(s^{4}+u^{4}\right)+34\left(s^{3} u+s u^{3}\right)+51 s^{2} u^{2}}{332640 m^{12}}
$$

$$
+\frac{t\left(225\left(s^{4}+u^{4}\right)+1075\left(s^{3} u+s u^{3}\right)+1518 s^{2} u^{2}\right)}{50450400 m^{14}}
$$

$$
+\frac{105\left(s^{6}+u^{6}\right)+558\left(s^{5} u+s u^{5}\right)+1391\left(s^{4} u^{2}+s^{2} u^{4}\right)+1852 s^{3} u^{3}}{86486400 m^{16}}
$$

$$
+\frac{t\left(224\left(s^{6}+u^{6}\right)+1533\left(s^{5} u+s u^{5}\right)+3729\left(s^{4} u^{2}+s^{2} u^{4}\right)+5035 s^{3} u^{3}\right)}{1102701600 m^{18}}
$$

$$
+\frac{5292\left(s^{8}+u^{8}\right)+38416\left(s^{7} u+s u^{7}\right)+134211\left(s^{6} u^{2}+s^{2} u^{6}\right)}{97772875200 m^{20}}
$$

$$
\begin{equation*}
\left.+\frac{268122\left(s^{5} u^{3}+s^{3} u^{5}\right)+335050 s^{4} u^{4}}{97772875200 m^{20}}\right) \tag{4.297}
\end{equation*}
$$

$$
\begin{align*}
& f^{\{2\}}(s, u)=\mathcal{K}\left(\frac{1}{2 m^{4}}+\frac{s^{2}+s u+u^{2}}{120 m^{8}}\right. \\
& \quad+\frac{s t u}{504 m^{10}}+\frac{\left(s^{2}+s u+u^{2}\right)^{2}}{3780 m^{12}}+\frac{\left(s^{2}+s u+u^{2}\right) s t u}{7920 m^{14}} \\
& \quad+\frac{75\left(s^{6}+u^{6}\right)+225\left(s^{5} u+s u^{5}\right)+559\left(s^{4} u^{2}+s^{2} u^{4}\right)+743 s^{3} u^{3}}{7207200 m^{16}} \\
& \quad+\frac{3\left(s^{2}+s u+u^{2}\right)^{2} s t u}{400400 m^{18}} \\
& \left.\quad+\frac{\left(s^{2}+s u+u^{2}\right)\left(56\left(s^{6}+u^{6}\right)+168\left(s^{5} u+s u^{5}\right)+557\left(s^{4} u^{2}+s^{2} u^{4}\right)+834 s^{3} u^{3}\right)}{122522400 m^{20}}\right) \tag{4.298}
\end{align*}
$$

We give the relation between $\mathcal{M}_{4}\left(1^{+}, 2^{-}, 3^{-}, 4^{+}\right)$and $f(s, u)$ in Eq. 4.68) and define $\mathcal{K}$ in Eq. (4.87).

For the all-plus and single-minus configurations it suffices to give the result for the spin0 contribution since we obtain the remaining amplitudes via Eq. (4.34). For the all-plus
configuration we have

$$
\begin{align*}
& h^{S=0}(s, u)=\mathcal{K}\left(\frac{s t u}{504 m^{2}}+\frac{\left(s^{2}+s u+u^{2}\right)^{2}}{3780 m^{4}}\right. \\
&+\frac{\left(s^{2}+s u+u^{2}\right) s t u}{7920 m^{6}}+\frac{75\left(s^{6}+u^{6}\right)+225\left(s^{5} u+s u^{5}\right)+559\left(s^{4} u^{2}+s^{2} u^{4}\right)+743 s^{3} u^{3}}{7207200 m^{8}} \\
&+\frac{3\left(s^{2}+s u+u^{2}\right)^{2} s t u}{400400 m^{10}} \\
&+\frac{\left(s^{2}+s u+u^{2}\right)\left(56\left(s^{6}+u^{6}\right)+168\left(s^{5} u+s u^{5}\right)+557\left(s^{4} u^{2}+s^{2} u^{4}\right)+834 s^{3} u^{3}\right)}{122522400 m^{12}} \\
&+\frac{\left(392\left(s^{6}+u^{6}\right)+1176\left(s^{5} u+s u^{5}\right)+2481\left(s^{4} u^{2}+s^{2} u^{4}\right)+3002 s^{3} u^{3}\right) s t u}{888844320 m^{14}} \\
&+\frac{\left(s^{2}+s u+u^{2}\right)^{2}\left(105\left(s^{6}+u^{6}\right)+315\left(s^{5} u+s u^{5}\right)+1412\left(s^{4} u^{2}+s^{2} u^{4}\right)+2299 s^{3} u^{3}\right)}{4888643760 m^{16}} \\
&+\frac{\left(s^{2}+s u+u^{2}\right)\left(150\left(s^{6}+u^{6}\right)+450\left(s^{5} u+s u^{5}\right)+1049\left(s^{4} u^{2}+s^{2} u^{4}\right)+1348 s^{3} u^{3}\right) s t u}{5766092640 m^{18}} \\
&+\frac{1}{33731641944000 m^{20}}\left(35640\left(s^{12}+u^{12}\right)\right. \\
& \quad+213840\left(s^{11} u+s u^{11}\right)+1174365\left(s^{10} u^{2}+s^{2} u^{10}\right)+3911625\left(s^{9} u^{3}+s^{3} u^{9}\right) \\
&\left.\left.+8797526\left(s^{8} u^{4}+s^{4} u^{8}\right)+14072594\left(s^{7} u^{5}+s^{5} u^{7}\right)+16416696 s^{6} u^{6}\right)\right), \tag{4.299}
\end{align*}
$$

while for the single-minus configuration we find

$$
\begin{align*}
& g^{S=0}(s, u)=\mathcal{K}\left(\frac{1}{5040 m^{2} s t u}+\frac{1}{6306300 m^{8}}\right. \\
&+\frac{\left(s^{2}+s u+u^{2}\right)}{441080640 m^{12}}+\frac{s t u}{2715913200 m^{14}}+\frac{\left(s^{2}+s u+u^{2}\right)^{2}}{22406283900 m^{16}}+\frac{\left(s^{2}+s u+u^{2}\right) s t u}{64250746560 m^{18}} \\
&\left.+\frac{\left(27\left(s^{6}+u^{6}\right)+81\left(s^{5} u+s u^{5}\right)+197\left(s^{4} u^{2}+s^{2} u^{4}\right)+259 s^{3} u^{3}\right)}{25057791158400 m^{20}}\right) \tag{4.300}
\end{align*}
$$

The relation of $\mathcal{M}_{4}\left(1^{+}, 2^{+}, 3^{+}, 4^{+}\right)$and $\mathcal{M}_{4}\left(1^{+}, 2^{+}, 3^{-}, 4^{+}\right)$to $h(s, u)$ and $g(s, u)$ is found in Eq. (4.68).

## CHAPTER 5

## Effective Field Theory Islands from Perturbative and Nonperturbative Four-Graviton Amplitudes

Theoretical data obtained from physically sensible field and string theory models suggest that gravitational Effective Field Theories (EFTs) live on islands that are tiny compared to current general bounds determined from unitarity, causality, crossing symmetry, and a good high-energy behavior. In this work, we present explicit perturbative and nonperturbative $2 \rightarrow 2$ graviton scattering amplitudes and their associated low-energy expansion in spacetime dimensions $D \geq 4$ to support this notion. Our new results include a first nonperturbative example consisting of a $D=4, \mathcal{N}=1$ supersymmetric field theory that is coupled weakly to gravity. We show that this nonperturbative model lies on the same islands identified using four-dimensional perturbative models based on string theory and minimally-coupled matter circulating a loop. Furthermore, we generalize the previous four-dimensional perturbative models based on string theory and minimally-coupled massive spin-0 and spin- 1 states circulating in the loop to $D$ dimensions. Remarkably, we again find that the low-energy EFT coefficients lie on small islands. These results offer a useful guide towards constraining possible extensions of Einstein gravity.

### 5.1 Introduction

The language of effective field theory (EFT) is a widely accepted framework in which to formulate the physical laws at a certain energy scale (often referred to as the infrared (IR) scale). Typically, this language is used in the context of current and near-future high-energy
physics experiments [381, 382], but has also found applications in a variety of topics including hydrodynamics [383], inflation [384], the large scale structure of the Universe [385], and the description of binary motion in general relativity [64], among many others. In EFTs, the relevant physics is parameterized by independent local operators that capture all relevant physical degrees of freedom and are consistent with the known symmetries of the problem. Examples of such symmetries include Lorentz invariance and possibly gauge or global symmetries. The unknown physics at high energy or ultraviolet (UV) physics is then systematically parameterized by successively including higher-dimension operators that capture corrections to low-energy observables. Naively, the (Wilson) coefficients of such higher-dimension operators are undetermined and can take on arbitrary values. However, desirable properties of the underlying theory such as causality (analyticity) and unitarity impose nontrivial constraints or bounds on the allowed values of the low-energy couplings [252, 241]. A way to expose these bounds is to study the connection of the $2 \rightarrow 2$ scattering amplitude in the IR and the UV by means of dispersion relations which relate low-energy Wilson coefficients to the discontinuities of the UV amplitude by a contour deformation subject to certain assumptions about the Regge growth of amplitudes at large energies in the complex plane, see e.g. Refs. 386, 387, 345, 388. In recent years this basic philosophy has been systematized to extract various nontrivial constraints [353, 269, 4, 389, 390, 391, 392 .

It is critical to understand the full implications of these constraints and whether sensible physical theories must necessarily lie in small regions of the EFT parameter space. Ref. [4] observed that the Wilson coefficients of two distinct classes of gravitational effective field theories derived from models of UV physics populate small theory islands in the larger space allowed by current dispersive arguments. The first class are string theories, which are ultraviolet complete, and the second class comes from integrating out minimally coupled matter circulating in loops. In both instances gravity is assumed to be weakly coupled so that only the leading order contributions are required, corresponding to tree level in string theory and one loop in the field-theory models. While the field-theory models are not full UV completions, they can be interpreted as intermediate-scale theories, which satisfy all the
assumptions used to derive bounds on the EFT coefficients. The fact that such dissimilar models land on the same small theory island suggests that sensible theories should obey much stronger constraints than have been found as yet from the general arguments. The observed small islands were interpreted as being related to low spin dominance-essentially the property that the spectral density in these models is dominated by the lowest spin partial waves.

While suggestive, an obvious question is whether the appearance of small islands is an artifact of the special theories that were considered or whether they are generic for physically sensible theories. Here we provide evidence towards the latter by obtaining data from two new classes of theories. The first is a nonperturbative strongly coupled $\mathcal{N}=1$ supersymmetric gauge theory which is then weakly coupled to gravity and the second is matter minimally coupled to gravity in $D>4$ spacetime dimensions. Specifically, we present explicit results in $D=6,10$ dimensions with further data and evaluation routines available in the ancillary files. The well known string-theory amplitudes in $D>4$ provide a third class of EFT data. We use this data to support the notion that small theory islands are not a special feature of $D=4$ perturbative examples, but indeed generalize beyond the cases analyzed in Ref. [4]. It remains a challenge to find the tightest bounds that physically sensible EFTs must satisfy. Some recent progress on improving bounds is found in Refs. [390, 391.

One of the key lessons of the modern scattering amplitudes program is to focus on gaugeand field-redefinition-invariant quantities. In this spirit, as in Refs. [353, 269, 4, 389, 390, we focus on the low-energy expansions of scattering amplitudes directly, rather than Wilson coefficients in a Lagrangian that are subject to field-redefinition and integration-by-parts ambiguities. Assuming that gravity couples weakly, we can work to tree-level accuracy in the EFT. There is then a one-to-one map between S -matrix elements in the IR and Wilson coefficients in any given basis of operators, see e.g. [393]. In this way, the low-energy amplitude can be schematically expanded in the form ${ }^{1}$

[^34]\[

$$
\begin{equation*}
\mathcal{M}_{\mathrm{I} R}(s, t) \sim \text { light exchange }+\sum_{k \geq q \geq 0} a_{k, q} s^{k-q} t^{q}, \tag{5.1}
\end{equation*}
$$

\]

where the Mandelstam invariants are $s=\left(p_{1}+p_{2}\right)^{2}, t=\left(p_{1}+p_{4}\right)^{2}$, and $u=\left(p_{1}+p_{3}\right)^{2}$. As usual, for massless external states, they satisfy the relation $u=-s-t$. The terms denoted by "light exchange" correspond to low-energy poles from massless or light (relative to the scale of Mandelstam invariants) exchange of states that are within the low-energy EFT. Finally, the $a_{k, q}$ parameterize new four-point contact interactions graded by mass dimension $k$.

In the ultraviolet, it is convenient to parameterize the unknown physics in terms of the partial-wave expansion of the amplitude, involving the spectral density and some characteristic polynomial of the scattering angle $\cos \theta=1+2 t / s$ (for massless external states in the $s$-channel center of mass) that encodes the Poincaré-invariance properties akin to conformal partial waves in conformal-field-theory (CFT) correlation functions [394, 395, 396, 397]. For external scalars, these are the Gegenbauer polynomials (see e.g. [269]) in general $D$ and the Wigner- $d$ matrices for spinning external states in $D=4$, see e.g. Refs. 398, 341].

The simplest incarnation of the bounds on the coefficients $a_{k, q}$ in Eq. (5.1) is relatively easy to understand. In the presence of some elastic channel where the 'out' state is the same as the 'in' state, in the forward limit (i.e. $t \rightarrow 0$ ) the discontinuity of the amplitude becomes an absolute square which then implies positivity constraints on EFT amplitude coefficients [252]:

$$
\begin{equation*}
\left.a_{k, 0} \sim\langle\mathrm{i} n| T^{\dagger} T|\mathrm{i} n\rangle=|T| \mathrm{i} n\right\rangle\left.\right|^{2} \geq 0 . \tag{5.2}
\end{equation*}
$$

Such bounds have first appeared in the context of chiral Lagrangians and pion scattering [399, 400, 401, before experiencing a revival inspired by the seminal works of Refs. [252, 241]. Recently, similar bounds [257, 260, 263, 264, 353, 270, 402, 403] were organized into a novel geometric structure termed the EFT-hedron [269] (see also Ref. [404, 391, 4]), related to the Weak Gravity Conjecture [258, 405, 406], the analytic bootstrap in AdS/CFT [280, 389], and applied to the Standard Model EFT and pion scattering [253, 407, 408, 409]. Furthermore, these bounds were refined away from the forward limit [268, 271, 390] in order to handle cases with gravitational couplings where the $t$-channel graviton exchange causes difficulties with
some of the naive forward limit bounds. Cases with different external helicity configurations, which individually cannot be considered as elastic scattering, were also considered in Refs. [4, 390, 391, in a spirit similar to Refs. 410, 351, 411. A key feature, common to all presently known bounds is the appearance of the demarcation of allowed and disallowed regions in the space of low-energy couplings $a_{k, q}$.

As already noted above, in previous four-dimensional studies, explicit string- and fieldtheory data suggest that physical EFTs live on small theory islands [4]. In contrast to the four-dimensional case, and for the $D$-dimensional scattering of scalar particles, the spinning partial-wave decomposition that enter the UV part of the dispersion relations are not presently analyzed for the scattering of $D$-dimensional spinning states (see however our "note added" below and the upcoming work of Ref. [412]). Nevertheless, independently of the availability of precise bounded regions, we can ask where do explicit data lie in order to guide further explorations. Here, we address the question of whether similar islands are observed for more general models than the ones considered in 4 . We do so by obtaining new explicit examples of UV models, including nonperturbative matter and cases outside of four dimensions, from which we extract the low-energy expansion coefficients for gravitational scattering amplitudes. Our analysis further supports the notion that small theory islands are a robust feature of gravitational EFTs. Our example of nonperturbative matter in gravitational $2 \rightarrow 2$ scattering opens up a new class of possible theories to analyze in the future. Higher dimensions are interesting for various reasons, including that they allow for analyses of bounds that avoid complications with IR singularities [271] and because 10 dimensions is natural for addressing the question of where does string theory lie in the space of possible UV completions [282].

The remainder of this paper is organized as follows: In section 5.2 we summarize our kinematic conventions for $D$-dimensional graviton scattering including a parametrization of the center-of-mass momenta and the polarization states of the external gravitons. In section 5.3, we use supersymmetric arguments to generate a first four-dimensional example of nonperturbative matter for gravitational $2 \rightarrow 2$ scattering. In section 5.4 we discuss the
straightforward case of tree-level four-graviton string-theory amplitudes in general spacetime dimensions. Our results for one-loop minimally-coupled graviton amplitudes in $D$ dimensions, from which we extract nontrivial EFT data, is presented in section 5.5. We consider the cases of minimally-coupled massive spin-0 and spin-1 matter circulating in the loop. We also briefly summarize the well-known amplitudes techniques such as generalized unitarity and integration tools used to evaluate and manipulate such expressions. In section 5.6 we give a summary of our data by plotting some of the obtained low-energy amplitude coefficients that should serve as a useful guide for any near-future attempts to place dispersive bounds on higher-dimensional graviton scattering. We supply the relevant amplitudes and their low-energy expansion in a computer-readable form as ancillary files to this paper. We close with conclusions and a future outlook in section 5.7.

### 5.2 External kinematics

To describe $2 \rightarrow 2$ graviton scattering in $D$ dimensions we introduce external momenta $p_{i}$, where $i=1, \ldots, 4$ labels the external graviton in question, and work in an all-incoming convention. To capture scattering of all possible external states, we use formal polarization tensors for the gravitons

$$
\begin{equation*}
\varepsilon_{i}^{\mu \nu}=\varepsilon_{i}^{\mu} \varepsilon_{i}^{\nu}, \text { with } p_{i} \cdot \varepsilon_{i}=0 \text { and } \varepsilon_{i} \cdot \varepsilon_{i}=0 . \tag{5.3}
\end{equation*}
$$

We express gravitational polarization tensors in terms of transverse, null polarization vectors $\varepsilon_{i}^{\mu}$. Note that there are $D-2$ such independent null vectors in $D$ spacetime dimensions, while there are $D(D-3) / 2$ independent symmetric traceless tensors. The expressions in terms of the above tensors capture the entire space of states for the $D$-dimensional gravitons. Indeed, a generic polarization tensor $E^{\mu \nu} \equiv \varepsilon^{\mu} \tilde{\varepsilon}^{\nu}+\tilde{\varepsilon}^{\mu} \varepsilon^{\nu}$ may always be written in terms of linear combinations of factorized tensors, e.g. 413, 339

$$
\begin{equation*}
\varepsilon^{\mu} \tilde{\varepsilon}^{\nu}+\tilde{\varepsilon}^{\mu} \varepsilon^{\nu}=(\varepsilon+\tilde{\varepsilon})^{\mu}(\varepsilon+\tilde{\varepsilon})^{\nu}-\varepsilon^{\mu} \varepsilon^{\nu}-\tilde{\varepsilon}^{\mu} \tilde{\varepsilon}^{\nu} \tag{5.4}
\end{equation*}
$$

where we take $\varepsilon \cdot \tilde{\varepsilon}=0$ to ensure tracelessness.

To study specific examples, we introduce explicit momenta and polarization tensors. We consider scattering in the center-of-mass frame, where

$$
\begin{align*}
& p_{1}^{\mu}=\sqrt{\frac{s}{2}}\left(\begin{array}{c}
+1 \\
-1 \\
0 \\
\overrightarrow{0}_{D-3}
\end{array}\right), \quad p_{2}^{\mu}=\sqrt{\frac{s}{2}}\left(\begin{array}{c}
+1 \\
+1 \\
0 \\
\overrightarrow{0}_{D-3}
\end{array}\right), \\
& p_{3}^{\mu}=\sqrt{\frac{s}{2}}\left(\begin{array}{c}
-1 \\
-\cos \theta \\
-\sin \theta \\
\overrightarrow{0}_{D-3}
\end{array}\right), \quad p_{4}^{\mu}=\sqrt{\frac{s}{2}}\left(\begin{array}{c}
-1 \\
\cos \theta \\
\sin \theta \\
\overrightarrow{0}_{D-3}
\end{array}\right), \tag{5.5}
\end{align*}
$$

and the scattering angle $\theta$ is related to the Mandelstam invariants via $\cos \theta=1+\frac{2 t}{s}$, with $s>0$, and $-s<t<0$ for physical $s$-channel scattering. In all examples analyzed in this paper, we consider external polarization tensors of the factorized form in Eq. (5.3). Different cases can also be obtained straightforwardly as explained above. Focusing on even $D$, given a set of spatial unit vectors $e_{a}^{\mu}=\delta_{a}^{\mu}$, with $a=1, \ldots, D$, we define (see e.g. Ref. [413])

$$
\begin{equation*}
\varepsilon_{1,2 n^{ \pm}}^{\mu}=\frac{1}{\sqrt{2}}\left(e_{2 n-1}^{\mu} \pm \mathrm{i} e_{2 n}^{\mu}\right), \quad n=2, \ldots \frac{D}{2} . \tag{5.6}
\end{equation*}
$$

We obtain the polarization vectors for the other three gravitons using appropriate rotations. More details on the polarization choices are included in the ancillary files with explicit evaluation code for all Lorentz products for graviton polarizations similar to the ones discussed here. Note that for $D=4(n=2)$ the polarizations in Eq. (5.6) describe helicity states. Indeed, for this choice our results reproduce the ones obtained in Ref. [4] using spinor-helicity methods.

### 5.3 Non-perturbative data

To gain some direct indication on nonperturbative low-energy effective actions, we consider a matter-coupled $\mathcal{N}=1$ supersymmetric gauge theory which we couple to gravity. This
gauge theory confines in flat space at some scale $\Lambda$, whose specific relation to the highenergy couplings will not be important. We assume that $\Lambda$ is relatively high and that the the low-energy theory is described by the glueball superfield which is much lighter than the confinement scale. This can be arranged by adjusting the couplings of the high-energy theory. We then focus our discussion on energies below the mass $m_{s}$ of the glueball superfield. Thus we can ignore terms $\mathcal{O}\left(p^{2} / \Lambda^{2}\right)$, but we cannot ignore terms $\mathcal{O}\left(p^{n} / m_{S}^{n}\right)$.

The Wilsonian effective action below the confinement scale for an $\mathcal{N}=1$ supersymmetric gauge theory with (holomorphic) tree-level superpotential $W_{\text {tree }}(\phi, Q, \bar{Q})$ depending on some chiral superfields $\phi$ in the adjoint representation and other superfields $Q, \bar{Q}$ in the fundamental representation, has the standard form

$$
\begin{equation*}
\mathcal{L}=\int d^{4} \theta K_{\mathrm{eff}}(S, \bar{S}, G, \bar{G})+\int d^{2} \theta W_{\mathrm{eff}}(S, G)+\text { h.c. } \tag{5.7}
\end{equation*}
$$

where $S$ is the glueball (chiral) superfield, $G$ is the Weyl superfield and $K_{\text {eff }}$ and $W_{\text {eff }}$ are the effective Kähler potential and superpotential respectively. The latter is completely nonperturbative [414], while the former receives both perturbative and nonperturbative contributions. The Weyl superfield $G$, capturing the induced coupling of the effective theory with gravity, carries left-handed spinor indices and its first two components are the self-dual gravitino field strength and the self-dual Riemann tensor respectively.

While the effective Kähler potential is largely unconstrained, the effective superpotential is stringently constrained by symmetry and holomorphy arguments and instanton calculations [415, 416, 417]. Refs. [418, 419] argued that the effective superpotential has the form

$$
\begin{equation*}
W_{\mathrm{eff}}=\frac{\partial \mathcal{F}_{0}}{\partial S}+\frac{\partial^{2} \mathcal{F}_{0}}{\partial S^{2}} G^{\alpha \beta \gamma} G_{\alpha \beta \gamma}+\mathcal{O}\left(\left(G^{\alpha \beta \gamma} G_{\alpha \beta \gamma}\right)^{2}\right) \tag{5.8}
\end{equation*}
$$

where $\mathcal{F}_{0}$ is a holomorphic function of the glueball superfield $S{ }_{\square}^{2}$ Given a tree-level superpotential $W_{\text {tree }}$, the nonperturbative effective potential $W_{\text {eff }}$ can be computed algorithmically, including its gravitational couplings, either via a symmetry and holomorphy analysis

[^35][415, 416], or through matrix-model methods [418, 419, 420, 421, 422, 423, 424, 425]. For our purpose here we do not need its detailed form.

In the latter approach most terms in $W_{\text {eff }}$ are evaluated perturbatively, and the glueball superfield $S$ enters initially in the form of the gauge invariant bilinear $S \propto \operatorname{Tr}\left[W^{\alpha} W_{\alpha}\right]$, where $W$ is the vector superfield, whose lowest component is the gluino. The nonperturbative nature of the superpotential comes from interpreting this superfield as a fundamental field, and from the inclusion in $\mathcal{F}_{0}$ of the Veneziano-Yankielovicz superpotential [426], which accounts for the chiral anomaly.

The critical point of the $G$-independent part of the effective superpotential, which is a solution of $\partial^{2} \mathcal{F}_{0} / \partial S^{2}=0$, fixes a vacuum expectation value, $S=S_{*}$, of the glueball superfield. This breaks chiral symmetry and determines the non-normalized mass of this superfield as $\tilde{m}_{S}=\partial^{3} \mathcal{F}_{0} /\left.\partial S^{3}\right|_{S=S_{*}} \cdot{ }^{3}$ It also implies that among the terms with two Weylsuperfields there exists a linear coupling to $\left(S-S_{*}\right), m_{S}\left(S-S_{*}\right) G^{\alpha \beta \gamma} G_{\alpha \beta \gamma}$, which is also proportional to the mass of these fields. Evaluating the integral over Grassmann variables in Eq. (5.8), integrating out the the auxiliary fields and normalizing the quadratic term for $\varphi$ leads to

$$
\begin{equation*}
\int d^{2} \theta W_{\mathrm{eff}}+h . c .=\left|m_{S}\right|^{2} \bar{\varphi} \varphi+M \varphi R_{\alpha \beta \gamma \delta} R^{\alpha \beta \gamma \delta}+M^{*} \bar{\varphi} R_{\dot{\alpha} \dot{\beta} \dot{\gamma} \dot{\delta}} R^{\dot{\alpha} \dot{\beta} \dot{\gamma} \dot{\delta}}+\text { fermions } \tag{5.9}
\end{equation*}
$$

where $M=\tilde{m}_{S} /\left(\left.\partial_{S} \partial_{\bar{S}} K_{\text {eff }}\right|_{S=S_{*}}\right)^{1 / 2}, \varphi=\left.\left(S-S_{*}\right)\right|_{\theta=0}$ is the scalar in the glueball superfield and $R^{\alpha \beta \gamma \delta}$ and $R^{\dot{\alpha} \dot{\beta} \dot{\gamma} \dot{\delta}}$ are the self-dual and anti-self-dual parts of the Riemann tensor, containing the negative- and positive-helicity gravitons respectively. Thus, the nonperturbative superpotential couples the fluctuation $\varphi$ of the glueball scalar around its expectation value $S_{*}$ with two gravitons of the same helicity,


[^36]Setting aside the exchange of gravitons, the leading-order terms in the four-graviton amplitude come from tree-level exchange of $\varphi$. There are three possible contributions: two vertices from the superpotential, two vertices from the Kähler potential, and a contact term from the Kähler potential. Since extracting gravitons out of the $G$ superfield requires only one Grassmann derivative, it follows that the third field in a vertex with two gravitons is acted upon by two Grassmann derivatives, so it must be the auxiliary field of the glueball superfield. Thus, the Kähler potential can contribute only contact terms at tree level. We graphically denote superpotential contributions by circles and Kähler potential contributions by boxes. The corresponding graphs are:


We first focus on the superpotential contributions and argue later that under certain circumstances the Kähler potential contributions do not affect the conclusions.

Four-graviton tree-level diagrams with vertices from the superpotential are very simple. Eq. (5.9) implies that, for a fixed graviton helicity configuration, the amplitude receives contributions from a single exchange diagram. For example, if gravitons 1 and 2 have negative helicity and gravitons 3 and 4 have positive helicity, the only diagram that contributes is:


This diagram depends on the scalar-field propagator, which in turn depends on the Kähler potential $\left.\right|^{4}$ The Källén-Lehmann representation of massive two-point functions identifies this propagator as some function $f$ of the momentum with a simple pole at $p^{2}=m_{S}^{2}$ where $m_{S}$ is the physical mass of the field $\varphi$. In particular, this implies that it has a regular expansion

[^37]around vanishing momentum, i.e.
\[

$$
\begin{equation*}
f(s)=\sum_{n \geq 0} a_{n} s^{n} \tag{5.13}
\end{equation*}
$$

\]

Then, the amplitude $\mathcal{M}\left(1^{-}, 2^{-}, 3^{+}, 4^{+}\right)$is given by

$$
\begin{equation*}
\mathcal{M}\left(1^{-}, 2^{-}, 3^{+}, 4^{+}\right)=\langle 12\rangle^{4}[34]^{4} f(s), \tag{5.14}
\end{equation*}
$$

with other helicity configurations, $\mathcal{M}\left(1^{-}, 2^{+}, 3^{+}, 4^{-}\right)$and $\mathcal{M}\left(1^{-}, 2^{+}, 3^{-}, 4^{+}\right)$, obtained by relabeling. This implies that

$$
\begin{equation*}
\frac{a_{n, j}}{a_{n, 0}}=0, \text { for all } j>0 \tag{5.15}
\end{equation*}
$$

which puts the nonperturbative contributions from the superpotential on the small islands of physical EFTs and the low-spin-dominance lines in $D=4$ discussed in Ref. [4].

Consider now briefly the consequences of including Kähler-potential contributions to leading-order gravitational amplitudes. As we saw earlier, these contributions can come only from contact terms which arise either from terms of the type $\int d^{4} \theta f(S, \bar{S}) G^{2} \bar{G}^{2}$ in $K_{\text {eff }}$ in Eq. 5.7), or from terms with two Weyl multiplets in $K_{\text {eff }}$ upon integrating out the auxiliary field in the glueball superfield.

Nonperturbative contributions to $K_{\text {eff }}$ necessarily depend on the confinement scale $\Lambda$; moreover, if they are dependent on momenta, then dimensional analysis suggests that they depend on $p^{2} / \Lambda^{2}$ which, according to our initial assumption, is negligible at the energy scale $p^{2} \ll \Lambda^{2}$ that we are focusing on. Thus, the contributions of such Kähler potential terms to amplitudes are essentially constant (up to the helicity-dependent factor), and therefore they affect only a limited number of $a_{n, j}$ coefficients, perhaps only $a_{0,0}$, leading to effectively no changes to Eq. (5.15).

One may wonder if the expansion around the nonvanishing expectation value for the glueball superfield $S$ may enhance these terms suppressed by the ratio $p^{2} / \Lambda^{2}$. The expectation of a smooth limit in which the high-energy theory is trivial (i.e. that the tree-level superpotential is zero) suggests that the momentum dependence cannot be enhanced for
small values of the parameters of the high-energy theory. While this argument suggests that the nonperturbative momentum dependence could be enhanced at large values of these parameters, naively of the order of $\Lambda^{2} / p^{2}$, there remains a comfortable range of parameters of the high-energy theory for which inclusion of the purely nonperturbative terms in the Kähler potential does not affect Eq. 5.15 .

Extension of this discussion to the perturbative and mixed part of the Kähler potential is difficult because of their detailed dependence on the parameters of the high-energy theory. Using however the identity

$$
\begin{equation*}
x \leq \frac{a_{n, j}^{(1)}}{a_{n, 0}^{(1)}}, \frac{a_{n, j}^{(2)}}{a_{n, 0}^{(2)}} \leq y \quad \Longrightarrow \quad x \leq \frac{a_{n, j}^{(1)}+a_{n, j}^{(2)}}{a_{n, 0}^{(1)}+a_{n, 0}^{(2)}} \leq y, \tag{5.16}
\end{equation*}
$$

if all $a_{n, j}>0$ together with the results of Ref. [4] and those discussed in later sections, we expect that the complete nonperturbative four-graviton amplitude in the class of theories discussed here belongs to the EFT island for $p^{2} / \Lambda^{2} \ll 1$. Further study and explicit calculations are necessary to fully settle this issue and to extend our analysis to scales $p^{2} \lesssim \Lambda^{2}$ in which all nonperturbative contributions to the Wilsonian effective action become important.

### 5.4 Tree-level graviton amplitudes in string theory

Having analyzed the first nonperturbative data for four-dimensional graviton scattering via supersymmetric arguments, we now move on to more traditional perturbative amplitudes, although beyond the commonly considered four-dimensional setup. We expect that this data will provide useful guidance for any attempts to place dispersive bounds on graviton scattering in higher dimensions.

To this end, we collect the available tree-level results for the scattering of four external gravitons in superstring (ss), heterotic-string (hs), and bosonic-string (bs) theory. These closed-string amplitudes are determined by Kawai-Lewellen-Tye (KLT) relations [33] in terms of open-string ones. We take the mass of the first excited string level to be $m_{s}^{2}=4 / \alpha^{\prime}$ for all string theories and express the string-theory amplitudes in terms of gauge-invariant tensor
structures $\mathcal{T}$. We need two such structures,

$$
\begin{align*}
\mathcal{T}_{\mathrm{sYM}} & =-s t\left(\varepsilon_{1} \cdot \varepsilon_{3}\right)\left(\varepsilon_{2} \cdot \varepsilon_{2}\right)+\cdots \\
\mathcal{T}_{\text {bos }} & =-\frac{s u}{\left(1+\alpha^{\prime} t / 4\right)}\left(\varepsilon_{1} \cdot \varepsilon_{4}\right)\left(\varepsilon_{2} \cdot \varepsilon_{3}\right)+\cdots, \tag{5.17}
\end{align*}
$$

which are normalized to have mass-dimension four. The full expression for these structures is provided in the ancillary file. We may now write the four-graviton amplitudes in a form that uniformly applies to the three string theories,

$$
\begin{equation*}
\mathcal{M}^{(\beta)}=-\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha^{\prime}}{4}\right)^{3} \mathcal{T}_{\beta} \frac{\Gamma\left[-\frac{\alpha^{\prime} s}{4}\right] \Gamma\left[-\frac{\alpha^{\prime} t}{4}\right] \Gamma\left[-\frac{\alpha^{\prime} u}{4}\right]}{\Gamma\left[1+\frac{\alpha^{\prime} s}{4}\right] \Gamma\left[1+\frac{\alpha^{\prime} t}{4}\right] \Gamma\left[1+\frac{\alpha^{\prime} u}{4}\right]}, \tag{5.18}
\end{equation*}
$$

where $\beta \in\{\mathrm{ss}, \mathrm{hs}, \mathrm{bs}\}$ and

$$
\begin{equation*}
\mathcal{T}_{\mathrm{ss}}=\mathcal{T}_{\mathrm{sYM}}^{2}, \quad \mathcal{T}_{\mathrm{hs}}=\mathcal{T}_{\mathrm{sYM}} \mathcal{T}_{\mathrm{bos}}, \quad \mathcal{T}_{\mathrm{bs}}=\mathcal{T}_{\mathrm{bos}}^{2} \tag{5.19}
\end{equation*}
$$

Newton's constant $G$ is related to $\kappa$ via $\kappa^{2}=32 \pi G$. As a consistency check, by specializing the polarization tensors to describe four-dimensional helicity states we recover the results collected in Appendix B of Ref. [4].

The bosonic string-theory amplitude contains the tachyon exchange. Following Ref. [4], we define a modified bosonic string-theory amplitude by subtracting this exchange and present our data within this definition. In four dimensions, this amplitude is consistent with the generic bounds and hence we expect the same to be true in higher dimensions as well. Let us, however, note that none of the conclusions drawn in the present paper change if we chose to drop the bosonic string-theory amplitude, given the undesired appearance of the tachyon.

We may also identify the massless exchanges in all three sting theories. Specifically, the superstring amplitude only contains the minimal-coupling graviton exchange. The heterotic string-theory amplitude contains both the minimal-coupling and Gauss-Bonnet graviton exchanges, as well as the dilaton exchange. Finally, the bosonic string-theory amplitude contains all the heterotic string-theory amplitude exchanges as well as those from an $R^{3}$-type coupling. Subtracting these exchange contributions is possible but not necessary in order for the amplitudes to be physical. We do not perform such a subtraction in the present work.

Furthermore, we point out that there is an inherent ambiguity in separating the nonanalytic from the analytic part (or equivalently the non-local from the local part) of the amplitude. This ambiguity is reflecting part of the freedom in writing a Lagrangian. When there are no $R^{3}$-type contributions, there is no such ambiguity. In these cases, a simple powercounting argument shows that dilaton and Gauss-Bonnet contributions do not mix with $D^{n} R^{4}$-type (contact) operators. In contrast, when $R^{3}$-type operators are present, terms of the form $R^{2} \times R^{3}$ and $R^{3} \times R^{3}$ contribute at the same order as $R^{4}$-type and $D^{2} R^{4}$-type operators respectively. Hence, in order to obtain the coefficients of the latter, one needs to calculate the low-energy amplitudes starting from a Lagrangian (or define in a different way a scheme for separating the non-analytic from the analytic part of the amplitude). For the complete analysis of the inherent ambiguity in mapping amplitude coefficients to Lagrangian coefficients one has to also include massless loop effects [353, 403]. In this work we neglect massless loop effects, and plot coefficients of $D^{n} R^{4}$-type operators with $n>2$ which do not mix with the massless exchange contributions.

### 5.5 Loop-level graviton amplitudes in quantum field theory

Besides the tree-level string theory amplitudes discussed in the previous section, we are also interested in field-theory models where we allow massive states circulating in the loop as a $D$-dimensional extension of the four-dimensional analysis of Ref. [4]. Such models should not be viewed as proper UV completions, but should instead be viewed as intermediate-energy theories. Because they satisfy all input assumptions used to derive bounds on the low-energy EFTs they provide useful guidance on where physically sensible theories live. Here we opt to construct the full amplitudes for a simple reason: In the derivation of EFT bounds one needs the Regge behavior to determine the validity of bounds which rely on knowing (or assuming) the high-every behavior. With the exact amplitudes in hand it is straightforward to extract the high-energy behavior. A side benefit in having the full one-loop amplitudes computed is that they may be useful for purposes other that studying low-energy EFTs.

### 5.5.1 Maximally supersymmetric massive matter in the loop

The simplest loop-level data we can consider originates from a massive deformation of the maximally supersymmetric gravity amplitude at one-loop, where we give a common mass to the supermultiplet circulating in the loop. This is accomplished by taking the original massless one-loop four-point amplitude written in terms of scalar box integrals 427,

$$
\begin{equation*}
\mathcal{M}^{(\mathcal{N}=8)}=\left(\frac{\kappa}{2}\right)^{4} \mathcal{T}_{\mathrm{ss}}\left[I_{\mathrm{box}}^{(D)}(s, t)+I_{\mathrm{box}}^{(D)}(s, u)+I_{\mathrm{box}}^{(D)}(u, t)\right] . \tag{5.20}
\end{equation*}
$$

and replacing the loop propagators by massive ones. This may be interpreted as dimensionallyreducing a higher-dimensional maximal supergravity and integrating out a Kaluza-Klein mode whose mass is the extra-dimensional momentum. The polarization information is encoded in the tree-level superstring tensor $\mathcal{T}_{\text {ss }}$ and the integrals are defined e.g. as

$$
\begin{equation*}
I_{\mathrm{box}}^{(D)}(s, t)=\int \frac{d^{D} \ell}{(2 \pi)^{D}} \prod_{n=0}^{3} \frac{1}{\left(\ell+\sum_{i=1}^{n} p_{i}\right)^{2}-m^{2}} \tag{5.21}
\end{equation*}
$$

The UV divergences that are present for $D \geq 8$ are straightforward to extract. In fact, the UV expansion of the amplitude and its large-mass expansion are intimately related: both are equivalent to an expansion around small external momenta yielding massive tadpoles, as can be easily seen from the interpretation of the mass as Kaluza-Klein momentum. We will return shortly to the large-mass expansion.

### 5.5.2 Non-supersymmetric massive matter in the loop

We obtained the four-graviton amplitude with a maximally supersymmetric massive multiplet circulating in the loop by simply replacing formerly massless propagators by massive ones in the known representation of the one-loop amplitude 427. We are also interested in $D$-dimensional one-loop amplitudes with massive scalars and massive spin- 1 fields running in the loop. We do not explicitly consider massive fermions, gravitinos, or massive spin-2 states here for the sake of brevity even though there is no conceptual problem to construct these amplitudes as well. The workflow of our construction uses a number of modern scattering-amplitude methods.

We start by constructing the amplitude's loop integrand via generalized unitarity [19, 20, 166] from the knowledge of tree-level amplitudes. We find it most convenient to directly match two-particle cuts

where the external states are gravitons (denoted by wiggly lines) and the massive states propagating inside the loop are generically denoted by a solid line (which can represent either massive spin-0 or spin- 1 states). Since we are interested in expressions that are valid in arbitrary spacetime dimension $D$, we utilize tree-level gravitational Compton amplitudes (grey 'blobs' in 5.22 ) in terms of formal (traceless symmetric) polarization tensors $\varepsilon_{i}^{\mu \nu}=$ $\varepsilon_{i}^{\mu} \varepsilon_{i}^{\nu}$ of the gravitons that can be found e.g. in Ref. [46]. The unitarity cuts involve a sum over physical states. For the massive spin-1 circulating in the loop, the relevant states are selected out by inserting the physical state projector $\Pi^{\mu \nu}(p, m)=\eta^{\mu \nu}-\frac{p^{\mu} p^{\nu}}{m^{2}}$ for each cut leg. From the resulting expressions, we extract the kinematic numerators of the cubic diagrams

which are functions of the following Lorentz invariants: $\varepsilon_{i} \cdot p_{j}, s, t, p_{i} \cdot \ell$, and $\varepsilon_{i} \cdot \ell$. For the massive spin-1 exchange, it is convenient to split the numerators into a 'spin-0' part and a 'spin-1' remainder akin to the supersymmetric decomposition of the four-dimensional amplitudes in Ref. [4]:

$$
\begin{equation*}
N^{\mathrm{spin}-1}=\bar{N}^{\mathrm{spin}-1}+\left(D_{s}-1\right) N^{\mathrm{spin}-0} \tag{5.24}
\end{equation*}
$$

where $D_{s}=\eta_{\mu}^{\mu}$ is the state-counting parameter. This separation effectively eliminates the terms of highest degree in the loop momentum $\ell$ from $N^{\text {spin-1 }}$.

At one loop, all contractions between the loop momentum $\ell$ and the external momenta $p_{i}$ can be written in terms of inverse propagators, see e.g. 428], but contractions of the loop-momentum with polarization vectors $\varepsilon_{i}$ require the evaluation of tensor integrals. Such
integrals are well known from e.g. Refs. [429, 430] where one converts tensor integrals into dimension-shifted [431, 432, 433] scalar integrals, see also Ref. 434. The relevant dimension shifts can be derived algorithmically with the help of integration-by-parts relations 435, 436, 437, 438], implemented in modern computer codes such as FIRE [245, 246].

We find it convenient to organize the resulting amplitudes in a special basis of scalar integrals where all integral coefficients are independent of the mass of the state in the loop and of the spacetime dimension $D$. This closely follows the discussion of the fourdimensional amplitude construction of Ref. (4) and can be likewise achieved by judiciously using dimension-shifting relations [431, 432, 433].

The attentive reader might have noticed that our amplitudes construction via the twoparticle cut in Eq. 5.22 is not yet complete as we could be missing contributions from bubble integrals with a single massless line on one side (sometimes referred to a 'snail integrals'), or from tadpole integrals. These contributions are determined along the lines of Ref. [22] by demanding that the amplitudes considered here remain IR-finite in the massless limit and by requiring that the UV divergences are mass-independent. 5 At the end of our construction, we find that all one-loop four-point amplitudes due to massive spin-S exchange considered in this work can be expressed in terms of 42 independent (possibly dimension shifted) integrals that are multiplied by gauge-invariant tensors involving only the Mandelstam invariants and contractions between polarization vectors and external momenta,

$$
\begin{equation*}
\mathcal{M}^{(\mathrm{S})}=\sum_{k} \mathcal{T}_{k}^{(\mathrm{S})}(\varepsilon, p) I_{k}\left(s, t, D, m^{2}\right) \tag{5.25}
\end{equation*}
$$

We include the explicit expressions of the amplitudes in the representation of (5.25) in computer readable form with explicit rules for the $\mathcal{T}_{k}^{(S)}$ in terms of Lorentz products of the external data.

In view of our goal to provide explicit expressions for the low-energy gravitational EFT amplitudes once the massive state is integrated out, it is highly advantageous to organize

[^38]the amplitudes as in Eq. 5.25). Indeed, since only the scalar (dimension-shifted) integrals, $I_{k}\left(s, t, D, m^{2}\right)$, depend on the mass, we only need to find their large-mass expansion. This can be achieved by dimension shifting all integrals back to $D=4$ and using the known polylogarithmic expressions, conveniently collected in Ref. 439, and expanding them for $m^{2} \gg|s|,|t|$. Alternatively, the same expressions can be obtained by expanding the integrand along the lines of the 'method of regions' [440] for $|\ell| \sim m \ll\left|p_{i}\right|$, leading effectively to tadpole integrals which are known exactly in $D$. We find the latter method computationally much more efficient. We provide the expansion of all one-loop integrals that appear in (5.25) to sufficiently high order in $1 / m^{2}$ in the attached ancillary file.

As a further consistency check on our computation, we can evaluate our $D$-dimensional scattering amplitudes for $D=4-2 \epsilon$ and for specific choices of polarization vectors $\varepsilon_{i}^{\mu}$ that correspond to four-dimensional helicity states, thereby reproducing all earlier results from Ref. 4], e.g.

$$
\begin{equation*}
\mathcal{M}^{(0)}\left(1_{4^{+}} 2_{4^{+}} 3_{4^{+}} 4_{4^{+}}\right)=\frac{s t u}{504 m^{2}}+\frac{\left(s^{2}+s t+t^{2}\right)^{2}}{3780 m^{4}}+\ldots \tag{5.26}
\end{equation*}
$$

where $1_{4^{+}}$refers to the polarization vector $\varepsilon_{1,4^{+}}^{\mu}$, etc. (See our conventions in Eq. (5.6)).
Using our scattering amplitudes we may now probe the richer space of states of the graviton in $D>4$. We consider examples of elastic amplitudes of the form $\mathcal{M}\left(1_{a^{-}} 2_{b^{-}} 3_{b^{+}} 4_{a^{+}}\right)$ for various values of $a$ and $b$.

As mentioned above, generally, in order to ensure the validity of EFT bounds it is crucial to know the behavior of our amplitudes in the Regge limit, $|s| \gg-t,|s| \gg m^{2}$. Since our field theory data are only stand-in models for a intermediate UV completion of gravitational scattering, their behavior is generically worse than expected from quantum Regge bounds [345, 346, 388]. The exact behavior of the amplitudes in the Regge limit depends on the graviton polarizations, but using the explicit expressions for the amplitudes we have checked that the worst behavior is saturated by the spin-2 exchange (inside the $\mathcal{N}=8$ amplitude) with a scaling (in even spacetime dimension $D$ ) of the form

$$
\begin{equation*}
\mathcal{M} \sim s^{D-1} \tag{5.27}
\end{equation*}
$$

which recovers the $s^{3}$ behavior in $D=4$ explored in Ref. [4].
Similarly to the string-theory cases, the non-supersymmetric examples we consider here contain massless exchanges that would need to be taken into account in mapping the amplitude coefficients to Lagrangian coefficients.

### 5.6 Data summary and plots

Having discussed the relevant computations of the new explicit models of UV completions, we now proceed to explore the associated values of the low-energy couplings in the largemass expansion of the amplitudes. Our analysis supports the notion that physical theories lie on small islands. Interestingly, if we choose the external states to be $4_{ \pm}$(which may be thought of as polarization tensors restricted to a four-dimensional subspace), we find that the projective data points remain on the same four-dimensional islands independent of the spacetime dimension.

### 5.6.1 Sample data in $D=4$

To confirm our $D$-dimensional setup, we first reproduce the data points in Fig. 10 of Ref. [4] by specializing to $D=4$. To do so we select four-dimensional helicity states for the external gravitons corresponding to $\mathcal{M}\left(1_{4^{-}} 2_{4^{-}} 3_{4^{+}} 4_{4^{+}}\right)=s^{4} f(t, u)$ (see Eq. (5.6) for our polarization conventions), where $f(t, u)$ admits the low-energy expansion

$$
\begin{equation*}
f(t, u)=\sum_{k \geq q \geq 0} a_{k, q} s^{k-q} t^{q} \tag{5.28}
\end{equation*}
$$

Additionally, as explained in section 5.3, we add a new data point for our nonperturbative results for the four-graviton scattering generated from the effective superpotential of a $\mathcal{N}=1$ matter-coupled supersymmetric gauge theory further coupled to gravity. In this special case, $f$ is a function of $s$ only so that the sum truncates and the only nonzero coefficients are the $a_{k, 0}$.

In Fig. 5.6 .1 and the following, our labeling conventions are as follows: NP Matter $\equiv$


Figure 5.6.1: The $D=4$ EFT data for various models for $a_{4,1} / a_{4,0}$ and $a_{4,2} / a_{4,0}$. A line with slope $3 / 2$ is added. The data points do not land perfectly on this line.
nonperturbative matter-coupled $\mathcal{N}=1$ supersymmetric gauge theory, Scalar $\equiv$ massive spin0 running in the loop, Vector $\equiv$ massive spin- 1 running in the loop, $\mathrm{m} \mathcal{N}=8 \equiv$ massive $\mathcal{N}=8$ supermultiplet in the loop. The new data points further emphasize the main observation of Ref. [4], that explicit data lies on small 'theory islands' in the space allowed by unitarity, causality, and crossing constraints (this larger space is not indicated in Fig. 5.6.1 and is the red-shaded region in Fig. 9 of Ref. [4]).

### 5.6.2 Sample data in $D=6$

To showcase some features of our amplitude data, we generate similar data plots for graviton polarizations that are outside the four-dimensional helicity setup. To this end, we first consider scattering of gravitons in $D=6$ with the polarization choice $\mathcal{M}\left(1_{6}{ }^{-} 2_{6^{-}} 3_{6^{+}} 4_{6^{+}}\right)$ where all polarizations are outside the four-dimensional subspace. (See Eq. (5.6) for our conventions of the graviton polarization states.) We consider the coefficients of the $1 / \mathrm{m}^{2}$ terms in Fig. 5.6 .2 which are polynomials in $s, t$ of degree four. The particular helicity choice renders the amplitude $t \leftrightarrow u$ symmetric and we denote the amplitude coefficients by their corresponding monomial in the Mandelstams. Unlike for the $D=4$ examples considered
previously, it is not always possible to factor out some overall powers of Mandelstams.


- Scalar
- Vector
- $\mathrm{mN}=8$
- Bosonic String
- Heterotic String
- Superstring

Figure 5.6.2: The $D=6$ EFT data for various models for $a\left[s^{3} t\right] / a\left[s^{4}\right]$ and $a\left[s^{2} t^{2}\right] / a\left[s^{4}\right]$. A line with slope $3 / 2$ is added to guide the eye. Here $a[x]$ stands for the coefficient of the monomial $x$ in the Taylor expansion of the amplitude.

It is fascinating to observe that, similarly to four-dimensional theories, the data points of the various models lie on an almost straight line and their spread from the line is much smaller than the extend of the line itself, giving us a concrete first example of small theory islands beyond $D=4$.

We should, however, stress that not all extra-dimensional data falls on such perfect lines. To see this, let us investigate a three-dimensional section of the coefficient space at masslevel $1 / m^{6}$ where we have degree- 6 polynomials in $s$ and $t$. We summarize our results in Fig. 5.6.3. As seen in a rotated viewpoint shown in Fig. 5.6.4, this data essentially lies in a plane. While it appears that the virtual scalar EFT lies somewhat off a line formed by the other models, it is difficult to assess the broader significance of this departure vis-à-vis the parameter space allowed by causality, unitarity and crossing constraints, which is currently not known beyond $D=4$.


Figure 5.6.3: The $D=6$ EFT data for various models for the ratios of low-energy amplitude coefficients $a\left[s^{5} t\right] / a\left[s^{6}\right], a\left[s^{4} t^{2}\right] / a\left[s^{6}\right]$, and $a\left[s^{3} t^{3}\right] / a\left[s^{6}\right]$. We add a straight line to guide the eye. As illustrated in Fig. 5.6.4 from a different viewpoint the data essentially lie in a plane.
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Figure 5.6.4: The same data points and line of Fig. 5.6.3 from a different viewpoint that demonstrates that the data essentially lie in a plane.

### 5.6.3 Sample data in $D=10$

We proceed to analyze the data provided by perturbative calculations in $D=10$, which is an interesting dimension from a superstring perspective. We observe that, as in lower dimen-
sions, the ratios of four-graviton amplitude coefficients again lie on a remarkably thin island. As mentioned in the introduction, this theoretical data should provide crucial guidance for future dispersive analyses analogous to those carried out in $D=4$. Here, we only plot one particular section through our data in $D=10$ which could eventually interplay with the search for string theory via the analysis of graviton scattering. For concreteness, we consider the amplitude $\mathcal{M}\left(1_{6^{-}} 2_{10^{-}} 3_{10^{+}} 4_{6^{+}}\right)$.

Taking the large-mass expansion and evaluating all tensor structures for the specified graviton-polarization choice we collect, for example, the expansion coefficients similar to the $k=4$ coefficients in $D=4$. Notably, in $D=10$ it no longer holds that we can factor out an overall helicity-dependent polynomial of the Mandelstam invariants. Therefore, the formerly $k=4$ amplitude coefficients are associated to honest degree- 8 polynomials in $s, t$. In the particular example we discuss, even though we do not naively have crossing symmetry due to the polarization choice, the only nontrivial contractions of polarization vectors that survive are $\varepsilon_{2} \cdot \varepsilon_{3}$ and $\varepsilon_{1} \cdot \varepsilon_{4}$ which is left invariant under $2 \leftrightarrow 3$ or $1 \leftrightarrow 4$. At the level of the polynomials in Mandelstam invariants, this leaves three independent degrees of freedom that we can in general bound from unitarity, causality, crossing and Regge-behavior considerations. The three independent coefficients are associated to the $s^{8}, s^{6} t^{2}$ and $s^{4} t^{4}$ terms respectively and their ratios are depicted in Fig. 5.6.5.

The data lie on an almost straight line of approximate slope $9 / 2$. We leave to future work to establish the appropriate bounded regions of allowed parameter space from unitarity and causality constraints. However, the similarity between Figs. 5.6.1 and 5.6.5 suggests that many of the interesting features of the four-dimensional theory islands survive in higher dimensions as well.

Recently, the projective bounds between independent Wilson coefficients of the same mass-level $k$ have been generalized to extremely interesting bounds of Wilson coefficients against e.g. Newton's constant [390, 391]. Here, we chose to plot projective data points due in part to the surprising observation that Fig. 5.6.1 in $D=4$ does not change significantly compared to Fig. 5.6.6 in $D=10$, where in both cases we evaluate the amplitudes for polar-
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Figure 5.6.5: The $D=10$ EFT data for various models for the ratios of low-energy amplitude coefficients $a\left[s^{6} t^{2}\right] / a\left[s^{8}\right]$ and $a\left[s^{4} t^{4}\right] / a\left[s^{8}\right]$. A line with slope $9 / 2$ is added to guide the eye.
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Figure 5.6.6: The $D=10$ EFT data with four-dimensional external polarizations $4_{ \pm}$. Here we follow the conventions of Eq. 5.28. A line with slope $3 / 2$ is added to guide the eye.
izations corresponding to four-dimensional helicity states. Specifically, only the "Vector" data point is $D$-dependent, and this dependence is solely due to the $D_{s}$ appearing in Eq. (5.24). The net effect of this $D$-dependence is that the "Vector" data point is closer to the "Scalar" in Fig. 5.6.6 compared to Fig. 5.6.1. While we do not spell out the details, this relative unifor-
mity of the data across dimensions can be understood from the analysis of dimension-shifted scalar integrals. This is consistent with the intuition that extra-dimensional momenta in the loop can be thought of as a Kaluza-Klein mass which we effectively integrate over. This integral over the mass then drops out from the projective data.

### 5.7 Conclusions and Outlook

In this work we studied explicit perturbative and nonperturbative models for UV sensible four-graviton scattering amplitudes and their respective low-energy expansions. In particular, as a first example, we studied a nonperturbative $\mathcal{N}=1$ supersymmetric gauge theory also coupled to gravity in four spacetime dimensions. Moreover, in $D$ dimensions we considered tree-level four-graviton amplitudes in string theory and computed minimally-coupled one-loop four-graviton amplitudes with massive matter circulating in the loop.

The crucial output is the low-energy expansion of these amplitudes. As in the fourdimensional EFTs considered in Ref. [4], the low-energy coefficients of our data populate rather small theory islands compared to the naive expectation that consistent theories should fill out the full space of allowed low-energy couplings. Unlike the four-dimensional case where this feature was attributed to low-spin dominance, in general spacetime dimensions we do not currently have the same level of understanding. Nonetheless, our explicit analysis suggests that similar mechanisms are at work and it would be extremely interesting to further explore it by studying the partial-wave decomposition of our higher-dimensional amplitudes. We also anticipate that our explicit data will serve as a useful guide for any upcoming analysis of dispersive bounds on the low-energy Wilson coefficients. Further data can be found by exploiting the results of Ref. [441, in which one-loop amplitudes in theories deformed by operators induced by integrating out massive string states are computed. Similarly to the discussion in section 5.5.1, the states circulating in the loop can be rendered massive through Kaluza-Klein reduction; then, the resulting amplitudes are interpreted as those of an EFT of compactified string theory valid at scales $p^{2} \sim m_{\mathrm{KK}}^{2} \ll\left(\alpha^{\prime}\right)^{-2}$, in the same spirit as the discussion in section 5.3.

There are several further interesting directions to pursue. For one, beyond $D=4$, gravitational scattering amplitudes are no longer plagued by infrared singularities that hamper obtaining a number of four-dimensional bounds from various approaches and can show up in the form of IR-logarithms even beyond the forward limit bounds [390]. Gravitational scattering in higher dimensions is also interesting in light of the recent attempts to find string theory [282] from an S-matrix bootstrap point of view. It would be very interesting to narrow down the range of possible extensions of gravitational UV completions in 10 spacetime dimensions beyond string theory. One could also combine the scattering matrix for different graviton states in higher dimensions into a matrix, on which nontrivial bounds can be determined, analogous to the ones found for different helicity configurations in four dimensions [4].

Additionally, the data presented here is primarily deduced from conventional gravitational scattering amplitudes, although we also presented a first example of data deduced from nonperturbative amplitudes. Recently, certain more exotic amplitudes with "accumulation point spectra" have gained some attention in e.g. Refs. [442, 443] and likewise in the model of Appendix D of Ref. [4] that in turn was inspired by Ref. [268]. It is interesting to note that while the accumulation-point model of Ref. [4] was designed to violate lowspin dominance, the associated low-energy EFT still belongs to the same theory island as the more conventional string- and field-theory data. It would be interesting to study the ultimate fate of accumulation-point amplitudes and determine whether or not they should be thought of as physical UV completions.

Along similar lines, it would be interesting to think about additional models that UVcomplete gravitational scattering. Perhaps the most interesting new classes of theories involves nonperturbative physics. Here, we studied only a first example. It is possible to carry out a controlled non-perturbative analysis in the context of the AdS/CFT correspondence [444, 445, 446], generalized as in e.g. Ref. [447] or with a simple cutoff in the transverse direction [448], to describe a confining boundary theory. Indeed, bulk $\mathrm{AdS}_{5}$ supergravity can be used to find the boundary four-dimensional correlation functions of e.g. four stress
tensors, which in turn can be interpreted as the four-graviton off-shell Green's functions. Fourier-transforming to boundary momentum space allows on-shell conditions to be imposed and leads to the boundary four-graviton amplitude due to virtual nonperturbative matter. Naively, the contribution of one bulk-exchange diagram to the amplitude is, up to a polynomial helicity-dependent factor, a function of the corresponding Mandelstam invariant. It would be very interesting to explore the consequences of these polynomial factors on the Taylor coefficients of the expansion of the amplitude at large confinement scale $]^{6}$

In conclusion, placing bounds on gravitational scattering and analyzing explicit data in four spacetime dimensions and beyond should give us a fruitful probe of possible extensions of Einstein gravity. A key question is whether we can constrain sensible theories to live on islands as small as those suggested by the explicit theoretical data.

[^39]
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[^0]:    ${ }^{1}$ In practice, it is convenient to formally distinguish the two factors (eg. $\varepsilon^{\mu \nu}=\varepsilon^{\mu} \tilde{\varepsilon}^{\nu}$ ) and only set them equal $\left(\tilde{\varepsilon}^{\mu}=\varepsilon^{\mu}\right)$ at the end of the calculation.

[^1]:    ${ }^{2}$ We use the word effectively because the replacement might also need an overall factor. We discuss the details in the following sections.

[^2]:    ${ }^{1}$ The $n \mathrm{PM}$ order corresponds to $\mathcal{O}\left(G^{n}\right)$.

[^3]:    ${ }^{2}$ The $n \mathrm{PN}$ order corresponds to $\mathcal{O}\left(G^{a} v^{2 b} S^{c}\right)$ with $a+b+c=n+1$, where $v$ is the relative velocity of the binary system and $S$ corresponds collectively to the spins of the objects.

[^4]:    ${ }^{3}$ Note that unlike Ref. [46] we do not introduce the coefficients $a_{\text {cov }}$. This means that factors of the spin in Eq. 2.27 appear both because we specialize in the center-of-mass frame and due to Eq. 2.26 .

[^5]:    ${ }^{4}$ The three-vectors $\hat{\boldsymbol{q}}$ and $\hat{\boldsymbol{p}}$ are not to be confused with unit-norm vectors.

[^6]:    ${ }^{1}$ Note that the $H_{2}$ operator in Eq. (3.4) is written in a form different from that in Eq. (3.2). The equivalence can be proved by using Bianchi identities.

[^7]:    ${ }^{2}$ These extra operators are not needed when matching our Wilson-coefficient dependent aligned-spin scattering angles through $S^{4}$ with those computed from a worldline formalism [244].

[^8]:    ${ }^{1}$ In particular, higher-loop effects do not affect the discussion in this paper since by assumption gravity is weakly coupled and we are focusing on the leading-order effect.

[^9]:    ${ }^{2}$ Perturbatively consistent $S$-matrices occupy a somewhat intermediate position between fully nonperturbatively consistent quantum gravities (often referred to as landscape) and consistency of $2 \rightarrow 2$ scattering studied by bootstrap methods.

[^10]:    ${ }^{3}$ It would be very interesting to generalize our analysis to include bounds that relate couplings of different dimensionality along the lines of Refs. [267, 268, 271].
    ${ }^{4}$ In Ref. [275] the string-theory island was interpreted in terms of unitarity constraints coupled with world-sheet monodromy constraints.

[^11]:    ${ }^{5}$ Flat space superconvergence considered in Ref. [278] is a particular example of these more general sum rules.

[^12]:    ${ }^{6}$ We combine the 'gauge boson' and 'scalar' contributions of Ref. 302] into the massive $S=1$ result.

[^13]:    ${ }^{7}$ We use a real scalar while Ref. [283] used a complex one. Hence there is relative factor of $1 / 2$ for that contribution.

[^14]:    ${ }^{8}$ We drop ill-defined 'cosmological constant' tadpole diagrams with a $1 /\left(\sum_{i=1}^{4} k_{i}\right)^{2}$ propagator.

[^15]:    ${ }^{9}$ More precisely, given complex conjugation $\gamma: z \mapsto z^{*}$, we define $f^{*}(z)$ as $f^{*} \equiv \gamma \circ f \circ \gamma: z \mapsto\left(f\left(z^{*}\right)\right)^{*}$. For identical scalar particles Eq. 4.69 becomes the familiar hermitian analyticity.

[^16]:    ${ }^{10}$ We implicitly use complex momenta so that the three-point amplitude does not vanish from kinematic constraints.

[^17]:    ${ }^{11}$ Here we allowed for parity-odd and parity-violating effects which render certain coefficients in the lowenergy expansion complex.

[^18]:    ${ }^{12}$ In the case of external scalars these are familiar Legendre polynomials. For spinning particles the analogous polynomials in $D=4$ are Wigner d-functions, which are written explicitly below.

[^19]:    ${ }^{14}$ In terms of couplings to the intermediate state of energy $\sqrt{t}$ and spin $J$ these inequalities simply state that $\left|\sum_{i} \lambda_{++i} \lambda_{+-i}^{*}\right|^{2} \leq\left(\sum_{i}\left|\lambda_{++i}\right|^{2}\right)\left(\sum_{i}\left|\lambda_{+-i}\right|^{2}\right)$ and $\left|\sum_{i} \lambda_{++i}^{2}\right| \leq \sum_{i}\left|\lambda_{++i}\right|^{2}$ respectively.
    ${ }^{15}$ A hermitian $n \times n$ matrix $M$ is called positive semi-definite if $z^{*} M z \geq 0$ for all $z \in \mathbb{C}{ }^{n}$.

[^20]:    ${ }^{16}$ Curiously, as explained in some detail in Appendix 4.D, if we allow for accumulation points in the spectrum we can consider much simpler amplitude functions. These functions, however, contain an infinite number of particles of a given mass.

[^21]:    ${ }^{17}$ For simplicity we keep the index discrete, but of course it can be continuous, e.g. denoting the mass of

[^22]:    ${ }^{20}$ Strictly speaking the bosonic string is not part of the theory space due to the presence of the tachyon in the spectrum, but it is useful to keep it to check various formulas.

[^23]:    ${ }^{21}$ See also Ref. 351, 352, 352 for a closely related discussion.
    ${ }^{22}$ We refer the reader to Ref. [269] for the definition of this term.

[^24]:    ${ }^{23}$ Strictly speaking, this statement is only true for finite-dimensional sums in Eq. 4.127. For infinitedimensional sums we can also have limiting points. For us the limiting point is $J=\infty$. We find, however, that its existence does not play a role in the analysis in the following sections. The reason for it is that in practice we search for the boundaries Eq. 4.128 by first truncating the sum over spins up to some $J_{\max }$ and then extrapolating to $J_{\max }=\infty$.
    ${ }^{24}$ Here $d$ has nothing to do with the dimensionality of spacetime. Instead, it is the dimensionality of the relevant subset of the low-energy couplings that we would like to bound.

[^25]:    ${ }^{25}$ Note that we performed an $s \leftrightarrow t$ transformation compared to Eq. 4.98.

[^26]:    ${ }^{26}$ In the ++ channel the closed-form expression takes the form $P_{++}^{j}\left(\mathcal{J}^{2}\right)=\frac{1}{\Gamma(j+1)^{2}} \prod_{n=1}^{j}\left(\mathcal{J}^{2}-n(n-1)\right)$.

[^27]:    ${ }^{27}$ The constraint Eq. 4.140 can be understood as arising from the limiting point when $i_{s}$ or $i_{u} \rightarrow \infty$.

[^28]:    ${ }^{28}$ One exception is the heterotic string amplitude where we have $\left\langle\rho_{2}^{++}\right\rangle_{k} \sim \frac{1}{10}\left\langle\rho_{0}^{++}\right\rangle_{k}$.

[^29]:    ${ }^{30}$ Consistency between Eq. 4.133 and Eq. 4.178, namely matching of the $\rho_{J}^{+-}$discontinuities, requires that $d_{4,4}^{J}(x)=(-1)^{J} d_{4,-4}^{J}(-x)$, which is indeed the case.

[^30]:    ${ }^{31}$ More precisely, it follows from $\left.\partial_{s}^{n}\left(\frac{d_{4,4}^{J}\left(1+\frac{2 s}{m}\right)}{\left(m^{2}+s\right)^{4}}\right)\right|_{s=0}>0$ for $n=0,1$ which can be readily checked using formulas from Appendix 4.E.

[^31]:    ${ }^{33}$ In calculating this amplitude one implicitly uses complex kinematics.

[^32]:    ${ }^{34}$ Descriptions of higher-spin particles date back to Pauli and Fierz 367.

[^33]:    ${ }^{35}$ Note that the Mathematica LegendreQ function is defined somewhat differently. The precise relation is $Q_{J}(z)=$ LegendreQ $[J, z+i 0]-i \frac{\pi}{2}$ LegendreP $[J, z]$ for $z>1$.

[^34]:    ${ }^{1}$ Below, we denote amplitude coefficients by their monomial term, e.g. $a\left[s^{k-q} t^{q}\right]$. For the sake of compactness, here we simply use $a_{k, q}$ which will have a different meaning for a particular $4 D$ helicity amplitude.

[^35]:    ${ }^{2}$ We do not include a detailed expression of the higher-order terms because they contribute only to higher-point gravitational amplitudes, so we do not need them.

[^36]:    ${ }^{3}$ The mass $m_{S}$ depends on the details of the Kähler potential. On dimensional and holomorphy grounds one may expect that up to numerical factors, $m_{S} \propto S_{*}^{4 / 3} \tilde{m}_{S}$.

[^37]:    ${ }^{4}$ A dimensional-analysis-based suggestion was put forth in Ref. 426, $K(S) \propto(\bar{S} S)^{1 / 3}$.

[^38]:    ${ }^{5}$ The latter requirement is equivalent to demanding that the corresponding counterterm has a local expression in terms of Riemann tensors.

[^39]:    ${ }^{6}$ At high energies the scattering process is localized in AdS space and given, up to external-state factors, by tree-level string theory amplitudes [448. This suggests-but does not prove - that we may expect certain similarities between the properties of flat-space string-theory Taylor coefficients and those of the boundary graviton amplitudes.

