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Multimode cavity quantum electrodynamics —where a two-level system interacts simultaneously
with many cavity modes—provides a versatile framework for quantum information processing and
quantum optics. Due to the combination of long coherence times and large interaction strengths, one
of the leading experimental platforms for cavity QED involves coupling a superconducting circuit
to a 3D microwave cavity. In this work, we realize a 3D multimode circuit QED system with single
photon lifetimes of 2 ms and cooperativities of 0.5−1.5×109 across 9 modes of a novel seamless cavity.
We demonstrate a variety of protocols for universal single-mode quantum control applicable across
all cavity modes, using only a single drive line. We achieve this by developing a straightforward
flute method for creating monolithic superconducting microwave cavities that reduces loss while
simultaneously allowing control of the mode spectrum and mode-qubit interaction. We highlight the
flexibility and ease of implementation of this technique by using it to fabricate a variety of 3D cavity
geometries, providing a template for engineering multimode quantum systems with exceptionally
low dissipation. This work is an important step towards realizing hardware efficient random access
quantum memories and processors, and for exploring quantum many-body physics with photons.

Circuit quantum electrodynamics (cQED) [1] has
emerged as the preeminent platform for quantum optics
and realizing quantum memories [2]. While studies of
quantum optics with cQED have largely been restricted
to a single or few cavity modes, the extension of cQED to
many cavity modes (multimode cQED) promises explo-
rations of many-body physics with exquisite single pho-
ton control. Multimode cavities are an efficient way of
realizing many co-located cavity modes that can be si-
multaneously coupled to and controlled by a single phys-
ical qubit, ideal for creating multi-qubit quantum memo-
ries while reducing the number of physical lines required.
A challenge currently limiting applications of multimode
cQED in quantum information science—and the scaling
to larger systems—is the need for longer coherence times.

3D superconducting cavities possess the longest co-
herence times in cQED [3], and while being intrinsi-
cally linear, can be strongly coupled to a nonlinear su-
perconducting transmon circuit to realize universal gate
operations [4, 5]. The resulting high cooperativities
have enabled many fundamental experiments in quan-
tum information science and quantum optics, including
demonstrations of quantum error correction [6–8] and
fault tolerance [9]. While quantum control has also
been extended to two-cavity modes coupled to the same
qubit [10], where it has been used to mediate gate oper-
ations and interactions [11, 12], it has so far not been ex-
tended to many cavity modes. Building multimode sys-
tems that leverage 3D cavities will enable explorations of
a new regime of many-body quantum optics. Using a sin-
gle physical qubit to control a multimode memory also

allows us to potentially multiplex ∼ 10 − 1000 modes,
thereby providing a promising solution to the problem
of wiring large quantum processors, and allowing su-
perconducting quantum systems to go beyond the noisy
intermediate-scale quantum era [13, 14].

Multimode cQED systems with strong light-matter in-
teractions have been realized in a variety of 2D quan-
tum circuits, with a Josephson-junction-based supercon-
ducting qubit coupled to many nearly harmonic modes.
These include transmission line resonators [15], supercon-
ducting lumped-element [16–18] and Josephson-junction-
based meta-materials [19], and electromechanical sys-
tems [20], highlighting the breadth of quantum optics
and simulation problems that can be addressed with mul-
timode cQED [21]. A multimode cQED system com-
prising a chain of strongly coupled coplanar waveguide
resonators has also been used to realize a random ac-
cess quantum processor in which a single transmon me-
diates gate operations between arbitrary mode pairs [22].
For scaling such multiplexed systems to larger Hilbert
spaces, the harmonic modes (quantum memories) must
have much longer coherence times than the transmon
qubit (quantum bus).

In this letter, we demonstrate a flexible 3D multimode
cavity platform capable of high cooperativities across
many cavity modes. To do this, we develop a new flute
technique that enables the creation of a variety of cav-
ity geometries while eliminating seam loss—arising from
supercurrents crossing mechanical interfaces—present in
the construction of many cavity designs. Using this tech-
nique, we realize a state-of-the-art multimode cQED sys-
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Device Mode f0(GHz) Qint Se(1/m) Sm(1/m)
R(5N) TE101 6.84 1.15× 107 409 505
R(6N) TE101 6.75 9.73× 106 ” ”
P(6N) TE101 6.011 2.1× 107 420 550
MM1(5N5) TE10n 7− 8.8 2.8− 6.2× 107 420− 422 533− 543
MM2(5N5) TE10n 5.4− 6.9 6.5− 9.5× 107 398− 403 513− 537
Cyl(6N) TM010 6.389 2.54× 107 64 187
Coax(5N) λ/4 6.602 9.79× 107 577 490

(a) (b)

(d)(c)

(e)

FIG. 1. Outline of seamless flute cavity design. (a) An

FE model showing the ~E-field magnitude for the TE101 mode
of a rectangular waveguide cavity. (inset) A side-view cut-
away of the flute design highlighting the overlapping holes,
with the effective mode volume highlighted in green. The
evanescent decay through the holes is also shown. (b) A pic-
ture of the R(5N) cavity. (c) An FE model of a cylindrical

style flute cavity showing the ~E-field magnitude for the fun-
damental TM010 mode. (inset) A top-view cutaway showing
the effective mode volume created by the hole overlap. (d) A
picture of the C(6N) cavity. (e) A table outlining the perfor-
mance of various cavity geometries, highlighting the internal
quality factors (Qint), and the magnetic (Sm) and electric (Se)
participation ratios from FE simulations.

tem consisting of a monolithic 3D multimode cavity with
coherence times exceeding 2 ms across the mode spec-
trum. We perform quantum operations on 9 of the cavity
modes using a single superconducting transmon circuit
placed at one end of the cavity. We extend a variety of
universal cavity control schemes—based on the dispersive
interaction—to a multimode system, realizing a promis-
ing and flexible platform for hardware efficient random
access quantum memories.

The flute technique creates a cavity through the over-
lap of holes drilled from the top and bottom of a mono-
lithic piece of superconductor, resulting in the generation
of a cavity volume with no seams. This is illustrated in
Fig. 1 (a) and (c) for a rectangular and cylindrical cavity,
where we show finite element (FE) simulations of the fun-
damental cavity mode and visualize the creation of the
cavity volume through the overlap of the holes (insets,
cavity volume highlighted in green). The hole diameter
is chosen such that the cutoff frequency of the waveg-
uide mode is much higher than that of the cavity modes.

This ensures that the cavity mode energy density at the
vacuum interface is suppressed by a factor of exp(−βz),
where β is the waveguide propagation constant for the
TM0m modes of the hole, and z is the hole depth (from
the top of the cavity volume, green). We choose a hole
depth (z = 15 mm) and diameter (do = 4.76 mm) such
that the quality factor limit due to evanescent coupling
to vacuum exceeds 109 for all the manipulable modes of
the cavity (see SI), similar to the values for evanescent
loss for a single mode coaxial λ/4 cavity [2]. As a re-
sult, despite the cavity being full of holes, we realize high
quality factor cavities limited only by intrinsic losses.

We used the flute method to construct a number of cav-
ities, with various geometries, using aluminum ranging in
purity from 5N (99.999%) to 6N (99.9999%). These in-
clude the rectangular pan-pipe [R(5N), R(6N)] and cylin-
drical cavities [Cyl(6N)] depicted in Fig. 1 (b) and (d) re-
spectively. Their quality factors, inferred from their spec-
troscopic linewidths, are shown in the table in Fig 1 (e),
along with their mode frequencies and their geometric
surface participation factors. We also measured the co-
herence of a pan-pipe cavity [P(6N)] [23] and multimode
cavity [MM2(5N5)] while coupled to a qubit. During fab-
rication, care was taken to ensure a smooth and uniform
finish of the cavity interior and to reduce the formation
of metal burrs at the hole-cavity interface. To do this,
successive drilling and honing steps were used to bring
the holes to their final dimensions, followed by etching to
remove surface damage induced from the manufacturing
process (see SI). For comparison, we also measured the
internal quality factor of a 5N aluminum coaxial λ/4 cav-
ity that underwent the same etching process, which had
an internal quality factor of 97 million—comparable with
the best quality factors observed in this cavity geometry
in aluminum [24]. When the cavity losses are scaled with
respect to their geometric magnetic (Sm) and electric
(Se) surface participation ratios [3, 25], the MM2(5N5)
cavity internal quality factors are comparable to those
achieved in the coaxial cavity, ranging from 65− 95 mil-
lion over the first 9 modes. The losses seen in the other
cavity geometries differ by nearly a factor of 2 from that
expected from the coaxial cavity Q, even once the geo-
metric scaling is taken into account. The source of this
additional non-radiative loss is attributed to variations
introduced in the manufacturing and surface treatment
(see SI).

While all 3D cavities are naturally multimodal, the
usability of the modes depends on the mode frequen-
cies and electric field participations at the qubit location.
We achieve multimode cavities that satisfy both these re-
quirements by using the TE10m modes of a long rectangu-
lar waveguide cavity, as shown in Fig. 2. The frequency
of the fundamental mode (Fig. 2 (a)) is tuned by the cav-
ity height (h), the second smallest cavity dimension. The
cavity spectrum is given by νnm = c

2

√
(n/h)2 + (m/l)2,

where m and n are the mode numbers along the cavity
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Qubit Location

7.00 7.25 7.50 7.75 8.00 8.25 8.50 8.75
Frequency (GHz)

0
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Tapered
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(a)

(b)

(c)

(d)

(e)

FIG. 2. Dispersion engineering in a multimode flute
cavity (a),(b) FE simulations showing the magnitude of

the electric field (| ~E|) for the first, and the ninth mode of

a long rectangular cavity. (c),(d) | ~E| profile for a similar
cavity with the height tapered according to the expression
hcav(x) = h0 − αx2. (e) Mode spectrum of a tapered multi-
mode flute cavity [MM1(5N5)] measured at room temperature
(blue), and the simulated eigenfrequencies for a non-tapered
cavity (red vertical lines) of the same length.

length and height. In our case, we operate on modes
with a single antinode along the height, such that n = 1.
Higher m-modes have increasing number of antinodes
along the length, as illustrated by the 9th mode shown
in Fig. 2(b). In this regime, the mode spacing scales
inversely with length, with the modes near the cut-
off frequency having significant dispersion, as shown in
Fig 2(e)(dashed red lines). We can change this disper-
sion by modulating the cavity height by varying the top
and bottom hole overlap across the cavity length. With a
quadratic profile, h(x) = h0 − αx2, as shown in Fig 2(c)
and (d) we are able to create a nearly constant mode
spacing, as shown by the transmission measurement in
Fig. 2(e)(blue) for MM1(5N5). This has the additional
effect of lensing the field towards one side of the cavity, in-
creasing the coupling to the qubit (location indicated by
arrows) for the higher order modes. By modulating the
cavity height, we are therefore able to tune both the mode
dispersion and mode-qubit coupling, allowing us to tailor
the parameters of the mutimode cavity-QED system de-
pending on the application. Increasing the cavity length
leads to reduced mode spacing and more modes in a given
bandwidth, with the spacing between modes being ulti-

mately limited by off-resonant interactions between the
qubit and non-target modes. To reduce these effects, we
conservatively chose a mode spacing of 200 − 250 MHz.
Future devices could be longer and include more modes
within the available bandwidth.

We control the cavity modes using a superconducting
transmon circuit that serves as a quantum bus that cou-
ples to all the modes. The choice of the number of modes
is also informed by the coherence times of the transmon
and the cavity modes. In a multiplexed random access
architecture, the gate error while operating on a target
mode should be comparable to the accumulated idle er-
rors of the non-target modes. This suggests that the
number of usable modes scales as nm = T c

1/T
q
1 , where

T c
1 and T q

1 are the cavity and qubit relaxation times re-
spectively. With our average measured T c

1 ∼ 2 ms and
T q
1 ∼ 80 − 100 µs, we are able to control Hilbert spaces

of ∼ 10 modes before being limited by deleterious effects
due to multiplexing. The superconducting transmon cir-
cuit is simultaneously coupled to all the cavity modes
by placing it at one end of the multimode flute cavity
as shown in Fig. 3 (a), where the first 9 modes have
couplings ranging from 50 − 170 MHz. The capacitor
pads of the transmon act as antennas that couple to the
electric fields of the modes of the storage cavity (red)
and a second adjacent smaller flute cavity used for read-
out (green). This interaction allows the cavity control
operations developed in single-mode systems to be ap-
plied to any mode of the multimode cavity, all through
a single drive line that couples directly to the readout
resonator. This corresponds to a ten-fold reduction in
the number of control lines compared to a similar sized
physical qubit system, and demonstrates the hardware
efficiency of this design. By leveraging current niobium
accelerator cavity technology, it is possible to realize sin-
gle photon lifetimes > 2s [26] and thereby allowing for
multliplexing over ∼ 1000 modes—with qubit lifetimes
of 100− 200 µs—without needing to add any more con-
trol lines.

We demonstrate 3 different ways of controlling the cav-
ity modes, all of which use the Josephson non-linearity of
the transmon to exploit different physics of the system.
These protocols differ in the required drive strengths, fre-
quencies, and gates times, but result in similar infideli-
ties up to prefactors in the regime where the transmon is
the dominant source of decoherence. These are (1) res-
onant photon exchange mediated by 4-wave mixing pro-
cesses, (2) cavity displacements used in conjunction with
photon number selective phase gates (SNAP) [4], and
(3) cavity drives within subspaces engineered by photon
blockade [27, 28]. These schemes can also be extended
to perform gate operations and generate interactions be-
tween modes. The control methods can all be understood
by rewriting the junction phase in terms of the dressed
states arising from the interaction with the modes, and
expanding the transmon Josephson energy to quartic or-
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FIG. 3. Quantum control of multimode flute cavity using a transmon. (a) A schematic of the multimode flute cavity
[MM2(5N5)] showing the location of the storage cavity (red), readout cavity (green), and transmon chip (blue). (b, top) Energy
level diagram illustrating cavity state preparation using |f0i〉 − |g1i〉 charge sideband transitions. (bottom) Corresponding
sideband Rabi oscillations for mode 3 obtained after initializing the transmon in the |f〉 state, and driving at the |f03〉 − |g13〉
difference frequency. (c, top) Energy level diagram illustrating control of the cavity using SNAP gates with resonant drives
on the cavity (red) and the transmon (blue). (c, top, right) Optimal control pulses on the transmon (Ω) and the cavity (ξ),
required for preparing cavity mode 2 in |1〉. (c, bottom) Measurement of the resulting state using Wigner tomography (left),
and photon number resolved qubit spectroscopy (right). (d, top) Energy level diagram illustrating state preparation by photon
blockade using a resolved transmon pulse resonant with |g2i〉 − |e2i〉 (green). The resulting Rabi splitting makes the cavity
mode anharmonic, with a weak resonant cavity drive (red) producing Rabi oscillations, as shown in (d, bottom) for mode 3.

der:

HI =
α

12

(
βtĉ+ βrâr +

∑

m

βmâm + βrξd + c.c

)4

(1)

Here, βt, βr, βm are the participations of the transmon,
readout, and storage modes in the phase of the trans-
mon junction, respectively. ξd is the combined readout
and transmon drive displacement precessing at the drive
frequency, and all operators are rotating at their natural
frequencies (see SI). This interaction leads to a 4-wave
mixing process (∼ √χmχr ĉ

2â†mξd/2) that takes two pho-
tons in the transmon (|f0m〉) to one photon in the storage
mode (|g1m〉) using a single-drive tone at their difference
frequency, as illustrated in Fig. 3(b). This |f0〉 − |g1〉
sideband ([11, 29]) can be used to perform SWAP oper-
ations on the modes in 0.5 − 1 µs, and is illustrated in
Fig. 3(a).

The interaction described in Eqn. 1 results in a dis-
persive shift (χmâ

†
mâmĉ

†ĉ) which leads to the qubit fre-
quency being dependent on the photon number of each
cavity, resulting in well-resolved transitions due to the
high cooperativity [30]. In the SNAP protocol, we
use a combination of number selective qubit rotations
(|gnm〉 ↔ |enm〉) and cavity displacements for universal
control, as illustrated in Fig. 3(b). The pulse sequences
are obtained through optimal control using the gradient
ascent pulse engineering (GrAPE) algorithm [5, 31]. The
optimal control pulse used to prepare Fock state |1〉 in

mode 2 is shown in the inset of Fig. 3(d), where we also
show Wigner tomography of the state.

Resolved transmon drives resonant with transitions
corresponding to different photon numbers can also be
used to blockade selected states and thus carve the al-
lowed Hilbert space that is connected by a single cav-
ity drive tone. This is illustrated in Fig. 3(e), where a
resonant |g2m〉− |e2m〉 drive hybridizes the states, selec-
tively shifting their energies by the Rabi drive strength
Ω (for Ω � χm). The cavity mode thus inherits an an-
harmonicity Ω, with the |2〉 state being blockaded [27].
A sufficiently weak cavity drive (ε� Ω) therefore results
in a Rabi oscillation, as shown in Fig. 3(e), which can be
used to prepare an arbitrary qubit state of |0〉 , |1〉 in any
cavity mode. This scheme can be generalized to perform
universal operations on qudits realized in any mode, and
to prepare multimode entangled states with appropriate
choice of the blockade drive [28].

The fidelity of these cavity control protocols is lim-
ited primarily by decoherence arising from the transmon
during the gate operation. The gate speed is set by the
dispersive shift, shown as a function of the mode fre-
quency for MM2(5N5) in Fig. 4(a, left). In the case of
the SNAP gate and resonant sideband SWAP operations,
the photon is present in the transmon during the gate,
with the minimum transmon-induced infidelty scaling as
1/(χTq) up to prefactors, where Tq is the minimum of
the qubit decay and decoherence time. In photon block-
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FIG. 4. Dispersive shift and mode lifetimes. (a) (left)
Dispersive shift and (right) quality factors for the first 9
modes of the multimode storage cavity [MM2(5N5)]. (b) Cav-
ity mode decoherence times (T1, T2) for the first 9 modes. The
blue region represents the theoretical mode T2 limits arising
from additional dephasing due to the thermal population of
the transmon (nq

th = 1.2± 0.5%).

ade, although the transmon is never directly occupied,
optimizing the drive strength to minimize leakage and
blockade induced Purcell decay still results in the same
minimum infidelity. In MM2(5N5), the |f0〉−|g1〉 SWAP
is additionally affected by dephasing induced by driving
through the readout port, with the large drive powers
resulting in off-resonant population of the readout cav-
ity (see SI). This effect can be mitigated by driving the
storage cavity or the transmon directly. The gate fideli-
ties are also a function of the instrinsic quality factors of
the modes, which range from 65− 95× 106, as shown in
Fig. 4(a, right). This results in an expected additional
infidelity of 0.1 % for the sideband and SNAP gates, and
∼ 1− 2 % for the longer blockade gates.

We characterize the decay and decoherence times of
the cavity modes by T1 and Ramsey measurements, the
results of which are shown in Fig. 4(b). Here, each cavity
mode is initialized in the |1〉 and |0〉+|1〉 states using cav-
ity Rabi oscillations performed in the presence of photon
blockade, as shown in Fig. 3(d). The T1 times of all the
cavity modes were ∼ 2 ms, while the T2 times range from
2−3 ms. The deviation of T2 from 2T1 is consistent with
additional dephasing from cavity frequency fluctuations
arising from thermal excitations of the transmon (blue
band in Fig. 4(b)). These coherence times are nearly two

orders of magnitude better than those that have been re-
ported in any multimode cQED system. The coherence
times of any of these cavity modes is also comparable
to the longest reported in single or few-mode 3D cQED
systems.

In summary, we have demonstrated a new flute method
for creating high quality factor seamless cavities with tai-
lored mode-dispersion and mode-qubit couplings, ideally
suited for creating multimode circuit-QED systems with
high cooperativities across all modes. As quantum sys-
tems increase in volume and processor size, one of the
most important challenges is the hardware overhead of
lines and attendant equipment required for the control
of every qubit or cavity mode. In this work we have
demonstrated—with a single control line—a variety of
schemes for universal control of ∼10 cavity modes us-
ing the nonlinearity of a single transmon. This is an
important step for realizing cavity-based random access
memories and processors, and for engineering photonic
platforms ideally suited for exploring quantum many-
body physics with microwave photons utilizing the tool-
box of quantum optics. In principle, this control can be
extended to ∼1000 cavity modes by leveraging state-of-
the-art accelerator cavity technology to improve cavity
coherence times. While we have demonstrated quantum
control of a single multimode cavity, these systems can
also act as modules which can be coherently coupled [32]
to build larger processors and perform quantum error
correction with minimal hardware overhead.
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I. FABRICATION OF FLUTE CAVITIES

The flute technique creates low-loss seamless cavities
by using intersecting holes to create a cavity volume, with
the diameter setting the waveguide cutoff frequency of
the hole. The choice of cutoff frequency determines the
propagation constant β of the cavity field through the
hole. For the TEnm mode, the cutoff frequency is:

fcnm =
kc

2π
√
µε
, (1)

where kc = p′nm/a is the cutoff wavenumber, p′nm is the
mth root of the derivative of the nth bessel function of the
first kind (J ′n), and a is the hole radius. For a frequency
with wavenumber k, the propagation constant through
the waveguide is βnm =

√
k2 − k2c [S1], which becomes

imaginary when the propagating frequency is lower than
the cutoff frequency of the fundamental waveguide mode.
By making the hole diameter small, the cutoff frequency
is made much higher than that of the cavity modes
(fc � fi). This leads to an exponential attenuation of
the cavity field along the length of the hole (L), result-
ing in the quality factor limit from evanescent coupling
to the vacuum scaling as Qext ∝ e−βnmL. We achieved
Qext � 109 by choosing L > a, thereby completely miti-
gating the effect of evanescent loss.

We create seamless cavities from monolithic blocks of
high purity (> 99.999%) aluminum. A schematic of this
process is illustrated in SFig. 1. The process—from left
to right—is as follows: in SFig. 1 (a) we begin by drilling
holes undersized from the desired diameter (d = 4.76
mm) by ∼ 50 − 100 µm along the top of the stock at
our desired spacing (ls = 6.03 mm). We use a standard
uncoated Jobber style drill bit with parabolic flutes for
reduced galling and wear. After the top holes are drilled
to the desired depth, the stock is flipped and the process
is repeated with the bottom holes displaced by half the
center-center hole distance from the top holes, as shown
in SFig. 1 (b). The overlap of these holes form the cavity
volume, depicted in white. An additional reaming step
is performed to bring the holes to their final dimension,
and to ensure surface uniformity and hole straightness,
as shown in SFig. 1 (c). This is repeated for both top
and bottom holes. Finally a ball hone, made of silicon
carbide abrasives, is used to create a uniformly smooth
surface and remove internal burrs that may form during
drilling and honing, as shown in SFig. 1 (d). This process
is repeated three times using hones made of successively
finer abrasive media. The ductility and galling properties
of the aluminum causes the pores of the abrasive to "fill",
leading to a drop in honing efficacy after many succes-
sive holes. It is thus recommended to inspect the surface

finish regularly at this point, replacing the hones as nec-
essary, and to use a lubricant to reduce heat caused by
friction. This is repeated for the top and bottom holes.

After the holes are created, the cavities undergo an
etching process. The process removes ∼ 100 µm of mate-
rial from the surface, reducing surface damage caused by
the machining process. Etching was done using Transene
Aluminum Etch A at 50◦C with constant agitation from
a magnetic stirrer. All cavities underwent etching for 4
hours total. MM1(5N5), R(5N), P(6N), R(6N), Cyl(6N)
and Coax(5N) all underwent two 2 hour etches with the
etchant replaced at each interval. The MM2(5N5) cavity
was etched over the same time span with more frequent
changes of the etchant, with an initial 2 hour etch fol-
lowed by four 30 minute etching steps. The more fre-
quent exchanges of etchant were done to compensate for
the larger surface area of the cavity and to ensure a more
even etch rate throughout the process. The data for
MM2(5N5), R(6N) and R(5N) presented in SFig. 2(b)
was taken after the cavities were re-etched for an addi-
tional 4 hours using their respective recipes.

II. CHARACTERIZATION OF VARIOUS
FLUTE CAVITY GEOMETRIES

Cavity spectroscopy was performed in both reflection
and transmission to take advantage of the better SNR of
transmission and allow for the independent measurement
of the coupling Q of each port. All measurements with-
out a qubit were taken in an Oxford Triton dry-dilution
refrigerator with a mixing chamber (MXC) temperature
of ∼ 36 mK. A schematic of the fridge wiring, filtering
and the RT microwave components is depicted in Fig. 2
(a). To determine quality factors, both reflection and
transmission measurements were done concurrently by
switching the output of a network analyzer to the ap-
propriate port. The reflection measurements (S11) were
taken by passing the signal through the −20 dB port of
a Marki C20-0116B, 1-16 GHz directional coupler, which
was preceded by two −20 dB attenuators anchored at
MXC and 4K plate. For the transmission (S21) input
line, an additional −20 dB was added at the MXC plate.
The output of the directional coupler was followed by a
pair of Quinstar OXE89, 4-12 GHz isolators, before pass-
ing through an LNF 2-12 GHz HEMT amplifier located
at the 4K plate of the DR. Additional amplification was
done via a Miteq 3-12 GHz amplifier at RT. CW mea-
surements were taken using a Keysight N3242A PNA-X.
All measurements were done in a high power regime, with
average photon numbers n̄ > 1000.

A total of 7 cavities made using the flute method
were measured, the results of which are listed in
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(a) (b) (c) (d)

Supplementary Figure 1 | Schematic illustration of the creation of a rectangular cavity using the flute method. (a) First, undersized
holes are drilled from the top of the stock using a Jobber drill. (b) the stock is flipped and the steps in (a) are repeated with the
drill moved over half of a hole spacing. (c) Reaming is done to ensure the holes are perfectly straight and to create a more uniform
machined surface. This step is repeated for the top and bottom holes. (d) To further refine the surface finish and remove burrs,
honing is done using a ball hone. Three passes are done with successively finer grit to both top and bottom holes, creating an even
polished surface in preparation for etching.

Fig. 1 (e) of the main text. Of these cavities, R(5N),
R(6N), and Cyl(6N) were measured via spectroscopy,
and MM1(5N5) was characterized by ringdown measure-
ments. MM2(5N5) and P(6N) were characterized using
a coupled qubit using methods outlined in section VIID.
An overview of all the measured coherences can be found
in SFig. 2 (b) (red points). This figure also shows the the-
oretical range of quality factors (blue bars) if the coaxial
cavity [Coax(5N)] quality factors are scaled according to
Se and Sm of each cavity geometry, assuming that the
dominant loss is one or the other. In reality, the to-
tal internal quality factor is determined by contributions
of both magnetic and dielectric loss mechanisms. Also
shown is the measured TM011 mode (denoted by the red
star) of the cylindrical cavity (inset) with magnitude and
I-Q data and fits plotted (red line). The cylindrical cav-
ity was made out of 6N aluminum and underwent the
same manufacturing and etching steps as the other cavi-
ties. The transmission and reflection data for the cavities
were fit using the following equations respectively:

|S21|2 =

∣∣∣∣
2
√
κ̃1κ̃2

(ω − ω0) + i(κ̃1 + κ̃2 + κi)

∣∣∣∣
2

, (2)

|S11|2 =

∣∣∣∣
i(ω − ω0) + (κi − κ̃1)

i(ω − ω0) + (κi + κ̃1)

∣∣∣∣
2

, (3)

where κ̃n = κn+ iγn is the rate of coupler n with the ad-
dition of a complex loss γn. Under normal circumstances,

κn � γn, giving a symmetric line shape.
Of the cavities measured, the quality factor of the

cylindrical flute deviated the most, having the lowest
numerically determined magnetic surface participation
ratio for its TM011 mode, leading to a measured in-
ternal quality factor (Qint) over an order of magnitude
lower than predicted, assuming the same superconduct-
ing properties of the Coax(5N) cavity. SFig. 3 shows the
temperature dependence of both the internal quality fac-
tor and mode frequency as a function of temperature for
the fundamental modes of both the rectangular pan-pipe
[R(6N)] and cylindrical cavity [Cyl(6N)]. Both cavities
were made from the same 6N aluminum stock, underwent
the same manufacturing steps shown in SFig. 1, were
treated using the same etching steps outlined in section
I above, and were measured in the same cooldown using
separate but identical measurement chains as outlined in
SFig. 2 (a). The large shift in frequency of the cylindrical
cavity from T = 36 mK to Tc indicates a high kinetic in-
ductance fraction and penetration depth. To determine
the London penetration depth and ratio of scattering to
coherence length, the data of SFig. 3 was fit using:

δf(T )

fo
= pmag

(
δσ2(ω, T )

σ2(ω, 0)

)ν
(4)

where σ2(T ) is the imaginary component of the BCS con-
ductivity and ν is a scaling parameter based on the ra-
tios of the mean-free path (l) and the coherence length
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Supplementary Figure 2 | (a) A depiction of the setup for the measurement of cavity quality factors without a transmon. S21 and
S11 measurements were done concurrently by using a directional coupler on the output line of the cavity. (b) A comparison of
quality factors for the various flute geometries. We show the measured quality factors (red circles), and the expected theoretical
quality factor range (blue bars), after scaling the coaxial cavity [Coax(5N)] quality factor by the respective Se and Sm values for
each cavity. (inset) A plot showing the cylindrical flute cavity [Cyl(6N)] resonator spectroscopy in transmission (S21).
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Supplementary Figure 3 | (a) The change in the TM011 mode
frequency of the cylindrical flute cavity [C(6N)], and the TE101

mode of the rectangular pan-pipe cavity [R(6N)], as a function
of temperature. (b) The corresponding internal quality factors
as a function of temperature. The fits (dashed lines) give
Tc ∼ 1.31K and 1.25K for the C(6N) and R(6N) cavity,
respectively. From the frequency fits, we can extract the
London penetration lengths for both cavities, giving values of
235± 3 nm and 37.6± 0.9 nm, respectively.

(ξo). For aluminum, the mean free path is typically much
shorter than the coherence length (ξo � l), therefore
ν = −1/3 (the "dirty" or Pippard limit) [S2]. The pa-
rameters pmag and Tc are determined from fitting the
data, where pmag = λLSm. The fits for the internal qual-
ity factor as a function of temperature takes the form:

Qint(T ) =

(
1

Qint,max
+

pmag

Qs(T )

)−1
(5)

where Qs(T ) = Xs(T )/Rs(T ), which reduces to Qs(T ) ∼
σ2(ω, T, Tc)/σ1(ω, T, Tc) [S3]. Qs is the quality factor
contribution limited by magnetic defects of the supercon-
ductor. As such, the contribution scales with the mag-
netic participation of the field.

Fitting the temperature dependant data presented in
SFig. 3 for frequency and internal quality factor shows
good agreement with BCS theory, with the BCS con-
ductivities numerically computed for every temperature.
From this, we can readily calculate the London penetra-
tion depth λL from the pmag and the numerically deter-
mined participation ratios from HFSS simulations. For
the cylindrical cavity, Sm = 187 m−1, and pmag = 4.61×
10−5, giving a λL = 235±3 nm. In the Pippard limit, the
London penetration length scales as λL ≈ λo(1+ξo/l)

1/2,
where λo = 16 nm and ξo ∼ 1600 nm are the intrin-
sic London and coherence lengths for aluminum, respec-
tively [S4]. This indicates that the mean-free path is
much lower than the coherence length, meaning that the
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superconductor is extremely “dirty”, leading to more of
the supercurrent interacting with magnetic defects of the
material. In contrast, doing the same analysis as above
for the R(6N) flute cavity gives us a London penetration
depth of 37.6 ± 0.9 nm, given a numerically simulated
participation ratio of Sm = 505 m−1. This value of λL is
nearly an order of magnitude lower than that of the cylin-
drical cavity, showing that the surface defects are much
better mitigated in the 6N rectangular flute design.

While the maximum quality factor (Qint,max in SEqn.
4) at base temperature—where thermal quasiparticle for-
mation should be zero—is still higher for the cylindrical
cavity, the additional field penetration means that the
cylindrical cavity is still more susceptible to loss due to
non-equilibrium quasiparticle formation. An additional
contribution toQint,max is electric field participation with
lossy surface oxides. The TM011 mode of the cylindrical
cavity has a participation ratio of Se = 64 m−1 compared
to an Se of 409 m−1 for the rectangular design. This dis-
parity likely explains the differences in Qint at T � Tc
for the R(6N) cavity.

The implications of the above results highlight an
important consideration when designing flute cavities.
While the overlap of holes creates the cavity volume in
both cases, in the rectangular cavity the surface cre-
ated by the drilling operation, and the subsequent honing
steps used to smooth that surface, directly participate in
the field. The cylindrical cavity’s participating surfaces
are instead left untouched by the subsequent smooth-
ing and refining steps, leaving the participating surface
with more defects. These defects lead to a larger surface
area which can affect the etching process. In niobium
cavities surface roughness has been shown to negatively
impact etching efficacy and quality factor, however in
aluminum coaxial cavities the connection between sur-
face roughness and performance after etching is not as
strongly correlated [S5, S6]. An alternative approach to
solve this problem for the cylindrical design is one where
the overlapping holes are axial instead of radial in a wood
piling configuration, allowing for the direct polishing of
the participating surfaces during the refining steps.

III. FABRICATION OF THE TRANSMON
QUBIT

The transmon qubit was fabricated on a 430 µm
thick C-plane (0001) Sapphire wafer with a diameter of
50.8 mm. The wafer was cleaned with organic solvents
(Toluene, Acetone, Methanol, Isopropanol, and DI wa-
ter) in an ultrasonic bath to remove contamination, then
annealed at 1200 ◦C for 1.5 hours. Prior to film de-
position, the wafer underwent a second clean with or-
ganic solvents (Toluene, Acetone, Methanol, Isopropanol,
and DI water) in an ultrasonic bath. The junction was
made out of aluminum using a combination of optical
and ebeam lithography. The base layer of the device,
which includes the capacitor pads for the transmon, con-

sists of 120 nm of Al deposited via electron-beam evap-
oration at 1A◦/s. The features were defined via optical
lithography using AZ MiR 703 photoresist and exposure
by a Heidleberg MLA150 Direct Writer. The resist was
developed for 1 minute in AZ MIF 300 1:1. The fea-
tures were etched in a Plasma-Therm inductively coupled
plasma (ICP) etcher using chlorine based etch chemistry
(30 sccm Cl2, 30 sccm BCl2, 10 sccm Ar). This was
followed by a second layer of optical patterning and sub-
sequent thermal evaporation of 50 nm of Au, for the al-
lignemt marks used for ebeam lithography. The resist
was subsequently removed by leaving the wafer in 80◦C
N-Methyl-2-pyrrolidone (NMP) for 4 hours. The junction
mask was defined through electron-beam lithography of
a bi-layer resist (MMA-PMMA) in the Manhattan pat-
tern using a Raith EBPG5000 Plus E-Beam Writer, with
overlap pads that allow for direct galvanic contact to the
optically defined capacitors. The resist stack was devel-
oped for 1.5 minutes in a solution of 3 parts IPA and
1 part DI water. Before deposition, the overlap regions
on the pre-deposited capacitors were milled in-situ with
an argon ion mill to remove the native oxide. The junc-
tion was then deposited with a three step electron-beam
evaporation and oxidation process. First, an initial 35 nm
layer of Al was deposited at 1 nm/s at an angle of 29◦ rel-
ative to the normal of the substrate, azimuthally parallel
to one of the fingers in the Manhattan pattern. Next, the
junction was exposed to 20 mBar of a high-purity mixture
of Ar and O2 (80:20 ratio) for 12 minutes to allow the
first layer to grow a native oxide. Finally, a second 120
nm layer of Al was deposited at 1 nm/s at the same angle
relative to the normal of the substrate, but azimuthally
orthogonal to the first layer of Al. After evaporation, the
remaining resist was removed via liftoff in 80◦C NMP for
3 hours, leaving only the junction directly connected to
the base layer. After both the evaporation and liftoff,
the device was exposed to an ion-producing fan for 30
minutes to avoid electrostatic discharge of the junction.

IV. IMPROVING TRANSMON COHERENCE
AND THERMAL POPULATION

We improved the transmon coherence and the ther-
mal population by changing various aspects of the sam-
ple shielding and the filtering of the lines over repeated
cooldowns of the same device [P(6N)]. The coherence
times of the transmon were characterized through stan-
dard Ramsey and T1 measurements. The qubit temper-
ature was measured using the contrast of the Rabi os-
cillation on the |e〉 − |f〉 transition with and without a
π-pulse on the |g〉 − |e〉 transition. The temperature of
the readout resonator was inferred from the dephasing of
the transmon.

A summary of the changes made in each cooldown and
the effect on the transmon coherence and the qubit tem-
perature is summarized in SFig. 4. The qubit T1 was
in the 50-100 µs range with the early iterations of the
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Supplementary Figure 4 | Evolution of (top) qubit coherence and (bottom) thermal population (nq
th) for P(6N) over the course of

14 cooldowns. The primary changes that were made in each cooldown are listed in the legend (color coded with the cooldown
number). The most important jumps to be noted are the reduction the qubit temperature from potting the device in IR absorber
(6) and the improvement in the transmon T2 in cooldown (5) from changes to the output line. These results were applied to the
multimode device [MM2(5N5)], providing the coherence and temperature indicated by the ?.

filtering. Repeated cooldowns were necessary to reduce
thermal populations of the qubit and the readout res-
onator. The thermal population of the transmon was
initially high because of inadequate shielding of IR radia-
tion at frequencies above the superconducting gap, which
likely lead to the creation of quasiparticles. This radia-
tion was leaking in from the higher temperature stages of
the fridge due to the sample package being inadequately
light tight. This was consistent with a 3-fold reduction in
the thermal population after potting in the entire device
in IR absorber (ECCOSORB). Unlike 2D devices with a
large ground plane, quasiparticles generated in 3D trans-
mons likely lead to a transmon heating event due to a
lack of well-thermalized ground plane.

The T2 of the transmon was limited by the thermal
population of the readout resonator. This was likely due
to photons at the readout frequency leaking in through
the microwave lines. Thermal photons coming through
the input line from the 4K stage of the dilution fridge
were reduced by better thermalization of the attenuators
at the base stage. This was done by using a thin film
cryo-attenuator, described in [S5], and threaded copper
cryo-attenuators from XMA. Thermal readout photons
were found to primarily be coming in from the output
line, coupled to the readout cavity through an overcou-
pled port with Qc ∼ 15000. This was improved by using

circulators that could be better thermalized at the base
stage (Low Noise Factory), particularly the first circula-
tor in the output chain, closest to the readout resonator.
The thermal population of the readout was further re-
duced by the addition of a weak ECCOSORB filter on
the output line, inside the sample can, and as close to the
output coupler as allowed by geometry. The final wiring
and shielding configuration incorporating these improve-
ments for measurements on device P(6N) is shown in
SFig. 5 (a).

These experiments led to the following best prac-
tices for coupling the transmon to the multimode cavity
[MM2(5N5)]: the transmon chip is inserted into the mul-
timode cavity through the readout cavity and held using
a two-piece copper mount, with a flat shallow channel
in the bottom piece for the transmon chip. The qubit
mount halves are clamped together, holding the qubit
chip, and sealed using an indium wire compressed be-
tween the two halves to create a light-tight interface. An
indium wire is also used to seal Al plates covering the top
and bottom flute holes. The device is heat sunk to a plate
that is connected to the lid of the box that contains the
sample, both made out of OFHC Copper. The sample
is surrounded by a can containing two layers of µ-metal
shielding, with the inside of the inner layer connected
to a can made out of copper shim that is attached to
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the OFHC copper can lid and painted on the inside with
Berkeley black. The can attaches to the base stage of
a Bluefors LD-400 dilution refrigerator (7.5-8 mK). The
base stage of the refrigerator had an additional radia-
tion shield, which lead to fewer IR photons at the device.
With this protocol, we achieve transmon coherence times
T1, T2 ∼ 80 − 100, 60 − 140µs, and thermal occupations
of 1%, which is comparable to state-of-the-art values in
3D cQED systems [S5-S7].

V. CONTROL INSTRUMENTATION

A schematic of the cryogenic setup, control instrumen-
tation, and device wiring is shown in SFig. 5. All controls
and readout are performed through the readout cavity,
by driving at the qubit and storage mode frequencies.
The pulses are directly synthesized using a 4-channel, 64
GSa/s arbitrary waveform generator (Keysight M8195A).
The combined signals are sent to the device after being
attenuated at each of the thermal stages, as shown in
SFig. 5. The transmitted output signal from the read-
out resonator passes through three cryogenic circulators
(thermalized at the base stage) and amplified using a
HEMT amplifier (anchored at 4K). Outside the fridge,
the signal is filtered (tunable narrow band YIG filter with
a bandwidth of 80 MHz) and further amplified. The am-
plitude and phase of the resonator transmission signal
are obtained through a homodyne measurement, with
the transmitted signal demodulated using an IQ mixer
and a local oscillator at the readout resonator frequency.
The homodyne signal is amplified (SRS preamplifier) and
recorded using a fast ADC card (Keysight M3102A PXIe
500 MSa/s digitizer).

VI. MULTIMODE SYSTEM HAMILTONIAN

A transmon coupled to a set of cavity modes is de-
scribed by the Hamiltonian,

Ĥ = νtĉ
†ĉ+ EJ

(
cos (φ) +

φ2

2
− 1

)

+

n∑

k=1

[
νk b̂
†
k b̂k + gk(b̂k + b̂†k)(ĉ+ ĉ†)

]
.

(6)

Here b†k, bk and and c†, c are the bare operators for cre-
ation and annihilation of a photon in cavity mode k, and
the transmon, respectively. The frequencies are νk and
νt, with gk representing the dipole interaction between
them. We note that we will identify one of the modes
as the readout mode (r) and represent the modes of the
multimode cavity as m. We diagonalize the linear part
of the coupled system, and rewrite the Hamiltonian in
terms of the dressed transmon-cavity variables (c̃, b̃k),

Ĥ =
n∑

k=1

[
ν̃k b̃
†
k b̃k

]
+ ν̃tc̃

†c̃+ EJ

(
φ4

4!
− φ6

6!
+ . . .

)
, (7)

and rewrite the junction phase in terms of the dressed
operators:

φ = φc

{
βc
(
c̃+ c̃†

)
+
∑

k

βk

(
b̃k + b̃†k

)}
. (8)

In the above, φt = (2EC/EJ)
1
4 is the zero-point fluctu-

ation of the phase of the junction, and βk ∼ (gk/∆k) is
the participation of each mode in the junction. Enforcing
the commutation relations between the dressed operators
implies that β2

t +
∑
k β

2
k = 1, where βt is the participa-

tion of the transmon in junction phase. This approach
is similar to that used in black-box quantization [S6].
Here, we use the admittance of the system as seen by
the junction port—extracted using driven modal simu-
lations performed using ANSYS HFSS—to obtain the
impedance of each mode. The zero point phase fluctua-
tion of each mode is φ̃k =

√
2πGQZk, where GQ = 2e2/h

is the quantum of conductance, and Zk =
√
Lk/Ck is the

impedance of the mode. We infer the participation fac-
tors from the impedance using βk/βt =

√
Zk/Zt. These

quantities can be used to infer the coupling strengths, the
self-Kerr and cross-Kerr interactions of the transmon and
the cavity modes. For the single-mode cavity, the α and
the g extracted from simulation match the experimen-
tally measured values to within 5%. For the multimode
cavity, the black-box quantization was found to under-
estimate the α by 10 − 20%. In this case, the α was
inferred from Ec ≈ α, extracted directly from the capac-
itances obtained from ANSYS Q3D. We note that in or-
der to get coupling strengths ranging from 50−150 MHz
in the multimode cavity, we require transmon capacitor
pad lengths of ∼ 5 mm. In order to have a sufficiently
large Ec ∼ 140 MHz, our transmon design had asymmet-
ric pads, with the Ec being controlled by the size of the
smaller pad.

VII. CAVITY CONTROL USING THE
JOSEPHSON NON-LINEARITY

The Josephson non-linearity of the transmon can be
used to perform quantum operations on any of the cavity
modes through their participation in the junction phase.
In this work, we perform these operations by only driving
the readout cavity at different frequencies. The coupling
between the readout cavity and the transmon results in
an indirect transmon drive, as can be seen by performing
a dispersive transformation to lowest order:

Ĥd = ε(t)
(
b̂r + b̂†r

)
= ε(t)

(
b̃re
−iω̃rt + βr c̃e

−iω̃ct + c.c.
)
,

=
ε̃

2

(
b̃re
−iδ̃rt + βr c̃e

−iδ̃tt + c.c
)
. (9)

In the expression above, where ε(t) = ε̃ cos(ωdt), we have
used the transformation ÛRF = e−i(ω̃tc̃

†c̃+
∑

k ω̃k b̃
†
k b̃k)t to

move to a frame rotating at the natural frequencies of the
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Supplementary Figure 5 | Cryogenic setup and wiring diagram for (left) cooldown 12 the P(6N) device, and (right) the multimode
device MM2(5N5). The coherences and thermal populations that result are shown in SFig. 4. While P(6N) was made light tight by
potting in IR absorber, MM2(5N5) was made light tight using indium seals.

dressed transmon and the cavity modes, and dropped all
counter rotating terms. δr/t = ωr/t − ωd are the detun-
ings of the drive from the readout and transmon frequen-
cies. To account for both of the drive terms we perform
a displacement transformation D = e(ξ(t)b̃

†
r+η(t)c̃

†−c.c.),
resulting in:

b̃r → b̃r + ξ(t), c̃→ c̃+ η(t), Ĥ → D†ĤD − iD†Ḋ. (10)

Choosing ξ, η to satisfy the classical equations of motion:

i
˙̃
ξ + δr ξ̃ =

ε̃

2
, i ˙̃η + δcη̃i =

ε̃

2
βr, (11)

with ξ = ξ̃e−iδrt and η = η̃e−iδct, leading to the drive
term in Eqn. 9 being cancelled by the Berry phase term
in Eqn. 10. In steady state this results in ξ̃ = ε̃

2δr
and

η̃ = βr
ε̃

2δc
.

A. Charge-sideband transitions

The charge-sideband transition rates are evaluated by
expanding the Josephson non-linearity to quartic or-
der after performing the transformations previously de-
scribed. This gives:

HI =
Ec
12

[
βtc̃e

−iω̃tt + βrãre
−iω̃rt

+
∑

m

βmãme
−iω̃mt + βrξde

−iω̃dt + c.c
]4
,
(12)

where ξd = ξt + ξr = ε̃
2

(
1
δt

+ 1
δr

)
has contributions from

directly driving the readout cavity, and from driving the
transmon indirectly via the dispersive coupling. We ex-
pand the product and collect terms that are responsible
for the charge-sideband transition of interest. The term
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corresponding to the |f0〉 − |g1〉 transition with a target
mode (m) is:

H̃sb = αβ2
t βmβrξ

∗
d

(
b̃†mc̃

2ei(ωd+ωm−2ωt)t + c.c
)
. (13)

Accounting for the anharmonicity of the transmon and
Stark shifts produced by the drive tone, we obtain ωd =
(2ωc − ωm) + 2π (α+ δ) for the |f0〉 − |g1〉 resonance
condition, with δ = 2αβ2

r

(
β2
t − β2

m

)
|ξd|2 being the Stark

shift. The resulting SWAP rate is:

gf0−g1 = αβ2
cβmβrξd =

ε̃αgmgr
2∆m∆r

[
1

δt
+

1

δr

]

∼ √χmχr (ξt + ξr)/2. (14)

The sideband transition rate scales as the geometric mean
of the dispersive shift of the readout cavity and the target
mode, and is linearly proportional to the drive displace-
ment, ξd = ξt + ξr. We chose the frequencies of the
transmon, the storage modes, and the readout resonator
so that the drive term mostly acts on the transmon and
is dominated by ξt. We find the |f0〉 − |g1m〉 transition
with each through mode through sideband spectroscopy,
the result of which is shown in SFig 6(a). The sideband
drive amplitude and durations were adjusted to maximize
the spectra contrast. The corresponding Rabi oscillations
when each |f0〉−|g1m〉 transition is driven on resonance is
shown in SFig. 6(b). The sideband Rabi drive amplitude
was adjusted across the different modes so as to obtain
a |f0〉 − |g1〉 π-pulse of ∼ 400− 600 ns. We plot the ex-
pected drive strength in the readout port required to re-
alize a given sideband Rabi rate (625 kHz), and mean off-
resonant occupation of the readout resonator (nr = |ξr|2)
and the transmon (nt = (g2r/∆

2
r)|ξt|2), as a function of

the mode frequency in SFig. 6 (c). The increased de-
phasing of modes at higher frequency is explained by the
drive-induced excitation of the readout cavity. This ef-
fect can be greatly reduced by driving the storage modes
or the transmon directly through ports that couple to
them, instead of via the readout resonator.

B. SNAP gates

As described in the main text, we also perform univer-
sal cavity control operations using SNAP gates that in-
volve cavity displacements and phase-gates implemented
using photon-number selective transmon rotations. The
gate is described by the following effective Hamiltonian
rotating at the dressed transmon and storage mode fre-
quencies:

Ĥ = χâ†â |e〉 〈e|+ κ

2
â†â

(
â†â− 1

)

+ (Ω(t) |g〉 〈e|+ ε(t)â+ c.c.) ,
(15)

where χ, κ are the dispersive and self-Kerr shifts of the
target mode, and Ω, ε represent the transmon and cavity
drive strengths. The control pulses (Fig. 3 (c) of the main
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Supplementary Figure 6 | (a) Spectroscopy of the |f0i〉 − |g1i〉
transition for the first seven storage modes. The transmon is
prepared in the |f〉 state, and a sideband drive tone is applied
for a fixed duration at varying frequencies. The |f〉-state
population is subsequently measured (|f〉 → |e〉). The duration
of the sideband pulse was chosen to correspond to that of a
resonant π-pulse. (b) |f0i〉 − |g1i〉 sideband Rabi oscillations
for each of the modes, when driven on resonance for varying
times. (c) (left) The cavity drive strength for each mode that
results in a sideband Rabi rate of gf0−g1 = 625 kHz. The
required cavity drive strength increases with mode frequency
due to the larger detuning of the sideband frequency (top axis)
from the transmon. (right) The expected off-resonant
excitation of the readout (nr) and the transmon (nq). The
increased dephasing of the sideband Rabi oscillations of the
higher frequency storage modes is likely due to populating the
readout cavity.

text) were generated with the GrAPE algorithm [S7], us-
ing the package developed in [S8]. We perform the cavity
displacements and the transmon rotations by driving the
readout port at the transmon and storage mode frequen-
cies respectively. The procedure followed to calibrate the
drive amplitudes are as described in [S9].

C. Blockade Rabi oscillations

Photons can also be added to any of the storage modes
by photon blockade as as shown in Fig. 3 (d) of the main
text. Here, a resonant |g2m〉 − |e2m〉 transmon drive re-
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Supplementary Figure 7 | (a) Rabi oscillations in the |0〉i − |1〉i subspace of each cavity mode induced by a weak resonant cavity
drive (ε/2π = 10 kHz), while using a transmon drive to blockade |2〉i. (b) Lifetime measurements performed by loading each cavity
mode in the |1〉i state using a π-pulse performed using the photon blockade cavity Rabi oscillation above. (c) Ramsey
measurements of each mode performed using two photon blockade π/2-pulses with varying spacing, to take the cavity mode in and
out of superposition. The population in a given Fock state (Pn) is measured using a narrow bandwidth transmon π-pulse at the
corresponding photon number shifted transmon frequency.

sults in the target mode (m) inheriting an anharmonic-
ity equaling the rabi frequency of the transmon drive
(Ω/2π ≈ 107 kHz). A weak cavity drive with strength
ε � Ω � |χ| subsequently induces a cavity Rabi oscil-
lation in the |0m〉 − |1m〉 subspace of the target mode,
allowing us to prepare an arbitrary single-qubit state in
any mode. Cavity Rabi oscillations—induced by pho-
ton blockade of each of the storage modes—is shown in
SFig. 7(a). While the transmon is never directly occu-
pied, the fidelity of the gates realized by photon block-
ade are still limited by transmon decay and dephas-
ing. The infidelity arises through leakage to the dressed
|2〉 state (ε/(Ω2T q)), and Purcell decay of the |1〉 state
(Ω2/(εχ2T q)) from transmon participation introduced by
dressing from the blockade tone (Tq = min[T 1

q , T
2
q ]). Op-

timizing the cavity drive strength results in a minimum
infidelity of 1/(χT q) in the absence of cavity decay. These
operations are additionally affected by the intrinsic qual-
ity factors of the modes (65− 95× 106), which results in
an additional infidelity of ∼ 1 − 2 %. A more detailed
description of the blockade gate, and its extensions for
controlling qudits can be found in [S9].

D. Measuring cavity mode coherences

Each of the universal cavity control schemes previously
described can be used to measure the coherence times of

the cavity modes. The lifetime and Ramsey measure-
ments providing the T1, T2’s of the storage modes of the
multimode cavity [MM2(5N5)], Fig. [4] of the main text),
are shown in SFig. 7(b) and (c). The cavity modes were
prepared in the |1〉 and |0〉 + |1〉 by using π and π/2-
pulses of the photon blockade induced cavity Rabi os-
cillations shown in SFig. 7(a). We measure the same
coherence times by using an |f0〉− |g1〉 sideband π-pulse
to prepare the cavity state. The T2 of the cavity modes
range from 2− 3 ms. The additional pure dephasing re-
sponsible for the deviation of T2 from 2T1 are from cav-
ity frequency shifts induced by random transmon ther-
mal excitations. Similar to dephasing of a qubit from
thermal noise in a coupled oscillator [S10], this is given
by Γφ = γRe[

√
(1 + iχ/γ)2 + 4iχnqth/γ − 1]/2, where

γ = 1/T q1 . Because the system is in the χ � γ regime,
this reduces to Γφ = nqth/T

q
1 . The T2 limits correspond-

ing to the light blue bands in Fig. 4(b) of the main text,
are obtained by using nqth = 1.2±0.5% and T q1 = 86±6µs.



10

[S1] D. M. Pozar, Microwave engineering (John Wiley &
Sons, 2009).

[S2] S. B. Nam, Phys. Rev. 156, 487 (1967).
[S3] J. Zmuidzinas, Annual Review of Condensed Matter

Physics 3, 169 (2012).
[S4] M. Tinkham, Introduction to superconductivity (Courier

Corporation, 2004).
[S5] J.-H. Yeh, J. LeFebvre, S. Premaratne, F. C. Well-

stood, and B. S. Palmer, Journal of Applied Physics
121, 224501 (2017).

[S6] S. E. Nigg, H. Paik, B. Vlastakis, G. Kirchmair,
S. Shankar, L. Frunzio, M. Devoret, R. Schoelkopf, and

S. Girvin, Physical Review Letters 108, 240502 (2012).
[S7] N. Khaneja, T. Reiss, C. Kehlet, T. Schulte-

Herbrüggen, and S. J. Glaser, Journal of Magnetic Res-
onance 172, 296 (2005).

[S8] N. Leung, M. Abdelhafez, J. Koch, and D. Schuster,
Physical Review A 95, 042318 (2017).

[S9] S. Chakram, K. He, A. Dixit, A. Oriani, R. Naik, N. Le-
ung, H. Kwon, W.-L. Ma, L. Jiang, and D. Schuster,
arXiv:2010.15292 (2020).

[S10] A. Clerk and D. W. Utami, Physical Review A 75,
042302 (2007).




