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Abstract 

 
Ultrafast X-Ray Absorption Spectroscopy of Isochorically Heated Warm Dense Matter 

 
by 
 

Kyle Craig Engelhorn 
 

Doctor of Philosophy in Applied Science and Technology 
 

University of California, Berkeley 
 

Professor Roger W. Falcone, Chair 
 
 

This dissertation will present a series of new tools, together with new techniques, 
focused on the understanding of warm and dense matter.  We report on the development 
of a high time resolution and high detection efficiency x-ray camera.  The camera is 
integrated with a short pulse laser and an x-ray beamline at the Advanced Light Source 
synchrotron.  This provides an instrument for single shot, broadband x-ray absorption 
spectroscopy of warm and dense matter with 2 picosecond time resolution.  Warm and 
dense matter is created by isochorically heating samples of known density with an 
ultrafast optical laser pulse, and X-ray absorption spectroscopy probes the unoccupied 
electronic density of states before the onset of hydrodynamic expansion and electron-ion 
equilibrium is reached.  Measured spectra from a variety of materials are compared with 
first principle molecular dynamics and density functional theory calculations.   

 
In heated silicon dioxide spectra, two novel pre-edge features are observed, a peak 

below the band gap and absorption within the band gap, while a reduction was observed 
in the features above the edge.  From consideration of the calculated spectra, the peak 
below the gap is attributed to valence electrons that have been promoted to the 
conduction band, the absorption within the gap is attributed to broken Si-O bonds, and 
the reduction above the edge is attributed to an elevated ionic temperature.   

 
In heated copper spectra, a time-dependent shift and broadening of the absorption 

edge are observed, consistent with and elevated electron temperature.  The temporal 
evolution of the electronic temperature is accurately determined by fitting the measured 
spectra with calculated spectra.  The electron-ion equilibration is studied with a two-
temperature model. 

 
 In heated nickel spectra, a shift of the absorption edge is observed.  This shift is 

found to be inconsistent with calculated spectra and independent of incident laser fluence. 
A shift of the chemical potential is applied to the calculated spectra to obtain satisfactory 
agreement with measured spectra. 
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Chapter 1  
 
Introduction 
 

Warm Dense Matter physics (WDM) is a growing research field with broad 
application and scientific interest.  WDM is characterized by near solid densities and 
temperatures of 10,000 K to 100,000K [1].  In this regime, the temperature is comparable 
to the Fermi energy.  This places WDM between the quantum mechanical regime of 
strongly degenerate matter and the classical regime of non-degenerate matter.   
Additionally, the temperature is comparable to Coulomb binding energy between the 
ions, so WDM may exist in plasma, gas, liquid, or solid phases.  As a result, no one force 
or one phase dominates, and instead the complex interplay of physical phenomena makes 
WDM difficult to describe and model. 

 
Figure 1.1 displays a density, temperature diagram of water, and identifies the phase 

space occupied by WDM.  WDM lies between the developed fields of solid-state physics 
and plasma physics, and most physical descriptions of WDM are made by extrapolation 
of these two disciplines.  However, many physical processes, which must be included for 
an accurate description of WDM, are neglected or treated as perturbations in these 
disciplines.  As the models are extrapolated into the WDM regime and these processes 
become important, changes in physical behavior can be abrupt or discontinuous, so 
extrapolation becomes unreliable.  Moreover, there have been few detailed experiments 
to provide the data necessary to guide and improve the theoretical understanding. 

 

 
Fig. 1.1 Density temperature diagram of water. Adapted from [2]. 
 Basic Research Needs for High Energy Density Laboratory Physics, DOE Office of Science and NNSA (2010) !

Frontiers in High Energy Density Physics - The X-Games of Contemporary Science (National Academies Press, 2003) !
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Figure 1.1 provides a limited but not exhaustive set of astrophysical and experimental 
examples of WDM states (i.e. planetary cores, stellar cores, and ICF capsules).  WDM 
states within astrophysics encompass a wealth of interesting but poorly understood 
planetary physics phenomena.  As these WDM states occur within dense and thus opaque 
objects, study by traditional observational astronomy is not possible.  This motivates a 
need for both laboratory experiments to create and study WDM, and a theoretical 
environment to describe WDM.  In laboratory examples, the high temperature of WDM 
prevents the creation steady state samples, so sample creation and diagnosis becomes a 
fundamental challenge.   

 
 
1.1 Motivations 
 

 Developing an understanding of WDM has relevance to the fields of material 
science, inertial confinement fusion (ICF), and planetary astrophysics [3-5].  These fields, 
while disparate in origin, size, and application, share the common need for theoretical 
models and experimental data of WDM.   

 
Material science has seen an increased need for WDM models in recent years.  The 

advent of modern lasers has allowed for new methods of material processing such as laser 
ablation [6-8], optical waveguide writing [9], and micro- and nanofabrication [10,11].  In 
all of these processes the laser energy is initially deposited in the electrons, by free-free, 
bound-free, or bound-bound absorption.  If the laser pulse duration is shorter than the 
electron-phonon coupling time, the electrons will remain hotter that the ionic lattice until 
equilibrium is reached.  This electronic excitation changes interatomic forces and can 
induce ionic motion, bond breaking, bond formation, and phase transitions.  Accurately 
describing this scenario requires a precise Equation of State (EOS) and a detailed 
description of the electronic and ionic structure.  WDM models are crucial to 
understanding how these transient states affect the final outcome. 

 
In ICF temperatures and pressures far beyond that of WDM regime are achieved [12].  

However, as an ICF capsule is compressed it traverses through the WDM regime and a 
thorough understanding of the EOS and energy transport properties is crucial to achieving 
fusion.  In direct drive ignition, the capsule is compressed by a series of laser driven 
shocks [13]. The laser energy is initially coupled to the electrons, which equilibrate with 
the ions and results in ablation of the surface layers.  The ablated layers form a coronal 
plasma that compresses the capsule by the rocket effect [12].  At early times, the rate and 
depth of electron-electron and electron-ion energy coupling determines the mass and 
temperature within the coronal plasma, which is essential to capsule design [14].  At later 
times, most the laser energy is absorbed in the coronal plasma and conducted to the 
imploding capsule via thermal electron transport [15], so accurate electron mean free 
paths are essential to capsule and laser design. Additionally, target homogeneity is crucial 
for avoiding hydrodynamic instabilities [16], so an understanding of phase transitions is 
crucial to avoiding local asymmetries that arise during phase transitions [17]. 

 
Developing an understanding of warm dense matter is also of critical importance to 
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planetary physics.  There are many compelling planetary physics problems within the 
solar system, and with thousands of extrasolar planets now discovered [18], interest is 
extending far beyond it.    The Earth’s core is primarily composed of iron and nickel, 
with a solid inner region and a liquid outer region [19]. However, the exact crystalline 
phase of the inner core is unknown, and the outer core is much less dense [20], 
inconsistent with an isochemical phase transition.  This suggest that the earths core also 
contains a significant portion of light elements [21].  Constraining the Earths composition 
is essential to understanding the accretion processes during formation, the formation of 
the moon [22], and the Earth’s magnetic field, which is understood to involve a dynamo 
driven by convection of a conductive fluid [23].  Jupiter and Saturn played key roles in 
the formation and position of the other planets [24,25], so their formation is of particular 
interest [26].  Jupiter and Saturn are believed to consist of an inner core of rock and ice, a 
fluid metallic hydrogen shell, and a fluid molecular hydrogen shell [27].  Jupiter has an 
unusually strong magnetic field [28], and Saturn has an anomalous infrared luminosity 
[29].  Uranus and Neptune also consist of an inner rock and ice core, an ‘ice’ fluid shell 
of water, ammonia, and methane, and an outer layer of hydrogen and helium [5].  Uranus 
and Neptune have magnetic fields that are tilted from their rotation axis.  A better 
understanding of these processes requires detailed understanding of material phases and 
electrical properties in the WDM regime.  
 
 
1.2 Describing Warm Dense Matter 
 

As previously mentioned WDM is described by thermal energies that are comparable 
to potential energies.  This is shown in figure 1.1, where the degeneracy parameter is 
plotted.  The degeneracy parameter, A, is equal to the ratio of potential energy to thermal 
energy, 

 A = !!
!!!!

, !! =
ℏ
2!!

3!!! ! ! (1.1) 

 
where !! is the Fermi energy, !!  is the Boltzmann constant, ℏ! is the reduced Planck 
constant, !!  is the electron mass, and !!  is the electron number density.  When the 
degeneracy parameter is small (A ≪ 1) the electrons are unbound and behave classically.  
In this case, the electron occupation function follows a Boltzmann distribution.  
 

 f ! = !
!!!!!

!!! !!!! (1.2) 

 
where ! is the electron energy.  If the degeneracy parameter is large (A ≫ 1) then the 
electrons are mostly bound and behave degenerately.  In this case, the electron 
occupation function follows a Fermi-Dirac distribution, 
 

 f ! = 1
1+ !

(!!!)
!!!!

 (1.3) 
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where ! is the chemical potential, and ! = !! at !! = 0.  The electron distribution is 
critical for determining many important physical parameters.  The electrons near the 
Fermi level correspond to the outermost or valence states of atoms.   These electrons 
distinguish metal from insulators, and determine parameters like the optical opacity, heat 
and electrical conductivity, electron heat capacity, and electron phonon coupling in 
atoms.  As material transition into the WDM regime and the temperature increases, the 
electrons near the Fermi level are redistributed.  This can transform insulators to metals, 
or otherwise drastically change material properties.  As previously mentioned, many 
WDM experiments initially couple laser energy to electrons which then equilibrate with 
the ions, so two parameters of particular interest are the electron heat capacity and 
electron-phonon coupling constant [30].  The temperature dependent heat capacity is 
given by, 
 

 C! T! = !" !, !,!!
!!!

! ! !"! (1.4) 

 
where C! T!   is the temperature dependent electron heat capacity, and ! !  is the 
density of states.  The temperature dependent electron-phonon coupling constant is given 
by, 
 

 G T! = !!!! !!

! !!
−!" !, !,!!

!!!
!! ! !" (1.5) 

 
where G(T!) is the temperature dependent electron-phonon coupling constant, !!  is the 
second moment of the phonon spectrum [31], and ! is the electron-phonon mass 
enhancement parameter [32].  The behavior of both of these parameters depends on the 
product of the electron occupation function and the density of states.  In addition, as the 
electrons equilibrate with ions, the sample melts.  This increases disorder and may result 
in bond breaking, which may also change the density of states.  Therefore a describing 
WDM requires self-consistent treatment of both the electrons and ions in the system. 
 
 
1.3 Molecular Dynamics and Density Functional Theory 
 

In order to predict the behavior of materials in the WDM regime, models are 
extrapolated from traditional plasma physics or condensed matter theories.  As this 
dissertation deals with near solid density material that is still highly degenerate, the best 
description is provided by modified condensed matter theories. Unlike traditional 
condensed matter WDM requires the treatment of disordered and dynamic ion systems 
and high temperature dependent electron structure.  The most successful theoretical 
framework for describing WDM is molecular dynamics and density functional theory 
(MD-DFT).   

 
Condensed matter presents complex multi-body problems that are difficult to solve 

analytically.  DFT takes an iterative approach.  DFT works by solving the Kohn-Sham 
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equations [33] (1.6, 1.7, 1.8), 
 

 
−ℏ!
2!!

∇! + !! ! !! ! = !!!! !  (1.6) 

 
where !! ! , is the ith electron wave function and !!, is the ith energy eigenvalue.  This is 
essentially the Schrödinger equation, except that the effective single particle potential, 
!! ! , is written as a function of the electron density,  
 

 !! ! = !! ! !

!
 (1.7) 

 !! ! = ! !! !!
! −�! !!!! −

!!!!
! − !!

+ !!"
!

!! !  (1.8) 

 
where !! is the effective nuclear charge (including screening) of the jth atom, and !!" 
exchange-correlation. The exchange-correlation potential accounts for all the many 
particle interactions, which are often not known exactly but are instead approximated.  It 
can be seen that !! !  depends on !! ! , which itself depends on !! ! .  So, these 
equations are solved in a self-consistent, iterative manner until a convergent solution is 
reached.   
 

Unsurprisingly the effective potential also depends on the position and the screening 
of the ions in the system.  Similarly, the ions will be affected by the electron density.  So 
the ions must also be handled in a self-consistent, iterative way.  This is done by 
molecular dynamics, where ion motion is treated classically.  The combined process 
(MD-DFT) proceeds in the following manner, the ions are fixed and the electron wave 
functions are determined by the DFT process described above, these wave functions are 
used to calculate the forces on the ions and the ions are advanced by a small time-step, 
the ions are again fixed and the process repeats until equilibrium is achieved [34].  This is 
computationally expensive, but yields the detailed electron wave functions and ion 
positions from which material properties can be calculated. 
 
 
1.4 Isochoric Heating 
 

As mentioned in section 1.3, MD-DFT calculations are strongly dependent on both 
density and temperatures, so these calculation would ideally be confirmed by 
measurements on volumetric and uniform samples of a single density and temperature.  
However, creating such idealized states is experientially difficult.  There are methods for 
volumetrically heating WDM such as, laser driven shock [35], x-ray heating [36,37], and 
ion heating [38].  These methods are advantages because thick samples can be heated 
uniformly.  However, the high temperature and density of WDM results in high-pressure 
states that may be in local thermodynamic equilibrium but are not in global 
thermodynamic equilibrium.  WDM samples cannot be maintained in a steady-state and 
undergo rapid hydrodynamic expansion within 10-100 picoseconds [39].  These heating 
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methods while rapid, µs-ns, are slower than the time-scales for expansion, and measure 
samples of poorly constrained density.  To constrain sample density, the best method of 
creating a uniform WDM sample is isochoric heating.  Derived from the Greek words 
isos, meaning equal, and choros, meaning space, isochoric heating describes systems that 
are heated at constant volume.  In WDM studies, isochoric heating refers to the process 
where a sample of known density is heated quickly and studied before significant 
expansion occurs.  Modern short pulse lasers systems achieve this by heating material to 
WDM conditions on ultrafast time scales (100 fs).   

 
During laser heating, the incident laser energy is absorbed by the electrons in the 

material.  This creates a population of non-thermal electrons with high kinetic energy.  If 
photoabsorption (equation 1.9) is the dominant absorption mechanism, the kinetic energy 
of the excited electrons will be approximately equal to the photon energy, approximately 
1-5 eV for optical photons.  However, at high intensities the electric field of the laser is 
capable of accelerating electrons to high kinetic energies via the pondermotive force.  
This can produce electrons with kinetic energies that are much higher than the photon 
energy (e.g. a 1µm laser at 1014 W/cm2 will generate electrons with a time averaged 
pondermotive energy of 20 eV for [40]).  In both cases, these ballistic, non-equilibrium 
electrons travel through the sample with a velocity near the Fermi velocity, 
approximately ~106 m/s [41-43], and quickly equilibrate via electron-electron scattering.  
This equilibration time can vary between 100 fs for electron energies of a few eV [44] to 
about a picosecond for electron energies of about 100 eV [45].  This ballistic electron 
conduction transports the laser energy into the electronic system over the mean free path 
(mfp), which can exceed 100 nm [44].  By designing the sample thickness to match the 
mfp (figure 1.2), samples thicker than the laser absorption length, typically 10 nm in 
metals at optical wavelengths [46], can be heated uniformly in femtosecond time scales.  
Electron-ion equilibration occurs on much longer time scales, approximately 1-100 ps 
[47,48].  Thus, the electronic temperature immediately following the laser pulse is 
determined by the electron heat capacity, and the evolution of the electronic and ionic 
temperatures is determined by electron-phonon coupling. 

 

 
Fig. 1.2 Isochoric heating.  The laser is absorbed in the optical skin depth δ, and ballistic 
electrons thermalize over the electron mean free path (mfp), which is matched to the 
target thickness. 
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1.5 X-ray Absorption Spectroscopy 
 

MD-DFT calculations would ideally be confirmed by directly measuring the electron 
wave functions and their occupation along with the ion positions.  However, no single 
experimental method provides complete information, and directly measuring the 
electronic wave functions is not experimentally possible.  Instead a variety of methods 
must be utilized.  In particular, absorption spectroscopy provides extremely detailed 
information on the electronic structure.  It is also an efficient measurement, as it 
maintains source collimation.  Photoabsorption occurs when a photon promotes an 
electron to a higher energy level, and the difference between energy levels is equal to the 
photon energy.  Fermi’s Golden Rule (equation 1.9) gives the probability of a photon 
with energy ! promoting electron in an occupied initial state, !!, to an unoccupied final 
state, !!, 

 ! = 2!
ℏ !! ! !!

!!!(!) (1.9) 

 
where !! and !! are the initial and final state wave functions, ! is the electromagnetic 
Hamiltonian, and !!(!) is the density of final states.  To calculate the total probability of 
absorption for a given photon energy, this equation must be summed over all possible 
initial states for which a suitable final state exist.  The valence and conduction bands of 
most materials posses many closely spaced states (!~0-10 eV), so at optical and UV 
wavelengths there can be numerous combinations of initial and final states that result in 
absorption.  This couples the density of states and wave functions of both the initial and 
final states, and makes rigorous interpretation difficult.  Furthermore, typical absorption 
lengths in this range can be short (10 nm), so optical and UV light only sample the 
surface of many materials.  
  

 
Fig. 1.3 X-ray absorption.  Photo induced transitions form the n=1 state correspond to 
K-edge absorption, and transitions from the n=2 state correspond to L-edge absorption. 
 

X-ray photons have sufficient energy to promote electrons from core levels to the 
Fermi level.  The core levels of atoms are discrete and well-separated states (! ~10 eV-
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100keV), as shown in figure 1.3. Additionally, core states of atoms are less effected by 
material changes near the Fermi level and remain atomic like, so the wave functions are 
more easily calculated.  Therefore, x-ray absorption spectroscopy (XAS) simplifies the 
problem by half and provides accurate measurement of the final states, as the initial states 
available are few, distinguishable, and well known.  Furthermore, the binding energy of 
core levels of different atomic species are also well separated, so XAS allows selective 
measurement of a specific atomic species.  Typical x-ray absorption lengths are also long 
(>100 nm) [49] and provide a better measure of the material volume. 

 
X-ray absorption spectroscopy still has some limitations.  First, absorption only 

occurs when the final state is unoccupied, so the occupied states cannot be measured.  
Second, equation 1.9 couples the matrix elements to the density of states.  Finally, the 
matrix elements themselves have selection rules (i.e. Δm=±1), so some entire bands may 
not be measured with a single initial state.  Nonetheless, equation 1.9 can be used to 
calculate the absorption cross-section from a single initial state, 

 
 !! =

4!ℏ!!
!!!!

!! ! ∙ ! !!
!!!(!) 

(1.10) 

 
where ! is the fine structure constant, ! is the x-ray polarization vector, and ! is the 
momentum operator [50].   
 

At room temperature, the Fermi occupation function (equation 1.9) is a sharp step 
function, with near completely occupied states below the chemical potential and near 
completely unoccupied states above the chemical potential.  Since absorption can only 
proceed when the final state is unoccupied, the incoming photon must have sufficient 
energy to promote the electron to states above the chemical potential.  This results in 
sharp x-ray absorption edges, as shown in figure 1.4.  Traditionally, x-ray absorption 
spectroscopy is broken down into two categories, the absorption that occurs near the 
edge, X-ray Absorption Near Edge Spectroscopy (XANES), and Extended X-ray 
Absorption Fine Structure (EXAFS). While the absorption mechanism in these two 
regimes is the same, details of the final state wave function give different physical 
information. 
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Fig. 1.4 X-ray absorption edges of Nickel.  The MI, MII, MIII edges are seen at 111, 68, 
and 66 eV, respectively and correspond to initial states with n=3.  The LI, LII, LIII edges 
are seen at 1,009, 870, and 853 eV, respectively and correspond to initial states with n=2.  
The K1 is seen at 8,332 eV and corresponds to initial states with n=1.   Generated from 
[49]. 
 

XANES includes the edge region, approximately 0-5 eV above the edge, and extends 
approximately 200 eV above the absorption edge.  In the edge region, the absorbing 
electron is promoted to unoccupied states just above the Fermi level, so the absorption 
edge is set by the Fermi Occupation function (equation 1.9).  The position and width of 
the edge provides an accurate measure of the chemical potential and electronic 
temperature. At higher photon energy (starting about 5 eV above the edge) the states are 
mostly unoccupied, except at very high temperature, and variations in the XAS provide 
valuable information on antibonding resonances and band structure.  Above the edge, 
scattering of the final state wave function must also be considered.  In the XANES 
regime, the photoelectron energy is small, and its corresponding wavelength is longer 
than interatomic distances and the scattering processes involve many atoms.  Variations 
in the absorption spectra are caused by multiple scattering resonances and provide useful 
information on long-range atomic order.  These factors make XANES a powerful 
technique for studying the electronic and ionic structure and temperature of WDM. 
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In EXAFS regime, the photoelectron energy is higher, and the electron wavelength is 
shorter than interatomic spacing, so variations in the absorption spectra result primarily 
from single-scattering events.  EXAFS provides a useful tool for determining interatomic 
distances and can be used to determine material phase (i.e. BCC vs. FCC).  In this 
regime, the absorption spectra are mostly smooth and EXAFS variations are small 
(typically 1%), so accurate EXAFS measurements require good signal-to-noise. The 
process of measuring X-ray absorption is simple.  X-rays are propagated through a 
sample, and the transmitted intensity is measured (figure 1.5).   

 

 
Fig. 1.5 X-ray absorption measurement. 
 

The transmitted intensity is given by,  
 

 !(!) = !!(!)!!!!!" (1.11) 
 
where!! is the x-ray energy, !! is the incident intensity, !! is the mass absorption 
coefficient, ! is the sample density, and ! is the sample thickness.  The mass absorption 
coefficient is given by,  
 

 !! =
!!
! !!  (1.12) 

 
where !! is Avogadro’s number, and ! is the atomic weight, and !! is the absorption 
cross section, as given in equation 1.10.  For a sample of known composition, density, 
and thickness equations 1.11 and 1.12 accurate measure the absorption cross-section, 
which provides a rigorous test for MD-DFT calculations 
 
 
1.6 Ultrafast XANES 
 

Hydrodynamic expansion of WDM samples, as discussed in section 1.4, occurs on 
picosecond time scales, so to measure samples of known density, time-resolved 
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techniques must be used.  Time-resolved XANES provides an accurate measure of 
electronic temperature and ionic correlation and has been used to study warm dense 
aluminum [9,51,52].  A broadening of the K edge and a smoothing of the absorption 
spectrum were observed as the solid sample becomes a liquid and then a plasma.  
Comparison with ab intio MD-DFT calculations revealed that the slope of the absorption 
edge was connected to the electron temperature, and the broadening of the edge was 
connected with a loss of ionic order in the high temperature liquid.  These two 
experiments used protons or shock compression to heat the samples [9,51], and the 
relative timescales were 10’s of picoseconds.  As a result, electron-ion equilibrium was 
assumed, Te=Ti.  

 
This dissertation will present a technique for ultrafast XANES at the Advanced Light 

Source [53], which not only probes the sample before the onset of hydrodynamic 
expansion but also before electron-ion equilibrium is reached, Te>Ti.  The technique 
utilizes a Ti:sapphire laser to isochorically heat thin sample, an x-ray beamline including 
a spectrograph for broadband XANES measurements, and an ultrafast streak camera to 
provide 2 ps resolution.  The experimental setup is discussed in detail in chapters 2 and 3.  
Results obtained on WD SiO2, Cu, and Ni will be presented in chapters 4, 5, and 6. 
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Chapter 2  
 
Experimental Setup 
 

The experimental setup is comprised of three main components, the synchrotron and 
beamline, the laser system, and the x-ray streak camera.  This chapter will cover the 
synchrotron, beamline, and laser configuration.  These components undergo frequent 
changes in a constant effort to improve their operation, instead of cataloguing all of the 
changes made in the duration of the work presented, the mode of operation used for the 
majority of this work will be presented.  The description of the streak camera operation 
and integration into the beamline is explained in chapter 3. 
 
 
2.1 Synchrotron Operation 
 

The experiments described in chapter 4 and 5 were preformed at the Advanced Light 
Source (ALS) at Lawrence Berkeley National Laboratory.   The ALS is a third generation 
synchrotron facility, with the general layout shown in figure 2.1.  This dissertation will 
not provide a detailed description of the synchrotron facility or its operation.  Instead, a 
quick overview of the accelerator and storage ring operation is given in this section, 
along with a summary of the most important beam parameters.  
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Fig. 2.1 ALS layout.  Image courtesy of ALS, Berkeley Lab. 
 

Synchrotron radiation is produced when a charged particle traveling at relativistic 
speed is accelerated radially.  Synchrotrons facilities operate by accelerating electrons 
pulses or “bunches” to relativistic velocities (GeV energies) and storing them within an 
evacuated ring.  The trajectory of the stored electrons pulses is altered by magnets and the 
induced accelerations maintain the electrons orbit within the ring.   At the ALS, electrons 
are first produced by thermionic emission from a heated barium aluminate cathode.  The 
extraction voltage of the anode is periodically pulsed to create bunches of electrons, 
which are then shaped by a buncher.  The buncher can change the pulse duration or spilt 
the single bunch to several lower current bunches.  These electron bunches are first 
accelerated by a traveling wave linear accelerator to ~50 MeV, and then enter a booster 
ring.   The electrons make ~ 1 million round trips in the booster ring, receiving ~150 keV 
per round trip, and attain and energy of 1.5 GeV.   The accelerated bunches are then 
injected into the storage ring.  Within the storage ring a final RF acceleration chamber 
achieves an energy of 1.9 GeV.  These RF cavities also compensate the electron energy 
for the radiation losses that occur within the ring.  After the initial bunch injection, 
scattering processes also reduce the current stored within the ring, to compensate for this 
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electrons are continually added to the stored bunches to maintain a constant ring current 
(“Top off” mode). 

 
The electrons are kept within the ring by a series of bending magnets that maintain an 

approximately circular orbit and an orbital period of 656 ns. The bend magnets cause the 
electrons to accelerate along a circular trajectory and produce a smooth spectrum, and 
relativistic length contraction reduces the forward emitted wavelengths into the x-ray 
regime.  Alternatively, x-ray radiation can be achieved by inducing simple harmonic 
motion with a series of magnets of alternating polarity, undulators or wigglers.  This can 
be understood as the electron undergoes many dipole oscillations in the rest frame. The 
periodic nature of undulators results in interference that narrows the emission angles and 
spectral width.  This increases the spectral brightness, and undulators are typically several 
orders of magnitude brighter then bend magnets, making them preferential for the low 
repetition rate experiments.   This can be seen in figure 2.2.  A detailed description of 
synchrotron facilities, bend magnet and undulator radiation can be found in the references 
[54] and [55].  A schematic of an undulator is shown in figure 2.3. The x-rays, unaffected 
by the magnetic fields, propagate tangentially to one of 39 beamlines.  

 

 
Fig. 2.2 Spectral brightness trends.  Spectral brightness are in units of 
photons/s/mm2/mrad2/0.1% bandwidth [55]. 
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Fig. 2.3 Undulator schematic.  Adapted from [55]. 
 

The storage ring operates in two modes.  The primary mode, multi-bunch, operates at 
500 MHz and 500 mA.  In this mode, the ring is filled with 276-320 bunches (with an 
average current of ~2 mA each) which are separated by 2 ns.  Additionally, there is a 
single bunch, the camshaft, with twice the current (~5.5 mA) within a ~100 ns gap.  This 
serves two purposes.  First, it allows the camshaft to be isolated with gated detectors (i.e. 
avalanche photodiodes or image intensifiers) for time resolved experiments that operate 
at a fraction of the ring frequency.  Second, this gap allows ions attracted to the electron 
beam by the Coulomb force to clear the path, reducing the scattering of the electron 
bunch.  

 
The second mode, two-bunch, operates at 3 MHz and 35 mA, filling the ring with just 

two bunches (~17.5 mA) separated by 328 ns.  In both cases the electron beam size 
(RMS) in the straight sections of the ring is ~ 10 µm vertically and ~200 µm horizontally, 
Table 2.1 shows a more complete list of parameters for the ALS. 
 
Mode Energy 

(GeV) 
Nominal 

Frequency 
(MHz) 

Pulse 
Separation 

(ns) 

Current 
per 

pulse 
(mA) 

Pulse 
Duration 

(ps) 

Horizontal 
size 

(µm) 

Vertical 
size 

(µm) 

Multi-
bunch 

1.9 500 MHz 2 2 70 200 10 

Two-
bunch 

1.9 3 MHz 328 17.5 70 200 10 

Table 2.1 ALS operating modes. 
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2.2 The X-ray Beamline 
 

 
Fig. 2.4 Beamline layout.  The general layout of BL 6.02 at the ALS including the laser 
hutch (shown in green). 
 
 

 
Fig. 2.5 Beamline schematic. 
 

A schematic of the X-ray beamline is shown above in figures 2.4 and 2.5.  The 
electrons in the storage ring pass through an in-vacuum insertion device with an 
undulator period, λu, of 30 mm.  Within the undulator, the electrons undergo simple 
harmonic motion in their rest frame and emit dipole radiation.  Radiation is produced at 
harmonics of the electrons’ oscillation period, and the peak X-ray wavelength, as seen in 
the rest frame, is given by equation 2.2.  The effective photon energy range of the 6.02 
undulator is ~250 eV-1.5 keV. The undulator consists of permanent magnets separated by 
the undulator gap.  The effective field strength (Bo in equation 2.2) can be changed by 
varying the magnet separation, undulator gap, to produce the desired peak photon energy, 
λx. A typical undulator spectrum is shown in figure 2.6. 

!
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λ! =

λ!
2! 1+ !

!

2 + !!! ,! ≡ !!!λ!
2!!!!

 (2.1) 

 
Here ! !is the Lorentz factor, e is the electron charge, !! is the electron mass, ! is the 
emission angle, and K is the undulator strength parameter. 

 
Fig. 2.6  Undulator spectrum.  This is a typical spectrum produced by beamline 6.02 
with K=0.27. From [56]. 
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Fig. 2.7 In-vacuum undulator.  Image courtesy of ALS, Berkeley Lab. 
 

The polychromatic x-ray beam reflects from a toroidal mirror (M201), which 
produces a 1:1 image of the undulator source at the entrance slits.  The toroidal mirror 
has a grazing incidence angle of 1.35 degrees. The dimensions of the image at the 
entrance slits (FWHM) is ~80 µm vertically and ~500 µm horizontally.  The entrance 
slits consist of four movable tungsten knife-blades that can be used to reduce the x-ray 
spot size at the target.   

 
The repetition rate of the x-ray beam is reduced by the chopper, which is immediately 

upstream of the entrance slits.   The chopper is a free-running, water cooled, and slotted 
aluminum disk that spins at high speed.  The slots pass x-rays at a frequency of 4 kHz 
with an opening time of 8 µs.  This reduces the repetition rate and total x-ray flux by 
97%.  The total x-ray power is typically ~100 W before the chopper and ~ 3 W after the 
chopper.  A fast (1 ms) solenoid driven shutter is placed directly downstream of the 
entrance slit and provides additional gating.  The shutter passes as few as four chopper 
openings and reduces the x-ray dose downstream by 1000 to the µJ level.  This shutter is 
selectively driven to facilitate a single shot acquisition mode. 
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Fig. 2.8 Chopper window.  Approximately 12 round trips from the storage ring (656 ns) 
pass through the 8 µs chopper opening.  From [57]. 
 

The sample is mounted in transmission on a 3-axis manipulator.  The transmitted x-
rays are passed to the monochromator.  The monochromator consists of a vertical 
focusing spherical mirror, M202, and varied-line-spacing (VLS) grating.  This 
combination forms a spectral image at the detector.  There are three different M202 
mirrors that can be selected.  The M202 mirrors set different deviation angles at the 
gratings, 86, 87 or 88 degrees, thereby shifting the peak grating efficiency to different 
photon energies. There are two gratings 250 and 1000 l/mm, which provide either higher 
efficiency and bandwidth or higher resolution.  Finally, a plane elliptical mirror, M203, 
forms a 50 µm horizontal focus to couple as much light as possible into the streak camera 
slit.  It is important to note that this experiment operates without a monochromator exit 
slit.  This allows a range of photon energies to be diffracted in focus onto the detector.  
The bandwidth is determined by the grating used and the length of the streak camera slit. 
 
 
2.3 Pseudo Single Bunch 
 

The ALS has recently developed a method for isolating the camshaft bunch from the 
multi-bunch pulse train at variable repetition rates [57].  This is an incredibly useful for 
time resolved measurements that operate at a fraction of the ring repetition rate, as it 
allows for the use of integrating detectors and limits sample damage.  The method for 
achieving bunch isolation is as follows.  A pair of electrodes placed within the ring, 
stripline kicker (figure 2.9) , is driven by co-propagating plane wave voltage pulses.  
These 1 kV, 40 ns square pulses are generated are generated by DEI (Directed Energy 
Inc.) pulse generators.  The electric field within kicker causes an angular deflection of the 
temporally isolated camshaft bunch.  The deflection results in a sinusoidal orbit around 
the ring, and at each position along the ring the kicked bunches have a different vertical 
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position or a different angular trajectory.  After two round trips the oscillation has a 180 
degree phase shift, and another set of voltage pulses return the beam to its nominal 
trajectory (figure 2.10).  This is referred to as “kick and cancel” pseudo-single-bunch 
[58]. 

 

 
Fig. 2.9 Stripline Kicker.  The kicker consists of two 0.6 m, 50 Ω transmission lines 
separated by 15 mm.  From [59]. 
 

 
Fig. 2.10 Kick and Cancel Operation.  Two identical kicks induce a sinusoidal orbit 
and cancel it after a 180 degree phase shift. 
 

With the vertically displaced beam, a pair of slits is used to accept the kicked bunch 
and reject the un-kicked bunches, as shown in figure 2.11.  A vertical deflection is chosen 
because the vertical beam size and divergence is smaller than the horizontal.   This allows 
for greater suppression of the un-kicked pulses.  PSB allows for a beamline to operate at 
variable repetition rate, from single-shot to 1.5 MHz (the maximum repetition rate of the 
pulse generators).  However, because the un-kicked bunches greatly outnumber the 
kicked bunches and the vertical separation is only 180 µm (about twice the nominal beam 
width, 80 µm fwhm), the unkicked bunches still create background signal (figure 2.11).   
Experiments performed at beamline 6.02, using the chopper in combination with PSB 
operated at 4 kHz suppresses the unwanted pulses by ~7000.   
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Fig. 2.11 Pseudo Single Bunch.  The PSB mode provides a signal to background of 7:1 
when operated at 4 kHz at BL 6.02 (right). A vertical displacement of the camshaft pulse 
allows it to be passed through a pair of slits that reject the multi-bunch pulses (right).  
Adapted from [58] and [57]. 
 
 
2.4 Laser System 
 

A Ti:sapphire laser system is used to isochorically heat targets to a WDM state.  A 
schematic of the laser system is shown is figure 2.12.  The laser system consists of an 
oscillator, a regenerative amplifier, a 2-pass, and a 4-pass amplifier.  

 
The oscillator is a mode-locked Coherent Vitara pumped by a 4.5 W continuous wave 

Coherent Verdi laser.  The oscillator produces ~20 fs pulses with a center wavelength of 
800 nm and a bandwidth of 40 nm.  The total power output of the oscillator is ~400 mW.  
The oscillator has a nominal cavity length of 4.8 m and repetition rate of 62.5 MHz (16 
ns period).  However the oscillator has a variable cavity length, which synchronizes the 
optical pulses with the synchrotron pulses.  Within the cavity, a flat end mirror is 
mounted directly to a piezoelectric crystal, which maintains the high frequency (~kHz) 
and fine (~ps) synchronization with the ALS pulses.  The piezoelectric crystal has a 
limited range (~100 microns), so this cavity mirror also sits along a picomotor driven 
translation stage.  This translation stage provides a rough adjustment to the cavity length 
and keeps the crystal centered within its range.  These motors are incorporated in a feed-
back loop that maintains a fixed phase between the oscillator pulses and the storage ring 
bunches.  This is done by measuring the oscillator pulses with a fast diode.  The diode 
signal is sent to a 500 MHz band-pass filter, isolating the 4th harmonic of the 16 ns 
oscillator pulse period.  This signal is then amplified and mixed with the 500 MHz signal 
from the storage ring, which has passed through a phase shifter.  This varies the relative 
phase between the two signals and gives control over the relative timing of the oscillator 
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and x-rays.  The mixer outputs the difference frequency between the oscillator and 
storage ring and is used to drive a high voltage bias to the piezoelectric crystal, 
completing the feedback loop and phase locking the oscillator pulses to the x-ray pulses.  
Finally, the voltage on the piezoelectric crystal is monitored.  When the crystal is near the 
end of it range the picomotor acts to compensate. 

 

 
Fig. 2.12 Laser system schematic.  The 800 nm beam path is displayed in red, and the 
pump laser beam paths are displayed in green. 
 

In preparation for amplification, the phase-locked oscillator pulses (75 fs) are 
temporally stretched by a grating stretcher to 500 ps.  These pulses enter a regenerative 
amplifier.  The Ti:sapphire crystal is cryostat cooled and pumped by a Coherent 
Evolution 90 laser.  It has an output pulse energy of 250 µJ.  The input Pockels cell of the 
amplifier is synchronized to the free running chopper (4 kHz), to ensure that the 
amplified laser pulse is synchronous with center of the chopper opening.  Another 
cryostat cooled 2-pass amplifier pumped by two Evolution 90s provides additional 
amplification to 2 mJ at 1 kHz.  The last stage of amplification is provided by a 4-pass, 
10 Hz amplifier pumped by a Continuum Surelite, which delivers a pulse energy of ~ 30 
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mJ.  After 4-pass amplifier, the beam is temporally compressed by a grating compressor 
to a pulse duration of 150 fs and energy of ~20 mJ. The laser is then split into two beams: 
a sample pump beam and a beam for driving the streak camera (covered in chapter 3).  A 
summary of the laser parameters is given in table 2.3. 

 

Beams 
Pump Beam: 20 mJ (800 nm) or 4mJ (400 nm) 

Streak Camera Beam: 1.5 mJ (800 nm) 

Duration 150 fs 

Bandwidth 30 nm (FWHM) 

Beam Diameter 1.5 cm 

Rate 10Hz 

Pre-pulse 10-3 

Table 2.2 Summary of the laser parameters. 
 

The pump beam is transported upstream of the laser hutch to the sample chamber.  It 
is focused by a 30 cm focal length lens mounted to a translation stage.  The sample is put 
behind the focal plane, to provide a variable spot size of  200-500 µm at the sample with 
a grazing incidence angle of 80 degrees.  An additional 30 cm focal length lens and a 
CCD are placed behind the sample and the beam is imaged at the sample plane for spot 
size measurement.    

 
Overlap between the x-rays and laser are achieved in the following manner.   The x-

ray beamline is aligned.  A pinhole is placed at the sample plane.  The pinhole position is 
scanned and the transmitted x-ray intensity measured.  Once the position of the x-rays in 
the sample chamber is determined, the laser illuminates the pinhole, and the x-ray 
position is recorded by the imaging system.  The laser pointing is adjusted to overlapped 
with the pinhole position by using a motorized mirror mount immediately upstream of the 
focusing lens.  This procedure is repeated periodically to account for pointing drift and 
assure that good laser-x-ray overlapped is maintained. 
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Fig. 2.13 Laser spot measurement. An example laser image 300 µm horizontally and 
400 µm vertically (FWHM).  The area sampled by the x-rays is shown within the dashed 
lines.   
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Fig. 2.14 Cumulative distribution function. The cumulative distribution function of 
sampled laser energy derived from figure 2.13.    
 

The laser spot measurement and a measurement of the x-ray spot can be used to 
determine a weighted distribution of the sampled fluences.  This is illustrated in figures 
2.13 and 2.14. 

 
 It is also necessary to make an accurate determination of the laser energy deposition.  

This is achieved by measuring the sample’s transmission and reflection of the pump laser 
pulse.  This is illustrated schematically in figure 2.15.  The procedure measuring 
reflection is as follows.  An integrating sphere is placed directly upstream of the sample 
plane.  A mirror is placed at the sample plane.  The beam is attenuated for calibration.  A 
diode upstream of the sphere records the incoming pulse energy, and the diodes on the 
surface of the sphere record the reflected pulse energy.  The attenuation is then removed, 
and the reflection from the sample can be measured.  In transmission, the process 
proceeds identically, except calibration is preformed with the laser pulse incident on the 
integrating sphere. 
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Fig. 2.15 Laser absorption measurement.   
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Chapter 3 
  
X-ray Streak Camera 
 

The intrinsic pulse duration of the ALS (70 ps) is longer than the time scales of 
hydrodynamic expansion, so an x-ray streak camera is used to provide ultrafast temporal 
information.  Streak cameras operate by projecting the temporal (i.e. longitudinal) profile 
of a light pulse into transverse spatial information.  The first streak cameras were 
mechanical and used a rotating mirror to project the light pulse directly onto a detector. 
First appearing in the 1960’s and 1970’s, optoelectronic streak cameras were developed.  
These cameras convert the light pulse to an electron pulse with a photocathode and use an 
electric field ramp to “streak” the electron pulse.  These cameras had a temporal 
resolution of tens to hundreds of picoseconds [60,61].  Advances in photocathodes, 
deflector plates, and photoconductive switches has allow for the development of sub-
picosecond streak cameras [62]. Modern streak cameras have the unique ability to 
simultaneously resolve sub-picosecond temporal and microscopic spatial phenomena 
[62,63]. This makes streak cameras a versatile diagnostic tool and ideal for studying the 
fast dynamics and transient states encountered in WDM experiments.  X-ray streak 
cameras have been previously applied to study WDM at synchrotron facilities [64,65]. 
 

This chapter will cover the development of an x-ray streak camera and the integrated 
operation at the x-ray beamline.  The new development of a grazing incidence streak 
camera that allows for more robust operation with increased efficiency [66] will be 
presented.  Area detectors and gating methods will be discussed.   Finally, temporal 
resolution and data analysis will be discussed. 
 
 
3.1 Transmission Streak Camera 
 

The x-ray streak camera consists of 5 primary components: a photocathode, a pair of 
sweep plates, a photoconductive switch, a solenoid lens, and an image detector.   Most x-
ray streak cameras use a transmission geometry.  A schematic of the transmission streak 
camera developed at the ALS is shown in figure 3.1.  The streak camera operates by 
projecting the temporal (i.e. longitudinal) information into transverse spatial information.  
X-rays are first transmitted through a horizontal slit of a photocathode, and produce 
secondary electron emission at the rear surface.  These electrons are accelerated by across 
an anode mesh to keV energies.  A pair of meander strip line plates is driven with an 
electric field ramp.  This field deflects the electrons vertically, and the strength of the 
deflection is determined by the electron’s time relative to the field ramp.  Finally, a 
magnetic solenoid lens images the x-rays from the source point (photocathode) onto an 
area detector.  The streak camera is housed in a vacuum chamber that at ~10-8 Torr, 
reduces electron scattering, keeps components clean, and prevents arcing in the high field 
region of the photocathode. 

 



!
28!

 
Fig. 3.1 Transmission streak camera schematic.  X-rays are transmitted through a slit 
and generate photoelectrons at the rear surface of the photocathode (at high voltage).  
Extracted by an anode mesh (at ground), these electrons are swept by a voltage ramp 
propagating through deflection plates and imaged onto an area detector by a solenoid 
lens.   
 

The transmission photocathode used is shown schematically in figure 3.2.  It consists 
of a 300 µm silicon substrate with a thin, ~100nm, silicon nitride (Si3N4) layer, a 5 nm 
chromium binding layer, and ~10-30 nm gold cathode layer.  The Si substrate is coated 
with Si3N4, and a slit is chemically etched with 44% KOH.  The etching process 
terminates at the Si3N4 window and creates a tapered channel (110 degree opening angle) 
in the silicon wafer.  The slit size is typically 10-100 µm in width and 3-6 mm in length, 
but the exact size of the slit is tailored to fit experimental constraints.  A thin chromium 
binding layer and cathode layer are evaporated onto the Si3N4 surface.  Typical cathode 
materials include gold or cesium iodide, and will be further discussed in the section 3.9.  
In this work, gold is chosen because of ease of handling and high tolerance to high x-ray 
flux. 

 
The anode is a copper or gold electroformed mesh with rectangular openings.  The 

mesh has a thickness of 2.5-5 µm, a wire width of 8.6 µm, and a hole width of 25 µm.  
The open area of the mesh is 55%.  The mesh serves as a smooth equipotential surface, 
limiting non-uniformities in the electric field.  This reduces the likelihood of arcing and 
image distortion, by creating a uniform and parallel accelerating electric field. 

 

Ultrafast X-ray detector: Streak camera

- good temporal resolution (230fs with UV achieved)

- records the whole temporal response (fs-ps)

- wide photon energy range 10ev to 10kev
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Fig. 3.2 Transmission photocathode schematic.  A silicon substrate (dark blue, 300 
µm), a silicon nitride window (light blue, 100 nm), a chromium binding layer (red, 5 nm), 
and a cathode layer (gold, 30 nm).  The anode mesh is gold or copper (orange) and the 
gap is 1-2 mm. 
 

The thickness of the cathode layer in this geometry is designed to match the escape 
depth of secondary electrons.  The escape depth varies between materials but is typically 
~10 nm [67].  The X-ray absorption length, however, can be much longer and is typically 
~100 nm [49].  This mismatch limits the x-ray absorption that occurs within the electron 
escape depth and the quantum efficiency to <10%, for the transmission geometry.  The 
thin cathode layer also presents a problem of robustness.  Si3N4 is a ceramic, (10 times 
less thermally conductive then gold 30  and 314 Wm-1K-1, respectively [68]), and since 
the gold layer is thin (thickness to width ratio ~1:1000), the cathode has poor lateral 
conductivity.  This limits heat dissipation under high intensity x-ray illumination.  As a 
result, transmission photocathodes are susceptible to x-ray induced heating and damage.  
Transmission photocathodes were observed to suffer degradation after a 30 minute 
exposure to a 1 keV x-ray flux of 2x1012 photons/second/mm2 [66].  This damage reduces 
overall efficiency as well as spatial and temporal resolution.  An example of this can be 
seen in figure 3.3.  
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Fig. 3.3 X-ray induced photocathode damage.  A streak camera image of swept, 
monochromatic x-rays taken before x-ray damage (left) and after x-ray damage caused by 
10 minutes x-ray of exposure (right).   
 
 
3.2 Grazing Incidence Streak Camera 
 

The efficiency and robustness of the photocathode can be simultaneously improved 
by employing grazing incidence geometry.  This is illustrated in figure 3.4.  Grazing 
incidence decreases the absorption depth in the cathode by the cosecant of the grazing 
angle, thereby increasing the interaction region of x-ray absorption and electron escape 
depth.  Since the x-rays are not transmitted through the cathode, it also allows for the use 
of a thick layer of photocathode material.  This allows the heat load to be dissipated 
across the entire photocathode volume, thereby decreasing the local heating of the 
interaction region.  In this case, the photocathode is a 10 mm thick silicon substrate 
coated with 600 nm of gold.  In this geometry, the slit is 25-100 µm of tungsten, and it is 
place directly downstream of the anode mesh.  The grazing incidence streak camera is 
shown in figure 3.5. 
 

 
Fig. 3.4 Grazing incidence photocathode.  In this geometry, x-rays arrive at grazing 
incidence, and a slit is placed behind the anode mesh.  
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Fig. 3.5 Grazing incidence streak camera schematic.   
 

The total electron yield is given by equation by [69],   
 !! = !!! ⋅ !!! ⋅ ! ⋅ !"! ! [1− !(!)]!!(0) !!!(! ⋅!"!!!!!!!!)!"

!

!
 (3.1) 

 
where ! is the total electron yield, !!! is the is the x-ray energy, ! is the energy required 
to promote a single secondary electron from the valence band with sufficient kinetic 
energy to escape the sample, ! is the absorption coefficient, ! is the grazing angle, !(!) 
is the Fresnel reflectivity, !!(0) is the electron escape probability at the surface, T is the 
cathode thickness, Ls is the secondary electron mean free path, and z is the vector normal 
to the cathode surface.  This equation is used to calculate the electron yield as a function 
of grazing angle at various photon energies, as shown in figure 3.6.  It can be seen that 
decreasing the grazing incidence angle increases the electron yield, until, at low grazing 
angle, the x-rays begin to reflect from the cathode surface.  It is also apparent that grazing 
incidence can greatly improve streak camera efficiency in the hard x-ray energy range, 
where transmission streak camera measurements are very difficult.  However, decreasing 
the grazing angle also increases the x-ray footprint on the photocathode, which decreases 
the transmission through a fixed anode slit width.  The grazing angle also reduces the 
temporal resolution (discussed in section 3.9).  A grazing angle of 20 degrees was chosen 
as a compromise. 
 
  

!

!
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Fig. 3.6 Grazing incidence electron yield. The calculated electron yield vs. incidence 
angle from a gold photocathode excited by 280 eV, 500 eV, 1000 eV and 2000 eV 
photons [66]. 
 
 
3.3 Solenoid Lens 
 

In order to resolve spatial information at the photocathode and achieve the best 
temporal resolution, the photocathode surface and slit are imaged onto an area detector.  
This is achieved with an asymmetrical solenoid lens.  The lens is made of magnetic steel 
and houses a solenoid coil.  A current is driven through the coils generating an axial 
magnetic field that focuses the electron beam.  A schematic of the lens is shown in figure 
3.7.  The asymmetric shape of the lens reduces the magnetic field in the region of the 
sweep plates.  The focal length of the lens is given by equation 3.2.  The lens also induces 
a rotation in the electron beam and this is given by equation 3.3. 
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Fig. 3.7 Solenoid lens.  A diagram of the solenoid lens showing the magnetic field lines 
as calculated by the Poisson Superfish code [70]. 
 

 
1
! =

!
8!" !!!(!, !)!"

!

!!
 (3.2) 

 ! = !
8!" !!! (!, !)!"

!

!!
 (3.3) 

 
This lens was designed to have a large opening aperture (20 mm), using the COSY 

[71] particle tracking code to reduce aberrations.  A measurement of the magnetic field is 
shown in figure 3.8.  Since the focal length and image rotation depend on the integrated 
axial field strength (equation 3.2 and 3.3), care was taken to ensure that the integrated 
field is approximately constant over that lens aperture.  This can be seen in figure 3.8. 
However, at large radii the spatial resolution of the lens will decrease, and the lens will 
impart curvature in the image.  This must be considered when analyzing streak camera 
images, and is discussed further in section 3.11. 
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Fig. 3.8 Solenoid lens field.  The axial field strength along the length of the lens (left) 
and the deviation of the axial field strength as a function of radial distance from the 
optical axis (right). 
 

 
Fig. 3.9 Solenoid lens imaging.  The solenoid lens produces an image with <8 µm 
resolution that is mostly free from curvature over a large length. 
 
 
3.4 Gallium Arsenide Photoconductive Switch 
 

The temporal information of the streak camera is achieved by deflecting the electron 
beam with a pair of sweep plates. The deflecting field is fast voltage ramp generated by a 
photoconductive Gallium Arsenide switch, which is triggered by a portion of the 800 nm 
laser.  A well designed photoconductive switch produces a fast voltage ramp, requires 
little laser energy for switching, and has a long operating life time.  

 
The switch is made by forming contacts on a 300 µm thick GaAs substrate.  A simple 

diagram of the switch is shown in figure 3.10.  The contacts are deposited by e-beam 
evaporation (20 nm Ni/ 20 nm Ge/ 150 nm Au).  The laser penetration depth of 800 nm 
light in GaAs is ~750 nm [72].  To increase the depth of the contact regions the contacts 
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are flash annealed at 450 °C for 30 seconds after deposition. Germanium and gallium 
arsenide from a low temperature eutectic, and a liquid mixture of gold and germanium 
dissolves into the GaAs layer during annealing.  This forms a highly doped region of the 
GaAs and creates ohmic contacts.  A SIMS analysis (figure 3.12) indicates that eutectic 
penetration is about 200 nm.  This allow reduces charge crowding at the edges of the gold 
contacts [73], as can be seen in figure 3.11.  The switches are coated with a protective 
SiO2 layer (100 nm) and then wire bonded onto an integrated circuit board.   

 

 
Fig. 3.10 GaAs switch schematic. 
 

 
Fig. 3.11 Charge flow in the GaAs switch. An example of charge flow with and without 
doped contacts (top and bottom).  Without ohmic contacts, current within the substrate is 
attracted to the edge of the gold contact, resulting in high current densities and potential 
damage. 
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Fig. 3.12 SIMS analysis. 
 

Several different geometries have been used, but in general the contacts are ~ 5 cm in 
length, 3mm in width, and a gap of 3 mm.  The semi-insulating, undoped GaAs used has 
a dark resistivity of 108 Ω-cm, (carrier density, nc=1.8⋅106 cm-3), and this results in a high 
open state resistance of the switch.  The open state resistance is given by,   

 

 !!"#$ =
!! ⋅ !
! ⋅ ! ~10

!"!! (3.4) 

 
where l is the switch length, w is the switch width, and t is the switch thickness.  !! is the 
resistivity of the semiconductor.  The switch is operated with 500-1000 V bias between 
contacts and driven by an 800 nm laser pulse (50-500 µJ).  This results in peak currents 
of up to 10 Amps.  Since the penetration depth of the laser light exceeds the thickness of 
the contacts, the effective thickness of the switch is limited to the depth of the contacts.  
The band gap of GaAs is 1.4 eV, and the optical photons of the 800 nm laser (1.55 eV) 
possess sufficient energy to generate electron-hole pairs in the GaAs within the laser 
penetration depth.  If the laser pulse duration is short compared to the carrier 
recombination time, then the initial carrier density after laser excitation can be expressed 
as, 

!

Gold!Contact! Doped!Region! Undoped!Region!
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 !! =
!(1− !!)
! ⋅ ! ⋅ ! ⋅ ! (3.5) 

 
where E is the laser energy, Sr is the reflection coefficient, ! is the photon energy, and ! 
is the laser absorption depth.  After the laser excitation the carrier density will decay 
exponentially by electron-hole recombination, 
 

 !!(!) = !!! ⋅ !
!!
!  (3.6) 

 
where τ is the carrier lifetime.  In general, carrier lifetime differs between electrons and 
holes, so carrier decay can have multiple time constants.  GaAs experiences carrier 
saturation at carrier densities above ~1020 cm-3 [11].  This provides a saturation mode and 
assures that the switching speed and efficiency are independent of laser energy 
fluctuation.  This yields stable temporal dispersion and limits jitter in acquisition mode.  
This can be seen in figure 3.13.  With a 60 µJ laser pulse and typical spot size equation 
3.5 gives nc=1x1020 cm-3.  The time jitter is measured to be a maximum of 60 fs at an 
average laser energy of 60 µJ with 1.5% energy fluctuation (fwhm), which is small 
compared to other resolution elements (see section 3.9). 

 
Fig. 3.13 Switch Saturation.  Output efficiency (output voltage/input voltage) of GaAs 
switch as a function of input laser pulse energy (at 1 kHz) with 200V applied.   
 

These carriers allow the switch to conduct current, and the closed state resistance can 
then be written as, 
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 !!"#$%& =
!

!! ⋅ ! ⋅ ℎ (3.7) 

 
where h is the effective depth of the switch.  The closed state conductivity, !!, can be 
expresed as, 
 

 !! = !! ⋅ !! ⋅ ! (3.8) 
 
where !! is the carier denisty, and the carrier mobility, !!, is the sum of electron and hole 
mobility.  Calculting the closed state resistance using the equations 3.7and 3.8 gives 0.6 
Ω. 
 

The field applied across the switch is 1.5-3.5 kV/cm, this keeps the switch in the 
linear regime and below the lock-on or avalanche regime of GaAs (4-8 kV/cm) [74].  
Lock-on mode reduces the required laser energy and decreases jitter.  However, the gain 
achieved in the avalanche process results in strong current filamentation and is 
destructive to the GaAs substrate.  Lock-on mode also requires the use of a pulsed 
voltage source.  For these reasons a linear mode was chosen. 

 
Parameter !gap 

(eV) 
!@800  nm 

(nm) 
!! 

(Ω-cm) 
!! 

(cm2 V-1s-1) 
!! 

(cm2 V-1s-1) 
τe 

(ns) 
τh 

(ns) 
Sr 

GaAs 1.4 743 108 8500 400 10 10 0.33 
Table 3.1 GaAs properties.  A summary of relevant GaAs values [72,74,75].   

 
The switch is connected to a standard circuit board is shown below in figure 3.14, 

with the circuit schematic shown in figure 3.15. The switch operates as two identical 
circuits. Each is driven by an equal and opposite bias voltage (Vs).  This reduces the total 
voltage to ground on the circuit components and cables and reduces the likelihood of arc 
damage. A set of resistors (Rs) prevent the voltage pulse from traveling into the power 
supplies.  A capacitor (Cs) is used to block the DC voltage from the sweep plates.  The 
circuit board is impedance matched to 50 Ω, 30 GHz Pasternack SMA cables that pass 
through the vacuum chamber to the sweep plates.  These are also designed to be 
impedance matched at 50 Ω .  Additional SMA cables carry the pulse out of the vacuum 
chamber where it is terminated (RL).  To ensure that the electrons in the streak camera 
remain centered on the optic axis, the center of the voltage ramp must be biased to 0 V. 
Two additional DC power supplies are used for this (Vb).  A final capacitor blocks the 
DC current from this DC bias before 50 Ω termination. 
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Fig. 3.14 Switch circuit board.   
 

 
Fig. 3.15 Switch schematic. The switch is shown in dark blue, the circuit board is shown 
in light blue, and the sweep plates are enclosed within a vacuum chamber (dashed lines). 
 

Figure 3.16 shows a measured high voltage ramp from the switch. The switching of 
the GaAs is fast <100 ps, but the overall rise time at the sweep plates is limited by the 
inductive and capacitive loads of the system (primarily the cables and sweep plates).  For 
this reason, the cables must be kept short.  The output of the switch generates a traveling 
wave with a rise time of 180 ps (10%-90%) and an efficiency of 80% percent of the input 
voltage.  This provides a linear region of ~100 ps, which provides a constant sweep speed 
for the 70 ps x-ray pulse. 
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Fig. 3.16 Switch output.  The output of the GaAs switch after exiting the streak camera 
chamber (solid), and after the addition of 13ft of SMA cable (dashed), which shows a 
decrease in switch speed and efficiency. 
 
 
3.5 Sweep Plates 
 

The deflection of the electron beam is produced by a pair of parallel sweep plates.  
The sweep plates consist of a copper microstrip meander line that is lithographed onto a 
circuit board.  The sweep plates are 60 mm in length, 40 mm in width, are separated by a 
distance of 3-4mm, and are shown in figure 3.17.   The separation is chosen to be as 
small as possible without interfering with the electron beam path.  The small separation 
maximizes the electric field and sweep speed. The meandering path is designed maximize 
the deflection of the electron beam by matching the propagation speed of the voltage 
ramp to the velocity of the electron beam.  The width of the meander line and thickness 
of the dielectric substrate are chosen to provide an impedance of 50 Ω .  The propagation 
speed of the voltage ramp is approximately 0.66 c, whereas the electron beam has a speed 
of 0.2 c.  The slits in the circuit board reduce the cross-talk between adjacent lengths of 
the meander line as the high voltage pulses travel along the plate. 
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Fig. 3.17 Meander sweep plate.   
 
 
3.6 Background 
 

The sweep voltage provides some gating for the streak camera.  The voltage ramp is 
biased so that the center of the ramp is at 0 V.  This keeps the center of the synchronized 
electron bunch on the optical axis, as shown in figure 3.18.  However, electrons that are 
not synchronized with the voltage ramp are deflected by the DC bias field.  This 
deflection is large and moves the electrons off of the area detector.  However, the sweep 
plates are separated by a small distance to maximize the sweep speed of the camera and 
improve temporal resolution.  So, many of the unsynchronized electrons hit the sweep 
plates and scatter (figure 3.18), and this generates background counts at the detector.  The 
electron scatter can be minimized, but not eliminated, by carefully designing the streak 
camera geometry. 
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Fig. 3.18 Unswept electron scatter.  An electron bunch synchronized with the voltage 
ramp is swept, but remains centered on the optical axis (left).  An electron bunch that is 
not synchronized with the voltage ramp is deflected off the optical axis by the DC bias 
field and scatters off the sweep plates. 
 
 
3.7 Area Detectors 
 

The streak camera produces an image of the photocathode slit with a magnification of 
2.5.  This image is collected by an area detector.  Two different detection schemes can be 
used depending on the background signal levels: a high resolution and nearly 100% 
efficient direct detection scheme, and a lower resolution and efficiency, gated detection 
scheme.  As discussed in section 3.6 the streak camera provides some internal gating, but 
it may also require additional gating at the detector.  In general, a gated detector is 
required during normal multi-bunch operation without PSB, but a gateless detector can be 
used in two-bunch operation or if PSB is used.  

  
In the direct detection scheme, the 10 KeV electrons impact an in-vacuum, deep-

cooled Andor IKon-M CCD.  This is a 16-bit back-illuminated sensor with 1024 x 1024 
pixels and a pixel size of 13.3 x 13.3 µm.  A single 10 KeV electron  produces ~2000 
electron hole pairs.  While this limits the dynamic range (100,000 electrons in a pixel 
well depth ), at -40 C the readout noise is limited to a ~7 electrons per pixel.  This allows 
for nearly noiseless detection.  The response of the Andor CCD is shown in figures 3.19 
and 3.20.  The pixel limited resolution for this scheme is ~5 µm at the photocathode. 

DC Bias Only  

!

Sweep + DC Bias  
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Fig. 3.19 Andor CCD detected quantum efficiency.  The Andor CCD shows near 
perfect DQE above 7 keV. 
 

 
Fig. 3.20 Andor CCD photoelectrons per X-ray.  High energy x-rays, or electrons in 
this case, create many photoelectrons within the CCD limiting dynamic range.  
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As discussed in chapter 2.2 the x-ray beamline utilizes several components to reduce 
the average x-ray flux and repetition rate.  However, the background signal still 
dominates, so a gated detector must be utilized.  The gated detector consist of a micro-
channel plate (MCP) and phosphor screen which is fiber coupled to a Princeton CCD 
(1300x1340 pixels with a size of 20x20 µm) .  This is illustrated by figure 3.21.  The 
drawback of this scheme is that it has a lower detected quantum efficiency ~40% and a 
decreased spatial resolution.  While the pore size of the MCP is comparable to the CCD 
pixels and the point spread function of the phosphor on the fiber is small (~35 µm), 
spreading of the electron cloud in the gap between MCP and phosphor screen causing a 
substantial decrease in resolution [76].  This is estimated to be ~150 µm, and limits the 
resolution at the photocathode to ~60 µm.  

 

 
Fig. 3.21 MCP schematic.  The MCP is gated by a 1 kV, ~100 ns voltage pulse.  
Electrons are extracted from the MCP and traverse a 3mm gap before exciting a phosphor 
screen.  The phosphor luminescence is fiber coupled out of vacuum.  A thin layer of 
index matching fluid minimize reflection losses and couples to a fiber coupled Princeton 
CCD. 
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Fig. 3.22 Detection Quantum Efficiency of MCP.  The detection quantum efficiency 
depends on the angle between the incident electron and MCP pores.  Here  curves for 6.5 
degrees (solid) and 13 degrees (dashed) are shown [77]. 
 
 
3.8 UV Production 
 

As illustrated above, the streak camera has many variable parameters including anode 
extraction and sweep voltage, and these parameters effect the temporal dispersion 
produced by the streak camera.  In order to maintain a constant calibration of the 
temporal axis, two UV (266 nm) laser pulses are used as fiducials.  The 266 nm pulses 
are the third harmonic of the 800 nm laser and are produced by second harmonic and sum 
frequency generation.  While, the work function of oxidized poly-crystalline gold (4.2 
eV) [67,78] is higher than the fundamental photon energy (1.55 eV) of the laser, the third 
harmonic has sufficient energy (4.66 eV) to generate photoelectrons in the gold cathode.  
The harmonic generation setup is shown in figure 3.23. 



!
46!

 
Fig. 3.23 Third harmonic generation schematic.   
 

The harmonic system consists of four components.  A second harmonic crystal, a 
temporal dispersion compensator, a waveplate, and a sum harmonic crystal. Beta barium 
borate (BBO) is an anisotropic, birefringent material with high second order 
susceptibility.  By selectively orienting the axis of anisotropy, phase matching between 
the input and output beams can be achieved.  This allows for high efficiency harmonic 
conversion and phase matching to be achieved. 

   
The first BBO crystal is cut 29.2 degrees to it axis anisotropy, to achieve phase 

matching between the fundamental and second harmonic.  The second harmonic is 
produced with its polarization vector perpendicular to that of the input beam.  For this 
reason a waveplate is used to align the polarization of the fundamental and second 
harmonic.  Dispersion within the quartz produces a delay between the two input beams, 
and another BBO crystal is used to compensate for this.  Finally, with the polarizations 
aligned, a third BBO crystal, cut at 44.3 degrees, produces third harmonic light by sum 
frequency generation of the first and second harmonics.  The overall conversion 
efficiency of our setup is about 5-10% percent, and provides more than enough for UV 
light for temporal calibration. 

 
 
3.9 Streak Camera Temporal Performance 
 

The temporal resolution of the grazing incidence streak camera is the sum of many 
factors:  slit size, photocathode material, photon energy, sweep speed, spatial resolution 
of the imaging system, etc.  The best resolution achieved for the transmission streak 
camera was 266 fs for UV light [62].  However, this transmission camera was optimized 
for temporal resolution and employed a 10 µm slit, which drastically limits light coupling 
and efficiency for larger source sizes.  The grazing incidence streak camera operates with 
an 80 µm and achieves best resolution of 1.75 ps for UV light (measured) and 1.8 ps for 
x-rays (estimated).  The single shot time resolution can be estimated by equation 3.9,   

 
 ∆!!! = ∆!!"#$%&!! + ∆!!"##$! + ∆!!"! + ∆!!! (3.9) 

 



!
47!

where the total single shot temporal resolution (∆!!!) is determined adding the individual 
error contributions in quadrature.  These terms result from energy dispersion of the 
secondary electrons produced (∆!!"#$%&!! ), finite sweep speed and imaged slit width 
(∆!!"##$! ), longitudinal elongation of the electron pulse from space charge effects (∆!!"! ), 
and path length difference caused by the grazing angle (∆!!!).  It should be pointed out 
that equation 3.4 does not account for signal-to-noise, temporal jitter!(∆!!"##$%! ) and finite 
laser pulse width (∆!!"#$%! ), all of which must often be considered when measuring the 
temporal resolution.  The individual terms in equation 3.9 will now be individually 
considered. 
   

The photon energy, both UV and x-ray, exceeds the work function of the cathode 
material, and as a result photoelectrons liberated from the photocathode have non-zero 
initial kinetic energy.  In the case of UV light, these electrons have maximum energy 
spread of 0.5 eV (i.e. the difference between the photon energy and the work function).  
In the case of x-rays, the photon energy greatly exceeds the work function, and the 
secondary electron energy distribution is dictated by scattering processes within the 
photocathode material.  Figure 3.24 shows the secondary energy distributions from Au 
and CsI cathodes under 1.487 keV x-ray illumination.   

 

 
Fig. 3.24 Secondary electrons distributions. Normalized secondary electron 
distributions for gold and cesium iodide.  Gold has a larger spread of secondary electron 
energies, but is chosen for its robust operation. [67] 
 

For two electrons simultaneously emitted from the cathode surface with their velocity 
along the normal and an energy difference,!!, the difference in cathode to anode transit 
time will be, 

 

 ∆!!"#$%&!,!!!!!! =
1
!

2!!!
!  (3.10) 

 
where E is the electric field in the cathode to anode gap.  To properly calculate the time 
dispersion the secondary electron distribution is integrated over all energies.  The 
distribution of initial energies is given by [67], 
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 ! ! = !"
(! + !)! (3.11) 

 
where ! is a constant and ! is the work function of the material.  Integrating over the 
distribution and all initial velocity vectors gives, 
 

 ∆!!"#$%&!,!!!!!! =
2.63
! !"!(!") (3.12) 

 
where !" is the FWHM of the secondary electron distribution in eV (~4 eV for x-ray 
photons and a Au cathode) and ! = !!

!  is the electric field in keV/mm.  For a voltage, !!, 
10keV and a cathode to anode gap, !, of 1.2 mm gap this gives 225 fs (UV) and 630 fs 
(x-ray).  It is also necessary to consider the difference in transit time from the anode to 
the sweep plates, !!!!", which can be calculated by, 
 
 ∆!!"#$%&!,!!!!!!" = !!!!"

1
!!(!!!!")

− 1
!!(!!)

 (3.13) 

 
where !! is the velocity of the electron beam.  At a voltage of 10 keV and an anode to 
detector length, !!!!", of 1.5 cm this value is small, but not negligible at 5 fs (UV) and 
50 fs (x-ray).  The secondary electron dispersion and transit time limit the maximum 
temporal resolution of many streak cameras designs, specifically in the x-ray regime, and 
drives demand for low dispersion cathode materials.  Here, the greatest limitation in 
resolution is the large slit size, so gold becomes a good choice of cathode material 
because of its stable and robust operation.  The error due to the limited sweep speed, 
!!"##$, and the width of the slit image on the detection is given by, 

 ∆!!"##$ =
!"
!!"##$

 (3.14) 

 
 where ! is the magnification and ! is the slit width.  The sweep speed of the streak 
camera is measured by separating two UV pulses by a known path difference and 
recording their relative position on the detector.   Sweep speeds up to 1.2x108 m/s have 
been measured, and for an 80 µm slit size and m=2.5 this gives,!∆!!"##$ =1.66 ps.   
∆!!"!  is the temporal broadening that is caused by the elongation of the beam due to space 
charge effects.  This value depends on the charge of the electron bunch, but it is typically 
smaller than 100 fs. 
 

The final term, ∆!!! , is due to the optical path difference of the light across the slit.  
This is given by,  

 

 ∆!! =
!"#$(!)

!  (3.15) 

 
where!! is the grazing angle.  For a slit width of 80 µm and a grazing angle of 20 degrees 
this gives, ∆!!=250 fs.  Table 3.2 summarizes the individual resolution elements and 
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overall performance of the streak camera at UV and x-ray wavelengths.  While the x-ray 
resolution is difficult to measure, the agreement between the estimated and measured UV 
resolution gives confidence in the estimate x-ray resolution. 
 

80 µm 
Slit Δttransit Δtsweep Δtθ Δtsc Δtlaser Δtss 

UV 230 1660 250 100 150 1704 fs 

X-ray 630 1660 250 100 0 1796 fs 

Table 3.2 Calculated streak camera resolution.  All values are in fs.  The top line 
identifies the individual resolution elements.  The second line gives the estimated values 
for UV photons, and includes the laser pulse duration (Δtlaser), which must be included 
when measuring the resolution.  The third line gives the estimated values for x-ray 
photons. 
 
 
3.10 Beamline integration 
 

Figure 3.25 shows a schematic of how the streak camera is integrated into beamline 
6.02 at the ALS.  The main laser pulse is initially split by a 10/90% beam splitter.  The 
majority of the laser energy (10 mJ) is used to pump the sample and ~ 1mJ is used for the 
GaAs switch and UV fiducials.  The pump beam is synchronized to the x-rays at the 
sample with the phase shifter discussed in chapter 2.  A delay stage is used to time the 
streak camera optics.  This synchronizes the voltage ramp within the sweep plates to the 
arrival of the photoelectrons liberated by x-rays absorption within the photocathode. 
Additional delay stages synchronize the arrival of two UV fiducials and set their temporal 
separation.  
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Fig. 3.25 Streak camera integration.  
 
 
3.11 Image Processing 
 

To acquire data of suitable signal to noise, approximately one hundred sample 
positions are measured at each laser pump fluence.  The streak camera images are 
collected by a LabView program that automates sample motion.  For each sample 
position three x-ray exposures are collected, one before the laser pulse, one during the 
laser pulse, and one after the laser pulse.  In addition, background images, grating zero 
order images, and UV only images are collected.  The images are processed in the 
following sequence.  First a background is subtracted from each image.  Then the images 
are shifted by aligning the UV pulses to account for any timing jitter, and each set (i.e. 
before, during, and after) is averaged.  Then the image of the time resolved absorption 
spectra before and during the laser pulse is calculated by equation 1.11, where the after 
image is the incidence x-ray, because it passes through the damage hole.  The grating 
zero order images and UV only images allow for the calibration of the energy axis and 
temporal axis, and can correct for any image curvature present (as shown in figure 3.27). 

 

!
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Fig. 3.26 Image Processing.  A single streak camera image taken before the laser pulse 
with the Andor CCD (left).  The average of 100 images after background subtraction and 
UV alignment (right). 
 

 
Fig. 3.27 Curvature Correction.  Zero order images with curvature (left) and after 
curvature correction (right). 

 
The result of this analysis is two images (with and without laser) of the x-ray 

absorption as a function of time and energy for the full duration of the x-ray pulse.  This 
can be seen in figure 3.28. 
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Fig. 3.28 Processed Images.  An average of 100 x-ray exposure of nickel at the nickel L-
edges without laser (left) and with laser (right).     
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Chapter 4 
 
Warm Dense Silicon Dioxide 
 

Silicon dioxide is a major constituent of the earth’s crust and mantle. It is also a 
common material for optics, and optical damage can be initiated at “warm” conditions 
caused by the laser-matter interaction at high intensities.  Additionally, optical 
waveguides have been written in fused silica by intense femtosecond optical pulses [3].  
The mechanism is understood to involve the formation of a localized plasma followed by 
a micro-explosion inside the glass.  Specifically, at low fluence, below 8 J/cm2, smooth 
waveguides are formed, while at higher fluence rough waveguides are produced. From ex 
situ Raman scattering measurements, an increase in 3- and 4-membered rings in the silica 
network is inferred to be the result of the high intensity interaction.  Ultrafast 
spectroscopy of transient warm dense silicon dioxide could provide information about the 
electronic and ionic states underlying the mechanisms of optical damage and waveguide 
writing by femtosecond lasers. 

 
In SiO2, previous electron spin resonance experiments have shown that ultrafast laser 

pulses can induce E’ center defects in SiO2 [79].  In an E’ center, a Si atom is bonded to 
three oxygen atoms with a dangling sp3 orbital.  Using ab initio molecular dynamics 
(MD) simulations, Boero et al. [80] modeled the femtosecond laser irradiation by 
considering initial conditions of high Te and ambient Ti. At 25,000 K Te, Si-Si bonds 
were observed and displaced O atoms appear in three-membered rings. 

 
Most recently, Denoeud et al. [81] used silicon K-edge XANES to study shock 

compressed SiO2 at 1-5 g/cm3 and temperatures up to 5 eV.  MD-DFT calculations 
agreed well with the measured spectra and indicated a pseudo-gap corresponding to either 
a semimetal or a significant metallic component of warm dense SiO2.  The pseudo-gap 
was associated with a loss of Si and O correlation. 

 
Here, we present a novel study of the electronic structure of warm dense silicon 

dioxide created by ultrafast laser excitation and probed by time-resolved XANES.  MD-
DFT simulations are used to support the interpretation of the experimental spectra.  This 
leads to conclusions about the modification of bonding following an ultrafast laser 
excitation. 

 
 

4.1 Experimental Parameters 
 

The experiments were performed at Beamline 6.0.2 at the Advanced Light Source 
synchrotron facility at Lawrence Berkeley National Laboratory.  The experimental setup 
is described in chapters 2 and 3 shown in Figure 3.25.  The sample is 400 nm thick 
amorphous SiO2.  The sample is deposited from crystalline material via e-beam 
evaporation to a room temperature substrate, resulting in a completely amorphous 
structure [82].  The sample is then attached to a supporting mesh (70 lines per inch).   A 
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150 fs, ~10 mJ Ti:sapphire laser pulse is focused to a 250 or 400 µm (fwhm) diameter 
spot at the sample, depending on the required fluence.  

 
Silicon dioxide is an insulator whose band gap, in both amorphous and crystalline 

phases, is 8.9 eV [83,84].  This greatly exceeds the energy of the optical photons, 1.5 eV.  
The absorption of the optical photons occurs through multi-photon absorption exciting 
electrons from the valence band to the conduction band, free carrier absorption of 
electrons once in the valence band and plasma absorption after the conduction electrons 
reach a density approaching the critical density, nc [85].  At the beginning of the laser 
pulse multi-photon absorption is expected to predominate, while at the end of the pulse, 
interaction with the plasma should be most important [86].  The optical absorption of the 
sample was measured at 800 nm by using an integrating sphere to collect the reflected 
and transmitted portions of the laser beam, as shown in figure 2.15.  The absorption was 
observed to increase roughly linearly from 6 % at low fluence (2.5 J/cm2) to 25 % at high 
fluence (15 J/cm2), as shown in figure 4.1.  It should be noted that the measured 
absorption is averaged over the temporal and spatial profile of the laser pulse and sample 
thickness.  The excitation of the sample at the front and back surfaces varies according to 
the optical absorption.  Since the sample remains mostly transparent, it is expected to be 
heated relatively uniformly across its thickness.  The laser intensity also had transverse 
non-uniformity within the x-ray probe area, as discussed in section 2.4; this is determined 
by observing the distribution of laser intensities within the x-ray beam, as shown in figure 
2.13.  The absorbed fluences given below are average values, with standard deviations of, 
σ+=10 % above and σ-=35 % below the stated values. 
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Fig. 4.1 SiO2 Laser absorption.  The absorption varies roughly linearly with incident 
laser pulse energy. 
 

The SiO2 sample is probed by a 70 ps duration, polychromatic x-ray pulse tuned to 
the oxygen K-edge.  The x-ray bandwidth, ~25 eV, was limited by the grating dispersion 
and streak camera slit length.  Consequently three spectral windows with different central 
photon energies were stitched together to produce the complete spectra shown below.  
The spectra have been confirmed with lower resolution spectra in which no stitching was 
preformed.  A pair of slits reduces the x-ray spot size to either 150 x 150 µm2 or 150 x 
250 µm2, in order that an area of relatively uniform fluence is sampled within the laser 
spot. The X-rays transmitted through the sample are dispersed by a variable line spaced 
grating spectrometer [56] and focused horizontally onto an x-ray streak camera [66], as 
discussed in chapter 2 and 3.  The XANES spectra have an energy resolution of 0.6 eV 
determined mainly by the dispersion of the spectrometer and the spatial resolution of the 
streak camera. After each laser pulse the sample is translated to avoid the damaged area 
created by the previous laser pulse, and single shot spectra are collected at ~1 Hz.  
Roughly one hundred spectra are averaged for each laser fluence. 
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4.2 Experimental XANES of SiO2 
 

Figure 4.1a shows the oxygen K-edge XANES spectrum of SiO2 at room temperature. 
The oxygen absorption edge is seen at 535 eV as well as two maxima above the edge.  
The measured spectrum is in agreement with the spectrum of vitreous silica [87]. 
Compared to the spectrum of α-quartz obtained by electron energy loss spectroscopy and 
XANES [88,89], the second peak of vitreous silica is observed at lower energy, but the 
general spectral features are mostly unchanged.  This indicates that the XANES spectrum 
reflects the local structure of oxygen bonding.  The spectra do not show the double peak 
feature characteristic of stishovite built from SiO6 octahedra [88].  The structure of both 
α-quartz and vitreous silica is based on SiO4 tetrahedra connected by corner-shared 
oxygen atoms.  From multiple scattering calculations, Davoli et al. [90] concluded that 
the energy separation between the two peaks is sensitive to the Si-O-Si angle, which 
effects the local environment of the oxygen atoms [91].  Amorphous SiO2 has been 
shown to have a range of bond angles [91], which contributes to the broadness of the 
spectral features present in the experiment. 

 
Fig. 4.2 XANES spectra of SiO2. The room temperature O 1s spectra of SiO2, 
experimentally measured in a) and the MD-DFT calculated in b). 
 

Figure 4.2 shows the experimental oxygen K-edge XANES spectra at various laser 
fluences, 2.5, 5.5 and 15 J/cm2 corresponding to absorbed energy densities of 1.7, 3.8, 
10.5 MJ/kg.  The optical to x-ray time delay is integrated from 0 to 20 ps. As stated 
previously, the x-ray streak camera time resolution is much higher than 20 ps; however, 
no significant change in the spectra was observed within this range of time delay.  In 
comparison with the room temperature XANES spectrum, four qualitative changes are 
observed.  The absorption edge is broadened.  There is reduced contrast above the edge.  
There is absorption within the band gap. Finally, a peak is seen below the band gap (9 eV 
below the edge). 
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Fig. 4.3  XANES spectra of WD SiO2.  The experimental O 1s XANES spectra of SiO2 
at various laser fluences. 
 
 
4.3 MD-DFT Calculations of WD SiO2 
 

In order to fully interpret the experimental spectra, we have performed ab initio MD 
simulations for SiO2 at solid density (2.65 g/cc) and temperatures of 300 K, 5,000 K and 
10,000 K using the ABINIT electronic structure code [92,93].  All calculations are 
carried out in the framework of the DFT with the generalized gradient approximation 
parameterization of the exchange and correlation potential [94].  The PAW (Projector 
Augmented Wave) [94,95] atomic data for Si consists of four outer electrons (3s23p2) and 
a cutoff radius of rc=1.7 Bohr and six outer electrons (2s22p4) and a cutoff radius of 
rc=1.2 Bohr for O.  We used an energy cut-off of 680 eV.  To obtain silica structure at a 
given temperature, 36 Si and 72 O atoms initially arranged in the perfect quartz lattice 
were propagated up to 1 ps using time steps of 1 fs in the iso-kinetics ensemble.  All MD 
calculations were performed at the Γ-point.  To obtain the optical response in the x-ray 
domain, we performed a detailed calculation of the electronic structure using a 3x3x3 
Monkhorst-Pack mesh and 2,000 bands.  Then we applied linear response theory to 
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obtain XANES spectra extending 30 eV above the edge, following the method described 
in the references [96,97].  The XANES spectrum is obtained in the so-called impurity 
model, by considering the absorbing atom in an excited state.  The PAW atomic data for 
the absorbing atom is generated by using a hole in the 1s orbital of O.  This calculation 
provides a simple way for introducing the core electron-hole interaction in the 
independent-particle description used here [88].  For each ionic configuration, this 
impurity is moved onto several O atoms in the cell. Each completed spectrum is obtained 
by averaging the individual spectra obtained for different impurity positions in the ionic 
configurations. 

 
The room temperature theoretical spectrum for α-quartz is displayed in figure 4.1b.  

The calculated spectrum has been shifted in photon energy to match the position of the 
experimental absorption edge and convolved with the experimental resolution.  There is 
satisfactory agreement both with the experiment and with previous calculated room 
temperature XANES spectra [98].  As previously noted by Taillefumier et al. [88], the 
calculated α-quartz spectral features are slightly contracted and the first maximum is 
narrower compared to measured amorphous SiO2. 

 
Figure 4.3 displays the calculated O 1s spectra for three electron temperatures, Ti=Te, 

Te=20,000 K, and Te=30,000 K.  In each case, spectra are shown for ion temperatures of 
300, 5,000, and 10,000 K.  In the calculated spectra, the same qualitative changes are 
seen as in the laser heated spectra.  As the ion temperature increases, the edge broadens, 
and the contrast above the edge is reduce.  As the electron temperature increases, a peak 
forms below the band gap and absorption occurs within the band gap. 
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Fig. 4.4 Calculated XANES spectra for WD SiO2. The calculated O 1s XANES spectra 
of SiO2 at Ti= 300 K (α-quartz), 5,000 K and 10,000 K (liquid), where Te = Ti in a) at 
Te=20,000 K in b), and at Te=30,000 K in c).   
 

Figure 4.4 displays the radial distribution function, g(r) calculated for O-O, Si-O and 
Si-Si, where the different curves show the equilibrium cases of equal Te and Ti at 300 K, 
5,000 K and 10,000 K.  The height of the first peak in all three g(r) curves is reduced 
dramatically at the elevated temperatures. For the Si-O g(r), this change may be 
interpreted as a result of broken Si-O bonds. In the g(r) for O-O at 10,000 K a small peak 
is observed at 1.4 Å, indicative of O atoms directly bonded to other O atoms.  In general, 
the diminished structure in the g(r) reflects an increased disorder in the high temperature 
liquid SiO2. 
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FIG. 4.5 Radial distribution functions of SiO2, g(r), for SiO2 under the conditions of Te 
= Ti at 300 K, 5,000 K and 10,000 K for O-O a), Si-Si b), and Si-O c). The 10,000 K O-O 
g(r) in a) (red dashed line) has be multiplied by 10 to illuminate the peak at 1.4 Å. 
 
 
4.4 WD SiO2 Discussion 
 

As previously pointed out in Mancic et al. [50] for the case of aluminum, the 
sharpness of the spectral features is correlated to the degree of local order.  As the ionic 
temperature increases, the contrast of the minimum above the edge was reduced when the 
aluminum became a high temperature liquid.  The experimental spectra in figure 4.2 
show this behavior, with the contrast decreasing as the laser fluence increases.  In the 
calculated XANES spectra, the absorption edge is broadened, and the structure above the 
edge becomes increasingly less marked at high ion temperature.  As temperature 
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increases, the SiO4 tetrahedra are broken which can be seen by the decreased height of 
the first peak in the Si-O radial distribution function on figure 4.4c. The minimum above 
the edge is present in the experimental laser-heated spectra as well as in the calculated 
spectra at 300 and 5,000 K, but missing in the calculation at 10,000 K.  This comparison 
indicates that the experimental ion temperature is less than 10,000 K.  

 
 Absorption within the band gap is seen in both the experimental laser-heated in 

figure 4.4 and calculated XANES spectra at Ti of 5,000 and 10,000 K.  At low laser 
fluence, there is a small absorption in the band gap. At the higher fluences, this 
absorption increases. As the temperature increases, the band gap is filled with defect 
states originating from broken Si-O bonds [79].  This loss of bonding states in the 
electron structure is reflected in the ion structure by the reduced height of the first peak of 
g(r) for Si-O.  The observation of broken Si-O bonds and increased disorder indicate a 
possible mechanism for laser-induced optical damage as well as for laser writing of 
waveguides.  

 
The effect of the electron temperature on the SiO2 XANES spectra is now considered.  

The O 1s XANES spectra show the unoccupied p-like DOS.  For quartz, the topmost 
valence band has been assigned to non-bonding oxygen 2p orbitals [99].  This band is 
occupied at room temperature and does not appear on the spectra.  As electronic 
temperature increases, and this band will start to be depopulated by the Fermi Dirac 
function and appear in the XANES spectrum as a pre-edge peak.  When the electronic 
temperature increases, the size of the pre-edge peak increases as the number of empty 
states rises.  There is also a shift of the pre-edge peak to lower photon energy as states are 
depopulated further from the Fermi level.  In both experimental and calculated spectra, 
this behavior is observed.   

 
As the structure of SiO2 is modified by the ultrafast laser pulse [79] [78], it is 

important to consider if different O bonding geometries may contribute to the pre-edge 
feature.  A pre-edge peak has been previously measured at 528.3 eV for vitreous silica 
and attributed to a π* state from O-O bonding [100].  Here, the pre-edge peak is seen at a 
different energy, 526 eV.  Oxygen atoms in three-membered rings have been predicted 
[79], but the XANES spectral signature of these O atoms is not known.  The calculated 
density of states below the Fermi level changes at the different temperatures: 300, 5000 
and 10,000 K and may be effected by the presence of different oxygen structures.  
Nevertheless, the presence of the pre-edge peak results from the depopulation of these 
electronic states by the Fermi Dirac occupation function associated with the elevated 
electronic temperature.  

 
Electron-phonon coupling has also been extensively modeled in metals [30], and 

measured in proton heated carbon [47] and shock compressed silicon [46].  Electron-
phonon coupling is dependent on the details of the electronic structure and vibrational 
spectrum. It can vary by two orders of magnitude, resulting in electron-ion equilibration 
times of warm dense matter from a few ps to a hundred ps.  Using a simple formulation 
for collisions, based upon a calculated electron-ion collision rate of 2.5 fs-1 [101,102], the 
equilibration time between the electron and ion temperature is estimated to be 43 ps. 
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Following the formulation given by Lin et al. [30] and equation 1.4, the temperature 
dependent electronic heat capacity is calculated from the density of states (shown in 
figure) and used to estimate Te immediately after the laser excitation, giving Te=20,000, 
30,000 and 50,000 for the three absorbed energy densities. 

 

Fig. 4.6 Electron Heat Capacity of SiO2.  For temperature below ~10,000K the heat 
capacities were omitted due to computational error. 
 

For the measurement at 0-20 ps, the electron temperature may be higher than the ion 
one. The height of the pre-edge peak is a sensitive measure of the electronic temperature. 
The calculated absorption spectra show a defined pre-edge at Te=30,000 K, which is not 
present at Te=20,000 K.  The calculation underestimates the band gap as 5.5 eV 
compared to the known value of 8.9 eV [82] because of a known limitation of DFT [99].  
For this reason, a direct determination of Te is omitted. This may also over estimate the 
temperature dependent electron heat capacity.  Nonetheless, it is concluded that the warm 
dense SiO2 formed by the ultrafast laser excitation is observed to be in a non-equilibrium 
state with Te > Ti.  

 
 In conclusion, measurements and calculations have been performed of the XANES 

spectrum of warm dense SiO2. The heated material is seen to have an electronic structure 
distinct from the room temperature solid.  Through comparisons of measured and 
simulated spectra, the spectral features are understood and insight into both the local 
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ionic and electronic behavior is gained. Following the laser excitation, Si-O bonds are 
broken, resulting in states within the band gap that increase with laser fluence.  Spectral 
features constrain the ionic temperature, while a peak below the band gap shows 
unoccupied states in the valence bands consistent with a high electronic temperature, 
indicating the presence of a non-equilibrium liquid with Te>Ti.  A reduced sharpness of 
spectral features reflects an increased disorder in this high temperature liquid. These 
XANES measurements provide a detailed description of how SiO2 transforms from an 
insulator with well-defined local structure to a high temperature liquid with reduced Si-O 
bonding. 
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Chapter 5 
 
Warm Dense Copper 

 
X-ray absorption spectroscopy is an effective probe of electronic structure. However, 

for a characterization of electronic structure to be meaningful, the warm dense matter 
must be in a well-defined state with determined physical quantities, such as temperature, 
density and pressure.  As discussed in section 1.4, isochoric heating and the use of time 
resolved techniques can measure a sample of known density [103,104].  However, 
accurate measurement of temperature has proven to be difficult.  Optical pyrometry is a 
good diagnostic for temperature, but the short time scales associated with isochoric 
heating limits signal levels and the emissivity of materials in the WDM regime is not 
precisely known [105].  X-ray Thomson scattering has demonstrated the capability to 
determine the temperature, electron density, and ionization degree [106], making it a 
powerful diagnostic for WDM research.  However, Thomson scattering has a large 
temperature uncertainty (more than 1 eV) at low temperatures.  On the other hand, x-ray 
absorption spectroscopy provides information on electronic structure and optical pump / 
x-ray probe techniques have been developed to study dynamical properties [64].  
Recently, a study of the x-ray absorption spectrum (XAS) of warm dense aluminum 
heated by laser-accelerated protons was reported [50].  A broadening of the K edge was 
observed and attributed to a change in the electron population near the Fermi energy at 
high temperature. In addition, a loss of structure in the absorption spectrum was 
attributed to a loss of order in the high temperature liquid. For Cu, a photoemission study 
using ultrafast laser-heating observed a reduced intensity in the 3d peak. This change was 
attributed to a lower occupation of the d band at the elevated electron temperature [104].  

 
Here we present a study of the electronic structure of warm dense copper created by 

ultrafast laser excitation and probed by time resolved x-ray absorption spectroscopy.  The 
x-ray absorption spectrum near the Cu L2 and L3 edges probes the unoccupied electronic 
density of states (DOS) in 3d and 4s bands.  Under strong optical excitation, the electron 
temperature Te of solid density Cu is quickly increased to ~ 1 eV.  The experimental XAS 
are compared with the theoretical XAS derived from MD-DFT calculations.  This 
framework provides an accurate measurement of electron temperature, and from the time 
dependence of the electron temperate, electron-phonon coupling of the non-equilibrium 
state of warm dense copper can be inferred.   

 
 

5.1 Experimental Parameters 
 
The experiment was performed at beamline 6.0.2 of the Advanced Light Source, the 

setup is detailed in chapters 2 and 3.  The sample is a freestanding Cu foil of 70 nm 
thickness coated on both sides with 6 nm of amorphous carbon to prevent oxidation of 
the Cu surface.  The foil is mounted to a supportive mesh (70 lines per inch). In this case, 
the pump beam was frequency doubled to 400 nm and focused (250 × 200 µm FWHM).  
The x-ray energy was tuned to the Cu L edges and the spot size was set to 200 × 100 µm 
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for the spatial overlap with the laser focus.  The x-ray bandwidth was approximately 60 
eV.  The streak camera provides 2 ps temporal resolution [65].  The data was acquired 
during multi-bunch operation (section 2.1).  The background signal present in multi-
bunch operation (section 3.6) required the use of an MCP image intensifier (section 3.7) 
for gating purposes.  This resulted in an energy resolution of 1.1 eV and a Lorentzian line 
shape at the Cu L edges [55]. At the streak camera the x-ray intensity is estimated to be 
104 (photons/pulse/eV/2 ps). 

 
The 400 nm pump wavelength was chosen because of the absorbance of Cu, shown in 

figure 5.1. The d-band of Cu lies approximately 2 eV below the Fermi level and is 
completely occupied in the ground state configuration ([Ar] 3d10 4s1).  This results in a 
small density of states (figure 5.2) near the Fermi level, and a small absorbance for 
photon energies less than 2 eV.  By frequency doubling the 400 nm photons have 
sufficient energy (3.1 eV) to access the high density of states in the d-band and excite 3d-
4p interband transitions.  This increases the room temperature laser absorption from 
approximately 5% at 800 nm to approximately 50% at 400nm. A measurement of the 
reflection and transmission (section 2.4) of the 400 nm laser light indicates that 60% of 
the laser energy is absorbed in the pumped sample.  The optical penetration depth of the 
laser is short (14nm [45]), so the most of the laser energy is absorbed at the front surface.  
However, the ballistic electrons (section 1.4) heat the sample uniformly over the electron 
mean free path (70 nm [44]).  The sample is irradiated with an incident laser fluence of 
0.33 ± 0.07 J/cm2, which corresponds to an absorbed energy density of 3.6 ± 0.7 × 106 
J/kg.  Fourier Domain Interferometry (FDI) of Cu indicates a surface expansion velocity 
of ~ 1 nm/ps therefore a near-constant density will be maintained for a time of order a 
few ps following the ultrafast laser pulse.  
 

 
Fig. 5.1 Copper absorbance.  The room temperature absorbance of copper has a sharp 
increase at ~2 eV due to the availability of 3d-4p interband transitions.  Generated from 
[107].  
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Fig. 5.2 Copper DOS at room temperature.  The total density of states is shown in the 
solid line and the partial density of states are shown in the dashed lines (d-band) and the 
dotted line (s-band).  Adapted from [108]. 
 
 
5.2 Experimental XANES of WD Copper 
 

The laser pulse at t = 0 introduces a rapid increase in the absorption, below both the 
L3 and L2 edges that slowly recovers in ~ 20 ps.  Figure 5.3 shows the XANES of warm 
dense copper at selected times. The room temperature spectrum is observed without a 
laser pulse and is averaged over 70 ps. The three peaks of XANES spectrum follow the 
observed solid Cu spectrum under ambient conditions [109].  Because of the 2 ps streak 
camera time resolution, the XANES at t = 0 includes an average of the WDM spectra and 
the room temperature spectrum.  At 2 ps, the position of the L3 edge is shifted to lower 
photon energy, and the absorption above the original L3 edge is decreased.  Around the L2 
edge, the same phenomena are observed although the effects are smaller because of the 
larger L2 natural linewidth caused by the allowed Coster-Kronig Auger transition.  After 
6 ps, the L3 edge appears broadened, and by 20 ps time delay the difference from the 
room temperature XANES is further reduced.  These dynamics indicate that electrons are 
excited from below to above the Fermi level εF, and that there is a relaxation of the 
electronic excitation on a time scale of ~ 6 ps. 
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Fig. 5.3 XANES of WD Copper.  The XAS of warm dense copper after the arrival of the 
laser pulse (T=0 ps) at selected times (solid curves). For comparison, the room 
temperature XAS of Cu is also shown as the dotted curves. 
 
 
5.3 MD-DFT Calculations of WD Copper 
 

To further interpret the measured XAS, it is necessary to compare with MD-DFT 
calculations.  For the initial state, a face centered cubic solid at ambient conditions is 
assumed, and the solid density of Cu is maintained for all calculations.  A cubic supercell 
containing 32 atoms is used.   For the room temperature calculations Ti=Te=300 K.  An 
ultrasoft pseudopotential is used to describe the Cu ions with 3d, 4s and 4p as valence 
states, and the electronic wave functions are expanded by a planewave basis with periodic 
boundary conditions.  The electronic structure is optimized for each time step and the 
atomic configuration is propagated based on Newtonian mechanics.  For the MD 
simulations, the Chadi-Cohen’s two special k-points sampling for fcc crystal was used 
[110].  On those atomic configurations, the x-ray absorption cross sections are calculated 
from the dipole transition matrix elements between the Cu 2p core state and unoccupied 
states (Kohn-Sham eigenstates).  The Quantum Espresso package [111] is used to 
generate both the atomic configurations and the Kohn-Sham eigenstates, and the 
prescription developed by Prendergast and Galli is used to reconstruct the oscillatory 
property of electronic wave functions near the vicinity of nuclei from the smoothed 
pseudo wave functions [112].  The k-points integration is performed using the 
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interpolation scheme described in by Predergast [113].  To obtain satisfactory ensemble 
averages for each absorption spectrum, an average over all 32 atoms in a single cell and 
for 200 independent snapshots was performed.  In terms of system size, the convergences 
of both the DOS and the absorption spectrum were achieved. 

 
The room temperature measured and calculated absorption spectra are shown in 

figure 5.4.   The Fermi distribution for 300 K is applied to the solid x-ray absorption 
cross section.  The total x-ray absorption spectrum is constructed as the superposition of 
L3 and L2 edges, where the L2 edge is obtained by shifting L3 edge spectrum by 20 eV.  
Deviations from the statistical 2:1 ratio of L3:L2 is observed for 3d transition metals 
[114], so an L3:L2 branching ratio of 1.8:1 is chosen to fit the experimental spectrum.  A 
single scaling factor adjusted the absolute cross section of all the calculations to the 
measurements.  Energy and edge-dependent lifetime broadening is separately added to 
the L3 and L2 edge spectra [115].  The whole spectrum is convolved with a 1.1 eV 
Lorentzian function, representing the experimental resolution.  

 

 
Fig. 5.4 Room temperature XANES fit of Copper.   
 

For the state following the laser pulse, liquid atomic configurations at electron 
temperature, Te of 12448 K and ion temperature, Ti of 3846 K are used in the MD-DFT 
Calculations.  It should be noted that the calculated x-ray absorption cross section was 
not very sensitive to the Te and Ti used for the MD simulations but depend strongly on the 
Te used to calculate the XANES.  Therefore, Te and Ti are chosen based on the two 
temperature model, which is described in section 5.4.  Initially the optical excitation heats 
the electrons and the ions remain cold.  However, on a timescale less than the detector 
resolution, the electron-phonon coupling may increase the ion temperature higher than 
the melting point.  Typical comparisons of the measured and calculated XAS are shown 
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in figures 5.5 and 5.6. Because of the sensitivity of the L-edges to the electron 
temperature, the Te can be determined with an accuracy of ~ 1000 K by comparing the 
edge shift and broadening.  

 

 
Fig. 5.5 WD XANES fit of Copper at 2ps.  
 

 
Fig. 5.6 WD XANES fit of Copper at 9ps. 
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The strong red shift of the L-edge at early time is a consequence of the elevated 

electron temperature and the high d-DOS below εF.  The broadening of the edge at later 
times (e.g. 9 ps) results from the lower electron temperatures.  It is also noted that the 
calculated XAS reproduces the shape of the experimental XAS above the edge, which has 
~ 10 % lower absorption than the room temperature solid.  This reduction cannot be 
explained by the electron occupation at ~ 10000 K.  The solid and liquid DOS at these 
energies are also similar (figure 5.7).  Therefore, the change in the XAS above the edge is 
explained by a decrease in the x-ray absorption matrix elements for the 2p → s, d 
transitions.  Overall, there is a quantitative agreement between the measured and 
calculated XAS.  
 

 
Fig. 5.7 Solid and liquid DOS of Copper. 

 
Optical pyrometry data was also taken of the heated Cu foil.   The pyrometry setup 

uses six fast photodiodes to measure the emission from the target surface at six different 
energy bands with a temporal resolution of 400 ps.  The emitted light is imaged onto an 
optical fiber, the output of the optical fiber is then collimated and reflected by six band 
pass interference filters (550±40 nm, 750±40 nm, 900±40 nm, 1,100±20 nm, 1,300±40 
nm, and 1,500±40 nm).   Photodiodes behind the band-pass filters measure the relative 
intensity at each wavelength range.  The setup is calibrated with tungsten ribbon lamp of 
known brightness temperature.  Further details on this experimental setup can be found in 
the reference [105].  The optical pyrometry indicates a peak brightness temperature of ~ 
3100 K at 400 ps (figure 5.8). This result is in reasonable agreement with the XAS given 
the differences in the time scales of the two techniques. 
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Fig. 5.8 Optical pyrometry of WD copper. 

 
 Density changes may result in a shift in the absorption edge [96].  However, 

simulations of copper at 0.5 of solid density did not well reproduce the measured XAS at 
and above the edges.  From the low density calculation and the FDI results, it is 
concluded that constant density is a good approximation for early time delays while at 
later time delays, > 5 ps, hydrodynamic expansion could play a role. We also note that 
the electron temperature of Cu determined by comparing experimental and calculated 
XANES is sensitive to the energy of the d-band.  In fact, the calculated energy of the d-
band of solid Cu is overestimated by 0.4 eV when referred to photoemission data.  The 
overestimation of the d-band energy is a common disadvantage of the DFT methods 
[116].  
 
 
5.4 Two-Temperature Model 
 

The dynamical evolution of the electron temperature is shown in figure 5.9.  The 
measured Te quickly increases to a peak of ~ 10200 K at 2 ps.  It starts to decrease and 
reaches ~ 4500 K after 10 ps.   
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Fig. 5.9 Temporal evolution of Te. Experimental-derived values of the Te are shown as 
squares. For G0 (red) and G(Te) (blue), solid lines are the Te calculated by the TTM. The 
shaded curves include the experimental accuracies in the !! and the temporal resolution 
of the detector. 
 

To understand the observed dynamics of warm dense copper, we employ the two-
temperature model (TTM) [118].  This model, widely used for femtosecond laser-solid 
interactions, describes the temporal evolution of Te and Ti according to, 

 !! !!
!!!
!" = −! !! !! − !! + !!(!) (5.1) 

 !!
!!!
!" = ! !! !! − !!  (5.2) 

where G is the electron-phonon coupling factor, and Ce and Ci are the electron and ion 
heat capacities, respectively.  Ce is obtained from equation 1.4.   Ci is 3.5 × 106 J/m3 K, 
obtained by the Dulong-Petit law and is assumed to be constant.  SL is the energy 
deposition by the laser pulse.  For the electron-phonon coupling parameter, a value of G0 
= 1017 Wm-3 K-1 is experimentally measured up to the temperature of 2200 K [119].  
Recently, Lin et al. derive an expression for the Te-dependent electron-phonon coupling 
factor G(Te) (equation 1.1) and calculate the values for various metals including Cu [30], 
for which G(Te) increases dramatically from room temperature to a value of  5.3 × 1017 
Wm-3 K-1 at 10000 K.  Using the calculated Ce(Te) and the values of G(Te) shown in 
figures 5.10 and 5.11, Te(t) and Ti(t) have been derived.  The same calculations with a 
constant G0 = 1017 Wm-3 K-1 have also been performed for comparison. The results are 
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shown in 5.9. 

 
Fig. 5.10 Temperature dependent electron heat capacity. Calculated from the density 
of solid density of states (dashed line) [30] and calculated from the liquid density of 
states (solid line). 
 

 
Fig. 5.11 Temperature dependent electron-phonon coupling. Calculated from the 
density of solid density of states (dashed line) [30] and calculated from the liquid density 
of states (solid line). 
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Both results show that the electron temperature peaks at the end of the laser pulse, 
and then decreases. But comparing to the constant G0, the temperature dependent G(Te) 
provides lower values of Te, a faster decrease in Te, and as a result a better agreement 
with the experimental data. It indicates that the electron-phonon coupling factor of Cu is 
enhanced in this temperature regime. We note that at longer time delay the 
experimentally observed electron temperatures are lower than the TTM calculations, 
indicating the onset of additional electron cooling mechanisms. Hydrodynamic motion is 
a possible cause.  

 
In conclusion, we have observed the evolution of the unoccupied electron DOS of 

warm dense copper via time-resolved XAS. Good agreement is observed between 
measured XAS and calculated spectra based on the DOS of liquid Cu. From the edge 
shift and broadening, the electron temperature of non-equilibrium states of warm dense 
matter could be determined in the 10000 K regime. The reduction of x-ray absorption 
above the edge results from a change in the transition matrix elements. The evolution of 
electron temperature can be described by a two-temperature model including Te-
dependent electron heat capacities and electron-phonon coupling factors.  
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Chapter 6 
 
Warm Dense Nickel 
 

The relative position of the Fermi level to the d-band plays a crucial role in 
determining the electronic properties of transition metals.  These properties include 
optical reflectivity, heat capacity, electrical and thermal conductivity, and the electron-
phonon coupling parameter.  For this reason, it is interesting to study and compare WDM 
of transition metals for which the Fermi level has a different location with respect to the 
d-band.  Previously, Copper was studied by x-ray absorption spectroscopy, measuring the 
unoccupied DOS of the warm dense state.  In the case of copper, the Fermi level is 
located above the d-band, so the d-band is full with a nominal ground state configuration 
is [Ar] 3d10 4s1 (figure 5.2).  This leads to several important predictions for copper’s 
electronic properties, such as an increasing electron-phonon coupling parameter with 
increasing temperature, as shown in figure 5.11 [30].  By comparison, the Fermi level in 
nickel is located just below the top of the d-band and yields a ground state configuration 
of [Ar] 3d8 4s2 (figure 6.1), and results in a high DOS at the Fermi level.   

 

 
Fig. 6.1 Nickel DOS at Room Temperature. From [30]. 
 

This dictates (equation 1.1) that while nickel has strong electron-phonon coupling at 
room temperature, an order of magnitude stronger than copper, it will sharply decrease 
with increasing electron temperature, as shown in figure 6.2.  The afore mentioned 
differences between copper and nickel, despite their proximity to one another on the 
periodic table, make nickel an interesting candidate for study to confirm these predictions 
and further the understanding of the role of d-band electrons in a material’s physical 
properties at high temperature. 

!
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Fig. 6.2 Calculated temperature electron-phonon coupling in nickel. From [30]. 
 
 
6.1 Experimental Parameters 
 

The experiment was performed at beamline 6.0.2 of the Advanced Light Source, and 
the experimental setup is detailed in chapters 2 and 3.  The sample is 20 nm of Nickel 
tamped on each side by 100 nm of SiO2.  The mostly transparent SiO2 layer is added to 
restrict the expansion of the sample and allow for longer timescales to be studied.  The 
SiO2 tamping layers with an approximate sound speed of 4000 m/s are estimated to keep 
the sample at constant density for ~ 50 ps.  The thickness of the nickel layer is chosen in 
order that the nickel layer is uniformly heated while maintaining structural integrity.  The 
ballistic electron mean free path is estimated at 11 nm [44], and the optical skin depth is 
10 nm at 800 nm [46].  A 150 fs, ~1-20 mJ Ti:sapphire laser pulse is focused to 350 µm x 
350 µm at the surface of the sample.  The 1.55 eV photons within the optical laser pulse 
initially pump the 3d-4p interband transition, but once in the 4p band, the promoted 
electrons can absorb additional optical photons.  The optical laser absorption was 
measured by the methods described in section 2.4.  However, to estimate the absorption 
of the tamping layer, an additional absorption measurement was performed on a free 
standing, 100 nm SiO2 sample.  This absorption within the SiO2 was measured to be less 
than 5%, which is consistent with the results from chapter 4.  The absorption of the nickel 
layer, shown in figure 6.3, was measured to be between 60-70%.  It is not known what 
fraction of the laser light pumps the interband transition compared to the free-free 
transition of electrons promoted to the 4p band.   

!
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Fig. 6.3 Nickel laser absorption. 

 
The sample is probed by a 70 ps, polychromatic X-ray pulse tuned to the nickel L-

edges.  A pair of slits reduces the X-ray spot size to 150µm x 250µm, so that an area of 
relatively uniform fluence is sampled within the laser spot.  The near edge spectra (~70 
eV) are collected by the streak camera with a resolution of 0.65 eV [56,66].  Each optical 
laser pulse creates a hole in the target, consequently the sample is rastered, and single 
shot spectra are collected at ~1 Hz.  Roughly one hundred images are combined for each 
laser fluence. 
 
6.2 Nickel XANES 
 

The spectra collected from the tamped nickel targets, shown in figure 6.4, exhibit 
novel behavior.  The heated spectra show clear deviations from the room temperature 
spectra: the absorption edge is red shifted by ~1.2 eV, the absorption peak is broadened, 
and the absorption above the edge decreases.  Furthermore, the spectral shape does not 
change substantially over the observed 30 ps window.  Figure 6.4 also shows spectra for 
three fluences (0.35, 0.7, and 1.4 J/cm2 corresponding to absorbed energy densities of 12, 
24, and 50 MJ/kg), and the spectra at these fluences all look remarkably similar in shape 
to one another.   
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Fig. 6.4 XANES of nickel.  Room temperature data is shown in green and heated (laser 
on) data is shown in red.  (Left) Data at 25MJ/kg shown at three times, 2-4 ps, 8-10 ps 
and 18-20 ps after the arrival of the laser. (Right) Data from three absorbed energy 
densities (12MJ/kg, 25MJ/kg, 50MJ/kg) red curves are time averaged from 2-4ps. 

 
 
6.3 MD-DFT Calculations of WD XANES 
 

The experimental data are compared with calculations generated by MD-DFT.  From 
the analysis based on the two temperature model, a set of electron temperatures and ionic 
temperatures for the given delay times were determined. First-principles molecular 
dynamics simulations within the DFT were then performed at these physical conditions 
using Quantum-espresso package [30].  The simulation box containing 32 Ni atoms were 
used together with the 23 k-point sampling in order to address the larger size effect of 
electronic degree of freedom than that of ionic degree of freedom.  The ultrasoft pseudo 
potential for the ionic core of Nickel together with the plane wave expansion for the 
electronic wave functions were used where the cutoff energy for the wave function was 
set at 30 Rydberg and the cutoff energy for the charge density was set at 300 Rydberg.  
From each simulation, multiple snapshots were chosen at the time steps separated by 
several hundred femtoseconds in order to have uncorrelated atomic configurations.  On 
these configurations, the X-ray absorption cross-section matrix elements within the 
dipole approximation were then calculated using the prescription for the pseudo potential 
based scheme described in the reference [113]. The dense k-point sampling (203 k-points) 
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by interpolation [114] was sampled in order to ensure the convergence on the broad 
spectral feature originating from the highly dispersive free electron like states.  We 
adopted the no-core-hole approximation for the final state, which was found to be a good 
approximation for metallic systems [109].  The average was then taken over the 
uncorrelated snapshots, though the snapshot-to-snapshot variation of dipole matrix 
elements turned out to be small.  The calculated x-ray absorption spectra are generated in 
several steps.  First, the density of states is used to calculate the temperature dependent 
chemical potential.  The density of states is then multiplied by the x-ray transition matrix 
elements.  For a given temperature, the Fermi function selects the unoccupied states.  The 
L3 and L2 absorption spectra are then independently corrected for lifetime broadening 
[116], and the L3 and L2 spectra are added together with an energy shift of 17.5 eV and a 
weighting of 2:1.  Finally, the generated spectrum is convolved with the detector 
resolution (0.65eV).  This method produces excellent agreement for the room 
temperature spectra (figure 6.5), with only minor disagreement occurring at very high 
photon energy, beyond 875eV.  This result yields confidence that the DOS and matrix 
elements calculated are accurate for the room temperature sample.  

 

 
Fig. 6.5 Measured and Calculated XANES of Nickel.  (Top) Measured room 
temperature spectrum (green) and calculated spectrum at 300K (blue).  (Middle) 
Measured heated spectrum at 2-6 ps, calculated spectrum at 10,000K and 17,000K 
electron temperatures.  (Bottom) Measured heated spectrum and a calculated spectrum as 
described in section 6.4. 
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The high temperature spectra generated by the method described above show 

unsatisfactory agreement to the observed spectra.  A calculation at an electronic 
temperature of 10,000 K is shown in figure 6.5.  The calculated shift of the absorption 
edge is smaller than the observed shift and the calculated height of the maximum 
absorption is lower than in the measured spectrum.  If the temperature of the calculation 
is increased, the edge will shift to lower photon energy, but the slope will become too 
gradual and the maximum absorption will be too low.  It should also be noted here that 
the calculation does shows a weak dependence on ion temperature.  Furthermore, an 
attempt to account for possible sample non-uniformity, by averaging different electronic 
temperatures, did not improve the agreement to the observed spectra, as it also results in a 
reduced peak height and a broadened edge. 

 
 The slope of the absorption edge is the most direct measure of sample temperature, 

because in the absence of a discontinuity in the DOS or matrix elements, the shape of the 
edge follows the Fermi occupation function.  Using the temperature dependent electron 
heat capacities, the expected electron temperature is in excess of 25,000K for each 
fluence (~25,000, 50,000, and 100,000K for 12 MJ/kg, 24 MJ/kg, and 50 MJ/kg), much 
higher than the electronic temperature of  ~10,000K in the calculated spectrum.  This 
difference indicates a disconnect between the calculated temperature and the laser fluence 
delivered to the sample.  The x-ray absorption measurement is not sensitive to the p 
electrons because of the forbidden p-p transition.    

 
 

6.4 Adjustable Chemical Potential 
 
To reconcile the calculation and the observed spectra, the following approach is 

adopted.  First, the chemical potential set as an adjustable parameter in addition to the 
electron temperature in order to match the position and slope of the absorption edge.  
This procedure results in a red-shift of the chemical potential by 0.305 eV while the 
electron temperature remains at 10,000 K.  There is now good agreement with the d-band 
resonance, but 0.35 valence electrons remain missing from the system.  These electrons 
are then placed uniformly in the s, p, and d bands in a uniform energy distribution 
extending 15 eV above the Fermi level.  The number of electrons in the system is now 
conserved.  The agreement between the calculation and experiment is dramatically 
improved, both near the edge and at higher energy.  This result also suggests a non-
equilibrium distribution of electrons, which persists over a 30 ps time scale.  It is 
expected that electrons which initially undergo a d-p transition by the absorption of an 
optical photon can undergo subsequent free-free absorption creating a non-equilibrium 
electron distribution.  Sequential multi-photon absorption must be present because the 
absorbed laser energy corresponds to more than 3 photons per atom, while only 0.15 
electrons are within the optical photon energy, 1.55 eV, of the Fermi level.  These 
conditions create a distribution of electrons well above the initial Fermi level.  Non-
equilibrium electron distributions have been observed in aluminum excited by extreme 
ultraviolet free electron laser radiation [120], but these distributions relax on a time scale 
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of a few hundred fs.  The suggestion of non-equilibrium electron distributions persisting 
on a timescale of 30 ps is an unanticipated result.  

  
We investigated the unoccupied electronic density of states of warm dense nickel 

through time-resolved x-ray absorption spectroscopy. When comparing the measured x-
ray absorption spectra with molecular dynamics and density functional theory 
calculations, we were unable to generate agreement given a single electron temperature. 
Employing a model based on a non-equilibrium electron distribution, a satisfactory fit is 
achieved. This non-equilibrium electronic state is suggested to persist for a timescale of 
10s of picoseconds.   
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Chapter 7 
 
Conclusions 

 
A novel system for time resolved x-ray absorption spectroscopy of warm dense 

matter has been developed at the Advanced Light source synchrotron.  A femtosecond 
laser pulse is used isochorically heat matter to warm and dense states.  An ultrafast x-ray 
streak camera in integrated with an x-ray beamline.  Ultrafast x-ray absorption 
spectroscopy probes the unoccupied electronic density of states before the onset of 
hydrodynamic expansion or electron-ion equilibrium is reached.  Through comparison 
with molecular dynamics and density functional theory calculations, changes in the 
absorption spectra can be correlated to the physical properties of the warm dense matter 
states.  This framework has been used to successfully study three materials in warm 
dense matter conditions.   

 
In warm dense silicon dioxide, a new pre-edge absorption feature was observed 

below the bandgap and correlated with the promotion of valence electrons into the 
conduction band.  This indicated a high electronic temperature.  Absorption within the 
bandgap was correlated to Si-O bonds broken, as the sample transitioned into a liquid 
state.  Oscillations above the edge were correlated with ionic disordering, which was 
consistent with an ionic temperature that was lower than the electronic temperature.  

 
In warm dense copper, the measured absorption spectra could be accurately fit with 

calculated spectra.  This gleaned an accurate measurement of electronic temperature.  The 
temporal evolution of the electronic temperature was studied with a two temperature 
model, which required the temperature dependent treatment of the electronic heat 
capacity and electron-phonon coupling parameter.  

 
In warm dense nickel, changes in the absorption spectra were found to be independent 

of incident laser fluence.  The measured spectra did not agree with the calculated spectra.  
Employing a model of non-equilibrium electronic distribution a good fit was achieved. 
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