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ABSTRACT OF THE DISSERTATION 
 

On corticocortical connectivity and its contribution to extracranial potentials 
 

 
by 

 

Burke Quartman Rosen 

 

Doctor of Philosophy in Neurosciences with a Specialization in Computational Neurosciences 

University of California San Diego, 2023 

Professor Eric Halgren, Chair 
 

 

Although rarely quantitatively considered together, extracranially recorded electric 

potentials, or their complementary magnetic gradients, and the underlying neuronal 

transmembrane ion flows form a unitary phenomenon. Because the conduction of these fields 

through the tissues of the head are for all biologically relevant intents and purposes 

instantaneous and additive, the variance and covariance of signals recorded by extracranial 

sensors are a weighted linear combination of the variance and covariance of current density 

fluctuations in the gray matter of the cortex. However, for a given sensor variance-covariance 

matrix, or complex cross-spectral matrix in the frequency domain, there are infinite number of 

valid cortical source configurations. In order to accurately distinguish between these possibilities 

assumptions must be made about the true patterns of correlativity, or functional connectivity, 
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among sources which is in turn constrained by the anatomical connectivity of the cortex. In this 

dissertation, I investigated the structural and functional connectivity of the human cortex and 

developed computational models informed by these measures that quantitatively link intra- and 

extra-cranial activity. 

Chapter 1 examines relative human corticocortical structural connectivity using publicly 

available diffusion MRI data from the human connectome project. Chapter 2 refines these 

results by scaling relative connectivity in arbitrary units to absolute connectivity in physical units 

by taking advantage of the unique properties of the corpus callosum, and in which we find finds 

that the resulting connectivity is sparse. In chapter 3 the anatomical connectivity is used to 

inform a whole brain model of non-REM sleep capable of producing synthetic intra- and extra-

cranial sensor activity, and in Chapter 4 the composited human invasive stereo-EEG data from 

epilepsy patients to estimate the spatial dependence of spontaneous cortical functional 

connectivity in a frequency-resolved manner.  
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CHAPTER 1: A WHOLE-CORTEX PROBABILISTIC DIFFUSION TRACTOGRAPHY CONNECTOME 

 

Abstract 

The WU-Minn Human Connectome Project (HCP) is a publicly-available dataset 

containing state-of-art structural, functional, and diffusion-MRI for over a thousand healthy 

subjects. While the planned scope of the HCP included an anatomical connectome, resting-

state functional-MRI forms the bulk of the HCP’s current connectomic output. We address this by 

presenting a full-cortex connectome derived from probabilistic diffusion tractography and 

organized into the HCP-MMP1.0 atlas. Probabilistic methods and large sample sizes are 

preferable for whole-connectome mapping as they increase the fidelity of traced low-

probability connections. We find that overall, connection strengths are lognormally distributed 

and decay exponentially with tract length, that connectivity reasonably matches macaque 

histological tracing in homologous areas, that contralateral homologs and left-lateralized 

language areas are hyperconnected, and that hierarchical similarity influences connectivity. 

We compare the diffusion-MRI connectome to existing resting-state fMRI and cortico-cortico 

evoked potential connectivity matrices and find that it is more similar to the latter. This work helps 

fulfill the promise of the HCP and will make possible comparisons between the underlying 

structural connectome and functional connectomes of various modalities, brain states, and 

clinical conditions.  

 

Introduction 

In the 21st century, advances in computation, theory, and neuroimaging have spurred a 

broad and intense interest in the anatomical connections and physiological correlations among 

human brain areas. Bivariate functional connectivity has given way to full functional 

connectomes, the most comprehensive of which may be the WU-Minn Human Connectome 

Project’s (HCP) resting-state fMRI dense connectome (Van Essen et al., 2013). The planned 
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scope of WU-Minn HCP also included a full anatomical connectome (Van Essen and Ugurbil, 

2017), and the project has collected, curated, and preprocessed diffusion imaging (dMRI) data 

for 1,065 subjects. However, a structural connectome has to-date not been released for these 

data. This report seeks to address this omission by presenting a full-cortex anatomical 

connectome derived from local, probabilistic tractography.  

dMRI techniques detect white matter by registering the orientation biases of water 

molecule diffusion within myelinated axons. The majority of dMRI studies focus on differences in 

specific connections between treatment groups. In contrast, we seek here to present a robust, 

densely populated average connectivity matrix for the entire cortex using data from a large, 

healthy sample. Local dMRI fiber tract tracing algorithms can be broadly organized into two 

classes: deterministic e.g. dsi-studio (Yeh et al., 2013), and probabilistic e.g. probtrackX (Behrens 

et al., 2007). Deterministic tractography considers the most likely orientation at each voxel 

yielding the maximum likelihood tracts whereas probabilistic tractography considers the entire 

distribution of possible orientations, yielding a probability cloud of connections. As our goal is 

instead to explore all possible connections between regions, we employed local, probabilistic 

tractography (Behrens et al., 2007). This method has been validated against macaque 

retrograde tracers within-species (Donahue et al., 2016) and the dMRI protocol and equipment 

used for the WU-Minn HCP database were optimized in anticipation of this analysis (Sotiropoulos 

et al., 2013). 

The physiological relevance of a connectome is maximized if its nodes form functionally 

distinct areas. Within the scope of cortex, this amounts to selecting a parcellation scheme. The 

HCP multi-modal parcellation (HCP-MMP1.0) (Glasser et al., 2016) has several advantages: it’s 

boundaries are both functionally and anatomically guided, it has sufficient parcels (360) to 

generate a rich connectome while few enough that the parcels’ extents comfortably exceed 

the dMRI voxel size, and mechanisms exist (Fischl et al., 2004) for it to be readily applied to 

individuals. Most importantly, the HCP-MMP1.0 parcellation is publicly available and widely 
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adopted, facilitating the comparison of the generated matrices to other structural and 

functional connectomes. 

  Given the computational intensity of dMRI fiber tractography and the field’s inclination 

towards elucidating specific connections, it is not surprising that the number of existing publicly 

available dMRI datasets exceeds that of finished, readily applicable connectivity matrices. 

However, there do exist some prior examples. The USC Multimodal connectivity database 

(http://umcd.humanconnectomeproject.org), contains two dMRI tractography connectomes 

with standard surface-based parcellations: Hagmann (Hagmann et al., 2008) and ICBM (Mori et 

al., 2008), with sample-sizes of 5 and 138, respectively. A third is available at 

http://www.dutchconnectomelab.nl which contains 114 controls. All of these use the Desikan-

Killiany atlas (Desikan et al., 2006) which consists of 68 cortical parcels and were produced with 

deterministic tractography. An atlas of major fiber tracts for the HCP 1200 cohort has recently 

released at http://brain.labsolver.org, (Yeh et al., 2018). However, this deterministic tractography 

connectome is spatially coarse, consisting of only 54 cortical parcels, and lacks dynamic range 

and statistical dispersion, as weaker connections are unrepresented, rendering the connectivity 

matrix nearly binary. The HCP-MMP1.0 atlas employed here has more than five times as many 

parcels while retaining the functional distinctness of areas. In contrast to the relatively sparse 

existing deterministic matrices, the probabilistic approach may better resolve weak or low 

probability connections leading to densely populated connectivity matrices like those found 

non-human primate tracing studies (Markov et al., 2014). Furthermore, the cohort studied is large 

and many other types of data are available for the same individuals including the NIH 

neuropsychological toolbox (Gershon et al., 2013), as well as fMRI and MEG data for resting-

state and cognitive tasks, permitting within-cohort comparison to functional connectivity.  
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Figure 1.1 Probabilistic diffusion tractography structural connectome of the human cortex. (A) 
Group average (N = 1065) structural connectivity matrix consisting of the 360 HCP-MMPS1.0 atlas 
parcels organized into ten functional networks. Raw streamline counts are fractionally scaled 
yielding the log probability Fpt. The white arrows highlight the diagonal which contains 
contralateral homologs. (B) The first row of the connectivity matrix, showing connection 
probabilities from left V1 to all other parcels, projected onto the fsaverage template cortex. (C) 
Single subject (100307) volume ray casting visualization of left V1-originating streamline 
probabilities within the skull-stripped T1-weighted structural MR volume. (D) Ten functional 
networks, adapted from (Ji et al., 2019), within HCP-MMPS1.0 atlas. These are indicated by red 
boxes in panel A. 
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Table 1.1. Parcel order and network assignment. The emboldened indices refer to the parcel 
order in Figure 1A. The Orig. indices refer to the original parcel order presented in (Glasser et al., 
2016). All indices refer to the left hemisphere, adding 180 yields the homologous right 
hemisphere indices. 
 

Idx. Parcel Orig. Network Idx. Parcel Orig. Network Idx. Parcel Orig. Network 
1 V1 1 Cingulo-Opercular 61 46 84 Cingulo-Opercular 121 IP1 145 Frontoparietal 
2 ProS 121 Visual 62 9-46d 86 Cingulo-Opercular 122 PFm 149 Frontoparietal 
3 DVT 142 Visual 63 43 99 Cingulo-Opercular 123 p10p 170 Frontoparietal 
4 MST 2 Visual 64 PFcm 105 Cingulo-Opercular 124 p47r 171 Frontoparietal 
5 V6 3 Visual 65 PoI2 106 Cingulo-Opercular 125 A1 24 Auditory 
6 V2 4 Visual 66 FOP4 108 Cingulo-Opercular 126 52 103 Auditory 
7 V3 5 Visual 67 MI 109 Cingulo-Opercular 127 RI 104 Auditory 
8 V4 6 Visual 68 FOP1 113 Cingulo-Opercular 128 TA2 107 Auditory 
9 V8 7 Visual 69 FOP3 114 Cingulo-Opercular 129 PBelt 124 Auditory 
10 V3A 13 Visual 70 PFop 147 Cingulo-Opercular 130 MBelt 173 Auditory 
11 V7 16 Visual 71 PF 148 Cingulo-Opercular 131 LBelt 174 Auditory 
12 IPS1 17 Visual 72 PoI1 167 Cingulo-Opercular 132 A4 175 Auditory 
13 FFC 18 Visual 73 FOP5 169 Cingulo-Opercular 133 7m 30 Default Mode 
14 V3B 19 Visual 74 PI 178 Cingulo-Opercular 134 POS1 31 Default Mode 
15 LO1 20 Visual 75 a32pr 179 Cingulo-Opercular 135 23d 32 Default Mode 
16 LO2 21 Visual 76 p24 180 Cingulo-Opercular 136 v23ab 33 Default Mode 
17 PIT 22 Visual 77 PEF 11 Dorsal Attention 137 d23ab 34 Default Mode 
18 MT 23 Visual 78 7PL 46 Dorsal Attention 138 31pv 35 Default Mode 
19 LIPv 48 Visual 79 MIP 50 Dorsal Attention 139 a24 61 Default Mode 
20 VIP 49 Visual 80 LIPd 95 Dorsal Attention 140 d32 62 Default Mode 
21 PH 138 Visual 81 6a 96 Dorsal Attention 141 p32 64 Default Mode 
22 V6A 152 Visual 82 PFt 116 Dorsal Attention 142 10r 65 Default Mode 
23 VMV1 153 Visual 83 AIP 117 Dorsal Attention 143 47m 66 Default Mode 
24 VMV3 154 Visual 84 PHA3 127 Dorsal Attention 144 8Av 67 Default Mode 
25 V4t 156 Visual 85 TE2p 136 Dorsal Attention 145 8Ad 68 Default Mode 
26 FST 157 Visual 86 PHT 137 Dorsal Attention 146 9m 69 Default Mode 
27 V3CD 158 Visual 87 PGp 143 Dorsal Attention 147 8BL 70 Default Mode 
28 LO3 159 Visual 88 IP0 146 Dorsal Attention 148 9p 71 Default Mode 
29 VMV2 160 Visual 89 55b 12 Language 149 10d 72 Default Mode 

    30 VVC 163 Visual 90 PSL 25 Language 150 47l 76 Default Mode 
31 4 8 Somatomotor 91 SFL 26 Language 151 9a 87 Default Mode 
32 3b 9 Somatomotor 92 STV 28 Language 152 10v 88 Default Mode 
33 5m 36 Somatomotor 93 44 74 Language 153 10pp 90 Default Mode 
34 5L 39 Somatomotor 94 45 75 Language 154 OFC 93 Default Mode 
35 24dd 40 Somatomotor 95 IFJa 79 Language 155 47s 94 Default Mode 
36 24dv 41 Somatomotor 96 IFSp 81 Language 156 EC 118 Default Mode 
37 7AL 42 Somatomotor 97 STGa 123 Language 157 PreS 119 Default Mode 
38 7PC 47 Somatomotor 98 A5 125 Language 158 H 120 Default Mode 
39 1 51 Somatomotor 99 STSda 128 Language 159 PHA1 126 Default Mode 
40 2 52 Somatomotor 100 STSdp 129 Language 160 STSvp 130 Default Mode 
41 3a 53 Somatomotor 101 TPOJ1 139 Language 161 TGd 131 Default Mode 
42 6d 54 Somatomotor 102 TGv 172 Language 162 TE1a 132 Default Mode 
43 6mp 55 Somatomotor 103 RSC 14 Frontoparietal 163 TE2a 134 Default Mode 
44 6v 56 Somatomotor 104 POS2 15 Frontoparietal 164 PGi 150 Default Mode 
45 OP4 100 Somatomotor 105 7Pm 29 Frontoparietal 165 PGs 151 Default Mode 
46 OP1 101 Somatomotor 106 8BM 63 Frontoparietal 166 PHA2 155 Default Mode 
47 OP2-3 102 Somatomotor 107 8C 73 Frontoparietal 167 31pd 161 Default Mode 
48 FOP2 115 Somatomotor 108 a47r 77 Frontoparietal 168 31a 162 Default Mode 
49 Ig 168 Somatomotor 109 IFJp 80 Frontoparietal 169 25 164 Default Mode 
50 FEF 10 Cingulo-Opercular 110 IFSa 82 Frontoparietal 170 s32 165 Default Mode 
51 5mv 37 Cingulo-Opercular 111 p9-46v 83 Frontoparietal 171 STSva 176 Default Mode 
52 23c 38 Cingulo-Opercular 112 a9-46v 85 Frontoparietal 172 TE1m 177 Default Mode 
53 SCEF 43 Cingulo-Opercular 113 a10p 89 Frontoparietal 173 PCV 27 Multimodal 
54 6ma 44 Cingulo-Opercular 114 11l 91 Frontoparietal 174 TPOJ2 140 Multimodal 
55 7Am 45 Cingulo-Opercular 115 13l 92 Frontoparietal 175 TPOJ3 141 Multimodal 
56 p24pr 57 Cingulo-Opercular 116 i6-8 97 Frontoparietal 176 PeEc 122 Multimodal 
57 33pr 58 Cingulo-Opercular 117 s6-8 98 Frontoparietal 177 TF 135 Multimodal 
58 a24pr 59 Cingulo-Opercular 118 AVI 111 Frontoparietal 178 Pir 110 Orbito-

Affective 
59 p32pr 60 Cingulo-Opercular 119 TE1p 133 Frontoparietal 179 AAIC 112 Orbito-

Affective 
60 6r 78 Cingulo-Opercular 120 IP2 144 Frontoparietal 180 pOFC 166 Orbito-

Affective 

 
 
  The following report presents a novel structural connectome of the human neocortex 

based on probabilistic diffusion tractography. The connectome is partially validated against 

retrograde tracing in macaques and the relationship between tract length and connection 

strength is quantified. Further validation is provided by reasonable connectivity properties 
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between contralateral homologous parcels, within language cortex, and between parcels lying 

at similar levels of the cortical hierarchy. Finally, the dMRI connectome is compared to cortico-

cortico evoke potential (CCEP) and resting-state fMRI derived connectivity. 

 

Materials & Methods 

Subjects & data sources 

No new data was collected for this study, and the existing data used was gathered from 

publicly available databases. Individual subject’s high-resolution T1-weighted structural 

magnetic resonance volumes (MRI), Diffusion images (dMRI), and group average grayordinate 

resting-state function MRI (rs-fMRI) connectivity were gathered from the Human Connectome 

Project’s (HCP) WU-Minn 1200 release (Van Essen et al., 2013) at 

https://db.humanconnectome.org. The diffusion imaging dataset consists of 1065 individuals 

(575 women), aged 22-36+ years old. The rs-fMRI group average cohort consists of 1003 

individuals, 998 of whom are also in the dMRI dataset. These datasets include some twin and 

non-twin siblings. However, individuals' family structure, as well as exact age, handedness, and 

ethnicity are access-restricted to protect the privacy of the subjects and these data were not 

requested as they are not critical to this study. Group-average dense T1w/T2w myelination index 

were gathered from the same source. Macaque retrograde tracer connectivity was sourced 

from supplementary table 6 of (Markov et al., 2014). Parcel-by-parcel values were averaged 

across monkey and hemisphere. Group average, parcellated cortco-cortico evoked potential 

(CCEP) connectivity was gathered from the v1903 release of the Functional Brain Tractography 

project (F-TRACT) (David et al., 2013; Trebaul et al., 2018) at https://f-tract.eu. 

 

Cortical parcellation & functional networks 

The HCP multimodal parcellation scheme (HCP-MMP1.0), consisting of 180 cortical 

parcels per hemisphere, was projected from the Workbench (Marcus et al., 2011) 32k 
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grayordinate template brain to the FreeSurfer (Fischl, 2012) ico5 fsaverage template as per 

(Coalson et al., 2016). Using the FreeSurfer reconstruction directories gathered from the 

database, surface-based fsaverage parcel labels were mapped onto each individual’s white 

matter surface using spherical landmark registration (fs_label2label), (Fischl et al., 1999). 

Grayordinate rs-fMRI connectivity values were morphed to the ico5 fsaverage template then 

averaged within each parcel. Finally, individual’s surface-based parcel labels were converted to 

binary volumes marking the gray matter — white matter boundary (mri_label2vol) to serve as 

seed and target regions for probabilistic tractography. Workbench and FreeSurfer functions 

were sourced from releases 1.2.3 and 6.0, respectively.  

To facilitate interpretation of the connectome, parcels were ordered and grouped into 

functional networks adapted from (Ji et al., 2019), which applied iterative Louvain clustering 

(Blondel et al., 2008; Rubinov and Sporns, 2010) and other criteria to a resting-state fMRI 

connectivity. These functional groupings and parcel order were selected as they were also 

generated using (a subset of) the WU-Minn HCP dataset and the HCP-MMP1.0 parcellation 

scheme. For this study the parcels of the left and right hemispheres were separated and the 

order and groupings of the left hemisphere in (Ji et al., 2019) were used for homologous parcels 

in the both right and left hemisphere, respectively, when combining data across hemispheres. 

Two pairs of the original networks (primary and secondary visual, ventral and posterior 

multimodal) contained too few parcels for effective analysis and were highly inter-related. These 

network pairs were simplified by combining them into visual and multimodal groups, yielding 10 

functional networks per hemisphere, see table 1.1.  

 

Probabilistic tractography  

All analysis of diffusion imaging data was performed with FSL (Behrens et al., 2007; 

Jenkinson et al., 2012) release 6.0.1. Analyses were performed identically for each subject and 

broadly follow (Burns, 2014). The diffusion and bedpostX precursor directories made available 
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from the HCP database were used as inputs without modification. The WU-Minn HCP diffusion 

data are corrected for eddy currents and movement with FSL eddy (Andersson and 

Sotiropoulos, 2016). Subjects’ estimated displacement over time from their initial position is 

written to the eddy_restricted_movement_rms output. Using these data , a scalar index of each 

subject’s motion was derived by integrating their displacement over time. 

Fractional anisotropy (FA) analysis was performed using dtifit. The resulting FA volumes 

were not analyzed but only used for registering the FreeSurfer and dMRI volumes (flirt), as is 

necessary to map the parcel masks into dMRI space (probtrackx2 arguments --xfm --seedref). 

Non-invasive probabilistic tractography was performed with probtrackx2 in voxel-by-parcel 

mode (--os2t --s2tastext). In this configuration, the number and length of streamlines (--ompl --

opd) is estimated from each voxel in the seed parcel to each target parcel as a whole. To aid 

parallelization of these computationally intensive processes, the list of target parcels (--

targetmasks) was quartered into four sub-lists. Therefore probtrackx2 was invoked 1440 times per 

subject, estimating the connectivity between 1 seed parcel and 90 target parcels in each 

invocation. The default ½ voxel step length, 5000 samples and 2000 steps were used (--

steplength 0.5 -P 5000 -S 2000). To avoid artifactual loops, streamlines that loop back on 

themselves were discarded (-l) and tractography was constrained by a 90° threshold (-c 0) for 

maximal curvature between successive steps. Within-parcel connectivity and cotico-subcortical 

connectivity were not examined in this study. All post-hoc analyses and visualization of 

connectivity data were performed in Matlab 2019b (Mathworks) except for Figure 1.1C which 

was rendered in fsleyes. 

  

Normalization & symmetrization 

Raw streamline counts were averaged across all subjects, then normalized and 

symmetrized following procedure developed for non-human primate histological tracing 

(Donahue et al., 2016; Theodoni et al., 2021). Briefly, fractionally scaled values are defined as the 
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ratio of the number of streamlines originating at parcel A and terminating at parcel B to the total 

number of streamlines that either originate at parcel A or terminate at parcel B while excluding 

within-parcel connections. 

 Eq. 1	𝐹(𝐷𝑇𝐼!,#, =
$%&!,#

∑ $%&!,$%
$&' (∑ $%&(,#%

(&'
, 𝑤ℎ𝑒𝑟𝑒	𝑥 ≠ 𝑖	&	𝑦 ≠ 𝑗 

Fractional scaling is one of several plausible normalization strategies. Because we used 

5000 samples (-P 5000) and voxel-by-parcel mode (--os2t) in our probtrackX invocation, the 

maximum possible raw streamline count between any two parcels is 5000N where N is the # of 

voxels in the seed parcel. Note that because, for probtrackX, all parcels were defined as a 

single layer of 1mm isotropic voxels at the white matter — gray matter interface, Ni is also 

equivalent to the area of the seed parcel, in mm2. We examined four strategies for normalizing 

the raw streamline counts: (1) dividing by the number of samples, 5000, (2) dividing by the 

number of samples and seed area, 5000Ni, (3) dividing by the number of samples and the areas 

of both the seed and target parcels, 5000Ni0.5Nj0.5, and (4) fractional scaling, see Eq. 1 These 

approaches yield similar connectivity matrices, distributions of pairwise connectivity, and rates of 

connectivity fall-off with fiber tract distance. The choice of normalization does shift the absolute 

scale of pairwise connectivity strengths, but as this effect is mostly homogenous across all 

connections, subsequent analyses are not greatly affected. The correlation coefficient of 

connectivity strengths between normalization techniques exceeds 0.97 for all pairwise 

comparisons, and exceeds 0.99 if the samples-only normalization approach is excluded (data 

not shown). 

While diffusion tractography is not sensitive to the directionality of connections, 

because parcel A to B and parcel B to A streamlines are computed separately minor 

asymmetries arise. Connectivity matrix symmetry is enforced by taking the arithmetic mean of 

the A-B and B-A fractionally scaled connection weights. 

 Eq. 2	𝐹!,# =
)!,#()#,!

*
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Because probabilistic tractography values span several orders of magnitude, and are 

approximately log-normally distributed, data were log-transformed (log10) prior to subsequent 

analyses. The CCEP and rs-fMRI connectivity matrices were (re)normalized following the same 

procedure. However the rsMRI connectivity values were not log-transformed because these 

data are already approximately normally distributed, if bimodal, in linear space, see Figure 1.9B. 

 

Network theory metrics 

All network theoretic measures were computed in matlab using the Brain Connectivity 

Toolbox, 2019-03-03 release (Rubinov and Sporns, 2010). It is available at http://www.brain-

connectivity-toolbox.net or https://www.nitrc.org/projects/bct. 

 

Results 

A whole-cortex structural connectome  

Figure 1.1A shows the group average parcel to parcel and probabilistic diffusion 

tractography connectome. This matrix consists of connectivity among the 360 cortical parcels of 

the HCP-MMP1.0 atlas. Using left V1 connectivity as an example, Figure 1.1B illustrates the spatial 

mapping of the connectivity matrix to the cortex, and Figure 1.1C shows a rendering of 

streamline paths for one subject. The cortical parcels are further organized into 10 functional 

groups per hemisphere modified from (Ji et al., 2019). These larger functional groupings are 

shown in Figure 1.1D. The raw probabilistic tractography streamline counts have been 

normalized by fractionally scaling (Eq. 1) into log probabilities (Fpt) following procedures 

developed for tracing non-human primate connectivity. As dMRI reveals structural connections, 

the network is undirected and therefore symmetric. The main diagonal is masked as intra-parcel 

connectivity was not examined in this study. The upper left quadrant shows connectivity among 

the 180 parcels of the left hemisphere, the lower right quadrant the connectivity within the right 

hemisphere. The upper right and lower left quadrants are duplicates and show the inter-
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hemispheric, or callosal, connections. The 180th (or half-) diagonal is clearly visible (white arrows); 

this shows the connectivity between homologous parcels in the right and left hemispheres, 

which is greater than non-homologous callosal connectivity for most parcels.  

After log10 transformation, Fpt connectivity among all parcel pairs is approximately 

Gaussian in distribution with a mean -3.903 (CI95% = [-3.910 -3.897]), standard deviation 0.8111 

(CI95% = [0.806 0.816]), skewness 0.627 (CI95% = [0.6082 0.6440]), and kurtosis 3.605 (CI95% = [3.5603 

3.6498]). In addition to bringing the range of Fpt values into the same order of magnitude, log10 

transformation is justified as it brings the distribution’s skewness significantly closer to zero (pre-

log10: 9.047, CI95% = [8.719 9.469]), and kurtosis significantly closer to three, pre-log10: 103.684 (CI95% 

= [93.991 117.026]) thus bringing the distribution closer to normality. Empirical confidence 

intervals were estimated via bootstrapping with 2000 iterations. The values of the group average 

and individual probabilistic dMRI connectivity matrices, as well as all other Figure source data 

can be found at https://doi.org/10.5281/zenodo.4060485. 

 

Tract length strongly predicts connectivity strength, with exponential decay 

In addition to the connection strength, diffusion tractography estimates the fiber tract 

length between all pairs of parcels. As shown in Figure 1.2, structural connectivity (10^Fpt) falls off 

as an exponential function of fiber tract length with the form 10^Fpt = α*e-d/λ where λ is the 

length constant, α the scaling coeffect, and d the tract length. Alternative functional forms were 

examined, but the exponential was selected for parsimony, goodness-of-fit, and concordance 

with histological tracing data (see Discussion). Note that λ is sometimes reported in inverted units 

of mm-1, e.g. (Markov et al., 2013; Theodoni et al., 2021), but we here use the λ convention from 

neuronal cable theory (Dayan and Abbott, 2001) which has more intuitive units (mm); the 

conventions are conceptually equivalent. For the group-average connectome, λ = 23.4 mm 

and the least squares exponential fit explains 84% of the variance in 10^Fpt across all parcel 

pairs. Callosal connectivity, when isolated, decays more slowly with respect to tract length, λ = 
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32.8, and hews to the exponential expectation less consistently r2 = 0.62. Because the tracing of 

long fiber tracts may be hampered by poor scan quality, we investigated the effects of subjects’ 

motion on λ. For each subject, λ was calculated for non-zero connections in the same manner 

as the group average. While subjects’ motion within the scanner does reduce λ, this effect is 

modest, only explaining 1.96% of the inter-subject variance.  

 
 

 
Figure 1.2 Connectivity strength exponential decays with fiber tract length. (A) and (B) 
connections within the right and left hemispheres, respectively. (C) Connections between the 
right and left hemisphere. (D) All connections. Each marker represents a pair of parcels. Red 
traces show the least-squares exponential fit; inset are the length constant λ and r2 of this fit. 
Note that Fpt is log-transformed making these axes effectively semi-log. 
 

Inter-individual variability 

The inter-individual variability of connectivity was assessed by deriving the across-subject 

coefficient of variation, CV, for each pairwise connection Fpt, see Figure 1.3. For this analysis, the 

normalization, symmetrization, and log10-transformation of raw connectivity values was 

performed on each subject. Pairwise connections with zero streamlines were not log-
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transformed in order to avoid infinities. While there is no clear relationship between fiber tract 

distance and inter-individual variability, the most consistent connection appear in two clusters of 

around 50-100 mm and 170-225 mm (Figure 1.3B) . When the most consistent quintile of 

connections is isolated (Roberts et al., 2017), connectivity falls off more slowly with tract distance, 

with λ increasing to ~28 mm (Figure 1.3D). Since the proportional size of V1/V2 varies ~3-fold 

across individuals and is highly heritable (Yoon et al., 2019), we hypothesized that the ipsilateral 

V1-V2 connection would also be highly variable, with that variability being correlated across 

hemispheres. Indeed, we find that the ipsilateral V1 – V2 connection is very strong, with ~1.8 fold 

variability which is strongly correlated across hemispheres (r=0.70). The scatter-plot of right vs. left 

Fpt values for this connection across subjects (Figure 1.3F) does not reveal obvious outliers which 

would be indicative of subject-specific artifacts. This analysis of inter-individual variability should 

be considered preliminary. The WU-Minn HCP dataset is rich in individual data, including the NIH 

neuropsychological toolbox (Gershon et al., 2013), twin and non-twin siblings subsets, and 

genotypic data (dbGaP phs001364.v1.p1), though the latter two data types are only available 

by application in order to ensure subject anonymity. With access to these data, a full 

examination of inter-individual variability, including assessing the heritability and genetic 

correlates of the strength of specific connections could be made.  
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Figure 1.3 Inter-individual variability. Shown are (A) the matrix of connectivity coefficients of 
variation (CV) across subjects (B) pairwise CV vs. fiber tract length, (C) the distribution of CV 
across all connections, (D) the Fpt vs. fiber tract length for the connections in the highest quintile 
of inter-individual consistency, and (F) the Fpt of right hemisphere V1 – V2 connection in all 
subjects vs. left hemisphere V1 – V2 connection. In panels B and D each marker represents a 
sample statistic for a connection between two parcels. In panel F each marker represents an 
individual subject. In panel D the red trace show the least-squares exponential fit and inset are 
the length constant λ and r2 of this fit. Note that Fpt is log-transformed making this panel’s axes 
effectively semi-log. In panel F, the r2 of the least squares linear fit is reported.  
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Probabilistic dMRI tract tracing in humans reasonably corresponds with histological fiber tracing 

in macaques 

The development of both the HCP-MMP1.0 human cortical atlas (Matthew F. Glasser et 

al., 2016) and FV91 macaque parcellation scheme (Felleman and Van Essen, 1991) were led by 

David Van Essen and the parcel definitions of the human atlas were informed by human-

macaque homology. As such, the parcel names of these atlases have considerable overlap, 

particularly for visual and visual association areas as well as the non-visual parcels 1, 2, 25, and 

44. We therefore assumed that parcels with the same name were roughly homologous and 

limited the scope of the inter-species comparison to these parcels. Furthermore, the macaque 

FLne values found in (Markov et al., 2013) are directly comparable to fractionally scaled Fpt 

values (Donahue et al., 2016). Comparing the pairwise connectivity between species, we found 

a Pearson correlation of r = 0.35 (p = 0.0013), see Figure 1.4. Considering that for macaques, 

Donahue and colleagues (2016) found a within-species, between-technique correlation of r = 

0.59 when comparing retrograde tracing and probabilistic diffusion tractography, we find the 

magnitude of between-species correlation to be reasonable supporting evidence for the 

efficacy of the technique.  
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Figure 1.4 Comparison of human diffusion tractography and macaque retrograde tracing 
connectomes. Subset of homologous parcels in the human HCP-MMPS1.0 and macaque fv91 
atlas. (A) Macaque group-average retrograde tracer derived structural connectome, gray 
indicates missing data. (B) Human probabilistic diffusion tractography connectome. (C) Pairwise 
correlation between macaque and human structural connectivity. R = 0.35 p = 0.0013 
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Contralateral connectivity exceeds ipsilateral connectivity in some regions 

On the whole, cortical connectivity is dominated by ipsilateral connections. This effect is 

readily-observed by comparing the ipsilateral and contralateral quadrants of Figure 1.1A. 

However, there are exceptions to this rule. The differential connectome of ipsi- vs. contra-lateral 

connections is shown in Figure 1.5. This is achieved by subtracting the mean of left-right and 

right-left contralateral connectivity from the mean of the right and left ipsilateral connectivity, 

i.e. subtracting the mean of the first and third quadrants from the mean of the second and 

fourth. A cingulo-parietal somatomotor region (parcels 5m, 5L, 24dd, and 24dv) are more 

strongly connected to most contralateral cortex than ipsilateral cortex. Lateromedial 

connectivity in select prefrontal (a10p, a9-46v, a10p, p10p, p47r, p9-46v, 11l, IFSa, IFJp, a24, d32, 

p32, 10r) and postcentral – superior parietal lobule (LIPv, VIP, 7AL, 7PC, 1, 2, 3a, 6d, 31a, 31pd, 

PCV) regions is stronger between hemispheres than within them. We speculate that a possible 

commonality between these three regions is that they have been broadly implicated in the 

unitary processes of somatosensory object recognition, emotion, and spatial cognition, 

respectively. Conversely, the entire auditory network and superior temporal cortices (STGa, 

STSda, DTDdp, A5, and TPOJ1) as well as the operculum and temporoparietal junction (Ig, MI, 

FOP1-FOP5, OP1-OP4, PF, PFcm, PFop, PI, PoI1, PoI2, and 43) have pronounced hyper-ipsilateral 

connectivity, consistent with the low transmission latency required for auditory processing, the 

left-lateralization of language, and the right lateralization of attention.  
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Figure 1.5 Interhemispheric connectivity. Differential connectivity between ipsilateral and 
contralateral connectivity. Greater Ipsilateral connectivity dominates and is indicated in red. 
Parcel-pairs with greater contralateral connectivity than ipsilateral are blue. The green cortical 
patches show anatomic extent of parcel groups of notable contrast. 
 

With the exception of some language areas, most parcels are disproportionately connected to 

their contralateral homologs 

The two hemispheres of the cortex have a high degree of functional and anatomical 

symmetry. It follows then that most regions will have greater connectivity to their contralateral 

homologs than other contralateral areas, in order to coordinate their overlapping processing 

tasks. This is hinted at by the visibility of the 180th, (or half-) diagonal in Figure 1.1A. To further 

quantify this effect, for all 180 parcels we compared the connectivity between interhemispheric 

homologs to the mean of all other callosal connectivity. Bonferroni corrected, empirical 95% 

confidence intervals were estimated via bootstrapping with 2000 iterations. As visualized in 
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Figure 1.6, 147 parcels are hyperconnected to their contralateral homologs, 18 are 

hypoconnected, and 15 have homologous callosal connectivity not significantly different than 

their callosal mean connectivity. Interestingly, parcels that are not hyper-connected to their 

contralateral homologs are concentrated within and adjacent to the language network, 

consistent with the greater degree of lateralization in these areas.  

 

Figure 1.6 Contralateral homologs. Differential connectivity between contralateral homologous 
parcels vs the mean of all other contralateral parcels. Red indicates contralateral homologous 
connectivity greater than mean contralateral connectivity. Note that many language-
implicated regions have relatively weak connectivity with their contralateral homologs. 
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Figure 1.7 Language/Auditory network hyperconnectivity and left-lateralization. (A) Distance-
binned connectivity within the language and auditory networks compared to connectivity 
between the language and auditory networks and other networks, separately for the left and 
right hemispheres (B) The differential trace for the within- and between- connectivity in both 
hemispheres. In both panels, gray patches show Bonferroni-corrected bootstrapped 95% 
confidence intervals across subjects.  
 

The language network is hyper-connected at long distances and left lateralized 

In order to investigate distance-resolved left laterality in connections among language-

implicated cortex, pairwise connections were binned by fiber tract length in 15 mm increments. 

Within each bin, connections were grouped as being within the combined language and 

auditory network, or between the combined networks and the rest of the cortex. For each 

subject, the Fpt of grouped connections within each bin was averaged before being log-

transformed. The grand-averages of these within- and between- language/auditory cortex in 

each distance bin for each hemisphere are shown in Figure 1.7A. Bonferroni corrected, empirical 

95% confidence intervals for these grand-averages were estimated via bootstrapping with 2000 

iterations. Within-language connectivity is slightly attenuated at distances less that 100 mm, but 
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strongly amplified at distances above 100 mm, especially ~100-140 mm connections in the left 

hemisphere. A plurality of these are between frontal and temporoparietal language areas 

(18/45 connections between 100 and 140mm). The differential traces of between- vs. within-

language connectivity (Figure 1.7B) clearly show the left-hemisphere dominance of this effect. 

 

Connectivity is influenced by the cortical hierarchy 

Hierarchy is a central organizing principle of the cortex (Burt et al., 2018; Felleman and 

Van Essen, 1991; Markov et al., 2014; Theodoni et al., 2021). Higher order areas, e.g. supporting 

abstract processing, have low myelination, and lower order areas, e.g. supporting unimodal 

sensory processing, have high myelination. Furthermore, areal myelination is indexed by the ratio 

between T1- and T2-weighted MRI contrast (Glasser and Van Essen, 2011). The WU-Minn HCP 

1200 release includes smoothed group-average myelination indices for all vertices in the 32k 

grayordinate template brain. These values were averaged for each parcel in the HCP-MMP1.0 

atlas (Matthew F. Glasser et al., 2016) to yield a group-average parcel-wise index of myelination.  

The relationship between cortical hierarchy and connectivity was assessed in two ways. 

We first examined whether regions of similar level in the cortical hierarchy are better connected, 

as predicted by (Barbas, 2015). An index of hierarchical similarity, F|Δ myelination|, was obtained for 

each pair of parcels by computing the pairwise difference in myelination between parcels and 

fractionally scaling it in the same manner as Fpt, with smaller values indicating hierarchical 

closeness. Correlations were obtained for the left and right hemisphere as a whole as well as the 

colossal connections, Figure 1.8A. In addition, for each of the twenty functional networks (10 per 

hemisphere) the Pearson correlation between the F|Δ myelination| and Fpt for pairwise within-

network connections was computed, see Figure 1.8B. With the exception of the interhemispheric 

connections, calculations were performed on the hemispheres separately to avoid the 

collinearity introduced by hemispheric homology.  
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With the exceptions of the bilateral visual and somatomotor networks and right language 

network, for which there is convincingly no relationship, the preponderance of coefficients are 

negative, indicating that, on average, areas at similar levels of the cortical hierarchy are better 

connected. However, quantified in this way, the influence of hierarchy is modest, explaining 

about 1% of the variance in Fpt overall, though perhaps 10-30% in certain subsets of parcels, such 

as the left auditory and language networks. The left lateralization of the influence of hierarchy in 

these networks is striking, as is the right-lateralization of the dorsal attention network.  

Secondly, we investigated whether a cortical region’s hierarchical level affected its 

overall connectivity. For each parcel, the Pearson correlation between the parcel’s Fpt to all 

other parcels and the parcel-wise index of myelination was computed. In other words, 

correlation between each row of the connectome matrix and the vector of myelination indices 

was obtained. After Bonferroni correction for multiple comparisons, 74 of 360 parcels have 

connectivity significantly correlated to their myelination index and of these the vast majority (70) 

are negatively correlated, indicating that low myelination predicts high connectivity, see Figure 

1.8C. These areas form a contiguous bilateral prefrontal network as shown in Figure 1.8D, 

indicating that prefrontal areas are more connected with higher cortical regions. The rare 

positively correlated exceptions are the left and right DVT and V6A. 
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Figure 1.8 Connectivity is influenced by the cortical hierarchy. (A, B) Connectivity is strongly 
predicted by hierarchical similarity in some networks and modestly predicted overall. (A) All 
connectivity vs. myelination difference, including within- and across- network connections, for 
the left, right, and callosal connections. For both panels, each marker represents a parcel pair. 
(B) Within-network connectivity vs. myelination difference for 10 functional networks. Linear fits 
and correlation coefficients computed independently for the left and right hemisphere. A 
negative correlation indicates that parcels at similar hierarchical levels tend to be more 
connected. (C, D) Higher order prefrontal areas are better connected. (C) Histogram of 
correlation coefficients between areal myelination and Fpt connectivity to each parcel. Only 
significant coefficients after Bonferroni correction are shown. Most coefficients are negative 
indicating high connectivity to low-myelination (i.e., higher-order) areas. (D) Significant negative 
coefficients (red) map onto bilateral prefrontal cortex. Only the bilateral DVT and V6A are show 
positive significant correlations (blue).  
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Probabilistic dMRI connectivity more closely resembles CCEPs than resting-state fMRI  

In order to further contextualize the dMRI connectome, we compared it to existing 

connectivity matrices generated from two other brain mapping modalities: cortico-cortico 

evoked potential probability (CCEP) and resting-state fMRI correlation magnitude (rs-fMRI). As 

shown Figure 1.9A, the qualitative pattern of rs-fMRI markedly differs from the other two 

modalities with proportionally stronger ipsilateral across-network connections and especially 

non-homologous contralateral connections, though the latter is somewhat obscured for CCEPs 

due to sparse spatial sampling. Over all connections, pairwise probabilistic dMRI connectivity 

values are nearly twice as linearly correlated to pairwise CCEP connectivity than to rs-fMRI 

connectivity (Figure 1.9B), and this contrast is equally evident in the ipsilateral connection within 

each hemisphere. Contralateral connections were not examined in isolation as contralateral 

sampling for the CCEP modality is relatively rare.  
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Figure 1.9 Probabilistic dMRI more closely resembles CCEPs than resting-state fMRI. (A) 
Connectivity matrices for probabilistic dMRI tractography, CCEP, and rs-fMRI. For CCEPs missing 
data has been colored grey and pre-log zero-strength connections black. (B) Correlations 
among the three modalities. The least-squares linear fit is shown in red. (C) Non-zero pairwise 
connection strength distributions. Note that rs-fMRI connectivity values, which are not log-
transformed, display two modes, separated at 0.0014. (D) Cortical parcels displaying lower (left) 
and higher (right) modes of rs-fMRI connectivity. 
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When comparing the distributions of pairwise connectivity strength (Figure 1.9C), rs-fMRI 

again exhibits properties different than the other two modalities. While both dMRI and CCEP 

distributions skew in opposite directions (0.63 and -0.43, respectively), their strengths form 

unimodal log-normal distributions and thus shown with log-transformed values. In contrast, rs-fMRI 

connectivity values form a bimodal Gaussian-mixture distribution in linear space. The two modes 

were characterized by obtaining the maximum-likelihood fit (fitgmdist) of a 2-component 

Gaussian-mixture to the data, yielding a left mode (µ = 0.0011, σ = 8.1e-8) forming 63% of the 

distribution and a right mode (µ = 0.0017, σ = 8.1e-8) forming 37%, respectively. Splitting the rs-

fMRI modes at the midpoint between their means (0.0014) and plotting their respective 

connectivity matrices (Figure 1.9D) reveals that the low-connectivity (left) mode consists primarily 

of connections between the default mode / frontoparietal networks and other regions of the 

cortex.  

To further contrast the three connectivity modalities we computed six network theoretic 

metrics for each of the connectivity matrices: mean clustering coefficient (MCC), characteristic 

path length (CPL), global efficiency, gamma (normalized MCC), lambda (normalized CPL), small 

worldness, transitivity, and assortativity. Binarized network metrics were assessed after 

thresholding by edge weight (connectivity strength) at intervals of 0.1. Note that this lambda is 

unrelated to the exponential length constant reported above. To account for the order-based 

arbitrary treatment of equal edge weights when thresholding, the node (parcel) order was 

randomized 1000 times, and the mean metric values are shown. Empirical 95% confidence 

intervals for these means are too small to be shown at scale. Networks densities above 0.6 were 

not examined as the un-thresholded network density of CCEP connectivity matrix, treating 

missing data as non-connections, is less than 0.7. However, all measures appear to converge as 

binary network density approaches 1. As shown in Figure 1.10, the MCC, CPL, global efficiency, 

small worldness, transitivity, and assortativity are markedly different for rs-fMRI connectivity than 

for CCEP and probabilistic dMRI tractography, whose metrics as a function of network density 
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are more similar to each other. Normalizing by metrics computed for a random network with the 

same statistical makeup changes this pattern. For gamma the rs-fMRI and CCEP networks are 

more similar than either is to probabilistic dMRI tractography, and lambda rs-fMRI and 

probabilistic dMRI tractography are more similar than either is to the CCEP network. The high 

MCC, transitivity, and assortativity and low global efficiency of rs-fMRI relative to the other 

modalities may be indicative of strong, long-range correlativity beyond that predicted by 

anatomical connections. 

 

 

 
Figure 1.10 Network theoretic differences between the connectivity modalities. Binarized 
network metrics after thresholding by edge weight (connectivity strength). 
 

 

 

Discussion 

In this study we compiled a whole-cortex structural connectome by applying 

probabilistic tractography to the diffusion MR volumes of 1065 subjects from the WU-Minn Human 

Connectome Project. We report a novel, complete, and high-dynamic-range connectivity 

matrix discretized into the 360 parcels of the HCP-MMP1.0 atlas and further arranged into 10 
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functional networks. It is shown that connectivity strength exponentially decays with fiber tract 

length, that the parts of the connectome with clear homology to macaques correspond 

reasonably to retrograde tracer mappings in that species, that contralateral homologs are 

hyperconnected, and that some connections within language-implicated cortex are stronger 

than expected and left-lateralized. While ipsilateral connectivity generally dominates, some 

regions have stronger contralateral connections. Inter-individual variability is relatively high for 

early visual cortex, whose connectivity co-varies across hemispheres. Cortical areas tend to be 

more connected with areas at similar levels of the cortical hierarchy, as indexed by their 

estimated myelination, particularly in prefrontal areas. Lastly, it is shown that probabilistic 

tractography connectivity more closely resembles that of CCEPs than rs-fMRI. In sum, we 

quantify a dMRI-based estimate of medium- to long-range anatomical cortico-cortical 

connectivity in a large normative sample.  

Diffusion MR imaging and automated post-hoc tractography are powerful tools for the 

elucidation of cerebral connectivity. The defining advantages of these techniques are non-

invasiveness and large field-of-view, enabling whole-brain mapping in humans. However, dMRI 

does have significant limitations when compared to histological fiber tracing, EM microscopy, or 

stimulation. The most obvious of these is insensitivity to whether underlying axons are 

anterograde or retrograde, as evidenced by the symmetry of the connectivity matrix. The 

anisotropic diffusion of water molecules occurs in both anterograde and retrograde directions. 

Thus, the true one-way connectivity between two areas could be anywhere between none to 

all of the symmetric diffusion connectivity. Another important limitation is spatial resolution. While 

the 1.25 mm isotropic voxels achieved by the WU-Minn dMRI protocol are smaller than those of 

most studies (Jeurissen et al., 2019), they are still more than three orders-of-magnitude larger 

than the typical submicron axon diameter (Liewald et al., 2014; von Keyserlingk Graf and 

Schramm, 1984). This discrepancy is particularly impactful when fiber orientations are not 

consistent within a voxel, i.e. crossing fibers. Probabilistic diffusion tractography (Behrens et al., 
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2007) partially ameliorates the issue by modeling the probability distribution of orientations and 

accounting for uncertainty, but ultimately dMRI with current technology is a meso- to 

macroscale technique. Direct histological validation of dMRI techniques is uncommon, but has 

been performed for probabilistic tractography in vitro in pigs (Dyrby et al., 2007) and macaques 

(Donahue et al., 2016; Jbabdi et al., 2013), with the latter two studies using the same probtrackX 

algorithm as the current study (Behrens et al., 2007). We have extended these validations with a 

between-species comparison (Figure 1.4). 

Of the several families of dMRI tractography algorithms available, we selected local, 

probabilistic tractography (Behrens et al., 2007). The WU-Minn HCP makes available the 

bedpostX precursor files and creating a probabilistic tractography connectome was always a 

stated component of the WU-Minn HCP project (Van Essen et al., 2013; Van Essen and Ugurbil, 

2017). That such a connectome has not yet been released for these data may be due to the 

immense computational challenge of performing these analyses at the scale of the HCP. An 

advantage of probabilistic tractography is its sensitivity to minor, or low-probability connections. 

Deterministic dMRI tractography connectomes typically have low network densities, e.g. 0.18 

(Mori et al., 2008) or 0.23 (Cui et al., 2019), when compared to histological fiber tracing in 

macaques, 0.66 (Markov et al., 2014), and this is likely a lower bound as such tracing is subject to 

false-negatives due to imperfect dye uptake and incomplete cortical sampling. This suggests 

the deterministic dMRI connectomes are missing weaker connections. On the other hand, dMRI 

in general and probabilistic tractography in particular has been found vulnerable to false-

positive connections (Maier-Hein et al., 2017). This exchange of specificity for sensitivity (Sarwar 

et al., 2019; Zalesky et al., 2016) is consistent with our very high group-average network density of 

1.0 and the likely presence false-positive connections, and is thus an important caveat to the 

data presented here. In cases where false-negative connections are less concerning than false-

positive connections, such as topological analyses (Zalesky et al., 2016), subsequent users of 
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these data may opt to threshold the connectivity matrix by either connection strength or 

consistency (Roberts et al., 2017), see Figure 1.3.  

When constructing this connectome, we divided the cortex into 180 parcels per 

hemisphere following the HCP-MMP1.0 atlas (Glasser et al., 2016). To ease interpretation, we 

further organized the parcels into 10 functional networks modified from (Ji et al., 2019). These 

networks were created by applying iterative Louvain clustering (Blondel et al., 2008; Rubinov 

and Sporns, 2010) and other criteria to HCP resting state fMRI data. While these fMRI-defined 

network definitions correspond reasonably to the structural connections reported here, there are 

exceptions. The operculum and temporoparietal junction, in particular, appears to be a 

structurally distinct area that has been folded into several functional networks (Ji et al., 2019). 

However, this contiguous region forms the lateral salience network in (Barnett et al., 2020) which 

similarly applied a very similar methodology to a non-HCP cohort. Like many cortically-focused 

studies, we used a surface-based methodology to define these areas, with seed and target 

regions constrained to the white-matter – gray-matter interface. This approach reduces the 

overrepresentation of major bundles (Jeurissen et al., 2019), enables the automated assessment 

based on inter-subject homology (Fischl et al., 1999), facilitates comparison to other cortical 

datasets, and is true to the anatomical nature of the cortical ribbon. Unfortunately, the 

subcortex and cerebellum are omitted in this analysis, as are short-range, often unmyelinated, 

intra-parcel connections. While the inclusion of the thalamic radiations, in particular, is a merited 

future extension of this connectome, the small size of subcortical structures relative to diffusion 

imaging voxels, the nuclear (as opposed the sheet-like) organization of subcortical structures, 

and complex geometry of the subcortical white matter — gray matter interface (e.g. the 

internal medullary lamina of the thalamus), all render the challenges and methods for obtaining 

subcortical tractography substantially distinct from those of cortico-cortico tractography. 

The HCP-MMP1.0 atlas used was selected because of its wide adoption, symmetry, and 

high parcel count. Furthermore, the parcels are based on multiple functional and anatomical 
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criteria and are consistent with previous functional parcellations in human and non-human 

primates (Felleman and Van Essen, 1991; Glasser et al., 2016). Because the parcels are relatively 

small and informed by function, erroneous averaging of disparate connections, a connectomic 

extension of the partial volume artifact, is minimized. However, this comes at the cost of non-

uniformity in both parcel area and shape. Methodologically, parcels are assembled from 

vertices on the tessellated cortical surface. A future vertex- or voxel-based connectome, while 

computationally challenging, would have the distinct advantage of being readily reformulated 

into any arbitrary surface-based parcellation scheme.  

We found that pairwise connectivity between cortical parcels exhibits an exponential 

decay rule with respect to fiber tract distance with a length constant λ of ~23 mm (~33 mm for 

callosal connections). While a tight exponential relationship between probabilistic diffusion 

tractography strength and fiber length has been previously reported, (Roberts et al., 2016), this 

study did not report the observed λ or release its data. Histological studies in non-human 

primates (Donahue et al., 2016; Markov et al., 2013; Theodoni et al., 2021) consistently show 

exponential connectivity decay with distance. Such a rule when combined with a roughly 

Gaussian distribution of interareal distances explains the observed log-normal distribution of 

connectivity strength (Markov et al., 2013). Histological data indicate a λ of about 3.33 mm for 

marmosets (Theodoni et al., 2021) and 5.55 mm for macaques (Markov et al., 2013). Across 

species, there appears to be a linear relationship between the logs of λ and total gray matter 

volume, predicting a human λ of 10 mm (Theodoni et al., 2021). While methodological 

differences between diffusion and histological tractography cannot be completely ruled out, 

Donahue and colleagues found similar λ for the two methods in macaques (Donahue et al., 

2016). Our results suggest that, compared to other species, human cortical areas are 

exceptionally well connected relative to their cortical volume, reflected in a disproportionately 

long λ. Conservatively restricting the exponential fit to only the most consistent quintile of 
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connections (Figure 1.3D) yields a λ of ~28 mm, further accentuating the proportional long-

range hyperconnectivity of humans.  

Geometric scaling strongly constrains cortico-cortical connectivity in humans. 

Considering primate brains increasing in diameter d, volume and number of cortical neurons 

increases by d3,(Ventura-Antunes et al., 2013), so arriving at a constant probability of 

connection between any two neurons would require d6 axons, and since they would need to 

be about d times as long, this would require a volume proportional to d7, or more if axonal 

diameter is increased to maintain a relatively constant latency of communication (Wang et al., 

2008). However, the actual white matter volume is less than d4 (Zhang and Sejnowski, 2000), and 

consequently the probability of cortico-cortical connectivity must be highly limited in humans. 

The relatively long λ in humans we report reduces even further the number of connections which 

can be accommodated within the available white matter volume. A consequence of fewer but 

longer connections would be reduced metabolic cost, inasmuch the cost of an action potential 

is 1/3 axonal transmission (proportional to length) and 2/3 synaptic transmission (Lennie, 2003). 

The low firing rate of human pyramidal cells (Chan et al., 2014) would also reduce the metabolic 

cost of their axons. These observations are consistent with the proposal that the metabolic costs 

of cortico-cortical connections may help constrain their organization in the primate brain 

(Ercsey-Ravasz et al., 2013). Given this strong correlation of connection strength with distance, as 

well as the bias of tract-tracing techniques toward shorter, less geometrically complex 

connections (Jeurissen et al., 2019), there may be some merit in regressing out the effect of tract 

length when evaluating the relative connectivity of different cortical areas. However, the 

considerations enumerated above imply a strong evolutionary selection to place cortical 

parcels which require high connectivity to perform their calculations to be situated in direct 

physical proximity to each other. The patterns of relatively long distance connectivity identified 

here thus must be viewed as minor deviations from an overall strong tendency favoring local 
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connectivity, a conceptualization consistent with the view of the cortex as a spatially 

embedded small world network.  

One striking deviation from the distance-based connectivity was the left-lateralized 

hyper-connectivity between language areas, and specifically between posterior and anterior 

language areas. This connectivity presumably passes, completely or in part, through the classical 

language pathways (reviewed in (Dick and Tremblay, 2012)). The lateralization we observed 

may then reflect that of the arcuate and inferior longitudinal fasciculi which connect the same 

structures and show significant left lateralization in humans but not macaques (Eichert et al., 

2019; Panesar et al., 2018). Left-lateralization of the arcuate fasciculus develops late (Lebel and 

Beaulieu, 2011), and is sensitive to the presence, quality and quantity of early language 

experience (Cheng et al., 2019; Romeo et al., 2018). More generally, many of the connectivity 

patterns observed here could be the indirect result of co-activation of the connected parcels 

(Mount and Monje, 2017). The left-lateralized ipsilateral connectivity may be compensated by a 

relative lack of callosal connections from the same areas, under the hypothesis that the total 

connectivity is constrained. 

A more general factor that might induce deviations from a distance-based connectivity 

rule may be the principle of hierarchical organization. It has been proposed that distant areas 

with similar laminar properties, and thus of similar hierarchical order may have privileged 

connections (Barbas, 2015). Across the entire cortex we find that myelination similarity explains a 

significant but small amount of the overall variance. However, there are regions where the 

influence of hierarchical position is more pronounced including the right dorsal attention and left 

auditory/language networks. The observed hyperconnectivity and high degree of lateralization 

in these regions may be a consequence of the low-latencies necessary for the functions they 

underly. More broadly, the effects of transmission latency constraints on neuroanatomy and 

conduction delay on large-scale physiological recordings are an emerging area of study in 

human neuroscience (Muller et al., 2018). Latency is a hybrid structural–functional property of 
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connectivity, and might in future be quantified using the latency of cortico-cortical evoked 

potentials (CCEP).  

By emphasizing the cortical connectivity matrix over the white matter bundles per se and 

organizing the matrix into the widely adopted HCP-MMP1.0 atlas (Glasser et al., 2016), the 

structural connectome reported here enables ready comparison to other structural, functional, 

and hybrid connectomes. As an example, we compared the probabilistic tractography 

connectivity to exist resting-state fMRI (rs-fMRI) (Van Essen et al., 2013) and CCEP (Trebaul et al., 

2018) connectivity matrices and found that our dMRI-inferred structural connectivity better 

reflects CCEP probability than rs-fMRI connectivity in both linear and network-theoretic 

comparisons, despite the dMRI and rs-fMRI cohorts being highly overlapping. This is not 

unreasonable, as functional correlations are to varying degrees neurobehavioral state-

dependent and far more spatiotemporally dynamic than structural connections. Furthermore, 

although resting-state functional connectivity is constrained by anatomical networks and can 

be partially predicted by them (Honey et al., 2009), indirect connections or parallel processing of 

stimuli in different areas can produce correlated activity even in the absence of direct 

anatomical connections. One notable example of the latter may be inter-hemispheric 

connectivity. While we did find hyperconnectivity between inter-hemispheric homologs when 

compared to other callosal connections, anatomical interhemispheric connectivity on the 

whole is much weaker than found in rs-fMRI. CCEPs, being directed by clinical requirements, 

have poor inter-hemispheric sampling, but we found that even among ipsilateral connections, 

rs-fMRI is still less similar to CCEP than probabilistic tractography. These inter-modal connectivity 

comparisons are not intended to be comprehensive. The HCP cohort also includes source-

localized resting-state magneto-encephalography (MEG) (Larson-Prior et al., 2013), which could 

be used to examine the degree to which the functional connectivity of various frequency bands 

corresponds to anatomical connectivity. Furthermore, neuropsychological metrics, including the 

NIH toolbox (Gershon et al., 2013), and genotypic data (dbGaP phs001364.v1.p1) are also 
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available for this cohort, enabling future studies of the interplay between cortical connectivity, 

cognition, and genetics. 

The Human Connectome Project was a scientific undertaking of visionary scope and 

ambition. Its commitment to open science and accessibility of data by the public enabled this 

study and will continue to facilitate further studies for years to come. Emerging clinical 

applications of brain connectomics will be underpinned by a strong base of normative data for 

comparison. The whole-cortex probabilistic diffusion tractography connectome reported here 

fulfills a key goal outlined in the project’s conception and we hope it will empower yet further 

study of the myriad and beautiful web of connectivity that the human brain embodies. 
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CHAPTER 2: AN ESTIMATION OF THE ABSOLUTE NUMBER OF AXONS INDICATES THAT HUMAN 
CORTICAL AREAS ARE SPARSELY CONNECTED 

 

Abstract  

The tracts between cortical areas are conceived as playing a central role in cortical 

information processing, but their actual numbers have never been determined in humans. Here 

we estimate the absolute number of axons linking cortical areas from a whole-cortex diffusion-

MRI (dMRI) connectome, calibrated using the histologically-measured callosal fiber density. 

Median connectivity is estimated as ~6200 axons between cortical areas within-hemisphere and 

~1300 axons inter-hemispherically, with axons connecting functionally-related areas surprisingly 

sparse. For example, we estimate that <5% of the axons in the trunk of the arcuate and superior 

longitudinal fasciculi connect Wernicke’s and Broca’s areas. These results suggest that detailed 

information is transmitted between cortical areas either via linkage of the dense local 

connections or via rare, extraordinarily privileged long-range connections. 

Introduction  
The major tracts connecting cortical areas have long been central to models of 

information-processing in the human brain (Geschwind, 1965). Such models have been refined 

and applied to development and disease with the advent of diffusion-MRI or dMRI (Assaf et al., 

2019). However, dMRI only provides relative connectivity, not the absolute number of axons. 

Relative connectivity is very useful in many circumstances but more constraints would be 

possible if the absolute number of axons connecting different cortical areas could be estimated. 

Here we describe and apply a novel method for translating from dMRI-derived streamlines to 

axon counts. 

The ratio between these two measures is obtained by comparing the number of 

streamlines pass through the corpus callosum to the number of axons, as measured with 

histology. The corpus callosum is uniquely well-suited for this purpose. Electron microscopy (EM) 

can be used to unambiguously count the total number of callosal axons because the limits of 

the callosum are well-defined, axons are aligned, and sections can be cut perpendicular to 
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their axis. Likewise, dMRI-derived streamlines can be unambiguously and exhaustively assigned 

to the callosum because the source and destination of all axons passing through the callosum 

as a whole are well-defined. In contrast to the ipsilateral fiber tracts, in which the majority of 

axons enter or leave the tract at point between the fascicular terminals, commissural axons must 

all be connecting the two hemispheres. Fortunately, despite these differences, the mean and 

variability of cross-sectional axon density of the corpus callosum is quite similar to that of 

telencephalic white matter in general (Aboitiz et al., 1992; Zikopoulos et al., 2018; Zikopoulos and 

Barbas, 2010), permitting the streamline:axon ratio calculated from callosal fiber to be applied 

to intra-hemispheric connections. 

It has long been recognized that as the number of cortical neurons increases, 

maintaining the same probability of connectivity between neurons would require that axon 

number increase approximately with the square of neuron number, and this would require too 

much volume, impose an unsustainable metabolic load (Bullmore and Sporns, 2012), and 

actually decrease computational power due to conduction delays (Hofman, 2014). The 

consequent imperative to minimize long distance cortico-cortical fibers has been posited to be 

reflected in exponential decline in cortical connectivity with distance (Markov et al., 2013), and 

to be partially compensated for with a small-world graph architecture (Bassett and Bullmore, 

2017), granting special properties to rare long-distance fibers in a log-normal neural physiology 

and anatomy (Buzsáki and Mizuseki, 2014). However, this organizing principle is rarely explicitly 

addressed in terms of individual axon counts, nor in a manner both granular and exhaustive with 

respect to cortical areas. In our histologically calibrated dMRI-derived estimation of this 

intercortical axon counts, we find that the widespread cortical integration implied by behavioral 

and mental coherence, and routinely observed in widespread physiological synchronization, 

belies a surprising small absolute number of long-range axons connecting cortical areas. 

Materials and Methods 
The basic principle of our method is very simple. Given a dMRI-based measure of total inter-

hemispheric connectivity in arbitrary units and the physical number of axons traversing the 
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corpus callosum, the conversion factor between the two can be obtained by dividing the first 

by the second. Specifically, we started with the total inter-hemispheric tractography strength 

reported in our dMRI connectome of the Human Connectome Project (HCP) cohort (Rosen and 

Halgren, 2021). For each individual, the cross-sectional area of the corpus callosum was 

obtained using the standard FreeSurfer structural MRI pipeline (Fischl, 2012a). Multiplying this 

number by a histologically ascertained callosal fiber density (Aboitiz et al., 1992) yields an 

estimate of the number of axons traversing an individual’s corpus callosum. Dividing this count 

by individuals’ inter-hemispheric dMRI streamline value yields the conversion ratio from the 

arbitrarily-scaled dMRI metric to the absolute number of axons. Note that this procedure is 

independent from the scale of the dMRI metric, requiring only that it be proportional to the 

absolute number of fibers. A moderate proportionality has been observed in comparisons of 

dMRI and retrograde tracing in macaque (Donahue et al., 2016; van den Heuvel et al., 2015). 

Therefore, while the ratio itself is study-specific, the procedure can be applied to any dMRI 

tractography method or parameter set, provided that the dMRI method returns a continuous 

distribution of connectivity values and has reasonably similar sensitivity to callosal and ipsilateral 

fiber tracts. To demonstrate this, we repeated the analysis using data from an alternate 

tractography of the HCP cohort (Arnatkeviciute et al., 2021). Figure source data for all figures 

can be found at https://doi.org/10.5281/zenodo.6097026. 
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Figure 2.1 The number of axons estimated to interconnect the 360 cortical parcels of the HCP-
MMP1.0 atlas. (A) Connectivity matrix of intra-hemispheric axon counts, averaged across the 
two hemispheres. Parcels are ordered into 10 functional networks. (B) Histograms showing the 
distribution of inter- and intra-hemispheric pairwise axon counts. Physically adjacent and non-
adjacent parcel pair intra-hemispheric histograms are stacked. Median connectivity, indicated, 
is ~6,200 axons between cortical areas in the same hemisphere, and ~1,300 inter-
hemispherically. (C) Comparison of intra- and inter-hemispheric dMRI connectivity as a function 
fiber tract distance. Pairwise values averaged within 15 fiber-length bins. Shading shows 
bootstrapped 95% confidence intervals. (D-F) axon counts and densities averaged across the 
two hemispheres and visualized on the left fsaverage template cortex (Fischl, 2012). (D) total 
axons connecting each parcel to all others. (E) axons connecting each parcel to all others, 
normalized by the reference parcel’s area. (F) axons connecting the hippocampus to the rest of 
the cortex, normalized by the area of the cortical parcel, shown in log scale.  
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Results 
Our previous dMRI study (Rosen and Halgren, 2021) includes estimated tractography 

streamlines between all 360 parcels of the HCP-MMP1.0 atlas (Glasser et al., 2016) for each of 

the 1,065 individuals in the HCP dMRI cohort. The sum connectivity between the 180 left 

hemisphere cortical parcels and the 180 right (1802 parcel pairs) constitutes the total callosal 

connectivity, on average 1.25x108 streamlines. Based on our assumed fiber density of 3.7x105 

axons/mm2 (Aboitiz et al., 1992) and measured callosal cross-sectional area (mean = 

689.45mm2), we estimate this cohort to have 2.6x108 callosal fibers on average. The mean 

quotient between these two quantities is 2.00 axons-per-streamline, a ratio specific to the dMRI 

methodology and parameters used. 

Applying the conversion factor to the inter-parcel connectivity from our prior study yields 

an estimate of the absolute number of axons connecting different cortical areas (Figure 2.1A), 

2.43x109 axons in total. This implies that <22% of the ~11.5x109 cortical pyramidal cells (Azevedo 

et al., 2009; DeFelipe and Fariñas, 1992) project outside their parcel with the remainder being 

short-range horizontal or U-fibers. Furthermore, because 51% of inter-areal axons are to adjacent 

areas, <11% of pyramidal cells project beyond the adjacent parcel. Axons are approximately 

log-normally distributed among non-adjacent parcel pairs, with adjacent pairs having 

disproportionally high axon counts (Figure 2.1B). Median connectivity is ~6,200 axons between 

cortical areas in the same hemisphere, and ~1,300 inter-hemispherically. The number of axons in 

the median inter-hemispheric connection is ~20% of that in the median intra-hemispheric 

connection, similar to that found with histological tracing in macaques (Barbas et al., 2005). The 

number of callosal axons is not significantly affected by subject sex, though subjects ages 26-30 

have slightly more inter-hemispheric axons than subjects ages 22-15. This sparse long-range 

connectivity is consistent with its exponential fall-off measured with dMRI in humans and 

histologically in other mammals (Markov et al., 2013; Rosen and Halgren, 2021) and with previous 

statistical estimates based on traditional neuroanatomy (Schüz and Braitenberg, 2002). In 



46 
 

 

Figure 2.2 Replication results. Results obtained by repeating the analysis using an alternative 
tractography dataset (Arnatkeviciute et al., 2021) (A) Connectivity matrix of intra-hemispheric 
axon counts, averaged across the two hemispheres. Parcels are ordered into 10 functional 
networks. (B) Histograms showing the distribution of inter- and intra-hemispheric pairwise axon 
counts. Physically adjacent and non-adjacent parcel pair intra-hemispheric histograms are 
stacked. Median connectivity, shown in gray, is ~2,500 axons between cortical areas in the same 
hemisphere, and ~300 inter-hemispherically. Parcel pairs with zero axons connecting them are 
represented by the bars left of the y-axis. (C) dMRI connectivity as a function fiber tract 
distance. Pairwise values averaged within 15 fiber-length bins. Shading shows bootstrapped 95% 
confidence intervals. (D-F) axons counts and densities averaged across the two hemispheres 
and visualized on the left fsaverage template cortex (Fischl, 2012). (D) total axons connecting 
each parcel to all others. (E) axons connecting each parcel to all others, normalized by the 
reference parcel’s area. (F) axons connecting the hippocampus to the rest of the cortex, 
normalized by the area of the cortical parcel, shown in log scale.  
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comparison to the number of axons that would be necessary for complete interconnectivity of 

neurons in different cortical areas with each other, the estimated number is ~1011 times smaller. 

Our method requires that dMRI-tractography performs in a roughly similar manner when 

applied to intra- versus inter-hemispheric connections. We evaluated this similarity by comparing 

linear regressions of distance-matched log-transformed streamlines, and found no difference 

between the slope or intercept of inter- and intra-hemispheric connections (Figure 2.1C); within 

the common distance domain a paired r-test showed no difference in correlation, p = 0.58. The 

total count of a parcel’s axons to or from all other areas is much less variable when normalized 

by the parcel’s area (Figure 2.1D,E). Multiplying the total number of fibers by the effective fiber 

cross-sectional area (the inverse callosal packing density, 2.7x10-6 mm2/axon) yields 6.6x103 mm2 

of cortex or 3.7% of the total white-gray interface. Note that the effective axonal area includes 

myelin, supporting cells and intercellular space in addition to the axon proper. The cross-

sectional packing density of human prefrontal white matter is quite similar to callosal values with 

an average of 3.5x105 myelinated axons/mm2 (Zikopoulos and Barbas, 2010) after correction for 

tissue shrinkage, and this varies among prefrontal regions by a less than factor of 2 (Zikopoulos et 

al., 2018). The percent of fiber-allocated cortical area is quite similar to the ~4% of total cortical 

fibers Schüz and Braitenberg estimated (Schüz and Braitenberg, 2002) are contained in the 

corpus callosum and long fascicles. The remaining ~95% of the cortical gray-white interface 

area is likely occupied by the short range U-fiber system which is difficult to assess with dMRI.  

We estimated the fraction of axons traversing the entire length of the arcuate / superior 

lateral fasciculus (AF/SLF) between termination fields centered on Broca’s and Wernicke’s areas. 

The total number of AF/SLF axons was derived by multiplying the tracts’ cross-sectional areas by 

mean axon density of ipsilateral tracts. Using published estimates of the cross-sectional areas of 

160.6 mm2 and 51.5 mm2 for the left and right AF and 213.8 mm2 and 174.4 for the left and right  
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Figure 2.3 Arcuate / superior lateral fasciculus termination fields. In order to estimate the fraction 
of tract axons that travel the entire length of the tract, it’s termination fields, centered on Broca’s 
and Wernicke’s areas, were manually defined in terms of HCP-MMP1.0 parcels according to 
consensus definitions (Tremblay et al., 2016). (A) Conservative definitions where the anterior 
termination field, in teal, is composed of parcels 44, 45, 6r, IFSa, IFSp, and FOP4 and the posterior 
termination field, in yellow, is composed of parcels PSL, RI, STV, and PFcm. For this definition trans-
terminal axons account for 0.6% and 0.8% of tract axons in the left and right hemispheres. (B) 
Liberal definitions in which parcels 47l and p47r were added anteriorly and parcels PF, PFm, and 
PGi were added posteriorly, resulting in trans-terminal axons accounting for 1.9% and 2.9% of 
tract axons in the left and right hemispheres. Gray lines indicate the approximate locations at 
which the tract diameter, used to estimate the total number of tract axons were ascertained 
(Yeh, 2020).  
 

SLF (Yeh, 2020), and a shrinkage-corrected axon density of 3.5x105 axons/mm2 (Zikopoulos and 

Barbas, 2010), yields a total of 1.3x108 and 0.8x108 axons in the left and right AF/SLF. These values 

were compared to the number of tractography-derived axons connecting AF/SLF termination 

fields (Glasser et al., 2016) according to consensus definitions from reference (Tremblay and 

Dick, 2016), see Figure 2.3. When the anterior termination field, centered on Broca’s area is 

defined as HCP-MMP1.0 parcels 44, 45, 6r, IFSa, IFSp, and FOP4 and the posterior termination 

field, centered on Wernicke’s area as parcels PSL, RI, STV, and PFcm, trans-terminal axons 

account for only 0.6% and 0.8% of tract axons in the left and right hemispheres. If the termination 
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fields are liberally expanded to also include parcels 47l and p47r in Broca’s and parcels PF, PFm, 

and PGi in Wernicke’s then these percentages increase to a still modest 1.9% and 2.9% of total 

tract axons. Please note that in this calculation all axons between Broca’s and Wernicke’s areas 

are assumed to pass through the AF/SLF; to the degree that some pass outside the AF/SLF, our 

estimates should be decreased. 

 

 

The volume of hemispheric white matter (WM) occupied by axons between cortical 

parcels is equal to the sum of all axons’ lengths multiplied by their cross-sectional areas. The 

mean fiber tract lengths of connections were taken from our prior dMRI analysis (Rosen and 

Halgren, 2021). For the effective cross-sectional area of axons we again assumed an effective 

cross-sectional area equivalent to the inverse of the callosal fiber density (Aboitiz et al., 1992). So 

calculated, the volume occupied by cortico-cortical and hippocampo-cortical fibers is 4.3x105 

mm3, or about 96% of the total MRI-assessed WM volume. This implies that the number of long-

range fibers cannot be larger than our estimate unless the axon density calculated from the 

corpus callosum histology is mistakenly low, but this is a linear effect that would need to be 

unrealistically inaccurate for it to change our main conclusions. Another possibility is that axon 

density was correctly measured for the corpus callosum but is higher for intra-hemispheric fibers 

and the number of axons per streamline is higher intra- than inter-hemispherically. These both 

need to be the case because there is no space available in the hemispheric white matter to 

contain more axons unless they are smaller. However, the histological data indicates that axonal 

density is approximately the same intra- and inter-hemispherically (Aboitiz et al., 1992; Zikopoulos 

and Barbas, 2010) and the comparison of distance-matched streamlines (Figure 2.1C). suggests 

that the number of axons per streamline intra- and inter-hemispherically is also approximately 

equal. The remaining WM volume may seem insufficient for connections with subcortical 

structures. However, the major subcortical structures known to communicate with the cortex 
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(thalamus, amygdala, striatum, nucleus basalis, locus coeruleus, etc.) contain, in sum, less than 

1% of the number of cortical neurons (Arcelli et al., 1997; Avino et al., 2018; Xuereb et al., 1991). 

Even under the unlikely assumption that all excitatory thalamic neurons project to the cortex 

with a density across all cortical parcels proportionally to their area, their axons would only 

comprise ~4% of the total WM volume. 

We conducted a series of simulations examining the consequences of possible errors in 

axonal packing density and axon-to-streamline ratio. As noted above, these parameters are co-

constrained by the physical volume available for white matter. At our derived ratio and 

assumed packing density, the volume of inter-areal axons is just under the observed total white 

matter volume. Large net errors in the assumed packing density would result in total inter-areal 

axon volumes that are inconsistent with the hemispheric white matter volume, a value that is 

well established. Consequently, in our simulations, axonal packing density and axon-to-

streamline ratio were reciprocally changed in order to maintain a constant total cerebral white 

matter volume. Since our parameter estimates are based primarily on fibers passing through the 

callosum, which are longer in general than intra-hemispheric fibers, parameter inaccuracies are 

more likely for short fibers. In order to evaluate the effect of such inaccuracies, we first simulated 

the effect of assuming that dMRI sensitivity is systematically reduced (and thus axon count 

underestimated) for shorter fibers. Uniformly doubling the number of axons with lengths < 40 mm 

in this way yields only a 37.5% increase in the total number of inter-areal axons, and because 

rank-order of observations is not altered the median axon counts are unchanged. Conceivably, 

our parameter estimates are accurate for the longest fibers (which tend to pass through the 

callosum) but are progressively less accurate for shorter inter-areal distances. Consequently, we 

simulated assuming that our packing density and dMRI sensitivity estimates at the longest fiber 

lengths were as in our base model, and then increased the dMRI streamline-to-axon ratio linearly 

as the fibers got shorter. Axon density was adjusted to maintain white matter volume constant. 

Even with unrealistically large systematic and matched errors in the two estimates, median inter-
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areal axon count are only modestly increased. For example, adjustments resulting in twice the 

axon density and half the sensitivity of dMRI to axons at short inter-parcel distances increase the 

median number of inter-parcel axons by only ~36%. As reviewed below, errors in inter-areal axon 

count due to miss-estimation of axonal packing density are likely to be relatively unbiased with 

respect to inter-areal fiber length, and reported measures vary less than a factor of two. Our 

simulations indicate that such errors would have only marginal effects on the median number of 

inter-areal axons.  

In order to demonstrate that the key principles and findings of this report are robust to the 

details of tractography procedure, we repeated our analysis on the tractography data of 

Arnatkeviciute and colleagues (Arnatkeviciute et al., 2021). These data consist of a 972 subject 

subset of the HCP cohort and use the same parcellation but a different method to reconstruct 

the fiber streamlines. These data contain fewer streamlines and the estimated numbers of axons 

per connection are broadly comparable, being somewhat fewer but within an order of 

magnitude of our primary estimate with medians of ~1100 and ~130 axons for pairwise intra- and 

inter-hemispheric connections between cortical areas (Figure 2.2), i.e., even more sparse than 

those calculated from our tractography data. These data confirm that, independent of 

tractography procedure, cortical areas are sparsely connected.  

  
Discussion 
 In this study we estimated the absolute number of axons interconnecting cortical areas 

by calibrating dMRI-based tractography using the histologically ascertained cross-sectional fiber 

density of the corpus callosum and found that long-range cortico-cortical connections are quite 

sparse. Our method depends on histological estimates of callosal axon packing density and 

leverages the unique properties of the callosum. It assumes proportionality between the number 

of axons connecting two areas and the number of dMRI tractography streamlines for the areal 

pair, and it assumes approximate parity between dMRI sensitivity to inter- and intra-hemispheric 

connections. In order to estimate the volume occupied by inter-parcel cortico-cortical 
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connections, we make the further assumption that the effective axonal packing density is 

reasonably uniform across the hemispheric white matter.  

Although there are few reports of axonal density in the corpus callosum (Aboitiz et al., 

1992; Liewald et al., 2014), they are consistent with each other and with reports of axonal density 

of intra-hemispheric tracts (Zikopoulos and Barbas, 2010). Our study relies on the data reported 

by Aboitiz et al. (Aboitiz et al., 1992), because it is the most systematic count of which we are 

aware. There is a later study, (Liewald et al., 2014), which provides a value only slightly lower, 

2.83x105 vs 3.7x105 axons/mm2 after correction for tissue shrinkage (Schüz and Palm, 1989). 

However, since this later study was primarily a survey of axon diameter with packing density only 

incidentally recorded, it is conceivable that density values derived from could be small 

underestimates. Mis-estimated tissue shrinkage is possible but likely to be <10% and callosal areas 

were measured with a well-validated and widely-used in vivo method (Fischl, 2012a). The axon 

count estimate does not require that the packing densities of the corpus callosum and ipsilateral 

white matter be the same, but rather the lesser assumption that the axon to dMRI streamline 

ratio be reasonably uniform across the various instances of long distance cortico-cortical 

connectivity. However, if the packing densities of ipsilateral and callosal long distance 

connections are also similar then the total hemispheric white matter volume provides an 

absolute constraint on the number of long distance connections, and this provides a powerful 

validation of our estimate.  

The literature provides converging evidence that the fiber packing density of white 

matter varies by at most a factor of 2 across the cortex, including the corpus callosum. A 

histological study of human cortex found only a 7% difference in the axon densities of the 

callosum versus the superior longitudinal and inferior occipitofrontal fasciculi (Liewald et al., 

2014). Zikopolous and Barbas (Zikopoulos and Barbas, 2010) found that the cross-sectional 

packing density of human prefrontal white matter is remarkably similar to callosal values with an 

average of 3.5x105 myelinated axons/mm2 after correction for tissue shrinkage and that this 
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varies among prefrontal regions by a less than factor of 2 (Zikopoulos et al., 2018). In addition, 

while dMRI-based estimates of axon density and caliber are imperfect, they suggest that axon 

density varies by less than 2-fold both between major ipsilateral tracts and within each tract 

along their length (De Santis et al., 2014). While packing density is not directly equivalent to axon 

caliber, the two are likely inversely related. Axon diameter, as estimated with dMRI, varies by 20% 

among ipsilateral tracts and by at most a factor of 2.2 among white matter voxels, including 

those of the corpus callosum (Fan et al., 2020; Huang et al., 2020). Overall, distributions of dMRI-

derived axon diameter for the callosum (Horowitz et al., 2015) and whole cerebrum (Fan et al., 

2020) are similar with the bulk of values between 2.5 and 5 µm. Histological measurements in 

macaques concur that axon diameters are very similar within the callosal and non-callosal 

segments of major fasciculi and vary by less than 2-fold across the cortex (Tomasi et al., 2012). 

Furthermore, even this limited variation in diameter is not systematically dependent on the 

length of axons but rather on their regions of origin and termination (Innocenti et al., 2014). 

Concerning dMRI- to-axon-count proportionality, it has been shown that there is a 

moderate linear correlation between dMRI-traced streamlines and the number of fibers 

identified with histological tracers connecting cortical regions in macaques (Donahue et al., 

2016; van den Heuvel et al., 2015) and a strong correlation in ferrets (Delettre et al., 2019). Based 

on these data, Donahue and colleagues (Donahue et al., 2016) concluded that dMRI 

tractography was capable of quantitively describing cortico-cortical white matter tracts with 

approximately order-of-magnitude precision using a high-quality dataset such as the HCP. In line 

with previous statistical estimates of whole-cortex axon counts based on traditional 

neuroanatomy (Schüz and Braitenberg, 2002), the numbers of axons in pairwise connections are 

probably correct within an order of magnitude. Estimates of this precision are useful as we find 

that that inter-areal connectivity derived from dMRI varies over more than seven orders of 

magnitude. 
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While we derive a single dMRI-to-axon count factor, it is likely that the true conversion 

ratio varies somewhat among connections due to local microstructural differences other than 

axon count such as axon caliber, packing density, or myelination. However, the major fasciculi 

(including the corpus callosum) have similar axon calibers and packing densities, varying by only 

a factor of ~2 across the cortex when examined in humans histologically (Liewald et al., 2014; 

Zikopoulos et al., 2018; Zikopoulos and Barbas, 2010) or with dMRI (De Santis et al., 2014; Fan et 

al., 2020; Huang et al., 2020) and histologically in macaques (Tomasi et al., 2012). More 

generally, packing density is a function of local cellular interactions, especially with 

oligodendrocytes, and because these are the same in the corpus callosum and intra-

hemispheric white matter, the a priori expectation is that packing density would be similar, as 

histological data supports. Myelination has only a modulatory effect on dMRI-detected 

anisotropy, with most of the effect derived from axonal membranes (Beaulieu, 2002). 

Nevertheless, microstructural variation in dMRI-to-axon count ratio may be a source of noise in 

our estimates. Our simulations of miss-estimation of dMRI-to-axon ratio and packing density show 

that these errors only marginally affect estimated axon counts and do not alter our conclusions. 

Our findings were also similar when we repeated our analysis on an alternative, somewhat 

sparser dMRI tractography dataset (Arnatkeviciute et al., 2021), demonstrating that the details 

of the tractography algorithm do not affect the overall tenor of our results. While the scope of 

this study is limited to long-range fibers, we note that shorter, more superficial U-fibers are 

systematically less myelinated and of lesser caliber than their inter-areal counterparts (Zikopoulos 

et al., 2018) and therefore the procedure outlined here may require modification before being 

applied to them. 

As previously stated, this methodology assumes a reasonable degree of parity in the 

sensitivity of the dMRI tractography to intra- and inter-hemispheric fiber tracts. Consistent with 

this assumption, we found little difference between distance-matched dMRI connectivity for 

callosal versus ipsilateral connections. If callosal axons were more easily detectable, this would 
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be reflected as an upward displacement of the inter-hemispheric trace (blue) above the intra-

hemispheric trace (green) across the entire distance domain in Figure 2.1C, which is not evident. 

This parity is perhaps unsurprising because over most of their trajectories, inter-hemispheric fibers 

are subjected to the same crossing fiber issues as intra-hemispheric. Specifically, the corpus 

callosum is a distinct tract for only about 15-35 mm, but its fibers range in length up to about 300 

mm. Thus, the fraction of an inter-hemispheric tract that resides within the callosum is inversely 

proportional to its total length. Consequently, if there were enhanced detection of callosal fibers 

as streamlines by dMRI, one would expect the inter-hemispheric (blue) trace in Figure 2.1C to be 

elevated primarily at short fiber lengths and depressed at long fiber lengths, resulting in a 

noticeably steeper slope for the inter-hemispheric than the intra-hemispheric trace, which is not 

observed. These data support the applicability of the scaling factor derived from inter-

hemispheric fibers to intra-hemispheric fibers. 

The corpus callosum was used to calibrate the estimate because of its unique properties: 

it has a well-defined cross-sectional area, more than ~99% of inter-hemispheric cortico-cortical 

axons are routed through it (Aboitiz et al., 1992; Highley et al., 1999), and essentially no fibers 

leave or enter the tract between the two hemispheres. This is in sharp contrast to non-

commissural fasciculi. While it may be commonly assumed that within major cortical fasciculi the 

majority of axons terminate or originate at the ends of the tract and thus carry information along 

its entire length, an alternative conception is that these large bundles are composed mostly of 

axons shorter than the total fascicular length which enter and exit the tract at various points. By 

analogy, the former assumption likens a tract to a tunnel, where all traffic is trans-terminal, 

whereas the latter conceives of tracts as like interstate highways, where very few vehicles travel 

the entire route. In a supplementary analysis we compared these models for the arcuate / 

superior lateral fascicular (AF/SLF) system. The total number of AF/SLF axons was estimated using 

the tract diameters (Yeh, 2020) and packing densities (Zikopoulos and Barbas, 2010) taken from 

the literature. The number of trans-terminal axons was determined by defining termination field 
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parcels centered on restricted and inclusive definitions of Broca’s and Wernicke’s areas 

(Tremblay and Dick, 2016). Depending on the assumptions, only about 1-5% of the axons in a 

middle section of these fasciculi are trans-terminal. These percentages may be over-estimates 

since they assume that all fibers between the posterior and anterior areas travel through the 

AF/SLF. However, even if these values are a 2-fold underestimate, it suggests that only a small 

fraction of the axons in the ipsilateral fasciculi are trans-terminal. The evidence indicates that the 

‘highway’ model is more apt for the ipsilateral fiber tracts and this conception is consistent with 

neural wiring being driven, in large part, by exponential distance rules (Markov et al., 2013). This 

of course, does not apply to the corpus callosum, as there is no inter-terminal cortex to project 

into. 

Importantly, the reconceptualization of major intra-hemispheric tracts as containing few 

fibers connecting their distant terminals is still consistent with the long- and well-established 

impression from blunt dissection (Schmahmann and Pandya, 2007) and dMRI orientation maps 

(Hagler et al., 2009) that the hemispheric white matter is largely composed of well-defined long-

distance tracts. Indeed, we estimate that ~96% of the white matter is composed of inter-areal 

axons. What these observations suggest is that the major tracts arise from the tendency of axons 

to grow in alignment with axons which are already present using established mechanisms of 

adhesion and fasciculation (Spead and Poulain, 2020). Thus axons are free to join tracts at 

various points, and tend to proceed together (fasciculate), but again are free to leave 

whenever they approach their own target. In other words, axons are joined in a given tract 

because they share a direction rather than an origin and destination.  

The inter-areal axon counts we derive here permit other interesting quantitative estimates 

which may inform models of cortical neurophysiology. For example, the connections between 

Wernicke’s and Broca’s areas are thought to integrate receptive and expressive aspects of 

language, but we estimate that there are only ~58,000 axons between the core cortical parcels 

in these regions (parcels 44 and PSL), fewer than two for each word in an average university 
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student’s vocabulary (Brysbaert et al., 2016). Another example where quantitative appreciation 

of direct axonal connections may influence neuro-cognitive models are the hippocampo-

cortical interactions subserving recent memory, which are commonly posited to carry 

information regarding the contents of the memory trace during memory formation, 

consolidation and retrieval. We estimated that areas distant from the hippocampus, notably the 

dorsolateral prefrontal cortex, may be connected to it by <10 axons/mm2 (Figure 2.1F) including 

both efferent and afferent axons, yet hippocampo-prefrontal interactions are considered 

crucial for contextual recall (Jin and Maren, 2015). We estimated the average neural density in 

the cortex as ~92,300 neurons/mm2 by dividing the 16.34x109 cortical neurons (including 

interneurons) from (Azevedo et al., 2009) by the 1.77x105 mm2 mean white—gray surface area of 

the HCP cohort used. If the sparse connectivity suggested by our calculations is correct, it implies 

that hippocampo-dorsolateral prefrontal interactions in memory are likely mediated by 

polysynaptic pathways. 

These constraints encourage consideration of models of cortical function where 

connections are dense but mainly local, i.e. a small world network with intense interconnections 

within modules and sparse projections between them. While this general principle is widely 

accepted, the scale of the vast gulf in absolute connectivity between local and long-range 

connections is startling. This network architecture provides for the wide and efficient distribution 

of information created by local processing within modules (Bassett and Bullmore, 2017; Markov 

et al., 2013). A more uniformly connected cortex would require more white matter, necessitating 

a more voluminous cerebrum and the human cortex is near the limit after which an increase in 

size reduces computational power (Bullmore and Sporns, 2012; Hofman, 2014). Functionally, a 

deep reservoir of weak connections enables a large number of states and eases state transitions 

(Buzsáki and Mizuseki, 2014). Modeling suggests that long range covariance and even synchrony 

can be achieved through activation of multi-synaptic pathways rather than direct connections 
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(Bazhenov et al., 2008; Vicente et al., 2008), and possible signs of these have been observed 

experimentally in humans (Dickey et al., 2022; Mak-McCully et al., 2014). 

While the long-range direct cortico-cortical axons are few in number, we note that axons 

are heterogeneous and that these counts are a limited proxy for true inter-areal connectivity. 

Axons, especially those connecting architectonically similar regions, may have a 

disproportionate impact on the flow of information despite their rarity (Aboitiz et al., 2003; Beul et 

al., 2017; Deco et al., 2021), by virtue of their morphology (e.g. greater diameter, larger 

termination fields, greater axonal arborization, or more numerous en passant varicosities) or by 

molecular synaptic specializations. For example, while only ~5% of the synapses to V1 layer 4 

come from the lateral geniculate body in the macaque (Peters et al., 1994), they have an 

outsized effect on their firing (Chung and Ferster, 1998). The importance of rare inter-module 

connections might also be enhanced if they are focused on a small location within cortical 

parcels (i.e. the rich club (Van Den Heuvel and Sporns, 2011)), but this has not been convincingly 

demonstrated. Lastly, it is useful to note that these quantitative considerations are radically 

different in other species, where the smaller number of cortical neurons and shorter inter-areal 

distances allow greater connectivity between cortical areas, as well as a larger proportion of 

subcortical connectivity (Hofman, 2014).  
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CHAPTER 3: SIMULATING HUMAN SLEEP EEG AND MEG FROM ION CHANNEL AND CIRCUIT LEVEL 
DYNAMICS 

 
Abstract 
 

Although they form a unitary phenomenon, the relationship between extracranial M/EEG 

and transmembrane ion flows is understood only as a general principle rather than as a well-

articulated and quantified causal chain. We present an integrated multiscale model, consisting 

of a neural simulation of thalamus and cortex during stage N2 sleep and a biophysical model 

projecting cortical current densities to M/EEG fields. Sleep spindles were generated through the 

interactions of local and distant network connections and intrinsic currents within 

thalamocortical circuits. 32,652 cortical neurons were mapped onto the cortical surface 

reconstructed from subjects’ MRI, interconnected based on geodesic distances, and scaled-up 

to current dipole densities based on laminar recordings in humans. MRIs were used to generate 

a quasi-static electromagnetic model enabling simulated cortical activity to be projected to the 

M/EEG sensors. The simulated M/EEG spindles were similar in amplitude and topography to 

empirical examples in the same subjects. Simulated spindles with more core-dominant activity 

were more MEG weighted. The model was then refined, to include realistic hierarchical 

corticocortical connectivity with diffusion MRI based distances and conduction delays. This 

refined model produces both slow waves and sleep spindles and biophysical conduction 

models were used to generate synthetic EEG, MEG, and ECoG. Previously published models 

lacked either spindle-generating thalamic neural dynamics or whole head biophysical 

modeling; the framework presented here is the first to simultaneously capture these disparate 

scales. This multiscale model provides a platform for the principled quantitative integration of 

existing information relevant to the generation of sleep spindles, and allows the implications of 

future findings to be explored. It provides a proof of principle for a methodological framework 

allowing large-scale integrative brain oscillations to be understood in terms of their underlying 

channels and synapses. 
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Introduction 

 

Magnetoencephalography (MEG) and electroencephalography (EEG, together M/EEG), 

are complementary, non-invasive, instantaneous, and clinically essential, measures of human 

neural activity. M/EEG are measured as global brain activities, but are known to ultimately arise 

from channel currents, at a spatial scale ~8 orders of magnitude smaller (Cohen, 2017). The 

causal chain which leads to M/EEG can be divided into two linked domains: (1) the biophysical 

propagation of electromagnetic fields after summating and cancelling under anatomical 

constraints; and (2) the neurobiology of large networks of active neurons whose ionic currents 

generate these fields. Here we present an initial effort to traverse the spatial scales by 

integrating simulations of large networks of neurons with biophysical models of electromagnetic 

propagation, informed by non-invasive imaging and invasive recordings in humans, as well as 

decades of work in animal models. 

Ion movements through ligand- and voltage-gated transmembrane channels result in 

current flows which are influenced by the intrinsic channel properties of each neuron and the 

activity of the network. These currents flow through intracellular and extracellular spaces to form 

complete circuits, restricted by cellular membranes, and thus microscopic cellular anatomy 

(Einevoll et al., 2013). Currents cancel and summate locally with those of other neurons in the 

same cortical column, producing a net current which can be expressed as a multipole 

expansion (Nunez and Srinivasan, 2009). At a distance, the dipolar term predominates, and the 

local contribution is typically expressed as a current dipole moment. Before reaching the sensors, 

current dipole moments from different columns cancel and summate mesoscopically with other 

columns depending on their relative position and orientation in the highly folded cortical 

surface, and the covariance and phase synchrony of their magnitudes over time (Ahlfors et al., 

2010a, 2010b; Irimia et al., 2012; Linden et al., 2011). Ultimately, the signal at each M/EEG sensor 

is the result of the complex cancellation and summation of microscopic synaptic and intrinsic 
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currents from the many thousands or millions of neurons contributing to any single sensor’s 

leadfield.  

Transmembrane currents are the result of spontaneous or evoked neural activity, which 

can be modeled computationally with various degrees of realism, balancing accuracy at the 

individual cell level against the quantity of neurons that comprise the simulated network. In the 

current study, we focus on a model for stage 2 of non-rapid eye movement sleep (N2) which is 

characterized by spontaneous sleep spindles. Sleep spindles manifest in normal M/EEG as 

spontaneous bursts of 10-16 Hz activity lasting 0.5-2 s and are thought to be important for 

memory consolidation (Andrillon et al., 2011; Bonjean et al., 2011; Contreras et al., 1996; 

Dehghani et al., 2011a; Diekelmann and Born, 2010; Sejnowski and Destexhe, 2000). A large 

number of studies in animal models have established the key elements in spindle generation: 

local circuit interactions between thalamocortical and thalamic reticular nucleus neurons, 

reinforcing intrinsic rhythmicity from successive activation of the hyperpolarization-activated 

cation current, Ih (Destexhe et al., 1996; McCormick and Pape, 1990) and low-threshold Ca2+ 

current IT (Huguenard and McCormick, 1992; Huguenard and Prince, 1992). Secondarily, the 

corticothalamic projections play a role in synchronizing and terminating the spindle (Bonjean et 

al., 2011; Timofeev et al., 2001). 

Although the initial circuitry and cellular properties generating spindles are thus in the 

thalamus, the transmembrane currents that produce the M/EEG are cortical. The 

thalamocortical projection connecting these structures is comprised of a focal projection to 

layer 4 (termed the ‘core’), and a distributed projection to upper layers (termed the ‘matrix’) 

(Jones, 2002, 2001). We found previously that sleep spindles detected in MEG are more 

numerous and less synchronous than EEG spindles (Dehghani et al., 2010, 2011a), and suggested 

that this may reflect a relatively greater sensitivity of EEG to the matrix and MEG to the core 

projections (Piantoni et al., 2016). Consistent data has been obtained with laminar recordings 

showing primary involvement of middle versus upper layers in different spindles or parts of 
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spindles (Hagler et al., 2018). 

In this report we combine neural and biophysical models to generate M/EEG sleep 

spindles. The neural model is based on our previous computational modeling including the 

thalamic and cortical local and distant circuits involved in spindles, including matrix and core 

(Bazhenov et al., 2000; Bonjean et al., 2012; Krishnan et al., 2016, 2018b). All relevant thalamic 

ligand- and voltage-gated currents are included. The cortical elements are mapped to 20,484 

locations on the ~1 mm resolution cortical surface reconstructed from structural MRI. We have 

found in previous simulations that this resolution is necessary in order to accurately model the 

interactions between simultaneously active ECDs in producing M/EEG signals (Ahlfors et al., 

2010b). In order to computationally model this large number of elements in cortex we use 

discrete-time models of neurons, which capture critical features of individual cell dynamics and 

synapses with difference equations (Rulkov et al., 2004; Rulkov and Bazhenov, 2008).  

Empirical sleep M/EEG were collected to provide a basis for model evaluation and 

simulated neurons were embedded in donor cortical and cranial substrates produced from 

structural MRI collected from the same subjects. Thus, in our framework, it is the neural activity of 

individual persons that is modeled, as cortical geometry, since tissues intervening between brain 

and sensors, and connections among neurons are derived from the reconstructed cortical 

geometry of the subject. Microscopic cellular currents are scaled to mesoscopic current dipole 

moment densities using factors derived from human laminar electrode data. The extracranial 

electromagnetic fields generated by these mesoscopic sources are derived by quasi-static 

electromagnetic forward modeling, which accounts for orientation induced summation and 

cancelation by utilizing high-resolution cortical and cranial geometry. The basic validity of the 

model is tested by comparing the topography and amplitude of simulated macroscale 

extracranial M/EEG fields to those empirically recorded in the subject used to create the 

structural model. 
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The modeling approach employed here, an extension of our earlier work, allows for the 

currents of the coupled core and matrix networks to be isolated (Bonjean et al., 2012; Krishnan et 

al., 2018b) and then projected to the extracranial sensors (Gramfort et al., 2010). We find that 

simulated spindles have similar amplitudes and topographies to those recorded empirically, 

suggesting that the basic construction of the model is sound. We then apply the model to test 

the hypothesis that spindles recorded with MEG vs EEG tend to represent activity in the 

thalamocortical core vs matrix systems. Results consistent with that hypothesis are found. More 

generally, we demonstrate a proof-of-concept for relating microscale neuronal parameters to 

macroscale M/EEG observations.  

 

Figure 3.1 Overall structure of experiment. Empirical Measurements are processed to yield 
Derived Measures which provide validation targets (top), basic anatomical constraints informing 
the forward solution (middle), or basic physiological constraints for the fundamental unit of 
spindle generation (bottom). The Neural Model is comprised of thalamic cells modelled at high 
resolution (to capture the channel and local network synaptic processes underlying spindle 
generation) driving cortical cells (computationally-efficient map-based neurons), which are 
embedded in the cortical surface. The Biophysical Model takes the output of the Neural Model 
and projects it to the M/EEG sensors to be compared to actual empirical measurements 

 

Materials and Methods 

The overall structure of the study is shown in Figure 3.1. Two kinds of models were constructed: a 

Neural Model to compute sleep spindle activity during N2 sleep, based on the known anatomy 

and physiology of the thalamus and cortex; and a Biophysical Model to project the activity to 

the M/EEG sensors. Empirical Measurements were obtained and analyzed to produce Derived 
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Measures, used to specify the models and validate the model: Structural MRI to define the 

location and orientation of cortical generating dipoles, Laminar recordings to scale the current 

dipole moment densities generating spindles, and M/EEG in the same subjects to permit 

validation of model predictions of amplitude and topography. 

Empirical Data 

Participants: MEG, EEG, and Structural MRI data were recorded for 6 healthy adults, (2 

male, ages 20-35). Data for one additional subject was collected but was excluded from 

analysis due to poor EEG quality. Written informed consent approved by the institutional review 

boards of the University of California, San Diego or the Partners Healthcare Network, as 

appropriate, was obtained for all subjects. A whole-head MEG system with integrated EEG cap 

(Elekta Neuromag) was used to collect 204 planar gradiometers and 60 EEG channels. The 

position of the subjects’ head within the MEG helmet was monitored using head position 

indicator (HPI) coils (Uutela et al., 2001), updated every 15-20 minutes. Each subject’s 

headshape, HPI coil locations, and EEG electrode positions were digitized (Polhemus isotrak). 

Structural MR images were acquired in a separate session. While the empirical subjects did not 

have intracranial electrodes, a virtual ECoG array was placed homologously to those probed in 

patients with pharmaco-resistant epilepsy.  
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Figure 3.2 Dipole magnitude of sleep spindles in humans. The current dipole moment density was 
estimated from CSD profiles as described in the text from laminar micro-electrode array 
recordings (24 contacts at 150µm centers, natural sleep). Gray dots represent the maximum 
current dipole moment density for each automatically detected 10-16 Hz spindle. Standard 
deviations and 95% confidence intervals are shown in blue and red, respectively.  

 

M/EEG: M/EEG data were acquired during natural sleep at 1 kHz with a 300 Hz low-pass 

antialiasing filter. Epochs of stage II non-REM sleep were selected for analysis using standard 

criteria (Iber et al., 2007). Channels with poor data quality or gross artifacts were excluded by 

visual inspection. The electrocardiogram artifact was removed with independent component 

analysis (Delorme and Makeig, 2004). 

Structural MRI: High-resolution structural images were acquired with a 1.5 Signa HDx 

whole body scanner (General Electric). The acquisition protocol consisted of a 3-plane localizer, 

calibration scan, and a high-resolution T1-weighted MP-RAGE scans (TR = 10.728 s, TE = 4.872 ms, 

TI = 1000 ms, flip angle = 8 degrees, FOV = 256, 176 sagittal slices, 1 mm isotropic). 
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Figure 3.3 Network connectivity. (A) Schematic representation of thalamocortical and 
corticocortical connections. (B) Example of cortical geodesic-based connectivity in a patch of 
cortex. Pyramidal and inhibitory cortical neurons exist at purple and cyan locations, respectively. 
The blue contour shows the fanout (11.7 mm) of a core-projecting thalamic neuron at the virtual 
position marked in red. The orange contour shows the fanout (45.0 mm) for a matrix-projecting 
thalamic neuron at the same virtual location. (C) Schematic representation of currents and 
synapses included in detailed conductance-based thalamic neurons. Corticocortical 
connectivity is not shown.  

Laminar recordings: As described in greater detail in (Hagler et al., 2018), after 

obtaining fully informed consent according to the Declaration of Helsinki guidelines as 

monitored by the local Institutional Review Boards, laminar microelectrodes arrays (Ulbert et al., 

2001) were implanted into cortical tissue designated for resection in 5 patients (2 male; 15–42 
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years old) undergoing surgical treatment for drug resistant epilepsy. These arrays consisted of 

twenty-four 0.040 mm diameter 90%Pt/10%Ir contacts with 0.150 mm on-center spacing and 

were inserted along the surface normal of the cortex. Microelectrode localization within the 

cortical lamina was based on surgical procedure and electrode design and confirmed by 

histology in two patients. Bipolar referencing of reported laminar potentials yields a depth-

resolved measure of potential gradients within and among cortical layers to be recorded 

simultaneously. After wideband (DC 10 kHz) preamplification (gain 10x, CMRR 90db, input 

impedance 1012 ohms), the laminar gradient recordings were antialiased at 0.5 kHz, gain 1000x, 

digitized at 2 kHz, 16 bit and stored continuously. Notch filters were applied to remove line noise 

and data from artifact-containing contacts were replaced by the weighted average of 

neighboring channels using an exponential decay function, λ = 0.1 channel spaces, (Hagler et 

al., 2018). Mild 1d spatial smoothing was applied with a Gaussian kernel (σ = 0.64 channel 

spaces), in order to ensure gradual and continuous variation across laminar channels, thereby 

suppressing false sources and sinks due to minor signal fluctuations. 

 

Derived Measures 

Calculation of current dipole moment density scale: Periods of N2 sleep were isolated by 

the prevalence of generalized slow rhythms and spindles in simultaneously recoded cortical and 

scalp electrodes. Within these periods spindles were detected as described in Hagler et al. 

(2018). Briefly, after artifact rejection, spindles were identified as epochs with continuous 

sustained power in the 10-16 Hz spindle band (Andrillon et al., 2011). Spindle identification was 

made more selective by adding power in adjacent frequency bands as a rejection criteria 

(Mak-Mccully et al., 2017). Putative spindle epochs were detected independently for each 

laminar contact and epochs with durations less than 200 ms were rejected. Epochs containing a 

spindle in a least one laminar channel were identified and bounded by the earliest spindle onset 

and latest spindle offset across all channels, yielding a single unified set of detected spindle 
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epochs for the entire array.  

The laminar current source density (CSD), in µA/mm3, of sleep spindles was calculated by 

estimating the explicit quasi-electrostatic inverse of the laminar potential gradients (Pettersen et 

al., 2006). CSD’s were scaled by their distance from the center of the array to yield current 

dipole moments per unit volume, and then trapezoidally integrated over the length of the 

column to yield current dipole moment densities, in µAmm/mm2, or nAm/mm2. Microscopic 

transmembrane currents were scaled up to mesoscopic patch current dipole moment densities, 

a quantity corresponding to the dipole moment per unit area. This was accomplished by in two 

steps: scaling these currents by the cortical patch area represented by each column, then 

scaling these current densities to be consistent with empirical spindle current dipole moment 

densities recorded from human laminar microelectrode data  

M/EEG spindle topographies: Empirical and simulated M/EEG time series were band-

passed to between 10 and 16 Hz with an 8th order zero-phase IIR filter. The spindle-band complex 

analytic signal was extracted with the Hilbert transform and its envelope obtained by computing 

the elementwise modulus of the phasor time series. Spindles were automatically detected on 

empirical and simulated EEG standard criterion of sustained power in the 10-16 Hz spindle band 

(Andrillon et al., 2011). In short, the spindle band envelope was smoothed with a 300 ms 

Gaussian kernel (σ = 40 ms), and then normalized into units of standard deviation. Spindle 

occurrences were assigned to peaks of at least 2 s.d. and their temporal extent extended from 

these peaks until the smooth envelope fell below 1 s.d. For each detected spindle, the mean 

(unnormalized) envelope was computed and these data were interpolated over flattened 

sensor positions to produce topographic maps of spindle band envelope in a standardized 

head space (Oostenveld et al., 2011). Grand average maps were generated by averaging the 

mean spindle topographies from all subjects, or simulation runs.  

ECoG traveling wave detection: Simulated ECoG time series were band-passed to between 10 

and 16 Hz with an 8th order zero-phase IIR filter. The spindle-band complex analytic signal was 
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extracted with the Hilbert transform and the instantaneous phase extracted by taking the arctan 

of vectors on the complex plane. The spatial gradient of phase vectors was calculated across 

the ECoG grid and the vector field curl and divergence obtained. In each spindle oscillation 

cycle the channel with the largest curl value was used as the source of the putative rotating 

wave and the channel with the largest divergence was used as the source of the putative 

expanding wave. Traveling wave classification was performed on each cycle by computing the 

circular-linear correlation coefficient between signal phase, ϕ, and radial distance from the 

source for expanding waves:  

Eq. 1	𝜌+,, 	= 	;
𝑟-,,* + 𝑟.,,* − 2𝑟-,,𝑟.,,𝑟-.

1 − 𝑟-,.*
 

where r is Pearson correlation, and c,s are the cosine and sine of ϕ, respectively 

(Jammalamadaka and Sengupta, 2001). The circular-circular correlation coefficient between ϕ 

and rotation angle, θ, was calculated to detect rotating waves:  

Eq. 2	𝜌+,/ 	= 	
∑ sin(𝜑0,1 − 𝜑D) sin(𝜃0,1 − 𝜃̅)0,1

H∑ sin*(𝜑0,1 − 𝜑D) sin*(𝜃0,1 − 𝜃̅)0,1

 

Where 𝜃̅ = 𝐴𝑟𝑔K∑ 𝑒!2$,(0,1 L and x,y are ECoG grid indices (Fisher, 1993; Muller er al., 2016). 

Classification was performed by estimating circular-linear and circular-circular correlation 

coefficients for each oscillatory cycle, creating a null distribution of coefficients by randomly 

shuffling the channel positions and recalculating 30 times. Spindles were labeled as expanding 

or rotating if their observed mean correlation coefficients was greater than 99th percentile of 

shuffled correlation coefficients for all cycles. If a spindle was labeled as both expanding and 

rotating, it was classified as rotating.  

Core/Matrix index: The degree of core or matrix character was quantified for each 

simulated spindle. First, the 10-16 Hz envelopes were computed for the neural model derived 

current dipole moment density time series for core and matrix layers, using the procedure 
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described for M/EEG analysis above. An index of core vs. matrix character was defined: 

Eq. 3	𝐶𝑜𝑟𝑒/𝑀𝑎𝑡𝑟𝑖𝑥	𝑖𝑛𝑑𝑒𝑥	 = 	
∑ ∑ 3.(*,+)

-./0444444444444⃑ 3%
+&'

1
*&'

∑ ∑ 3.(*,+)
23*/4$444444444444444444⃑ 3%

+&'
1
*&'

− 1                

where T is the duration of the spindle in samples, N is the total number of cortical current dipole 

moment densities (20484), and 𝑠 is the 10-16 Hz complex analytic signal. Positive values indicate 

a stronger core character and negative values indicate a stronger matrix character. 

Biophysical Model  

Cortical reconstruction: White-gray matter surfaces were reconstructed from the MR 

volumes using FreeSurfer (Fischl, 2012b). Surfaces were sampled at three resolutions as recursively 

subdivided icosahedra with 642, 10,242, and 163,842 vertices per hemisphere, wherein lower 

resolution meshes are nested subsets of higher resolution meshes. These are referred to as ico3, 

ico5, and ico7 surfaces, respectively, indicating the number of subdivisions. Within each 

hemisphere the geodesic distance between all pairs of vertices was computed using the Dijkstra 

approximation (Balasubramanian et al., 2009) with 13 Steiner nodes.  

Forward Model: The forward model, or gain matrix describing the gradiometer and EEG 

sensor activity produced by equivalent current dipoles at each ico5 vertex was then computed 

for each subject’s cortex. In addition to the white-gray matter surface, four extra-cortical 

boundary shells were reconstructed from the segmented (Fischl, 2012b) images: gray-matter-

cerebral-spinal fluid (CSF), CSF-inner skull, inner skull-outer skull, and outer skull-scalp. While the 

cranial boundaries consisted of triangular meshes with 5,124 vertices, critically, the cortical mesh 

was sampled at ~1 mm resolution (327,684 vertices) in order to capture the summation and 

cancelation of opposed dipoles. The position of these surfaces relative to the EEG sensors and 

HPI coils (Uutela et al., 2001) was determined by registering the digitized headshape to the 

outer-scalp surface using non-linear optimization (matlab’s fmincon) with manual corrections. 

The position of these surfaces relative to the gradiometers was computed using the known 
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relative positions between and the surfaces and the HPI coils, and the HPI coils and the 

gradiometers. The orientation of each dipole was set to the surface normal of the white-gray 

interface. The quasi-static electromagnetic forward solution was numerically computed using a 

four shell boundary element model, or BEM as implemented with the OpenMEEG software suite 

(Gramfort et al., 2010; Kybic et al., 2005). Consistent with reported experimental ranges, 

conductivities of 0.33, 1.79, 0.022, and 0.33 S/m, were used for the brain, CSF, skull, and scalp, 

respectively.  

Rows of the resulting gain matrices were multiplied by the approximate Voronoi area 

(Meyer et al., 2003) of the cortical patch each represents to yield a vertex by sensor forward 

operator describing the contribution of each cortical patch’s current dipole moment density to 

each gradiometer and voltmeter. Current dipole moment densities resulting from core and 

matrix system pyramidal neurons were computed independently, summed together, and then 

multiplied by the forward operator to yield simulated EEG and MEG gradiometer time series.  

Briefly, for the relatively low frequency of biologically relevant signals, electric and 

magnetic fields become uncoupled and the quasi-static approximations of the Maxwell 

equations can be used (Nunez and Srinivasan, 2009). Under this regime, the EEG forward model 

is a numeric solution for voltage, V, given f, the divergence of current density distribution, Jp, in 

the Poisson equation: 

Eq. 4	𝛁 ∙ (σ𝛁𝑉) = 	𝑓	 = 	𝛁 ∙ 𝐉6                        

where σ is the tissue conductivity, in S/m. Because the cranial tissues are modeled as nested, 

closed, and piecewise homogenous domains, the integration reduces down to solving a 

symmetric linear system (Kybic et al., 2005). For MEG, solving for the magnetic field B requires 

both the current source distribution Jp and the computed electric field V, and is obtained by 

evaluating the Biot-Savart law at the boundaries: 

Eq. 5	𝐁(𝑟) = 	 75
89 ∫(𝐉

6(𝐫′) − σ𝛁𝑉(𝐫′), 	×	 𝐫;𝐫<
‖𝐫;𝐫<‖6

𝑑𝐫′      
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where r and r′ are displacements of the current source and magnetometer, respectively, and µ0 

is the vacuum permeability constant. Planar gradiometer leadfields are derived by 

differentiating virtual magnetometer, or integration point, leadfields with respect to the length of 

the gradiometer. See (Gramfort et al., 2010; Kybic et al., 2005) for these methods in greater 

detail.  

For the refined model, intracranial electrocorticography (ECoG) was created using the 

equation, for dipolar volume conduction in an infinite homogeneous medium (Nunez and 

Srinivasan, 2009): 

Eq. 6	Θ(𝑟, 𝜃) =
𝐼𝑑 cos 𝜃
4𝜋𝜎𝑟*  

 Where I is the is the simulated dipole moment density, d the effective distance between 

charges assumed to be 1 mm, σ the brain conductivity assumed to be 0.33 S/m, r the radius 

from the dipole and the sensor, and θ the angle formed between the dipolar axis and the 

radius. Intracranial potentials were synthesized with a noiseless virtual reference, before, in the 

case of SEEG, being re-referenced into bipolar recordings.  

Neural Model 

Neurons: We used a computational model of a thalamocortical network (Fig 2A) with 

three layers in cortex, with each layer comprised of excitatory (PY) neurons and inhibitory (IN) 

neurons. The thalamus consisted of a network of core (specific) and matrix (non-specific) nuclei, 

each consisting of thalamic relay (TC) and reticular (RE) neurons. Conductance-based neural 

models were used to simulate thalamic neurons. A phenomenological model based on 

difference equation (map-based model) was used for cortical PY and IN cells. We have 

previously demonstrated that such map-based neurons are computationally efficient and able 

to reproduce the response characteristics of conductance-based neurons (Bazhenov et al., 

2008; Rulkov et al., 2004; Rulkov and Bazhenov, 2008). Map-based models use a large discrete 

time step compared to the small integration time step used by pure conductance-based 
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models while still capturing the dynamics of these models. Map-based models are capable of 

simulating large-scale network dynamics with emergent oscillatory activity (Rulkov et al., 2004) 

including slow oscillations during NREM sleep (Komarov et al., 2017).  

The following equation describes the update of the PY neurons in time: 

Eq. 7	x>(? = f@	(xA	, 	yA 	+ 	𝛽I.1B, 

𝑦>(? 	= 	𝑦> 	− 𝜇(𝑥> + 1) + 𝜇	𝜎	 + 𝜇	 ∗ 	𝛽1𝐼.1B      

where variable xA	represents the membrane potential of a biological neuron at time t and yt 

represent slow varying ion channel dynamics. The parameter µ (=0.0005) describes the change 

in the slow variable (µ less than 1 lead to slow update of y variable). The parameter 𝛽 scale the 

input synaptic currents (I.1B) for x variable, with 𝛽 =0.133. The parameter 𝜎 (=0.02) defines the 

resting potential of the model neuron. The function fα is given below: 

	Eq. 8	𝑓@	(𝑥> , 𝑢>) = 	u

@
?;0*

	+	𝑢> ,																										𝑥 ≤ 0	
	𝛼	 +	𝑢> ,								0	 < 	 𝑥> 	< 𝛼	 +	𝑢>		𝑥>;? ≤ 0
−1,															𝑥> ≥ 𝛼	 +	𝑢>	𝑂𝑅	𝑥>;? > 	0

   	

where 𝑢> is taken as 𝑦> + 𝛽 I.1B from Eq 1, 𝛼 (=3.65) is a control parameter which was set to obtain 

tonic spiking like activity for wide range of input currents.  

The inhibitory INs were implemented using only the x variable to capture the fast spiking 

nature of inhibitory neurons and is described by the following equation:  

Eq. 9	x>(? = f@	(xA	, y∗ + 	𝛽	I.1B,         

where, y∗=-2.90 with the same 𝑓@	function as Eq 2 with 𝛼 =3.8 and 𝛽 =0.05. 

The thalamic TC and RE cells were modeled as conductance-based neurons, described by the 

following equation:	 

Eq. 10	𝐶D
EF
E>
=–𝑔GHIJ(𝑉–𝐸GHIJ)– 𝐼!B>– 𝐼.1B                 
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where the membrane capacitance, 𝐶D, is equal to 1 µF/cm2, non-specific (mixed Na+ and Cl-) 

leakage conductance, 𝑔GHIJ, is equal to 0.0142 mS/cm2 for TC cells and 0.05 mS/cm2 for RE cells, 

and the reversal potential, 𝐸GHIJ, is equal to -70 mV for TC cells and -77 mV for RE cells. 𝐼!B> is the 

sum of active intrinsic currents, and 𝐼.1B is the sum of synaptic currents. The area of a RE cell and 

a TC cell was 1.43x10-4 cm2 and 2.9x10-4 cm2, respectively. RE and TC cells included fast sodium 

current, INa, a fast potassium current, IK, a low-threshold Ca2+ current IT, and a potassium leak 

current, IKL = gKL (V - EKL), where EKL = -95 mV. In addition, a hyperpolarization-activated cation 

current, Ih, was also included in TC cells. For TC cells, the maximal conductances are gK = 10 

mS/cm2, gNa= 90 mS/cm2, gT= 2.2 mS/cm2, gh = 0.017 mS/cm2, gKL = 0.0142 mS/cm2. For RE cells, 

the maximal conductances are gK = 10 mS/cm2, gNa = 100 mS/cm2, gT = 2.3 mS/cm2, gleak = 0.005 

mS/cm2. Figure. 3.3C shows a schematic illustration of the currents and synapses in our 

conductance-based neurons. The expressions of voltage- and Ca2+- dependent transition rates 

for all currents are given in (Bazhenov et al., 2002; Chen et al., 2012). 

Synaptic currents: All the inputs to the map-based neurons were described by the  

Eq. 11	{𝑔>(?
.1B, 𝑑>(?} = �

�𝛾𝑔>
.1B +	𝑔.1B𝑑B, (1 − 𝜂)𝑑B�, 𝑠𝑝𝑖𝑘𝑒KLH

�𝛾𝑔>
.1B, 1 − (1 − 𝛿)(1 − 𝑑B)�, ,						𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

where 𝑔>(?
.1B and 𝑑>(?	are the synaptic conductance and depression variable for time t+1, 𝑔.1Bis 

the synaptic coupling strength similar to the maximal conductance. The parameter 𝛾 = 0.99 is 

the decay variable to capture the first order kinetics of the synaptic transmission, 𝜂 = 0.00005 is 

the rate of decay of the depression variable (d). The synaptic currents that are input to all 

conductance-based neurons were governed by equations given in (Timofeev et al., 2000) and 

reproduced here: 

Eq. 12	IMNO = 𝑔.1B[𝑂](𝑉–𝐸.1B,                   

where 𝑔.1Bis the maximal conductance, [𝑂] is the fraction of open channels, and Esyn is the 

reversal potential. In RE and PY cells, reversal potential was 0 mV for AMPA receptors, and -70 
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mV for GABA-A receptors. For TC cells, the reversal potential was -80 mV for GABA-A receptors, 

and -95 mV for GABA-B receptors. GABAA, and AMPA synaptic currents were modeled by the 

first-order activation schemes. GABA-B receptors were modeled by a higher-order reaction 

scheme that considers the activation of K+ channels by G-proteins. The fraction of open 

channels [𝑂] is calculated according to the kinetic equation: 

Eq. 13	 P[R]
P>

= α(1 − [𝑂])[T] − 𝛽[𝑂], [𝑇] = 𝐴Θ(𝑡T + 𝑡DI0 − 𝑡)Θ(𝑡 − 𝑡T)         

where Θ(x) is the Heaviside function, 𝑡U is the time instant of receptor activation. The parameters 

for the neurotransmitter pulse were amplitude A = 0.5 and duration tmax = 0.3 ms. The rate 

constants, α and β, were α = 10 ms and β = 0.25 ms for GABA-A synapses and α = 0.94 ms and β 

= 0.18 ms for AMPA synapses. E was calculated according to the interactive scheme (Tsodyks 

and Markram, 1997). 

Eq. 14	𝐸B(? = 1 − [1 − 𝐸B(1 − 𝑈VW)]𝑒;∆>/Z       

where ∆t is the time interval between nth and (n+1)th spike, τ = 700 ms is the time constant of 

recovery of the synaptic resources and USE is the fractional decrease of synaptic resources after 

an action potential which was varied between 0.07 and 0.15. Spontaneous miniature EPSPs and 

IPSPs were included for the AMPA and GABA-A connections within cortical neurons. The arrival 

times of miniature EPSPs and IPSPs followed the Poisson process (Stevens, 1993), with time-

dependent mean rate  

Eq. 15	𝜇 = log(>;>5(%
%

)                       

where 𝑡 is current time and 𝑡U was timing of the last presynaptic spike and 𝑇 = 50 ms.  

Synaptic conductance: The maximal conductances for various connections were gGABA-

A(RE-TC) = 0.045 µS, gGABA-B(RE-TC) = 0.06 µS, gGABA-A(RE-RE) = 0.175 µS; core thalamus: gAMPA(TC-

PY) = 0.03 µS, gAMPA(TC-IN) = 0.015 µS; matrix thalamus: gAMPA(TC-PY) = 0.045 µS, gAMPA(TC-IN) = 

0.02 µS; connections within each layer (matrix, core and L6) pyramidal neurnons: gAMPA(PY-PY) = 
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2.5 nS, gNMDA(PY-PY) = 0.4 nS; connection from matrix to core: gAMPA(PY-PY) = 1.5 nS, gNMDA(PY-PY) 

= 0.1 nS; connection from matrix to L6 : gAMPA(PY-PY) = 2.0 nS, gNMDA(PY-PY) = 0.2 nS; 

connection from core to matrix: gAMPA (PY-PY) = 1.5 nS, gNMDA(PY-PY) = 0.1 nS; connection from 

core to L6: gAMPA(PY-PY) = 2.0 nS, gNMDA(PY-PY) = 0.2 nS; connection from L6 to matrix: gAMPA(PY-

PY) = 2.0 nS, gNMDA(PY-PY) = 0.2 nS; connection from L6 to core: gAMPA(PY-PY) = 1.5 nS, gNMDA(PY-

PY) = 0.1 nS; connection betwen PY and IN cells for all layers: gAMPA(PY-IN) = 0.05 µS, gNMDA(PY-IN) 

= 0.4 nS, gGABA-A(IN-PY) = 0.05 µS and connection from core and L6 cells to thalamic neurons: 

gAMPA(PY-TC) = 0.025 µS, gAMPA(PY-RE) = 0.045 µS. 

 

Figure 3.4 Example simulated spindle. Single-neuron and population mean membrane voltage 
traces in cortex (A) and thalamus (B) during a matrix-weighted spindle. Simultaneous activity is 
shown for the matrix and core system neurons of the reticular nucleus (RE) and thalamocortical 
(TC) subpopulations of the thalamus, as well as the pyramidal (PY) and inhibitory (IN) 
subpopulations in each of the three cortical layers. (B) Transcortical currents and scaled current 
dipole moment densities. Twelve spatially representative columns selected through icosahedral 
subsampling are shown. (C) Average 10-16 Hz M/EEG topographies for the duration of the 
spindle. In panels (A-C) the spindle duration is demarcated with vertical dashed lines. All panels 
display the same modeled spindle. 

Network connectivity: A schematic of network connectivity is shown in Fig 2A. For each 

subject’s donor cortex, one pyramidal neuron was simulated for each vertex in the ico5 mesh 

(10,242 vertices per hemisphere) for each of layers matrix, core, and L6. The ico3 mesh was 

populated with inhibitory and thalamic neurons at each of 642 vertices per hemisphere. For all 
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intra-hemispheric synapses, connectively was established by comparing synapse-specific fan-

out radii to the geodesic distance between vertices on the ico7 cortex (163,842 vertices per 

hemisphere), see Figure 3.3B. Inter-hemispheric synapses were threaded between homologously 

located cortical neurons in 85% of cases and the remaining connections were made between 

randomly located neurons. The probability of transmission in interhemispheric synapses was 

reduced to 25% and 50% in the core and matrix systems, respectively, in order to represent 

sparse collosal connectivity. Figure 3.5B shows simulated current on an inflated cortex at a single 

time point for the core and matrix neurons.  

In a refined model, The number of cortical layers was expanded to six (L2, L3, L4, L5a, and 

L5b) and the number of simulated neurons increased accordingly. The cortex was parcellated 

into 180 areas per hemisphere according to the HCP-PPM1.0 atlas (Glasser et al., 2016). Parcels 

were assigned a hierarchical index based on a noninvasive estimate of their bulk myelination 

(Glasser et al., 2011;Burt et al., 2018). Excitatory corticocortical connections were assigned into 6 

classes based on the difference in hierarchical index of pre- and post-synaptic neurons: within 

local column, within same parcel, weakly (<50th percentile) feedforward, strongly (>50th 

percentile) feedforward, weakly feedback and strongly feedback. Synaptic weights for these 

connections were scaled based on reports of connectivity in histological studies (Markov et al., 

2013; Rockland, 2019). Corticocortical as well as thalamocortical and corticothalamic 

connection weights are shown in table 3.1.  

Furthermore, in the refined model, connectivity was scaled based on diffusion MRI (dMRI) 

connectivity we have previously reported (Rosen and Halgren, 2021) rather than using fixed 

connection radii. Inter-parcel dMRI connectivity shows an exponential relationship with length 

constant λ = 23.4 mm and scaling parameter 0.17. To impute a higher-resolution inter-column 

connectivity for the model, we compared parcelwise intra-hemispheric dMRI streamline 

distances to geodesic distances and found them to be related to a first approximation by a 

linear rational function F(x) = (p1*x + p2) / (x + q1) with parameters p1 = 295.6, p2 = -2256, and q1 = 
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69.4. By applying this function to the columnwise geodesic distances, intercolumnar fiber 

distances were estimated. Connection probability between neurons was then scaled by  

Table 3.1 Interlaminar connection weights in the refined model. 

 

L2 L3 L4 L5a L5b L6 L2 L3 L4 L5a L5b L6

L2 2 2 0 2 2 0 L2 1 0 0 0 0 0
L3 2 2 0 2 2 0 L3 0 2 0 0 0 0
L4 2 3 3 1 1 1 L4 0 0 0 0 0 0

L5a 1 1 0 2 2 0 L5a 0 0 1 1 0 0
L5b 1 1 0 0 3 2 L5b 1 0 0 0 0 0
L6 0 0 1 0 2 2 L6 0 0 0 0 1 1

L2 L3 L4 L5a L5b L6 L2 L3 L4 L5a L5b L6

L2 0 0 0 0 0 0 L2 0 0 0 0 0 0

L3 0 2.5 1.25 0 0 0 L3 0 3 2 0 0 0

L4 0 0 0 0 0 0 L4 0 0 0 0 0 0

L5a 0 0 0 1.25 0 0 L5a 0 0 0 0 0 0

L5b 0 0 0 0 0 0 L5b 0 0 0 0 0 0

L6 0 0 0 0 0 0 L6 0 0 0 0 0 0

L2 L3 L4 L5a L5b L6 L2 L3 L4 L5a L5b L6

L2 1 0 0 0 0 0 L2 0 0 0 0 0 0

L3 0 0 0 0 0 0 L3 0 0 0 0 0 0

L4 0 0 0 0 0 0 L4 0 0 0 0 0 0

L5a 0 0 0 0 0 0 L5a 0 0 0 0 0 0

L5b 0 0 0 0 0 0 L5b 0 0 0 0 0 0

L6 1 1 0 0 1 1 L6 1.25 1.25 0 0 1.25 1.25
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applying the observed parcelwise dMRI exponential function to the imputed columnwise fiber 

distance. In addition, residual connectivity inter-parcel dMRI connectivity, estimated by 

regressing out the exponential trend, was added to inter-column connections based on each 

column’s parcel identity. In effect, this connectivity accounts for the functional specialization of 

each parcel of cortex. Lastly, realistic conduction delays proportional to the fiber distance 

between neurons was implemented. Note that while the hierarchal index and dMRI distances 

are for the group average of the (Rosen and Halgren, 2021) cohort, for the refined model they 

were mated to the biophysical model of a single subject using high-resolution surface 

registration (Fischl et al., 1999). 

 
Figure 3.5 Simulated cortical sources. (A) 10 seconds of simulated spindling for one subject. (B) 
matrix and core pyramidal current dipole moment density distributed across the cortex at a single 
time point, marked in red. Data are displayed on an inflated right cortex.  
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Results 

We designed a thalamocortical network model that combined the detailed laminar 

connectivity with the network connectivity of the whole brain based on MRI reconstructions. 

Using this approach we demonstrate the feasibility of connecting the cellular level activity with 

the macroscopic activity seen in M/EEG. We used a difference equation (map-based) model for 

cortical neurons, which has the computational efficiency necessary for simulating the cortex at 

sufficient resolution to accurately reproduce the cancellation and summation of cortical 

dipoles; we used conductance-based neuronal models for the thalamic network, which has the 

elements necessary to accurately reproduce the interaction of voltage-gated channels and 

recurrent synaptic connections central to spindle generation.  

 

Figure 3.6 Grand average 10-16 Hz complex envelope topographies for empirical and simulated 
M/EEG during automatically detected EEG spindles. Empirical data show averages for six 
subjects, simulated data for six simulation runs using those subjects’ cortical surfaces, cranial 
tissue boundaries, and M/EEG sensor positions. The same MEG and EEG scales are used for both 
empirical and simulated topographies. 
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Figure 3.7 M/EEG sensor 10-16 Hz envelope maxima during EEG spindles. (A) For simulated and 
empirical M/EEG, 10-16 Hz envelopes are averaged across the duration of the spindles then 
averaged across spindles. The envelope magnitudes of strongest sensors are shown. Each 
marker represents the average value for one subject. (B) Simulated individual spindle sensor 
maxima vs. neural model derived core/matrix index. Positive index values indicate a more core-
weighted spindle while negative values indicate a more matrix-weighted spindle. Each marker 
represents an individual simulated spindle with symbols signifying the simulation run, each using a 
different donor subjects’ cortical surfaces, cranial tissue boundaries, and M/EEG sensor positions.  

 

In a manner similar to our previous studies, (Bazhenov et al., 2000; Bonjean et al., 2011; 

Krishnan et al., 2016), the state of the network was set to be stage 2 sleep state by modifying the 

intrinsic and synaptic currents to mimic the level of low acetylcholine, nor-epinephrine and 

histamine. In this state, the network spontaneously generated electrical activity consisting of 

multiple randomly occurring spindle events involving thalamic and cortical neuronal 

populations. Spindle oscillations are driven by thalamic cell bursting as observed by 

experimental recordings (Steriade et al., 1993). Spindles spontaneously reappeared every 3–10s 

in agreement in prior intracellular data (Contreras et al., 1996) and computational models 

(Bazhenov et al., 2000; Bonjean et al., 2011; A. Destexhe et al., 1996; Destexhe et al., 1998). In this 

computational model, the initiation and termination of spindle sequences critically involved 

corticothalamic influences (Bonjean et al., 2011; Contreras et al., 1996; Timofeev et al., 2001). 

Furthermore, the synchronization of spindles across cortical and thalamic regions is determined 

by the strength and fanout of thalamocortical and corticothalamic connections (Bonjean et al., 
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2011; Krishnan et al., 2018b). The model consisted of two thalamocortical systems: core and 

matrix. The matrix system had broad thalamocortical and corticothalamic projections which is 

known to result in lower spindle density and increased spatial synchrony (Krishnan et al., 2018b). 

During spindles, cortical and thalamic neurons in both the core and matrix system had elevated 

and synchronized firing (Fig 3A) consistent with previous in-vivo experimental recordings 

(Steriade et al., 1993). This computational neural model was fed into a biophysical model: an 

electro- and magnetostatic forward model was applied to large-scale simulations of a 

thalamocortical network to simulate EEG and MEG signals.  

As described in the Methods, current dipole moment densities were calculated using linear 

microelectrode array recordings spanning the cortical surface scale during sleep spindles in 

stage N2 sleep. The laminar current source density (CSD), in µA/mm3, of sleep spindles was 

calculated by estimating the explicit quasi-electrostatic inverse of the laminar potential 

gradients (Pettersen et al., 2006), followed by appropriate spatial scaling and integration over 

the cortical column to yield current dipole moment densities. As shown in Figure 3.2, we found 

sleep spindle surface current densities have an average maximum spindle-band envelope on 

the order of 0.1 nAm/mm2 with considerable variation. Therefore, the simulated neural currents 

(in nA) were divided by the approximate Voronoi area (Meyer et al., 2003) of the cortical patch 

each represents, then scaled to approximately match in amplitude this surface current dipole 

moment density, yielding corresponding current dipole moment densities in nAm/mm2. 

We found our model was able to simulate essential elements of empirical M/EEG. Grand 

average topographies of simulated and experimental data, shown in Figure 3.6, are qualitatively 

similar to experimental ones. The empirical MEG topography, in particular, is well-reproduced 

and shows the characteristic pattern (Dehghani et al., 2011b; Manshanden et al., 2002) of 

frontolateral gradiometer activation. The dynamic range across the scalp is higher in the 

simulated data, likely because the empirical data contains widespread non-spindle background 

activity, forming the 1/f curve of the power spectrum, and which was not included in the neural 
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model. 

The simulated EEG topography, while matching the frontal position of the empirical data 

on the anterior-posterior axis, modestly differs in its lateral distribution. Whereas the empirical 

topography characteristically peaks along the midline, the two dorsal lobes of the simulated 

data only partially converge there. This may be due the model’s relatively crude 

implementation of inter-hemispheric connectivity, which consisted of low reliability synapses 

between mostly homologous cortical areas. An alternative possibility is that the ideal dipole 

model is incomplete for EEG. 

The simultaneously simulated MEG and EEG are also similar in magnitude of the empirical 

M/EEG (Figure 3.7A) with average spindle topography maxima (mean ± s.d. across all subjects or 

model runs) of 56.8 ± 12.6 fT/cm and 49.4 ± 13.4 fT/cm, p = 0.93, for simulated and empirical 

MEG, respectively, and 8.7 ± 0.8 µV and 10.7 ± 2.0 µV, p = 0.96, for simulated and empirical EEG. 

However, despite their quantitative similarity, the simulated EEG and MEG spindles show 

opposite systematic tends, with simulated MEG spindles being slightly stronger and EEG spindles 

being weaker and less varied than empirical examples. This differential bias may be due 

insufficiently detailed or inaccurate cranial tissue conductivities, factors that have a much 

greater bearing on EEG than MEG, for whom these tissues are nearly transparent. Individual 

differences in skull conductivity (Akalin Acar and Makeig, 2013), in particular, may explain the 

increased inter-subject variability in empirical spindles. Another possibility is that the biophysical 

generation of these signals, commonly thought of as absolutely unified for a given source 

distribution, are in fact partially uncoupled, perhaps by the accumulation of static charges or 

effective monopoles, here unaccounted for, which would contribute to EEG but not MEG.  

For simulated spindles, the relative contributions of the core and matrix systems to current 

dipole moment densities was quantified and, as shown in Figure 3.7B, we found this index to 

correlate with the ratio of derived MEG vs. EEG maxima (Pearson’s r = 0.24, p = 0.019). These 

data are consistent with the hypothesis that MEG gradiometer recordings are more sensitive to 
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core system neurons when compared to EEG recordings which are biased towards the matrix 

system. However, other factors, including individual differences, could also explain these results, 

and more focused studies are needed. 

 

Figure 3.8 Simulated sleep spindles and slow oscillations. Membrane voltages from the refined 
model are presented on a flattened cortex. (A) sleep spindles. (B) Slow Oscillations. 

A refined model with a 6-layer cortex, hierarchically specified interlaminar routing, dMRI-

based connection probabilities, and realistic conduction was tuned to produce the slow 

oscillations and spindles characteristic of non-REM sleep. For spindles, patterns of simulated 

activity were broadly similar to the earlier model. Cortical spindles initiate in various regions of 

the cortical surface and locally propagate rather than showing global synchrony, as is often 

observed on the scalp. Then the cortical currents are projected to the virtual MEG and scalp 

EEG by use of a biophysical forward model, the topographies are similar to empirically observed 

examples and importantly have reasonable amplitudes for EEG and MEG simultaneously, see 

Figure 3.9. Hemisphere-spanning rotating waves during sleep spindles, first reported by (Muller er 

al., 2016) are observed in synthetic ECoG generated from the refined model (Figure 3.10). These 

waves are qualitatively similar in dynamics and spatial scope to those reported in (Muller er al., 

2016). Expanding wavefronts are also observed, though less often than rotating waves. The 
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probability of detecting rotating and expanding wave patterns during simulated spindles is not 

significantly altered when corticocortical connectivity is made random or uniform, or when 

hierarchical interlaminar routing is removed, or even when all excitatory corticocortical 

connectivity is removed from the model. This strongly suggests that these patterns are thalamic 

in origin and are projected to the cortex through thalamocortical circuits.   

 

Figure 3.9 Synthetic EEG and MEG from simulated spindle and slow oscillation. Data from refined 
model. (A) sleep spindle (B) Slow Oscillation 
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Figure 3.10 Simulated rotating spindle wave. A. Membrane potential for a representative 
thalamo-cortical cell, total intracellular input current for an L4 cortical pyramidal cell, and the 
total current density for the columnar area. The column’s location is indicated by the red x in 
panel B. Time marker +0 ms is synchronized across all simulated data panels (A, B, D). B. Virtual 
ECoG activity for the same simulation showing a rotating wavefront during the spindle. C. An 
empirically recorded rotating wavefront during a spindle, reproduced with modifications from 
Figure 1B from Muller L, Piantoni G, Koller D, Cash SS, Halgren E, Sejnowski TJ. 2016. Rotating 
waves during human sleep spindles organize global patterns of activity that repeat precisely 
through the night. Elife 5:1–16 (https://creativecommons.org/licenses/by/4.0/). D. Simulated 
whole head EEG and MEG topographies at time +0 ms and sensor waveforms for the channels 
indicated with red circles. E. Empirical EEG and MEG spindle topographies for time +0 ms and 
accompanying waveforms for the channels indicated with red circles. 
 
Discussion.  

In this study, we developed a computationally efficient large-scale hybrid 

thalamocortical model which generated sleep spindles in cortical patches. We estimated the  

magnitude of current dipole density from empirical measures and then used a biophysical 

model to project the output of the model simulation to the EEG, MEG and ECoG sensors. The 

patches were embedded in the reconstructed cortical surface based on structural MRI data, 
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and sufficiently dense to accurately model the summation and cancellation that occurs as 

M/EEG signals propagate from their cortical generators to the extracranial sensors. The 

amplitude and topography of the M/EEG derived from the model were similar to those found in 

empirical recordings in healthy subjects, when using their individual brain and head anatomy to 

define the projection from cortex to M/EEG, thereby suggesting that our approach is basically 

sound. We then applied our model to test the previous hypothesis (Bonjean et al., 2011; 

Dehghani et al., 2010) that EEG activity during spindles is relatively more sensitive to the matrix 

thalamocortical system, while MEG is relatively more sensitive to the core thalamocortical 

system.  

Thus, using this approach, we demonstrate the viability of an integrated model for the 

generation of EEG and MEG, proceeding from ionic and synaptic activity, through local and 

distant networks, whose currents are then passed through a realistic biophysical model to 

generate M/EEG fields that correspond to empirical recordings, a foundational problem in 

neuroimaging. The model presented here simultaneously satisfies a considerable ensemble of 

neural and biophysical constraints including: dozens of neural properties, low-threshold Ca2+ 

current dynamics, the location and orientation of the cortical ribbon, empirically-backed 

biophysically probable maximum current dipole moment densities, and observed simultaneous 

M/EEG topographies and amplitudes. This multitude of constraints, embedded in each of the 

many scales the model traverses, precludes the pitfall of evoking over-tuned parameters in 

order to reproduce over-circumscribed behaviors. Given the ambitious scope of our model and 

the complexity of the system that it attempts to emulate, it is unsurprising that its limitations are 

numerous, including limited realism of the neural and biophysical models, limited application to 

M/EEG phenomena, and limited validation measures. 
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Figure 3.11 Virtual ECoG traveling waves not dependent on corticocortical connectivity. Error 
bars show standard error of the mean across simulation runs with different random seeds. 
Removing all excitatory corticocortical (CX) connections, imposing uniform or random CX 
connectivity, and removing hierarchically-based interlaminar routing weights does not 
significantly alter the probability of traveling wave patterns. 

Our neural model simulated 65,304 cortical neurons and 5,136 thalamic neurons. While 

the model is thus much larger than previous efforts of this kind, it is still contains about 250,000 

times fewer neurons than the actual human forebrain. Moreover, each simulated neuron is 

considerably simpler than a real neuron, especially in the number of synapses and number of 

dendritic compartments. In addition, subcortical areas other than the thalamus are not included 

in our model. While the direct contribution of these areas to extracranial M/EEG is minimal 

(Cohen et al., 2011), many, e.g. the nucleus basalis and hippocampus, may play critical roles in 

the timing, extent, amplitude and propagation of cortical activity during spindling. 

Notwithstanding these limitations, the model is sufficiently complex to generate sleep spindles 

using the same voltage-gated currents, within the same local thalamic and distant thalamo-
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cortico-thalamic synaptic circuits, as have been shown (Bonjean et al., 2012; Krishnan et al., 

2018b) to generate sleep spindles in vivo. Furthermore, the model was sufficiently large to 

generate cortical patterns with a complexity that appears similar to that recorded in vivo 

(Frauscher et al., 2015; Mak-McCully et al., 2015; Piantoni et al., 2016) although this needs to be 

further investigated. 

At its base, our study used a realistic computational model at the level of intrinsic and 

synaptic transmembrane currents to simulate MEG and EEG. It would be possible to increase the 

number of modeled neurons by using a population based neural mass model. Using such a 

model, Ritter et al. (2013) have modeled EEG signals from cortical activity projected to 

extracranial sensors. While such models could reproduce the spectrogram of EEG, they do not 

explicitly resolve activity at the level of individual neuron’s ionic or synaptic currents. This 

becomes critical when trying to leverage information from extensive intracellular and direct 

recordings of cortical and thalamic activity, to test new hypotheses. For example, abnormal 

spindling is common in schizophrenia (Wamsley et al., 2012) and variants of the gene CACNA1I, 

which encodes a T-type low-threshold Ca2+ channel and is expressed in the reticular nucleus of 

the thalamus (Manoach et al., 2016), are implicated in schizophrenia risk (Ripke et al., 2014). The 

framework we present can be used to simulate the effects of abnormal low-threshold Ca2+ 

channels on M/EEG. Costa and colleagues (Costa et al., 2016) included some of channel details 

in their neural mass model, but their biophysical modeling of EEG only considered an 

anatomically and physiologically implausible point source.  

An important limitation of the neural model presented here is that it does not fully take 

into account functional specialization or cytoarchitectonic differentiation among cortical 

regions, including hemispheric lateralization. The model framework, however, can 

accommodate these distinctions. Projects using non-invasive structural, functional and diffusion 

MR imaging in large healthy populations now provide detailed cortical parcellations into distinct 

areas (Glasser et al., 2016). In the refined model, we used this parcellation to introduce some 
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functionally specific connectivity at the inter-parcel and inter-laminar level of organization. 

Parcellation schemes may  also be combined with post-mortem transcriptomes to map receptor 

and channel variants, as well as laminar and cellular properties across the cortical mantle (Burt 

et al., 2018; Smith et al., 2013; van den Heuvel and Sporns, 2013). Future work could incorporate 

these cortical specializations into the neural model to determine if they underlie the variations in 

spindle amplitude and frequency across cortical areas which have been found with intracranial 

recordings (Frauscher et al., 2015; Mak-McCully et al., 2015; Piantoni et al., 2016).  

Non-invasive imaging studies in humans and tracer studies in primates provide estimates 

of structural and functional connectivity between cortical areas (Glasser et al., 2016; Markov et 

al., 2014). The connections in our model did not incorporate these estimates but relied on the 

geodesic distance between cortical locations. While geodesics are a closer analog to 

anatomical and functional connectivity than conventional Euclidian distances, they remain a 

limiting simplification. A related limitation in our neural model is its lack of a conduction delay. 

Such delays are on the order of 10s of ms between lobes or between the thalamus and cortex 

(Klopp et al., 2000; Mak-Mccully et al., 2017), and thus, together with the strength and pattern of 

cortico-cortical connections could have a substantial effect on the propagation patterns (Muller 

et al., 2016), coherence, or phase relationships within and among spindles. These large-scale 

interactions are important for determining whether and how dipoles summate and propagate 

to the M/EEG sensors, and need to be addressed in future iterations of the model. 

An additional limitation of our neural model is that the current dipole moment density 

produced by cortical spindles was based on empirical measurements, and the model only 

provided the timing, location and relative amplitude of the spindles. Current source density was 

calculated from sleep spindles recorded by 24 microcontacts spaced every 150 µm on center, 

traversing the cortical thickness from the pia to white matter (Hagler et al., 2018). The observed 

amplitude (~0.5 – ~2.0 nAm/mm2) is consistent with physiologically plausible maximum current 

dipole moment densities (Murakami and Okada, 2015). An important extension of the model 
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would be to determine if this empirically determined value is consistent with that calculated in a 

detailed model of the columnar microstructure such as LFPy (Lindén et al., 2014) or the blue 

brain project (Markram, 2006). This calculation requires accurate reconstruction of dendritic 

domains, cell-densities and distributions, and synaptic terminations, in multi-compartment 

Hodgkin-Huxley models (Lindén et al., 2014). Such models are obviously too computationally 

expensive to incorporate directly into the many cortical patches in our model. However, an in-

depth analysis of a single patch could help inform how well the limited number of cells we 

simulate in each patch represents the large number of actual cortical cells in that area. 

The biophysical model used to propagate the cortical activity to the extracranial sensors 

also has limitations. We use a boundary element model which has been found to provide a 

good estimate of propagation at reasonable computational cost (Gramfort et al., 2010). Our 

model estimates four tissue-boundary ‘shells’ from each subject’s structural MRI: pia/CSF; 

CSF/skull; skull/scalp; and scalp/air. Although other models commonly omit the CSF layer, 

simulations indicate that its inclusion produces greater smearing of the EEG (Irimia et al., 2012; 

Lopes da Silva, 2013). Within the layers we use accepted tissue conductivities for the brain, CSF, 

and scalp (Hallez et al., 2007). However, the in vivo electroconductive properties of the skull 

remain controversial and may vary significantly across subjects (Akalin Acar and Makeig, 2013; 

Awada et al., 1998; Hallez et al., 2007). The biophysical model used to generate synthetic ECoG 

was simpler still, and did not take into account the skull, which is reasonable given the proximity 

of the electrodes to the sources, and in addition the large craniotomy necessary for the array to 

be implanted. Furthermore, cranial nerve exits and other skull inhomogeneities may have 

significant effects (Akalin Acar and Makeig, 2013) which are unaccounted for in our model. 

Note that these issues will not affect MEG as, at the precision of biomedical analyses, the 

magnetic permeability of these tissues is equivalent to that of a vacuum (Hämäläinen et al., 

1993).  

The cortical surface used in the biophysical model is also reconstructed from each 
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individual subject’s structural MRI (Dale et al., 1999). Extracranial M/EEG fields generated by a 

cortical dipole depend not only on its location and the magnitude of its moment, but are also 

highly dependent on the extent of spatial-temporal synchrony with other dipoles across the 

cortex and their relative orientations (Ahlfors et al., 2010a; Lutkenhoner, 2003). Dipoles are 

created by the post-synaptic currents of aligned pyramidal neurons oriented perpendicular to 

cortical surface (Lopes Da Silva, 2004; Nunez and Srinivasan, 2009). Thus, synchronous dipoles 

with opposed orientations, such as those on opposite side of the sulcal walls, will cancel each 

other out. In fact, the majority of the total cortical MEG signal is canceled before exiting the 

head on account of this phenomena (Ahlfors et al., 2010b; Lutkenhoner, 2003). Although the 

neural model contains only 20,484 cortical patches, their activity is mapped to 327,684 vertices 

for the biophysical model, which provides ~1 mm resolution. Our previous simulations indicate 

that this resolution better captures the summation and cancelation of simultaneously active 

dipoles than lower resolutions (Ahlfors et al., 2010b). The high-resolution cortical mesh also 

reduces the numerical integration errors that can be present in BEM forward models with small 

inter-shell distances. However the efficacy of even finer resolutions at capturing cancelation 

accurately and the extent of errors in cortical ribbon orientation reconstruction are unknown, as 

are their effects on modeled M/EEG. 

Despite these limitations of our neural and biophysical models, they produced 

reasonable amplitudes and topographies in both EEG and MEG. The amplitude of the M/EEG is 

a powerful constraint reflecting the interaction of many parameters and we are not aware of a 

previous study which reproduces both with realistic parameters and cortical source 

topographies. The empirical MEG topography, in particular, is well-reproduced and shows the 

characteristic pattern (Dehghani et al., 2011b; Manshanden et al., 2002) of frontolateral 

gradiometer activation. The leadfields of MEG gradiometers are smaller than those of EEG (Irimia 

et al., 2012), primarily because EEG is smeared by the skull and cranial tissues whereas these 

structures are mostly transparent to MEG (Hämäläinen and Ilmoniemi, 1994), especially when 
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comparing bipolar MEG gradiometers to distantly referenced scalp EEG. Consequently, MEG is 

relatively more sensitive to focal sources whereas EEG to distributed (Irimia et al., 2012; Lopes da 

Silva, 2013). The core and matrix thalamo-cortical systems correspond to this pattern, with the 

core pathway terminating focally in layer 4 and the matrix more diffusely in superficial layers 

(Jones, 2002, 2001), leading to the hypothesis that core spindles would be relatively more 

prominent in MEG and matrix in EEG (Dehghani et al., 2010). We modeled the differential 

projections and terminations of the core and matrix systems and found support for this 

hypothesis.  

 Rotating ECoG wavefronts have been observed during sleep spindles and hypothesized 

to be a result of conduction delays in long range corticocortical connections (Muller er al., 

2016). Our revised model was able to replicate the spatiotemporal dynamics of these waves but 

surprisingly found that excitatory corticocortical connectivity was not necessary to observe these 

patterns. They in fact appear to be primally driven by thalamic circuits whose activity is 

propagated to the cortex and perhaps modified by local inhibition. The limited role of 

corticocortical connections in the generation of sleep spindle spiral waves in the model may be 

due the simplified map-based neurons used in the cortex, as opposed to the detailed Hodgkin-

Huxley neurons used the thalamus. In any case, our observations provide an alternative 

mechanism for how this phenomenon may arise. 

In addition to the differing spatial extent of core and matrix spindles, their differing 

laminar distributions may also have an effect on their respective M/EEG signals. Laminar 

recordings in humans show that spindles can be dichotomized depending upon whether their 

LFP gradients are maximal in the middle versus superficial cortical layers, possibly corresponding 

to the core and matrix terminations of thalamocortical fibers (Hagler et al., 2018). The CSD 

calculated from the middle layer spindles produced a typical dipolar pattern with a current 

source and sink of approximately equal magnitude. However the superficial layer spindles 

consisted of a concentrated current sink and distributed or absent sources, yielding an 
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effectively monopolar current distribution. Apparent monopoles are often found when analyzing 

CSD but it is controversial whether these represent an experimental or analytic artifact or a 

physiological phenomenon, such as accumulated charge (Bedard and Destexhe, 2013; 

Destexhe and Bedard, 2012; Gratiy et al., 2013; Riera et al., 2012). Most commonly, spindles are a 

mixture of middle and superficial layer waves (Hagler et al., 2018), and we did not distinguish 

between them when calculating the current dipole moment densities, which therefore mainly 

reflected middle layer spindles. Static ion concentrations produce an EEG but no MEG signal, 

and thus accounting for them in the matrix spindles in our model would have accentuated the 

difference between MEG and EEG in the predicted direction (i.e., producing a better 

correspondence between model and empirical results). Furthermore, the EEG signal produced 

by monopolar or unbalanced dipole decreases with distance less quickly than that produced 

by ideal dipoles, and this would tend to increase the similarity of the modeled to the empirical 

EEG spindle topography at midline sites.  

Our model can be easily extended to other M/EEG phenomena such as K-complexes 

(Mak-McCully et al., 2014), slow oscillations ( Krishnan et al., 2018a ; Komarov et al., 2017; Wei et 

al., 2016) and theta bursts (Gonzalez et al., 2018) by marrying their neural computational models 

to the biophysical model described here. Using the same neural model to generate multiple 

M/EEG phenomena would provide a strong constraint on model parameters. Intracranial 

recordings may inform additional constraints, especially for the distribution, synchrony, and 

phase of cortical spindles (Halgren et al., 2018). Because the average spatial distribution of all 

spindles is much broader than that of individual spindles, the large-scale folding patterns of the 

cortex have a disproportionate impact on average spindle topographies. If simultaneous extra- 

and intra-cranial recordings are obtained, then the extracranial topography of individual 

spindles can be predicted by informing the model of the (limited) intracranial measures. This 

would permit predictions from individual spindles to be tested, rather than their grand average 

as was tested in the current paper.  
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A more comprehensive understanding of the relationship between neurobiology, local 

field potentials, and non-invasive M/EEG might plausibly improve the diagnostic power of the 

latter techniques. Here we have presented a framework that unifies detailed neural models with 

the measurement theory of M/EEG. Understanding the forward model that relates ion channel 

dynamics to M/EEG is the first step towards developing a principled inverse solution that maps 

M/EEG responses to clinically and physiologically relevant human in vivo molecular measures.  

Acknowledgements 

This work was supported by National Institute of Mental Health Grants 1RF1MH117155 and 

5T32MH020002, and the National Institute of Neurological Disorders and Stroke Grant 

1R01NS109553. We thank Nima Dehghani, Donald Hagler, and Sergey Gratiy for their 

contributions to the empirical data, as well as our human subjects for their participation. Data 

were provided, in part, by the Human Connectome Project, WU-Minn Consortium (Principal 

Investigators: David Van Essen and Kamil Ugurbil; 1U54MH091657) funded by the 16 National 

Institutes of Health (NIH) Institutes and Centers that support the NIH Blueprint for Neuroscience 

Research and by the McDonnell Center for Systems Neuroscience at Washington University. 

Chapter 3, in part, is a reprint of the material as it appears in Rosen BQ, Krishnan GP, 

Sanda P, Komarov M, Sejnowski TJ, Rulkov N, Ulbert I, Eross L, Madsen J, Devinsky O, Doyle W, 

Fabo D, Cash S, Bazhenov M, Halgren E. 2019. Simulating human sleep spindle MEG and EEG 

from ion channel and circuit level dynamics. J. Neurosci. Methods, 316 46-57. The dissertation 

author was the primary investigator and author of this paper. In addition, chapter 3, in part, 

contains unpublished material coauthored with Yuri Sokolov, Jean Erik Delonois, Oscar Gonzalez, 

Giri Krisnan, and Maksim Bazhenov. The dissertation author was the primary author of this 

chapter. 

 

 

 



101 
 

References 

Ahlfors SP, Han J, Belliveau JW, Hämäläinen MS. 2010a. Sensitivity of MEG and EEG to source 
orientation. Brain Topogr 23:227–232. 
Ahlfors SP, Han J, Lin FH, Witzel T, Belliveau JW, Hämäläinen MS, Halgren E. 2010b. Cancellation of 
EEG and MEG signals generated by extended and distributed sources. Hum Brain Mapp 31:140–
149. 
 
Akalin Acar Z, Makeig S. 2013. Effects of forward model errors on EEG source localization. Brain 
Topogr 26:378–396. 
 
Andrillon T, Nir Y, Staba RJ, Ferrarelli F, Cirelli C, Tononi G, Fried I. 2011. Sleep Spindles in Humans: 
Insights from Intracranial EEG and Unit Recordings. J Neurosci 31:17821–17834. 
 
Awada K a, Jackson DR, Baumann SB, Williams JT, Wilton DR, Fink PW, Prasky BR. 1998. Effect of 
conductivity uncertainties and modeling errors on EEG source localization using a 2-D model. 
IEEE Trans Biomed Eng 45:1135–45. 
 
Balasubramanian M, Polimeni JR, Schwartz EL. 2009. Exact geodesics and shortest paths on 
polyhedral surfaces. IEEE Trans Pattern Anal Mach Intell 31:1006–1016. 
 
Bazhenov M, Rulkov NF, Timofeev I. 2008. Effect of synaptic connectivity on long-range 
synchronization of fast cortical oscillations. J Neurophysiol 100:1562–1575. 
 
Bazhenov M, Timofeev I, Steriade M, Sejnowski T. 2000. Spiking-bursting activity in the thalamic 
reticular nucleus initiates sequences of spindle oscillations in thalamic networks. J Neurophysiol 
84:1076–1087. 
 
Bazhenov M, Timofeev I, Steriade M, Sejnowski TJ. 2002. Model of thalamocortical slow-wave 
sleep oscillations and transitions to activated States. J Neurosci 22:8691–8704. 
 
Bedard C, Destexhe A. 2013. Reply to Gratiy et al. J Neurophysiol 109:1683–1683. 
 
Bonjean M, Baker T, Bazhenov M, Cash S, Halgren E, Sejnowski T. 2012. Interactions between Core 
and Matrix Thalamocortical Projections in Human Sleep Spindle Synchronization. J Neurosci 
32:5250–5263. 
 
Bonjean M, Baker T, Lemieux M, Timofeev I, Sejnowski TJ, Bazhenov M. 2011. Corticothalamic 
Feedback Controls Sleep Spindle Duration In Vivo. J Neurosci 31:9124–9134. 
 
Burt JB, Demirtaş M, Eckner WJ, Navejar NM, Ji JL, Martin WJ, Bernacchia A,  
Anticevic A, Murray JD. 2018. Hierarchy of transcriptomic specialization across human cortex 
captured by structural neuroimaging topography. Nat Neurosci 21. 
 
Chen J-Y, Chauvette S, Skorheim S, Timofeev I, Bazhenov M. 2012. Interneuron-mediated 
inhibition synchronizes neuronal activity during slow oscillation. J Physiol 590:3987–4010. 
 
Cohen MX. 2017. Where Does EEG Come From and What Does It Mean? Trends Neurosci 40:208–
218. 
 



102 
 

Cohen MX, Cavanagh JF, Slagter HA. 2011. Event-related potential activity in the basal ganglia 
differentiates rewards from nonrewards: Temporospatial principal components analysis and 
source localization of the feedback negativity: Commentary. Hum Brain Mapp 32:2270–2271. 
 
Contreras D, Destexhe A, Sejnowski TJ, Steriade M. 1996. Control of spatiotemporal coherence of 
a thalamic oscillation by corticothalamic feedback. Science 274:771–774. 
 
Costa MS, Weigenand A, Ngo HV V, Marshall L, Born J, Martinetz T, Claussen JC. 2016. A 
Thalamocortical Neural Mass Model of the EEG during NREM Sleep and Its Response to Auditory 
Stimulation. PLoS Comput Biol 12:1–20. 
 
Dale AM, Fischl B, Sereno MI. 1999. Cortical surface-based analysis. I. Segmentation and surface 
reconstruction. Neuroimage 9:179–94. 
 
Dehghani N, Cash SS, Halgren E. 2011a. Emergence of synchronous EEG spindles from 
asynchronous MEG spindles. Hum Brain Mapp 32:2217–2227. 
 
Dehghani N, Cash SS, Halgren E. 2011b. Topographical frequency dynamics within EEG and MEG 
sleep spindles. Clin Neurophysiol 122:229–235. 
 
Dehghani N, Cash SS, Rossetti AO, Chen CC, Halgren E. 2010. Magnetoencephalography 
Demonstrates Multiple Asynchronous Generators During Human Sleep Spindles. J Neurophysiol 
104:179–188. 
 
Delorme A, Makeig S. 2004. EEGLAB: an open source toolbox for analysis of single-trial EEG 
dynamics including independent component analysis. J Neurosci Methods 134:9–21. 
 
Destexhe A., Bal T, McCormick DA, Sejnowski TJ. 1996. Ionic mechanisms underlying synchronized 
oscillations and propagating waves in a model of ferret thalamic slices. J Neurophysiol. 
 
Destexhe A, Bedard C. 2012. Do neurons generate monopolar current sources? J Neurophysiol 
108:953–955. 
 
Destexhe A, Contreras D, Steriade M. 1998. Mechanisms underlying the synchronizing action of 
corticothalamic feedback through inhibition of thalamic relay cells. Am Physiol Soc. 
 
Destexhe Alain, Contreras D, Steriade M, Sejnowski TJ, Huguenard JR. 1996. In vivo, in vitro, and 
computational analysis of dendritic calcium currents in thalamic reticular neurons. J Neurosci 
16:169–85. 
 
Diekelmann S, Born J. 2010. The memory function of sleep. Nat Rev Neurosci 11:114–126. 
 
Einevoll GT, Kayser C, Logothetis NK, Panzeri S. 2013. Modelling and analysis of local field 
potentials for studying the function of cortical circuits. Nat Rev Neurosci 14:770–785. 
 
Fischl B. 2012. FreeSurfer. Neuroimage. 
 
Fischl B, Sereno MI, Tootell RBH, Dale AM. 1999. High-resolution intersubject averaging and a 
coordinate system for the cortical surface. Hum Brain Mapp 8:272–284. 
 
Fisher NI. 1995. Statistical analysis of circular data. Cambridge University Press. 
 



103 
 

Frauscher B, von Ellenrieder N, Dubeau F, Gotman J. 2015. Scalp spindles are associated with 
widespread intracranial activity with unexpectedly low synchrony. Neuroimage 105:1–12. 
 
Glasser MF, Coalson TS, Robinson EC, Hacker CD, Harwell J, Yacoub E, Ugurbil K, Andersson J, 
Beckmann CF, Jenkinson M, Smith SM, Van Essen DC. 2016. A multi-modal parcellation of human 
cerebral cortex. Nature 536:171–8. 
 
Glasser MF, Van Essen DC. 2011. Mapping Human Cortical Areas In Vivo Based on Myelin 
Content as Revealed by T1- and T2-Weighted MRI. J Neurosci 31:11597–11616. 
 
Gonzalez CE, Mak-McCully RA, Rosen BQ, Cash SS, Chauvel PY, Bastuji H, Rey M, Halgren E. 2018. 
Theta bursts precede, and spindles follow, cortical and thalamic downstates in human NREM 
sleep. J Neurosci, 38 (46) 9989-10001. 
 
Gramfort A, Papadopoulo T, Olivi E, Clerc M. 2010. OpenMEEG: opensource software for 
quasistatic bioelectromagnetics. Biomed Eng Online 9:45. 
 
Gratiy SL, Pettersen KH, Einevoll GT, Dale AM. 2013. Pitfalls in the interpretation of multielectrode 
data: on the infeasibility of the neuronal current-source monopoles. J Neurophysiol 109:1681–
1682. 
 
Hagler DJ, Ulbert I, Wittner L, Erőss L, Madsen JR, Devinsky O, Doyle W, Fabo D, Cash SS, Halgren 
E. 2018. Heterogeneous origins of human sleep spindles in different cortical layers. J Neurosci 
38:2241–17. 
 
Halgren M, Fabó D, Ulbert I, Madsen JR, Erőss L, Doyle WK, Devinsky O, Schomer D, Cash SS, 
Halgren E. 2018. Superficial Slow Rhythms Integrate Cortical Processing in Humans. Sci Rep 
8:2055. 
 
Hallez H, Vanrumste B, Grech R, Muscat J, De Clercq W, Vergult A, D’Asseler Y, Camilleri KP, Fabri 
SG, Van Huffel S, Lemahieu I. 2007. Review on solving the forward problem in EEG source 
analysis. J Neuroeng Rehabil 4:46. 
 
Hämäläinen MS, Hari R, Ilmoniemi RJ, Knuutila J, Lounasmaa O V. 1993. 
Magnetoencephalography - theory, instrumentation, and applications to noninvasivee studies 
of the working human brain. Rev Mod Phys. 
 
Hämäläinen MS, Ilmoniemi RJ. 1994. Interpreting magnetic fields of the brain: minimum norm 
estimates. Med Biol Eng Comput 32:35–42. 
 
Huguenard JR, McCormick DA. 1992. Simulation of the currents involved in rhythmic oscillations in 
thalamic relay neurons. J Neurophysiol 68:1373–1383. 
Huguenard JR, Prince DA. 1992. A novel T-type current underlies prolonged Ca2+-dependent 
burst firing in GABAergic neurons of rat thalamic reticular nucleus. J Neurosci 12:3804–3817. 
 
Iber C, Ancoli-Israel S, Chesson A, Quan S. 2007. The AASM Manual for the Scoring of Sleep and 
Associates Events: Rules, Terminology and Technical Specifications, Sleep (Rochester). 
 
Irimia A, Van Horn JD, Halgren E. 2012. Source cancellation profiles of electroencephalography 
and magnetoencephalography. Neuroimage 59:2464–2474. 
 
Jammalamadaka SR, Sengupta A. 2001. Topics in circular statistics. World Scientific. 



104 
 

 
Jones EG. 2002. Thalamic circuitry and thalamocortical synchrony. Philos Trans R Soc B Biol Sci 
357:1659–1673. 
 
Jones EG. 2001. The thalamic matrix and thalamocortical synchrony. Trends Neurosci. 
 
Klopp J, Marinkovic K, Chauvel P, Nenov V, Halgren E. 2000. Early widespread cortical distribution 
of coherent fusiform face selective activity. Hum Brain Mapp 11:286–293. 
 
Komarov M, Krishnan G, Chauvette S, Rulkov N, Timofeev I, Bazhenov M. 2017. New class of 
reduced computationally efficient neuronal models for large-scale simulations of brain 
dynamics. J Comput Neurosci 1–24. 
 
Krishnan GP, Chauvette S, Shamie I, Soltani S, Timofeev I, Cash SS, Halgren E, Bazhenov M. 2016. 
Cellular and neurochemical basis of sleep stages in the thalamocortical network. Elife 5:1–29. 
 
Krishnan GP, González OC, Bazhenov M. 2018a. Origin of slow spontaneous resting-state 
neuronal fluctuations in brain networks. Proc Natl Acad Sci 201715841. 
 
Krishnan GP, Rosen BQ, Chen J-Y, Muller L, Sejnowski TJ, Cash SS, Halgren E, Bazhenov M. 2018b. 
Thalamocortical and intracortical laminar connectivity determines sleep spindle properties. PLoS 
Comput Biol 14:1–22. 
 
Kybic J, Clerc M, Abboud T, Faugeras O, Keriven R, Papadopoulo T. 2005. A common formalism 
for the integral formulations of the forward EEG problem. IEEE Trans Med Imaging 24:12–28. 
 
Lindén H, Hagen E, Łęski S, Norheim ES, Pettersen KH, Einevoll GT. 2014. LFPy: a tool for 
biophysical simulation of extracellular potentials generated by detailed model neurons. Front 
Neuroinform. 
 
Lindén H, Tetzlaff T, Potjans TC, Pettersen KH, Grun S, Diesmann M, Einevoll GT. 2011. Modeling the 
spatial reach of the LFP. Neuron 72:859–872. 
 
Lopes da Silva F. 2013. EEG and MEG: Relevance to neuroscience. Neuron 80:1112–1128. 
 
Lopes Da Silva F. 2004. Functional localization of brain sources using EEG and/or MEG data: 
Volume conductor and source modelsMagnetic Resonance Imaging. pp. 1533–1538. 
Lutkenhoner B. 2003. Magnetoencephalography and its Achilles’ heelJournal of Physiology Paris. 
pp. 641–658. 
 
Mak-McCully R a, Rosen BQ, Rolland M, Régis J, Bartolomei F, Rey M, Chauvel P, Cash SS, 
Halgren E. 2015. Distribution, Amplitude, Incidence, Co-Occurrence, and Propagation of Human 
K-Complexes in Focal Transcortical Recordings. eNeuro 2. 
 
Mak-McCully RA, Deiss SR, Rosen BQ, Jung KY, Sejnowski TJ, Bastuji H, Rey M, Cash SS, Bazhenov 
M, Halgren E. 2014. Synchronization of Isolated Downstates (K-Complexes) May Be Caused by 
Cortically-Induced Disruption of Thalamic Spindling. PLoS Comput Biol 10. 
 
Mak-Mccully RA, Rolland M, Sargsyan A, Gonzalez C, Magnin M, Chauvel P, Rey M, Bastuji H, 
Halgren E. 2017. Coordination of cortical and thalamic activity during non-REM sleep in humans. 
Nat Commun 8. 
 



105 
 

Manoach DS, Pan JQ, Purcell SM, Stickgold R. 2016. Reduced Sleep Spindles in Schizophrenia: A 
Treatable Endophenotype That Links Risk Genes to Impaired Cognition? Biol Psychiatry 80:599–
608. 
 
Manshanden I, De Munck JC, Simon NR, Lopes da Silva FH. 2002. Source localization of MEG 
sleep spindles and the relation to sources of alpha band rhythms. Clin Neurophysiol 113:1937–
1947. 
 
Markov NT, Vezoli J, Chameau P, Falchier A, Quilodran R, Huissoud C, Lamy C, Misery P, Giroud P, 
Ullman S, Barone P, Dehay C, Knoblauch K, Kennedy H. 2014. Anatomy of hierarchy: 
Feedforward and feedback pathways in macaque visual cortex. J Comp Neurol 522:225–259. 
 
Markram H. 2006. The Blue Brain Project. Nat Rev Neurosci. 
 
McCormick DA, Pape HC. 1990. Properties of a hyperpolarization-activated cation current and 
its role in rhythmic oscillation in thalamic relay neurones. J Physiol 431:291–318. 
 
Meyer M, Desbrun M, Schröder P, Barr AH. 2003. Discrete Differential-Geometry Operators for 
Triangulated 2-Manifolds. pp. 35–57. 
 
Muller L, Piantoni G, Koller D, Cash SS, Halgren E, Sejnowski TJ. 2016. Rotating waves during 
human sleep spindles organize global patterns of activity that repeat precisely through the 
night. Elife 5:1–16. 
 
Murakami S, Okada Y. 2015. Invariance in current dipole moment density across brain structures 
and species: Physiological constraint for neuroimaging. Neuroimage 111:49–58. 
 
Nunez PL, Srinivasan R. 2009. Electric Fields of the Brain: The neurophysics of EEG, Electric Fields of 
the Brain: The neurophysics of EEG. 
 
Oostenveld R, Fries P, Maris E, Schoffelen J-M. 2011. FieldTrip: Open source software for 
advanced analysis of MEG, EEG, and invasive electrophysiological data. Comput Intell Neurosci 
2011:156869. 
 
Pettersen KH, Devor A, Ulbert I, Dale AM, Einevoll GT. 2006. Current-source density estimation 
based on inversion of electrostatic forward solution: Effects of finite extent of neuronal activity 
and conductivity discontinuities. J Neurosci Methods 154:116–133. 
 
Piantoni G, Halgren E, Cash SS. 2016. Spatiotemporal Characteristics of Sleep Spindles Depend 
on Cortical Location. Neuroimage 146:236–245. 
 
Riera JJ, Ogawa T, Goto T, Sumiyoshi A, Nonaka H, Evans A, Miyakawa H, Kawashima R. 2012. 
Pitfalls in the dipolar model for the neocortical EEG sources. J Neurophysiol 108:956–975. 
 
Ripke S, Neale BM, Corvin A, Walters JTR, Farh K-H, Holmans PA, Lee P, Bulik-Sullivan B, Collier DA, 
Huang H. 2014. Biological insights from 108 schizophrenia-associated genetic loci. Nature 
511:421. 
 
Ritter P, Schirner M, McIntosh AR, Jirsa VK. 2013. The virtual brain integrates computational 
modeling and multimodal neuroimaging. Brain Connect 3:121–145. 
 
Rockland KS. 2019. What do we know about laminar connectivity?. Neuroimage 197:772-784. 



106 
 

 
Rosen BQ, Halgren E. 2021. A whole-cortex probabilistic tractography connectome. eNeuro 8 
(1). 
 
Rulkov NF, Bazhenov M. 2008. Oscillations and synchrony in large-scale cortical network models. 
J Biol Phys 34:279–299. 
 
Rulkov NF, Timofeev I, Bazhenov M. 2004. Oscillations in Large-Scale Cortical Networks : Map-
Based Model. J Comput Neurosci 17:203–223. 
 
Sejnowski TJ, Destexhe A. 2000. Why do we sleep? Brain Res 886:208–223. 
Smith SM, Beckmann CF, Andersson J, Auerbach EJ, Bijsterbosch J, Douaud G, Duff E,  
 
Feinberg DA, Griffanti L, Harms MP, Kelly M, Laumann T, Miller KL, Moeller S, Petersen S, Power J, 
Salimi-Khorshidi G, Snyder AZ, Vu AT, Woolrich MW, Xu J, Yacoub E, Uǧurbil K, Van Essen DC, 
Glasser MF. 2013. Resting-state fMRI in the Human Connectome Project. Neuroimage 80:144–168. 
 
Steriade M, McCormick D, Sejnowski T. 1993. Thalamocortical oscillations in the sleeping and 
aroused brain. Science 262:679–685. 
 
Stevens CF. 1993. Quantal release of neurotransmitter and long-term potentiation. Cell. 
 
Timofeev I, Bazhenov M, Sejnowski TJ, Steriade M. 2001. Contribution of intrinsic and synaptic 
factors in the desynchronization of thalamic oscillatory activity. Thalamus Relat Syst 1:53–69. 
 
Timofeev I, F. G, Bazhenov M, Sejnowski TJ, Steriade M. 2000. Origin of Slow Cortical Oscillations in 
Deafferented Cortical Slabs. Cereb Cortex 10:1185–1199. 
 
Tsodyks M V, Markram H. 1997. The neural code between neocortical pyramidal neurons 
depends on neurotransmitter release probability. Proc Natl Acad Sci 94:719–723. 
 
Ulbert I, Halgren E, Heit G, Karmos G. 2001. Multiple microelectrode-recording system for human 
intracortical applications. J Neurosci Methods 106:69–79. 
 
Uutela K, Taulu S, Hämäläinen M. 2001. Detecting and correcting for head movements in 
neuromagnetic measurements. Neuroimage 14:1424–1431. 
 
Van den Heuvel MP, Sporns O. 2013. An Anatomical Substrate for Integration among Functional 
Networks in Human Cortex. J Neurosci 33:14489–14500. 
 
Wamsley EJ, Tucker MA, Shinn AK, Ono KE, McKinley SK, Ely A V., Goff DC, Stickgold R,  
Manoach DS. 2012. Reduced sleep spindles and spindle coherence in schizophrenia: 
Mechanisms of impaired memory consolidation? Biol Psychiatry 71:154–161. 
 
Wei Y, Krishnan GP, Bazhenov M. 2016. Synaptic Mechanisms of Memory Consolidation during 
Sleep Slow Oscillations. J Neurosci 36:4231–4247. 
 

 
 
 
 



107 
 

CHAPTER 4: FREQUENCY-RESOLVED FALLOFF OF SPONTANEOUS CORTICAL COHERENCE WITH 
DISTANCE IN HUMAN COMPOSITE SEEG 

Abstract  

A map of cortical functional connectivity with high temporal and spatial resolution remains an 

elusive goal in human neuroscience. Functional magnetic resonance imaging (fMRI) is only 

sensitive to low frequency activity, Magneto- and electro-encephalography (M/EEG) sensors 

have significant spurious correlation due to overlapping sensor lead fields and the localization of 

these signals’ sources relies on assumptions about spatial correlativity that have little 

experimental validation. In contrast, human stereo-electro-encephalographic depth-electrode 

recordings (SEEG) provide focal, true-scale measurements of transcortical potentials. However, 

due to limited implant coverage, standard SEEG analyses can miss the larger-scale cortical 

patterns integral to commonly observed cognitive and neural phenomena. To address this 

limitation, SEEG data during randomly sampled periods of wake and non-REM sleep from more 

than 200 patients from seven clinical sites was integrated in a model of frequency-resolved 

spontaneous coherence as a function of the white matter fiber distance between implanted 

cortical parcels. We find that within-patient coherence rapidly reaches a steady state, and that 

inter-electrode coherence decays exponentially with fiber-tract distance. Coherence below 

~15Hz is higher and decays more slowly with distance in NREM sleep compared to waking. 

Coherence decays more slowly at lower frequencies, and for the characteristic frequency 

bands of sleep graphoelements. We find furthermore, that at all frequencies and distances, 

spontaneous coherence is greater than would be expected by chance and that its rate of 

decays is less than that of anatomical connectivity. Lasty, we present a case study showing that 

the assumed rate of falloff in synchrony between cortical sources with distance has dramatic 

effects on the source localization of extracranial recordings. While the scope of these estimates 

may be limited by the brain states and patient population explored, the empirical 

characterizations of neural correlativity as a function of distance presented here, being 
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frequency-resolved, volume-conduction-insensitive, and having broad spatial coverage, offer a 

unique view of human neural activity. 

Introduction  

 As the neuroscience community has been able to record from more and more neural 

elements simultaneously there has been commensurately increased interest in how these signals 

covary among elements and more generally across space. Modeling the brain as a network of 

connections is a foundational framework for understanding its meso- and macro-scale 

neurobiology (Sporns et al., 2005). Functional connectivity, or physiological correlativity, while 

necessarily constrained by anatomical connectivity, cannot be fully predicted by it and may be 

more relevant for behavior (Honey et al., 2009). As a practicality, most human studies of neural 

correlativity rely on non-invasive methodologies, which introduce particular confounds when 

assessing multivariate covariability as opposed to more common univariate measures, e.g., 

amplitude and frequency. In this report we present an analysis of spontaneous corticocortical 

coherence as a function of distance as measured with intracranial transcortical stereo-

electroencephalography (SEEG).  

 The post-synaptic currents of oriented cortical pyramidal neurons result in 

electromagnetic fields which are instantaneously conducted through the media of the head to 

distant locations. Sensors far from cortical generators, such as scalp EEG or 

magnetoencephalography (MEG) have broad leadfields, which is to say that the activity in 

relatively large area of cortex has a non-negligible contribution to each sensor’s signal. Much 

sensor covariability is therefore spurious, being the result of the same generator being recorded 

simultaneously by multiple sensors (Nolte et al., 2004; Nunez and Srinivasan, 2009). Even in 

intracranial electrocorticography, or ECoG, where electrodes lie directly on the cortex, a 

degree of spurious correlativity is introduced via the common reference electrode. This can be 

ameliorated with common average referencing, but this procedure distorts the signal in other 
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ways, such as by assuming implausible zero-sum amplitude across channels. In this study we 

used a depth SEEG arrays with transcortical bipolar referencing, resulting in unambiguously focal 

recordings with minimum spurious correlation between sensors (Arnulfo et al., 2015; Mak-McCully 

et al., 2014). The disadvantage of transcortical SEEG is that spatial coverage is sparse and wholly 

clinically determined, but we have lessened that drawback by compositing recordings from 

more than 200 patients across multiple clinical sites. Alternatively, functional magnetic 

resonance imaging (fMRI) while having near-complete cortical coverage and high spatial 

resolution, is related only indirectly to neural activity and is in any case not temporally precise 

enough to measure spectral differences in most biologically relevant frequencies.  

 As the cortex of each intracranial EEG patient is sparsely but variably sampled, 

compositing data from many patients is a logical avenue to produce a more wholistic picture. 

Studies of this type typically relate univariate metrics, such as peak frequencies in continuous 

spontaneous recordings (Frauscher et al., 2018) or the characteristics of sleep graphoelements 

(Dickey et al., 2022; Gonzalez et al., 2022; von Ellenrieder et al., 2020), rather than bi- or multi-

variate metrics which depend on the correlativity between sensors or ultimately brain areas. 

Achieving substantial bivariate coverage requires a very large patient sample, as the number of 

cortical region pairs scales with the square of the number of defined regions, and these pairs 

must be observed in the same patients to estimate correlative metrics.  

 In this study we principally use magnitude squared coherence as a measure of 

functional connectivity between cortical signals. The measure is simple, computationally 

efficient, robust to transients, and frequency specific. More fundamentally, it has a deep 

relationship to a Bayesian understanding of neural activity. Coherence is the normalized 

modulus of the complex cross-spectrum between two signals, which itself is the frequency 

domain extension of covariance. From a practical perspective, an assumed prior variance-

covariance matrix (Dale and Sereno, 1993) or autospectral-cross-spectral matrix (Frei et al., 2001) 

of neural generators may be used with of the equivalent matrix for extracranial sensors (M/EEG) 
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to constrain the inversion of the linear volume conduction operator and thus predict the neural 

activity that causes the observed recording to arise. This maximum a posteriori probability 

estimate is the essence of a family of commonly used linear methods of source localization 

(López et al., 2014; Wipf and Nagarajan, 2009). More theoretically, covariance matrix or cross-

spectral matrices form a key parameter that defines the multivariate mixed Gaussian probability 

distributions that make up proposed internal generative models in the Bayesian brain framework 

(Friston, 2012). 

 For reasons of wiring minimization and modularity, one would expect that the degree of 

functional connectivity between neural elements would decrease with the distance between 

them. The density of corticocortical structural connections falls off rapidly with distance, with 

exponential distance rules observed for meso-scale histological tracings in monkeys (Ercsey-

Ravasz et al., 2013; Nikola T. Markov et al., 2013) and diffusion MRI (dMRI) tractography in 

monkeys and humans (Donahue et al., 2016; Rosen and Halgren, 2021). At the microscale (< 0.3 

mm) in humans, there is some elevated local connectively before the rapid decline, resulting in 

a Gaussian falloff in projections (Campagnola et al., 2022). Quantitatively, direct comparisons of 

fit parameters are complicated by the differing definitions of distance used in each study. 

Ideally, the length of the fiber trajectories is preferrable because that is the distance that action-

potentials need to traverse between cortical locations at the mesoscale. However, complete 

distance-connectomes (i.e., streamline lengths between cortical locations) have only recently 

become available (Rosen and Halgren, 2021), and then only between cortical parcel centroids, 

which distorts shorter distances. Alternatively, while Euclidean distances are simple to calculate, 

they become implausible at longer distances. In this study we have elected to use the fiber 

distances between the parcels the transcortical electrodes occupy. 

 This report presents an estimation of the falloff in coherence with distance and frequency 

using a composite SEEG approach with bipolar transcortical referencing to ensure truly focal 

recordings. We find that coherence decreases exponentially with fiber distance and that rate of 
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falloff is frequency dependent. We report reduced distance-related decay in the frequencies 

that are characteristic of sleep grapholements (spindles, theta bursts, and slow oscillations). We 

also observe synchrony greater than would be expected by chance even at long distances and 

high frequencies. Lastly, we briefly demonstrate that the assumed rate of falloff can 

meaningfully alter M/EEG source localization estimates. 

 Materials and Methods 

Patients and intracranial recordings  

 Continuous spontaneous stereo-electroencephalography telemetry and structural 

imaging were obtained for 298 patients undergoing pre-resection intracranial monitoring for 

phamaco-resistant focal epilepsy at University of California, San Diego Medical Center, La Jolla 

CA, the Cleveland Clinic, Cleveland OH, Oregon Health and Science University Hospital, 

Portland OR, Massachusetts General Hospital, Boston MA, Brigham and Women’s Hospital, 

Boston MA, the Hospital of the University of Pennsylvania, Philadelphia PA, and The University of 

Alabama Birmingham Hospital, Birmingham AL. These clinical data are recorded as standard of 

care and written informed consent, approved by each institution’s review board, was obtained 

from each patient before the data were used for research purposes. Recordings were collected 

with a Nihon Kohen Neurofax (the Cleveland Clinic), Cadwell Arc (Oregon Health and Science 

University Hospital ), or Natus Quantum amplifier (all other clinical sites) and acquired with a 

sampling frequency of at least 500 Hz. After preliminary inspection, 27 patients with prior 

resections, highly abnormal sleep patterns, or whose data were over-contaminated with 

excessive epileptiform activity or technical artifacts were excluded from analysis. A further 35 

patients were excluded from further analysis after channel selection and quality control 

procedures, described below, resulted in them having with fewer than two clean bipolar 

channel pairs. After quality control, 236 patients (126 female, 101 male, 9 unknown, 36.5 ± 13.3 

(mean ± stdev.) years old, 22 unknown age) were included in the final analysis.  
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Figure 4.1 Electrode positions. Locations of 3,588 bipolar electrodes displayed on the inflated 
fsaverage template surface with the HCP-MMP parcellation scheme overlayed in color.  

 

Channel localization and inter-channel distance 

 For each patient a pre-operative T1-weighted high-resolution structural MRI and inter-

operative CT scan were obtained as standard of care. SEEG contacts were localized 

analogously to (Yang et al., 2012). The post-implant CT volume was co-registered to the pre-

implant MR volume in standardized 1mm isotropic FreeSurfer space with the general registration 

module (Johnson et al., 2007) in 3D Slicer (Fedorov et al., 2012) and each contact’s position was 

determined by manually marking the contact centroid as visualized in the co-registered CT 

volume. Cortical surfaces were reconstructed from the MR volume with the FreeSurfer recon-all 

pipeline (Fischl, 2012). Each transcortical bipolar channel was assigned to the white-gray surface 
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vertex nearest to the midpoint of the adjacent contacts. Spherical surface registration (Fischl et 

al., 1999) was used to map the individual subjects’ bipolar channel vertices to the standardized 

fsaverage ico7 (Fischl, 2012) and 32k_FS_LR grayordinate (Marcus et al., 2013) atlases as well as 

to parcels of the HCP-MMP parcellation scheme (Glasser et al., 2016). The HCP-MMP parcel 

assignments of each channel were used to determine the approximate white matter fiber 

length of the connection between them, using the mean values for a cohort of 1,065 healthy 

subjects we have previously reported (Rosen and Halgren, 2021). 

 

Telemetry preprocessing and channel selection 

On average a total of 185.3 ± 112.0 hours of raw telemetry were analyzed for each 

patient. Data were anti-aliased at 250 Hz and resampled to 500 Hz. To remove line noise, a 

notch filter was applied at 60, 120, 180, and 240 Hz. On each electrode shaft, data were re-

referenced to a bipolar scheme by taking the difference of potentials in adjacent contacts, 

yielding 30,769 total channels. Contact pairs were selected such that no two pairs shared a 

contact in order to ensure that bipolar channels were independent, eliminating just under half of 

all channels from further consideration. Peaks in the delta band (0.5-2 Hz) signal during high-

delta periods were identified and the peri-delta-peak high-gamma band (70-190 Hz) envelope 

obtained. Transcortical contact pairs were identified by (1) having a midpoint close to the gray-

matter–white-matter interface (<5 mm), (2) having a high anticorrelation between the delta-

band amplitude and the high gamma band (70-190 Hz) envelope during delta-band peaks, 

indicative of non-pathological downstates with a surface-negative LFP deflection that quieted 

spiking, and (3) having high delta-band amplitude with and average delta peak of at least 40 

µV, indicative of robust inversion in adjacent contacts. Only contacts with 5 mm pitch were 

analyzed in order to standardize absolute bipolar amplitudes and contact pairs located deep in 

the white matter or in subcortical gray matter were excluded from analysis. All channels were 

visually inspected to ensure they contained broadly normal non-pathological waveforms. This 
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procedure yielded 4,903 candidate channels which underwent wake and NREM scoring, 

described below, yielding 64.5 ± 51.6 hours of putatively clean scored wake and 9.2 ± 7.8 hours 

of putatively clean scored NREM sleep. After scoring, which excluded continuous periods of 

artifactual or pathological signals, remaining epileptogenic activity was detected with spike 

template convolution and gross artifacts, with amplitudes > 300 µV. Channels which contained 

persistent automatically detected interictal spikes or gross artifacts were removed from further 

analysis, yielding 3,665 channels. Periods containing interictal spikes or gross artifacts in any 

channel were excluded from analysis in all channels which removed < 30 seconds on average 

of wake and NREM from consideration in channels with rare interictal activity. Finally, after cross-

spectral matrices were obtained for each subject as described below, channels with 

autospectral power more than 3 standard deviations above the pooled channelwise mean in 

any examined frequency were excluded, leaving 3,588 channels and 37,123 within-patient 

bivariate channel pairs in the final analysis. 

Wake and NREM selection 

 For each patient, clean periods of sleep and wake were first manually classified based 

on ultradian delta power. Within manually-identified nightly periods of sleep, NREM sleep was 

automatically identified by the presences of slow oscillations (SOs) in a manner derived from 

standard clinical procedures (Iber et al., 2007). In 30-second frames, the density of SOs was 

ascertained in each 30-second frame and NREM marked for the frame if at least 35% of the 

frame contained SOs in at least one bipolar channel. The reduction in the number of channels 

and increase in the % of frame threshold relative to the clinical standard of 20% of the frame 

across scalp channels was to accommodate the increased spatial heterogeneity of sleep 

graphoelements observed intracranially, relative to the scalp (Mak-Mccully et al., 2017). For this 

purpose, slow waves were automatically detected with the method described in (Mak-Mccully 

et al., 2017), briefly, consecutive delta-band zero-crossings occurring within 0.23-3 s were 

detected and the top 20% of peaks were retained as SOs. Only wake and NREM periods without 
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detected interictal spikes or gross artifacts in any bipolar channel were included in subsequent 

analysis.  

Figure 4.2 Grand average power spectra. Bootstrapped 95% confidence intervals across all 
pooled channels are overlayed.  

Signal processing and epoch sampling 

 A frequency resolved map of each patient’s neural covariability was achieved by 

estimating the complex cross-spectral matrix among bipolar SEEG channels. Narrow-band 

signals were extracted with a series of second-order resonator filters (matlab’s iirpeak) with peaks 

and 3 dB attenuation bandwidths shown in Tables 4.1 and 4.2. For each narrowband frequency 

the complex analytic signal was extracted via the Hilbert transform. Calculating the variance-

covariance matrix of analytic signals yields the cross-spectral matrix for each frequency. Cross-

spectral matrices were normalized into magnitude-squared coherence by squaring the complex 

modulus of each cross-pairwise cross-spectrum and dividing by the product of the constituent 

autospectra.  
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Figure 4.3 Convergence of coherence matrices. (A) Average correlation matrix distance between 
cumulative coherence matrix with n sampled minutes and n+1 sample minutes. Traces end at minute 
totals where 95% of patients’ matrices have converged. Cool colors indicate lower frequencies and 
warm colors higher frequencies. (B) average integrated to convergence per frequency. Mean totals of 
minutes rejected as out outliers are also shown. Error bars indicate standard error of the mean. Data 
shown are for NREM sleep. 

 An adaptive procedure was used in order to obtain stable representative estimates of 

spontaneous covariability for each patient. Continuous minutes of telemetry were iteratively 

sampled at random, without replacement, from artifact-free wake and NREM sleep. Sampled 

minutes of telemetry were appended and prepended with 1.5 seconds of data for filtering and 

analytic signal extraction. These data were removed prior to covariance estimation to avoid 

edge artifacts. For each frequency, the coherence matrices were obtained as described above 

for the incoming minute, n+1Σn+1, the cumulatively sampled telemetry, 1Σn+1, and, for the second 

sampled minute onward, the prior cumulatively sampled telemetry, 1Σn. The correlation matrix 

distance (CMD) (Herdin et al., 2005), was calculated between 1Σn and 1Σn+1, and between 1Σn 

and n+1Σn+1. Starting with the third sampled minute, incoming minutes were rejected if the CMD 

between 1Σn and n+1Σn+1, was more than 3 standard deviations greater than average CMD 

between 1Σn and n+1Σn+1 for all previously sampled minutes. The coherence matrix was 

considered to have converged when the CMD between 1Σn and 1Σn+1 was less than 1x10-5 and 

the cumulative cross-spectral matrix was then retained. The average duration of data 

integrated for each frequency before reaching convergence is shown in Tables 4.1 and 4.2. In 
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order to dilute the influence of the first sampled minute, this procedure was repeated ten times 

and the mean of the resulting cross-spectral matrices was used for subsequent analyses.  

Statistical analyses and model fitting 

  As controls we estimated, for each frequency and state, the degree of coherence that 

could be expected by chance, with and without preserving the autocorrelational properties of 

the data. A Monte Carlo permutation procedure was used to estimate the degree of 

coherence resulting from shared autocorrelational properties between channels and that 

expected by chance. For the estimate of shared autocorrelation derived coherence, 100 

random sets of lags were introduced to the channels for each data sampling iteration, for 1000 

total lag permutation iterations. The resulting cross-spectral and coherence matrices for each 

iteration were then calculated. Introducing random lags to each channel preserves each 

channels univariate properties (e.g., variance, kurtosis), as well as it’s autocorrelational 

properties but abolishes the covariance between channels that is due to true synchrony. For the 

estimate of coherence expected by chance when autocorrelation is not in play, the order of 

time samples in each channel was randomly permuted in each iteration, still preserving each 

channels univariate statistics but abolishing coherence due to both shared autocorrelational 

properties and true synchrony. For both shuffling methods the resulting cross-spectral and 

coherence matrices for each iteration were calculated to form null distributions which are 

shown in Figures 4.6 and 4.7. These procedures were repeated for each patient, narrowband 

frequency and behavioral state.  

 The effect of inter-electrode white matter fiber distance was assessed by fitting a linear 

mixed-effects model: log(coherence) ~ distance + 1 + (1|patient), taking into account the fixed 

effects of the predictor variable distance and an intercept term, as well the random effect 

intercept term grouped by individual. Because of the natural log transformation of the response 

variable coherence, the linear model is equivalent to an exponential model for the 

untransformed distance predictor. Therefore, we report the modeled slopes and intercepts as 
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length constants (λ) and scaling terms (maximum coherence), respectively. Separate fits were 

made for each narrowband frequency and behavioral state (wake and NREM). Because the 

parameters of the exponential trend appeared to change at distances greater that 100 mm, 

especially for higher frequencies, separate models were fit to electrode pairs 0-100 mm distant, 

>100 mm, as well as to all pairs. Despite having twice as many parameters, the two-domain 

model was favored over the one-domain model by both Bayesian and Akaike information 

criteria for all frequencies and behavioral states. The parameter estimates of the models are 

reported in Tables 4.1 and 4.2 and shown in Figure 4.4. All mixed effects linear models were fitted 

with matlab’s fitlme.  

MEG and inverse modeling 

 In order to demonstrate the effects of covariability fall-off assumptions on the source 

localization of non-invasive recordings, a brief proof-of-concept MEG study was conducted. 

After provided written informed consent, one healthy 23-year-old female participant was 

scanned with an Elekta Neuromag 306 device while sleeping for several hours. The participant’s 

head position within the dewar was recorded with transmitting coils fixed to the scalp. 

Subsequently, high-resolution T1-weighted structural MR images were obtained. As with the SEEG 

patients, her cortical surfaces were reconstructed from the MR volume with the FreeSurfer recon-

all pipeline (Fischl, 2012) and Spherical surface registration (Fischl et al., 1999) was used to map 

the individual subjects’ bipolar channel vertices to 32k_FS_LR grayordinate (Marcus et al., 2013) 

atlas as well as to parcels of the HCP-MMP parcellation scheme (Glasser et al., 2016). The 

participant’s MR and MEG head position were manually registered using digitized fiducial points. 

Only the 204 planar gradiometers were examined, and 8 channels were manually excluded for 

being noisy or flat. Telemetry was acquired at 1000 Hz, resampled to 200 Hz and bandpass 

filtered between 0.5 and 15 Hz. A typical K-complex followed by a spindle during an artifact free 

period was manually selected and this source localization performed at the peak of this single 

trial K-complex. 
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 The forward operator relating the gradient predicted in the sensors from all unit cortical 

dipolar sources was estimated using a 1-shell boundary element method with openmeeg 

(Gramfort et al., 2010; Kybic et al., 2005). Sources were placed at 59,412 32k_FS_LR grayordinate 

vertices, excluding those on the non-cortical medial wall. Sources were orientation constrained 

to the surface normal of the gray-matter — white-matter interface. The inverse operator was first 

estimated using the classical regularized minimum norm method (Dale and Sereno, 1993; 

Hämäläinen and Ilmoniemi, 1994): 

Eq.1 𝐖 =	 𝑹𝑮⊺

(𝐆𝐑𝐆⊺(𝑪)
 

where W is the inverse operator, G is the forward operator, or gain matrix, R is the assumed 

source covariance, equivalent to a Bayesian prior probability. In the minimum-norm formulation 

R is an identity matrix, meaning all sources are equal variance and uncorrelated. The 

regularization term C is scaled diagonal matrix of sensor noise variances. We assumed white 

noise and an SNR = 5 and defined C = ?
Vbc8E!Id(𝐆𝐑𝐆⊺)

. Multiplying the inverse operator by the 

sensor telemetry c yields the predicted source distribution, s = 𝐖c. We then repeated the 

procedure, replacing the identity R with: 

Eq. 2 𝐑 =	 �𝑒
9'
: 𝐃	𝐃(!,#) ≤ 100	mm

0							𝐃(!,#) > 100	mm
	 

where D is the distance matrix between all sources i and j, defined as inter-parcel fiber distances 

(Rosen and Halgren, 2021) for λ = 1, 10, 20, 40, 60, and 100 mm. For all inverse estimates, 

including the minimum-norm, a Gaussian smoothing kernel with a 2 mm standard deviation, 

defined in inter-source Euclidean distances, was applied to the resulting source distributions, in 

part to compensate for the boundary effects of the inter-parcel fiber distances used in defining 

the assumed source covariance. 

 All preprocessing and analyses were performed with custom scripts executed in matlab 

2020b with the exception of the openmeeg c++ package (Gramfort et al., 2010; Kybic et al., 

2005). Some matlab source code from FieldTrip (Oostenveld et al., 2011) was incorporated. 
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Results 

Coherence stabilizes in less than 20 minutes of integrated data 

 Within each patient, the pattern of coherence among clean, transcortical bipolar SEEG 

channels converges rapidly to a steady state at very similar rates in both wake and NREM sleep, 

requiring no more than 15.0 ± 4.1 (mean ± stdev.) integrated minutes for wake and 16.9 ± 4.7 minutes 

for NREM sleep at the 0.5 Hz, the lowest examined narrowband frequency. The integration time 

decreases nearly monotonically with frequency, to 4.6 ± 1.5 minute and 4.5 ± 1.7 minutes for wake and 

NREM sleep repetitively. Values for all examined frequencies are shown in tables 4.1 and 4.2. Thus, 

coherence is a stable characteristic of cortical LFP, for a given frequency and state. 

Coherence decays rapidly with frequency and distance 

 As expected, inter-electrode coherence is generally higher at short distances and low 

frequencies and lower at long distances and high frequencies, see Figure 4.3. However, during NREM 

sleep The characteristic frequency bands of sleep graphoelements, including slow oscillations (0.5-2 

Hz), theta bursts (5-8 Hz) (Gonzalez et al., 2018), and sleep spindles (10-16 Hz) have elevated 

coherence. The increase inter-channel synchrony in the latter two bands in NREM is particularly 

notable as the average univariate spectral power in these band is actually higher during wake (Figure 

4.1), indicative of strong but relatively asynchronous theta and alpha band (8-12 Hz) power during 

wake.  
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Figure 4.4 Coherence as a function of frequency and distance for wake and NREM sleep. 

Coherence decays with exponential distance rules 

 As with anatomical connectivity (Ercsey-Ravasz et al., 2013; Rosen and Halgren, 2021), 

functional connectivity is reasonably well described as a decreasing exponential function of the white 

matter fiber length between areas. Figures 4.5 and 4.6 show exponential regression lines on 2-d 

histograms of observed coherence and distance. Because the parameters of the function appear to 

change for long-range connections greater than 100 mm distant, a piecewise regression was 

estimated and found to be more explanatory than the single domain model for all examined 

behavioral states and frequencies, with Bayesian and Akaike information criteria which penalize for 

overfitting. The length constant, λ, a measure of functional connectivity spread, or the (inverse) rate of 

fall-off with distance, varies between 64.0 and 28.9 mm for the 0-100 mm regressions depending on 

frequency, longer than the ~23.5 mm observed for anatomical connections (Rosen and Halgren, 2021). 

The parameters and variance explained by the piecewise regressions for all frequencies are listed in 

Tables 4.1 and 4.2 and plotted as a function of frequency for wake and NREM in Figure 4.7. Lower 

frequencies generally have a lower rate of falloff and higher frequencies a higher rate of falloff, though 
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this trend is highly non-monotonic. The amount of variance explained by the exponential rule 

increases with frequency, which we hypothesize may be due increase functionally modulated activity at 

lower frequencies which deviate from the more-strongly exponential anatomical pattern of 

connectivity. 
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Figure 4.5 Piecewise mixed effects linear models of log(coherence) as a function of fiber distance 
during wake. Images show 2-d histograms of channel pairs on a plane of log10(coherence) and 
distance, where the number of channel pairs per 2-d bin is coded by color. Overlayed gray traces 
show model estimates of λ and scaling parameter as slope and intercept in semilog-y. Note that the 
regressions are quantified with natural log(coherence) then rendered in semilog10-y. 
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Figure 4.6 Piecewise mixed effects linear models of log(coherence) as a function of fiber distance 
during NREM sleep. Images show 2-d histograms of channel pairs on a plane of log10(coherence) and 
distance, where the number of channel pairs per 2-d bin is coded by color. Overlayed gray traces 
show model estimates of λ and scaling parameter as slope and intercept. Note that the regressions are 
quantified with natural log(coherence) then rendered in semilog10-y. 
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The spread of coherence is elevated in the characteristic bands of sleep graphoelements 

 While the length constant, λ, of the of estimated exponential decay function decreases with 

frequency overall, the spread of synchrony is significantly elevated above this trend at white matter 

fiber distances less that 100 mm in the characteristic frequency bands of slow oscillations (0.5-2 Hz), 

theta bursts (5-8 Hz), and sleep spindles (12-16 Hz) during NREM sleep as indicated by the non-

overlapping NREM and wake 95% confidence intervals of those bands in the figure 4.5 A. The scaling 

parameter, or maximum coherence is also elevated, strikingly so for slow oscillation frequencies, 

though more marginally so for theta bursts and sleep spindle frequencies.  

Figure. 4.7 Parameters and variance explained for 0-100 mm exponential model across frequency. (A) 
length constant, (B) scaling parameter, (C) variance explained. Overlays indicate 95% confidence 
intervals. All axes are semi-log10-x. 
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Table 4.1 Estimated coherence fall-off parameters for wake. The variance explained, average time to 
within-patient coherence matrix convergence and frequency decomposition parameters are also 
included. 
 

 frequency 
(Hz) 

bandwidth 
(Hz) 

mean cnvrg.  
dur. (m) 

λ (mm) 
0-100 mm 

max coh.  
0-100 mm 

r2  
0-100 mm 

λ (mm) 
>100 mm 

max coh.  
>100 mm 

r2  
>100 mm 

0.5 0.5 14.99 56.25 4.02E-02 0.18 185.17 1.07E-02 0.16 
1 0.5 13.77 49.77 4.50E-02 0.19 132.34 1.17E-02 0.17 

1.5 0.5 13.47 45.88 4.72E-02 0.20 103.97 1.36E-02 0.19 
2 0.5 13.23 42.93 4.88E-02 0.21 89.53 1.54E-02 0.20 

2.5 0.5 13.14 42.70 4.96E-02 0.22 86.25 1.53E-02 0.22 
3 0.5 13.04 44.00 5.09E-02 0.21 92.46 1.38E-02 0.22 

3.5 0.5 12.87 44.56 5.05E-02 0.20 86.18 1.64E-02 0.23 
4 0.5 12.87 46.71 4.88E-02 0.20 81.39 1.75E-02 0.24 

4.5 0.5 12.80 47.60 4.92E-02 0.19 73.35 2.22E-02 0.24 
5 0.5 12.84 46.57 4.96E-02 0.22 71.07 2.31E-02 0.27 
6 1 11.27 44.62 4.48E-02 0.24 69.58 1.88E-02 0.31 
7 1 10.96 43.22 4.49E-02 0.24 79.76 1.31E-02 0.31 
8 1 10.72 40.87 3.96E-02 0.23 90.39 8.67E-03 0.31 
9 1 10.09 38.73 3.52E-02 0.24 96.27 6.21E-03 0.31 

10 1 9.64 36.72 3.22E-02 0.24 97.11 4.67E-03 0.30 
12 2 7.78 33.34 2.71E-02 0.25 81.39 3.58E-03 0.34 
14 2 7.49 30.91 2.33E-02 0.27 88.58 2.14E-03 0.35 
16 2 7.23 29.26 2.06E-02 0.28 97.87 1.39E-03 0.36 
18 2 6.99 28.59 1.84E-02 0.30 117.34 9.04E-04 0.39 
20 2 6.83 27.15 1.68E-02 0.32 122.56 7.49E-04 0.43 
22 2 6.64 26.82 1.41E-02 0.32 142.60 5.67E-04 0.44 
24 2 6.57 27.09 1.19E-02 0.32 157.93 4.79E-04 0.44 
26 2 6.53 28.61 9.89E-03 0.32 159.71 4.97E-04 0.49 
30 2 6.41 30.09 7.55E-03 0.35 144.74 5.52E-04 0.50 
35 5 5.13 28.38 5.27E-03 0.34 146.76 2.84E-04 0.52 
40 5 4.95 27.86 4.48E-03 0.37 215.02 1.71E-04 0.54 
50 10 4.45 26.47 3.36E-03 0.38 257.79 9.75E-05 0.56 
60 10 4.22 26.42 2.58E-03 0.39 288.08 8.47E-05 0.59 
70 10 4.37 28.17 2.28E-03 0.40 353.13 9.31E-05 0.59 
80 10 4.34 29.02 2.06E-03 0.40 337.80 1.02E-04 0.59 
90 10 4.55 30.19 1.88E-03 0.41 358.83 1.09E-04 0.61 

100 10 4.62 31.42 1.83E-03 0.42 302.43 1.29E-04 0.60 
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Table 4.2 Estimated coherence fall-off parameters for NREM sleep. The variance explained, average 
time to within-patient coherence matrix convergence and frequency decomposition parameters are 
also included.  

frequency 
(Hz) 

bandwidth 
(Hz) 

mean cnvrg.  
dur. (m) 

λ (mm) 
0-100 mm 

max coh.  
0-100 mm 

r2  
0-100 mm 

λ (mm) 
>100 mm 

max coh.  
>100 mm 

r2  
>100 mm 

0.50 0.50 16.90 64.04 8.53E-02 0.13 147.68 3.21E-02 0.14 
1.00 0.50 15.95 59.06 8.27E-02 0.16 109.54 3.52E-02 0.20 
1.50 0.50 14.54 52.28 6.79E-02 0.17 87.71 3.20E-02 0.22 
2.00 0.50 13.56 49.52 5.91E-02 0.17 79.97 2.77E-02 0.22 
2.50 0.50 13.14 47.30 5.60E-02 0.17 78.51 2.44E-02 0.22 
3.00 0.50 12.74 45.01 5.59E-02 0.18 77.35 2.31E-02 0.22 
3.50 0.50 12.41 44.49 5.57E-02 0.19 77.09 2.27E-02 0.21 
4.00 0.50 12.42 45.09 5.62E-02 0.19 74.74 2.42E-02 0.22 
4.50 0.50 12.47 46.53 5.64E-02 0.21 74.33 2.60E-02 0.25 
5.00 0.50 12.51 47.00 5.97E-02 0.21 73.87 2.80E-02 0.25 
6.00 1.00 11.06 50.36 6.15E-02 0.23 79.22 2.70E-02 0.31 
7.00 1.00 11.35 54.15 5.88E-02 0.24 94.22 2.16E-02 0.35 
8.00 1.00 11.00 51.34 5.26E-02 0.25 95.32 1.82E-02 0.35 
9.00 1.00 10.94 50.22 4.71E-02 0.27 90.13 1.65E-02 0.38 

10.00 1.00 10.86 50.37 4.32E-02 0.26 80.08 1.84E-02 0.38 
12.00 2.00 9.98 49.34 4.39E-02 0.27 58.55 3.15E-02 0.37 
14.00 2.00 9.06 43.12 3.03E-02 0.26 62.14 1.47E-02 0.33 
16.00 2.00 7.31 31.24 1.99E-02 0.27 89.99 2.10E-03 0.30 
18.00 2.00 6.86 27.40 1.51E-02 0.28 132.39 7.13E-04 0.30 
20.00 2.00 6.77 26.66 1.24E-02 0.28 156.57 5.15E-04 0.32 
22.00 2.00 6.65 26.84 1.09E-02 0.28 163.17 4.47E-04 0.34 
24.00 2.00 6.61 27.19 9.71E-03 0.28 175.62 4.23E-04 0.34 
26.00 2.00 6.54 27.37 8.94E-03 0.28 176.11 3.89E-04 0.34 
30.00 2.00 6.36 27.58 6.99E-03 0.29 231.12 3.04E-04 0.34 
35.00 5.00 5.19 26.05 4.68E-03 0.29 203.30 1.64E-04 0.35 
40.00 5.00 5.02 26.04 3.84E-03 0.29 286.26 1.22E-04 0.35 
50.00 10.00 4.39 24.66 2.89E-03 0.30 307.08 7.31E-05 0.38 
60.00 10.00 4.14 24.53 2.23E-03 0.30 322.32 6.21E-05 0.41 
70.00 10.00 4.33 26.25 2.02E-03 0.28 442.65 6.95E-05 0.39 
80.00 10.00 4.38 26.31 1.93E-03 0.29 472.23 7.74E-05 0.43 
90.00 10.00 4.40 27.79 1.86E-03 0.31 567.73 8.11E-05 0.47 

100.00 10.00 4.50 28.90 1.63E-03 0.32 534.67 8.66E-05 0.50 
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Figure 4.8 Coherence noise-floor for wake. Images show 2-d histograms of channel pairs on a plane of 
log10(coherence) and distance, where the number of channel pairs per 2-d bin is coded by color. (A) 
Observed coherence as a function of fiber distance. (B) Mean coherence of iterations of randomly 
time-lag shifted telemetry, in which the autocorrelations of the signals are preserved (C) Mean 
coherence of iterations of randomly time-shuffled telemetry, in which only the statistics of the time 
samples is preserved. The black and white dashed traces indicate the empirical 95% confidence 
intervals of coherence in (B) and (C), respectively.  
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Figure 4.9 Coherence noise-floor for NREM sleep. Images show 2-d histograms of channel pairs on a 
plane of log10(coherence) and distance, where the number of channel pairs per 2-d bin is coded by 
color. (A) Observed coherence as a function of fiber distance. (B) Mean coherence of iterations of 
randomly time-lag shifted telemetry, in which the autocorrelations of the signals are preserved (C) 
Mean coherence of iterations of randomly time-shuffled telemetry, in which only the statistics of the 
time samples is preserved. The black and white dashed traces indicate the empirical 95% confidence 
intervals of coherence in (B) and (C), respectively.  
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There is a floor of minimum synchrony greater than would be expected by chance 

 At higher frequencies and longer distances, inter-channel coherence is low and less distance 

dependent, as is evident by regression lines for distances > 100 mm that approach the horizontal (i.e., 

low maximum coherences and very high estimated λ’s) in Figures 4.5 and 4.6. This pattern begins to 

become evident at 12 Hz in waking and 16 Hz in NREM sleep and is the dominant pattern for both 

states at frequencies greater than 20 Hz at fiber distances greater than ~100 mm. To test the validity of 

this low relatively distance invariant synchrony, we estimated the coherence expected by chance using 

two Monte Carlo procedures, the first of which abolished inter-channel correlations but preserved 

within channel autocorrelation by independently shifting each channel at random before estimating 

coherence , and a second that abolished both but preserved the statistics of the individual telemetry 

samples by shuffling the time sample of each channel independently. 2-d Histograms of these controls 

are shown in Figures 4.8 B,C and 4.9 B,C for wake and NREM sleep, respectively. In all frequencies and 

neurobehavioral states examined, the floor of observed coherence values is much greater than the 

upper 95% confidence interval of the shuffled control, indicating that it is significantly above chance. 

Furthermore, the observed coherence in almost all cases exceeds the upper 95% confidence interval 

of the shifted control, indicating that this synchrony is due to truly communicative correlativity, rather 

than a byproduct of independent neural generators with similar autocorrelative properties. The 

confidence intervals of the shifted and shuffled controls are shown superimposed on the 2-d 

histogram of observed data in Figures 4.8 A and 4.9 A for wake and NREM sleep, respectively. 

The rate of SEEG-derived functional connectively decays differently than other connectivity modalities 
 For comparison, we estimated analogous falloff rates for corticocortical evoked potentials 

(CCEPs), probabilistic diffusion fMRI tractography , and resting-state functional MRI (re-fMRI) for 

connections with fiber distances ≤ 100 mm using results from our prior report (Rosen and Halgren, 

2021), which sourced data from publicly available datasets (David et al., 2013; Trebaul et al., 2018; Van 
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Essen et al., 2013). The same dMRI-based fiber distances were used for all connectivity modalities. 

Fixed effects linear models of the log-transformed connectivity data were estimated and 2-d 

histograms and regression lines are shown in Figure 4.10. CCEPs and dMRI connectivity clearly show 

an exponential distance rule, and were found to have λ = 84.28 [78.74 90.66] mm, mean [95% ci], r2 = 

0.18, and λ = 19.63 [19.33 19.94] mm, r2 = 0.77, respectively. An exponential poorly described 

relationship between rs-fMRI and distances (r2 = 0.06) as synchrony is far more distributed. The CCEP 

falloff rate (λ = 84.28) was significantly lower than lowest observed composite SEEG rate, λ = 64.04 

[58.24 71.13] mm for 0.5 Hz NREM and the dMRI falloff (λ = 19.63) was significantly higher than the 

highest lowest observed composite SEEG rate, λ = 24.53 [23.36 25.84] mm for 60 Hz NREM. The 

intercept terms, or maximum connectivity cannot be directly compared between modalities due to the 

disparate units of these estimated parameters. 
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Figure 4.10 Connectivity falloff across modalities. Linear regressions of log(connectivity) as a function 
of fiber distance for distances ≤ 100 mm for (A) CCEP (B) dMRI (C) rs-fMRI. Images show 2-d 
histograms of channel pairs on a plane of log10(connectivity) and distance, where the number of 
channel pairs per 2-d bin is coded by color. Overlayed gray traces show model estimates of λ and 
scaling parameter as slope and intercept. Note that the regressions are quantified with natural 
log(connectivity) then rendered in semilog10-y. (D) λ estimates for a subset of SEEG frequencies, CCEP, 
and dMRI. Error bars show 95% confidence intervals.  

Falloff assumptions can affect the source localization of extracranial recordings 

 In a brief proof-of-concept experiment MEG was recorded from one healthy participant while 

they slept. Figure 4.11A shows the gradiometer topography at the peak of slow oscillation. Figures 

4.11B-H all show source localization estimates of this single sensor topography, each using different 

assumptions about the rate of covariance fall-off among the dipolar cortical generators. Figure 4.11B 

shows the classical minimum-norm estimate (Dale and Sereno, 1993; Hämäläinen and Ilmoniemi, 

1994) which assumes zero covariance among sources. In panels C-H, the inverse estimate was 

calculated using an identical mathematical framework, except that an exponential falloff of covariance 
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with fiber tract distance for distances below 100 mm and zero otherwise was assumed. Each panel 

assumes a different length constant. The spatial distribution and amplitudes of the estimated source 

distribution are materially affected by the different assumptions. For slow oscillation band activity, our 

composite SEEG results suggest that panel 4.11G with λ = 60 is the most accurate source 

reconstruction. While the scaling parameter estimated from coherence cannot be directly used in the 

minimum-norm formulation due to being unitless, future studies may use a composite unnormalized 

cross-spectral matrix directly (Frei et al., 2001). 

Figure 4.11 Effects of assumed source correlational fall off on MEG source localization. (A) Sensor 
Topography of MEG gradiometers during the peak of a k-complex during NREM sleep. (B) The 
minimum-norm inverse estimate of the corresponding dipolar source distribution which assumes no 
source correlativity. (D-H) inverse estimate of the corresponding dipolar source distribution assuming 
exponential falloff of source covariance at distance < 100 mm with length constants λ = 1, 10, 20, 40, 
60, and 100 mm. 

Discussion  

 In this composite SEEG study, data was pooled from hundreds of patients and thousands 

of focal transcortically referenced channels with the goal of getting a better view of how 

spontaneous corticocortical correlativity varies of with distance and frequency. We show that 
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functional connectivity, like structural connectivity hews to exponential distance rules and that 

the rate of falloff is dependent on frequency and neurobehavioral state. Higher frequencies 

generally have a greater rate of falloff, but during NREM sleep the frequencies characteristic of 

sleep graphoelements have an elevated spatial spread of synchrony in excess of this trend. A 

low but greater than expected by chance degree of synchrony was observed even at high 

frequency and long distances., and lastly the effects of assumed rates of falloff on the source 

localization of extracranial signals was demonstrated in an MEG case study.  

 One of the key limitations of SEEG recordings is that the spatial sampling in any single 

patient is quite sparse. While we have partially addressed this limitation by compositing data 

from over 200 patients and several clinical sites, the problem is amplified when investigating the 

bivariate relationships of channel pairs, as we have done here. Unfortunately, the sampling 

space of bivariate correlations scales with the square of the number of examined areas. Thus, 

while our dataset has at least one channel in 348/360 or 97% of HCP-MMP (Glasser et al., 2016) 

parcels, only 37,123/64,980 or 23% total possible parcel pairs (including pairs in the same parcel) 

are sampled at least once. If only pairs with at least 20 observations are considered, the 

bivariate coverage drops to 5% of possible parcel pairs. This issue is not unique to our study. For 

example, the Functional Brain Tractography project (F-TRACT) (David et al., 2013; Trebaul et al., 

2018) dataset of cortico-cortico evoked potentials also examines intracranial EEG channel pair 

relationships maps onto the HCP-MMP parcellation atlas. The v1903 release, which has 315 

patients has at least one observation in 17% of parcel pairs, dropping to 10% for 20 observations. 

Because so few parcel pairs are sampled with enough repetitions to enable sufficient statistical 

power, we do not make claims about the correlational strength of any particular pair of areas 

and have instead opted to report distance-coherence relationships which are well sampled.  

  Phamaco-resistant epilepsy patients are an imperfect model of healthy, normative brain 

function as they clearly exhibit significant neuropathology. However, the use of these data are 

justified for several reasons. First, patients selected for surgical monitoring must be diagnosed 
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with focal seizures rather than generalized epilepsy, which indicates that the pathological 

activity affects a limited extent of the overall cortex. Furthermore, considerable efforts were 

made to ensure that only non-epileptogenic recordings were considered in the final analysis, 

with multi-stage quality control resulting in only the least pathological 79% of patients, 47% of the 

continuously recorded duration, and 12% of possible bipolar channels being examined in the 

final analysis. In addition, only intracranial recordings can simultaneously provide the necessary 

focality and temporal resolution that our analysis requires. Lastly, the cortex, more than most 

other structures, has unique properties in humans, including greatly enhanced size and 

gyrification (Hofman, 2014), which limit the quantitative applicability of analogous investigations 

of in other model organisms, especially with regard to distance-based relationships.  

 Defining the relevant distance between electrode pairs is not straightforward. While 

Euclidean distances are trivial to calculate and universally defined, they clearly underestimate 

axonal trajectories, especially when they cut across sulci, and become increasingly inaccurate 

between more distant areas. Geodesic distances across the cortical ribbon suffer from the 

opposite problem, circumnavigating gyri rather than more plausibly traveling across the white 

matter between a pair of sulcal walls. Geodesic distances are also difficult to define for 

interhemispheric electrode pairs, as the two hemispheres form distinct surfaces. The optimal 

distance would be the length of a high-resolution trace, of white matter projections connecting 

the two locations, either with histology or diffusion MRI (dMRI), as this is most relevant to neural 

communication. These trajectories could be reconstructed in the implanted individuals or more 

likely in an alternative sample registered to a standard surface template (Fischl et al., 1999; 

Glasser et al., 2013). Unfortunately, despite being proposed (Van Essen et al., 2013), such high-

resolution cortical connectomes have to our knowledge not yet been reported. This is likely due 

the substantial technical challenges involved, including the availability of human tissue in the 

case of histology and the computational burden, limited resolution, and gyral bias (Van Essen et 

al., 2014) of diffusion MRI. We have elected to use the lower resolution inter-parcel length of 
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dMRI tractography trajectories which we have previously reported (Rosen and Halgren, 2022, 

2021). This compromise approach is in keeping with that applied in earlier dMRI (Donahue et al., 

2016; van den Heuvel et al., 2015) and histological (Bakker et al., 2012; Ercsey-Ravasz et al., 2013; 

N. T. Markov et al., 2013) studies in non-human primates. However, inter-parcel white matter 

distances are inaccurate for short distances, particularly for those between electrodes in the 

same parcels which are considered to be at 0 mm, though these form <2% of our dataset. While 

this distortion is partially ameliorated by using a dense parcellation atlas like the HCP-MMP 

scheme (Glasser et al., 2016), future studies may estimate high-resolution white matter 

trajectories or alternatively employ a hybrid scheme of differently defined inter-electrode 

distances within nearby and distant domains.  

 The exponential trends for functional connectivity we observe are consistent with similar 

exponential rules for anatomical connectivity as determined by histological tracing (Ercsey-

Ravasz et al., 2013; Nikola T. Markov et al., 2013) and diffusion MRI (Donahue et al., 2016; Rosen 

and Halgren, 2021). Quantitatively, it is notable that the highest falloff rate (or lowest length 

constant λ) is higher than that for dMRI based structural connectivity (Rosen and Halgren, 2021). 

The λ estimates are directly comparable as distances were defined identically in both studies. 

We hypothesize that the spatial decay rate of direct white matter connections may serve as a 

lower bound for falloff of functional connectivity. If so, correlativity in excess of direct anatomical 

connectivity is enabled by the nearly infinite configurations of indirect connectivity among 

neural elements, including active modulation, especially for cortical graphoelements. 

Interestingly, the rate of corticocortical evoked potential connectivity falloff is less than observed 

for composite coherences,  suggesting that stimulation pulse traverse a broader network of 

indirect pathways than spontaneous endogenous activity.  

 The related measures of covariance, cross-spectrum, and coherence are robust, but do 

assume a stationary underlying process, i.e., that its statistics of do not change over time. Clearly, 

neural activity cannot be truly stationary in a living organism, and there is increasing evidence 
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that spectrally prominent components of EEG such as alpha and sleep spindles may be, in part, 

a reflection of traveling waves, e.g., (Halgren et al., 2019; Muller et al., 2016; Zhang et al., 2018). 

That said, the rapid within-patient convergence to a stable coherence pattern as more 

recoded time is integrated is evidence of a significant stationary component to communication 

between neural elements. In our accumulative data sampling procedure relatively rare 

segments with an outlying coherence pattern were rejected from consideration. These may be 

due to technical artifacts, but could also be the result of strong transient modulation of 

synchrony among cortical areas. Transient modulation of synchrony during neurobehavioral 

events is expected and commonly observed. It is important to recognize that the observations 

and claims we report here are limited to the underlying sustained patterns of correlation that 

these transients disrupt or augment. Lastly, future studies may elect to use newer measures of 

synchrony that do not assume stationarity such as dynamical differential covariance (Chen et 

al., 2022), though relating and applying these novel measures to more conventional results in the 

bulk of the literature can be challenging. 

 In addition to a basic scientific interest in how neural correlativity falls off with distance 

within the human cortex, there are tangible biomedical applications to the length constant, λ, 

estimates we have reported. Extracranial MEG and EEG are common techniques used to 

examine neural activity in clinical and research contexts. Their investigative power is greatly 

amplified by using source localization techniques to estimate the distribution of cortical 

generators which produced the observed M/EEG sensor activity. All source localization 

techniques make assumptions about the underlying cortical activity in order to derive their 

estimates. For a family of linear techniques that use maximum a posteriori estimation, including 

minimum-norm (Dale and Sereno, 1993; Hämäläinen and Ilmoniemi, 1994), dSPM (Dale et al., 

2000), LORETA (Pascual-Marqui et al., 1994), and Multiple Sparse Priors (Friston et al., 2008), a key 

assumption is the degree of correlativity among cortical sources, as expressed in the off-

diagonals of the prior probability matrix representing the assumed covariance or cross-spectrum 
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(Frei et al., 2001)of the cortical sources. As we demonstrated, when combined with a distance 

matrix of sources, the length constants can be used to intuitively populate the assumed prior 

covariability matrix. Furthermore, different falloff assumptions yield very different source 

distribution estimates for the same sensor topography. One advantage of applying a rate of 

falloff as opposed to pair-wise correlativity directly is that it avoids overfitting. Applying estimated 

falloff rates for random samples of spontaneous data to the localization of event-related data 

may also be advantageous in this regard. However, there are two disadvantages of this 

approach. First, the estimate scaling parameter, or maximum coherence, cannot be used 

directly, as it is a unitless scalar, and the elements of the prior matrix have units of dipole moment 

squared, e.g., µA2mm2. Second, complex cross-spectral prior matrices (Frei et al., 2001), may 

contain phase information, but this cannot be inferred from the decay estimates. Future studies 

may use the pairwise cross-spectral estimates directly to populate the prior matrix which would 

address both limitations, encoding phase and absolute amplitude into the prior matrix. However, 

populating the entire prior matrix with this approach would require that all combinations of 

pairwise locations be sampled with electrodes, which, as noted above, is a significant 

methodological hurdle. Using dense surface electrode arrays would partially alleviate the issue 

of coverage, but the amplitude and focality of these signal is often hampered by an ambiguous 

reference (Arnulfo et al., 2015; Mak-McCully et al., 2014; Nunez and Srinivasan, 2009). 

Alternatively, the cross-spectra of unobserved pairs may be interpolated using other available 

data, analogously to (Chen et al., 2020). 

 In sum, we have here employed a composite SSEG approach to describe a previously 

poorly examined fundamental aspect of human functional connectivity: the rate of correlative 

decay between cortical generators as a function of the white matter fiber distance between 

them, during spontaneous waking and NREM sleep. By analogy, these patterns can be 

considered to be the rules that describe the steady state cosmic background radiation of 

cortical correlativity from which all transient behavioral or cognitive modulations must deviate. 
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Future developments in the source localization of extracranial recorded will be well served by 

incorporating the knowledge of these patterns into their assumptions.  
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CONCLUSION 
 
 The human neocortex is an organ of unrivaled complexity. When considered in totality, 

the research presented in this dissertation consists of a series novel quantitative estimates of 

cortical structural and functional connectivity. These connections enable the coordination of 

neural elements whose synchrony is revealed in extracranial potentials as I have both observed 

and generatively modeled. The description and quantification of the principles which govern 

endogenous, mesoscale neural communication are a foundational element of a broader 

understanding of the cortical function and ultimately the human mind.  

 




