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Abstract 

To succeed in social situations, we must learn how social cues 
predict subsequent events. How do we quickly form 
associations between a variety of social cues, such as 
individuals signaling their current emotion state, and social 
outcomes? To address this question, we developed a task in 
which participants viewed images of individuals conveying 
different emotions and searched among these images to gain 
rewards. Rewards were associated with either individuals’ 
identities or emotion cues. Across four experiments (N=720), 
individuals learned about rewards more efficiently from 
individual identity cues versus a wide variety of emotion cues. 
Participants also generalized cue-outcome associations more 
easily for individuals versus emotions. Learning was worse if 
participants experienced a change in the association rule, 
especially when switching from learning individual-based 
associations to emotion-based associations. Overall, we show 
that social cue type influences how associations between cues 
and rewards are learned, with implications for understanding 
learning in social contexts.  

Keywords: emotion, associative learning, active learning, 
multi-armed bandit task, facial cues 

Introduction 
The ability to make accurate predictions about other people 
is critical for social functioning. Humans attend to 
information conveyed by others and use social information to 
make and generalize inferences about social partners. 
However, social contexts include many potential sources of 
information. For example, if a social partner is smiling and 
offers to buy you coffee, you might form an association 
between the positive outcome (i.e., coffee) and the individual. 
Alternatively, you might form an association between the 
positive outcome and the emotion cue. Here, we ask how well 
and how quickly people form associations between social 
cues and reward outcomes. We focus on two types of cues: 
(1) emotion cues and (2) individual identity cues.  

One source of information that humans track is the 
emotional signals conveyed by other people. Perceivers use 
emotion cues (e.g., smiling or looking sad) to make 
predictions about a social partner’s internal state, past 
experiences, or likely future behaviors (Clément & Dukes, 
2017; Walle et al., 2017). While emotion cues can, and do, 
convey information that informs predictions about others, 
emotion cues are highly complex. Emotion cues vary based 
on social partners, situational context, and cultural norms 
(Barrett et al., 2019). Additionally, myriad perceptual and 

contextual features influence the discriminability and 
interpretation of emotion cues, and people often must make 
sense of this information without direct labels or feedback 
(Ruba & Repacholi, 2020). 

There is increasing evidence that individuals attend to 
statistical regularities in others’ emotion cues to build 
knowledge and make predictions (Plate, Woodard, & Pollak, 
2022; Wu et al., 2017), suggesting that domain-general 
learning mechanisms underlie how people form associations 
between emotional signals and outcomes. However, given 
the complexity of emotion cues, more knowledge is needed 
to understand how regularities in the emotion domain are 
tracked (Ruba et al., 2022) and how we learn to associate 
emotional signals and outcomes compared to other cue-
outcome associations in the social domain. 

Often, people learn associations between a social cue and 
given outcome in the presence of many other social cues. 
However, little is known about whether a particular social cue 
(e.g., emotion or social partner identity) is prioritized or more 
easily associated with outcomes. In the opening example, it 
might be that you more readily form an association between 
the positive outcome (coffee) and the individual who bought 
it for you, as opposed to the emotional signal that the 
individual conveyed. In support of this possibility, people 
learn and generalize based on an individual’s characteristics 
(Blanco & Sloutsky, 2020), suggesting that identity is a 
strong learning cue. However, learners may overgeneralize 
an individual-based association if the association changes 
over time (Sumner et al., 2019). Additionally, there may be 
differences in learning in the context of emotion. For 
example, emotion cues make it easier to track statistical 
regularities (Plate, Schapiro, & Waller, 2022) and children 
show more flexibility in learning and updating associations 
in the emotion domain than in other biologically relevant 
domains (Plate, Woodard, & Pollak, 2023), suggesting that 
learning in the context of emotion may be especially efficient. 
However, emotion cues are heterogeneous (Barrett et al., 
2019), resulting in variability that may make it more difficult 
to form associations between emotion cues and rewards in 
unsupervised learning contexts (Ruba & Repacholi, 2020).  

We developed a multi-armed associative learning task in 
which participants searched for rewards by clicking on 
images of different individuals conveying different emotions. 
Participants completed two task phases: a Learning Phase and 
a Generalization Phase. In the Learning Phase, rewards were 
structured to track with either an emotion cue (e.g., disgust) 
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or an individual’s identity. In the Generalization Phase, 
participants learned a new set of cue-reward associations that 
were based on either the same type of cue (e.g., rewards 
tracked with emotion cues in both phases) or a different type 
of cue compared to the Learning Phase (e.g., rewards tracked 
with an emotion cue in the Learning Phase and an individual 
identity cue in the Generalization Phase).  

Aim 1 focused on the Learning Phase, examining how 
participants form associations between reward outcomes and 
either emotion cues or individual identity cues. We predicted 
that participants would learn cue-outcome associations on the 
basis of each emotion and individual cues; however, we left 
open the possibility of differences in overall learning and rate 
of learning between conditions. In Aim 2, we investigated 
variability in learning across eight different emotion cues. For 
Aim 3, we examined generalization, specifically whether 
participants would form new cue-outcome associations faster 
if the predictive cue (i.e., emotion-based vs. individual-
based) is the same as in the Learning Phase (Aim 3A) and 
whether this effect is moderated by whether the cue-outcome 
association is emotion-based or individual-based in the 
Generalization Phase (Aim 3B). Finally, we investigated 
characteristics of the emotion cue combinations across both 
the Learning and Generalization Phases, specifically how 
naming similarity between specific emotion cues affects 
reward learning (Aim 4). We predicted that emotion cues 
given similar names by participants would be easier to 
confuse with one another when paired in the task, making it 
more difficult to learn associations between emotion cues and 
rewards. Together, the goal of this work is to advance 
knowledge about how people form associations between 
social cues and outcomes to make predictions about others. 

Method 
The study was preregistered on AsPredicted for two of our 
four samples (sample 1: https://aspredicted.org/H6R_T5N; 
sample 2: https://aspredicted.org/blind.php?x=4T3_VB3). 
The experiment materials, data and analysis scripts are 
openly available on the Open Science Framework 
(https://osf.io/vkd7t/). 

Participants 
Participants were 720 adults (Mage = 37.4 years, SDage = 12.6, 
range: 18 – 77 years; 316 female, 392 male, 3 non-binary, 9 
did not report gender) recruited across four independent data 
collections (one sample was recruited from a university 
participant pool, three samples were recruited from Amazon 
Mechanical Turk using Cloud Research tools for improving 
data quality; Litman et al., 2017). We pool these four separate 
data collection efforts using the same task here to provide a 
compact overview of the results. The Institutional Review 
Board approved the research and participants provided 
informed consent and received course credit or $2 for their 
participation. Participants were also given a small bonus of 
$0.25 if they scored in the top 50 participants of their sample 
(split approximately equally across the four main 
experimental conditions to account for potential differences 

in difficulty between conditions). We excluded an additional 
14 participants for preregistered criteria, including missing at 
least one of two attention checks (n = 10) and choosing a 
single image location on more than 80% of trial (n = 4). The 
median completion time for the task was 9.0 minutes. 

Design & Procedure 
Participants completed the task online (unmoderated). Three 
aspects of the task varied: (1) task phase (Learning Phase vs. 
Generalization Phase; within-subjects), (2) reward structure 
condition (emotion-based vs. individual-based; between-
subjects), (3) phase correspondence (match vs. mismatch of 
reward structure across phases; between-subjects). 

In both the Learning Phase and Generalization Phase, 
participants saw four images (i.e., four unique individuals 
conveying four unique emotions) and were instructed to 
select the image that would provide the most reward (i.e., 
stars; Figure 1A). After selecting an image, participants were 
provided feedback on how many stars they received for that 
choice. On each trial in a given phase, participants saw the 
same four individuals and same four emotions, but the pairing 
between emotion and individual varied from trial to trial. 
Participants saw different individuals and different emotions 
in the Learning Phase and the Generalization Phase. For 
example, a participant may have seen individuals 1-4 
conveying “surprise,” “calm,” “anger,” and “disgust” in the 
Learning Phase and individuals 5-8 conveying “sadness,” 
“happiness,” “fear,” and “exuberance” in the Generalization 
Phase. Participants completed 48 trials in each phase. 

In the Learning Phase, participants were randomly 
assigned to one of two reward structure conditions: the 
emotion-based (n = 364) or individual-based (n = 356) 
condition. The conditions varied in how rewards were 
assigned to cues across trials based on emotion or target 
individual. Rewards included 2, 4, 6, or 8 stars (with a 
uniform distribution of noise +/- 2 stars). In the emotion-
based condition, the reward values were associated with the 
emotional signals conveyed (Figure 1B, right). For example, 
for a given participant, “surprise” might be associated with 2 
stars, “calm” might be associated with 4 stars, “angry” might 
be associated with 6 stars, and “disgust” might be associated 
with 8 stars, regardless of the individual’s identity. In the 
individual-based condition, the reward values were 
associated with specific individuals (Figure 1B, left). For 
example, for a given participant, individual 1 might be 
associated with 2 stars, individual 2 with 4 stars, individual 3 
with 6 stars, and individual 4 with 8 stars, regardless of the 
emotion cues. 

Participants were also randomly assigned to phase 
correspondence, in which the reward structure condition 
assignment across phases was either matched (i.e., a given 
participant was assigned to emotion-based rewards in both 
the Learning and Generalization Phases or individual-based 
rewards in both the Learning and Generalization Phases), or 
mismatched (e.g., a given participant was assigned to 
emotion-based rewards in the Learning Phase and individual-
based rewards in the Generalization Phase or vice versa). 
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Figure 1: (A) Trial procedure. On each trial, participants could select one of four images and receive reward feedback. (B) Illustration 
of the reward structure condition manipulation. Each column shows an example of reward-maximizing choices across 3 trials of the 
individual-based condition and 3 trials of the emotion-based condition. Specific model identities and emotion configurations were 
randomized between participants. 
 

Together, the reward structure condition and phase 
correspondence resulted in four between-subject conditions: 
(1) emotion-based rewards in the Learning Phase and  
emotion-based rewards in the Generalization Phase (n = 183), 
(2) individual-based rewards in the Learning Phase and  
individual-based rewards in the Generalization Phase (n = 
178), (3) emotion-based rewards in the Learning Phase and  
individual-based rewards in the Generalization Phase (n = 
181), and (4) individual-based rewards in the Learning Phase 
and emotion-based rewards in the Generalization Phase (n = 
178). 

Following the experimental task, participants in three of 
the four samples (n = 620) were asked to name (in 1-2 words) 
the emotion expressed in each of the 64 images that they had 
seen. We used these naming responses to calculate a measure 
of naming similarity between image pairs. To derive a 
naming similarity measure, we computed the cosine 
similarity of the naming responses given to image pairs. For 
each image, we derived a vector representing the frequency 
count of each unique (lemmatized) word used to describe the 
emotion expressed in the image among all naming responses. 
Then, for each image pair, we computed the cosine similarity 
between each image’s naming vector. This measure ranges 
from 0 (low naming similarity) to 1 (high naming similarity). 
For example, if image A was described as “happy” 4 times, 
“glad” two times and image B was described as “happy” 3 
times, “glad” twice, and “content” once, then the resulting 
naming vectors would be va = (4, 2, 0) for image A and vb = 
(3, 2, 1) for image B, resulting in a (high) cosine similarity of 
0.96. Visual inspection confirmed that the naming similarity 

measure captured meaningful variation in the relatedness of 
emotion cues: image pairs belonging to the same emotion 
category had high naming similarity (M=0.89), while image 
pairs from different emotion categories had low naming 
similarity (M=0.10). We used this measure to investigate 
whether higher naming similarity between emotion pairs 
affected learning in the emotion-based structure condition, by 
making it more difficult to distinguish emotion cues and pick 
out the consistent reward-maximizing emotion signal. 

Stimuli 
We selected 32 actors (four White, four Black, four Asian, 
and four Hispanic actors, with equal numbers of masculine 
and feminine gender presentation), each producing eight 
emotion configurations (anger, calmness, disgust, fear, 
sadness, surprise, happiness, and exuberance) from 
RADIATE, a validated stimulus set that includes a diverse 
representation of actors (Conley et al., 2018; Tottenham et 
al., 2009). Actors in the stimulus set were provided 
instructions for how to create each facial configuration and 
were given time to practice their expression using a mirror 
(see Conley et al., 2018 for details). The specific actors used 
were determined according to average reliability, kappa, and 
validity (i.e., proportion correct) statistics from Conley et al. 
(>.70 in each). If multiple models of the same race and gender 
met these criteria, we selected the model with the highest 
proportion correct. Over the course of the task, participants 
were exposed to eight actors and eight emotions. 
 

TRIAL 
PROCEDURE

STRUCTURE CONDITION

INDIVIDUAL CONDITION

REWARD-MAXIMIZING CHOICE

EMOTION CONDITION

selection

(A) (B)
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Figure 2: (A) Reward-maximizing choices (i.e., selections of the highest-rewarded image) by structure condition (blue: individual; 
red: emotion) in the Learning Phase. Smoothed lines represent model predictions with +1/-1 SE confidence bands. Individual dots 
represent individual reward-maximizing or non-reward-maximizing choices on a given trial, with violin plots representing the density 
of each choice type across trials. The dashed line represents the probability of selecting the reward-maximizing image by chance. (B) 
Learning trajectory for each emotion cue. Points represent average probability of choosing the reward-maximizing option across 
participants, with +1/-1 SEs. Lines represent smoothed loess fits with 95% confidence bands. 
 

Results 

Learning Phase 
Overall performance. To compare how participants learned 
associations between cues and outcomes in each of the 
reward structure conditions, we fit a logistic mixed-effects 
model predicting whether or not participants selected the 
most highly rewarded image (based on the base reward 
assigned to each image) from structure condition (coded as 
individual-based = -0.5; emotion-based = 0.5), trial number 
(centered), and their interaction. We included by-participant 
and by-image random intercepts as well as by-participant 
random slopes for trial number. Participants’ likelihood of 
making the reward-maximizing choice increased rapidly 
across trials, b = 0.06, Wald 95% CI = [0.05, 0.06], z = 20.04, 
p < .001, demonstrating that participants learned the 
association between specific cues and their assigned reward 
across the Learning Phase. Importantly, there was a 
significant structure condition by trial number interaction, b 
= -0.02, Wald 95% CI = [-0.03, -0.01], z = -4.06, p < .001. 
Participants were more likely to select reward-maximizing 

choices in the individual-based condition (M = 56.2%, 95% 
= [53.5%, 58.8%]) than in the emotion-based condition (M = 
50.5%, 95% = [47.3%, 53.7%]), b = -0.40, Wald 95% CI = [-
0.76, -0.03], z = -2.12, p = .03, and this difference increased 
as the Learning Phase unfolded (Figure 2A). 
Differences across emotion characteristics. In exploratory 
analyses, we also investigated whether there were differences 
in learners’ tendency to make reward-maximizing choices 
depending on the specific emotion cue. Specifically, we fit a 
logistic mixed-effects model predicting whether participants 
made a reward-maximizing choice from trial number, 
emotion (dummy-coded, with “happy” as the reference 
level), and their interaction, including the same random 
effects structure as in the model above. There was an overall 
effect of emotion cue (χ²(7) = 25.44, p < .001), likely due to 
a bias to select some emotion cues over others (e.g., happy, 
exuberant, see Figure 2B). However, there was no overall 
interaction between emotion cue and trial number (χ²(7) = 
6.03, p = .54), providing no evidence for differences in how 
rapidly participants increased their tendency to select reward-
maximizing choices depending on emotion cue (i.e., there 
was no evidence for differential learning rates depending on 
the specific emotion cue). 
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Figure 3: Reward-maximizing choices by structure condition (blue: individual; red: emotion) and phase correspondence condition 
(match vs. mismatch; facetted) in the Generalization Phase. Smoothed lines are model predictions with +1/-1 SE confidence bands. 
Individual dots represent individual selections and violin plots represent the density of each choice type. 
 

Generalization Phase 

Overall performance. To investigate how participants 
performed in the Generalization Phase in comparison to the 
Learning Phase, we fit a logistic mixed-effects model 
predicting whether or not participants selected the most 
highly rewarded image in a trial from current structure 
condition (coded as individual-based = -0.5; emotion-based 
= 0.5), phase correspondence (coded as mismatch = -0.5; 
match = 0.5), task phase (Learning = -0.5; Generalization = 
0.5), trial number (within block, centered), and all 
interactions between these predictors. We included by-
participant random intercepts and by-participant random 
slopes for block, trial number, and their interaction, as well 
as by-image random intercepts.  

In general, participants increased their reward-maximizing 
choices in the Generalization Phase (relative to the Learning 
Phase), b = 0.51, Wald 95% CI = [0.30, 0.73], z = 4.62, p < 
.001. Moreover, the difference between individual-based and 
emotion-based structure conditions increased substantially in 
the Generalization Phase, as indicated by an interaction 
between structure condition and task phase, b = -1.40, Wald 
95% CI = [-1.90, -0.89], z = -5.42, p < .001. As expected, 

there was also a general benefit to Generalization Phase 
performance when structure conditions were consistent 
across phases (e.g., emotion-based reward in both the 
Learning Phase and Generalization Phase) compared to when 
there was a mismatch (e.g., individual-based reward in 
Learning Phase and emotion-based reward in Generalization 
Phase), as indicated by a phase correspondence by block 
interaction (b = 1.40, Wald 95% CI = [0.98, 1.83], z = 6.46, 
p < .001). Finally, the degree to which matched phases 
promoted reward-maximizing choices in the Generalization 
Phase depended in turn on the structure condition, as 
indicated by a three-way interaction between structure 
condition, phase correspondence, and task phase (b = -1.57, 
Wald 95% CI = [-2.57, -0.57], z = -3.07, p = .002). Switching 
from the individual-based structure condition in the Learning 
Phase to the emotion-based structure condition in the 
Generalization Phase was more difficult than the reverse 
(switching learning from emotion-based cues to individual-
based cues) (Figure 3). 
Differences based on emotion naming similarity. In 
exploratory analyses, we investigated whether the naming 
similarity of emotion pairs impacted learning, with the 
hypothesis that this effect would be observed specifically in 
the emotion structure condition. We computed the average 
naming similarity of the reward image with the other three 
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image options using the cosine similarity of the word count 
vectors for image pairs (see Methods). We fit a logistic 
mixed-effects model across both phases predicting reward-
maximizing choice from the interaction of trial number, 
naming similarity, and structure condition, as well as all 
lower-order interactions. We included a by-participant 
random slope for average naming similarity and by-
participant and by-image random intercepts. The presence of 
emotion cues that were described more similarly made 
participants less likely to select the reward-maximizing 
choices in the emotion structure condition (b = -2.29, Wald 
95% CI = [-2.99, -1.63], z = -6.64, p < .001). There was an 
interaction between structure condition and naming 
similarity, suggesting that the effect was substantially larger 
in the emotion structure condition compared to the individual 
structure condition (b = -3.15, Wald 95% CI = [-3.89, -2.42], 
z = -8.41, p < .001). Overall, learners’ probability of selecting 
the reward-maximizing choice in the emotion structure 
condition decreased when there was higher naming similarity 
between emotion cues, i.e., when it was likely more difficult 
to distinguish emotion cues and pick out the consistent 
reward-maximizing emotion signal. 

Discussion 
In a newly developed task, we demonstrated differences in 
how participants learn to associate rewards based on an 
individual’s identity versus specific emotional signals in the 
presence of both cues. First, learning occurred more rapidly 
when rewarded outcomes were associated with an 
individual’s identity compared to an emotional signal. This 
finding could reflect expectations that individual 
characteristics tend to be stable (McCrae & Costa, 1994; 
Srivastava, Guglielmo, & Beer, 2010) and/or that emotional 
information is variable both in terms of how an emotional 
signal is conveyed (making it a more difficult cue to track) 
and in terms of correspondence with outcomes more 
generally (Barrett et al., 2019). This explanation is consistent 
with our finding that, specifically when learning from 
emotion cues, image sets with higher naming similarity — 
and therefore likely containing emotion cues that were more 
confusable — decreased the likelihood that participants 
would successfully select the reward-maximizing option. 
While these differences may reflect higher difficulty in 
distinguishing emotion cues from individual identity cues, it 
is important to note that learning robustly occurred in both 
the individual and emotion conditions, including across all 
emotion signals. Observing similar patterns of learning 
across varied emotional configurations emphasizes the 
important role of associative learning in the social domain 
(Plate, Woodard, & Pollak 2022). 

In Aim 3, we assessed generalization and found that 
learning according to a given social pattern — that rewards 
tracked with either individuals or emotions — facilitated 
more efficient learning when the pattern was maintained in a 
new learning scenario. Switching patterns came with a cost 
to learning, particularly when initial learning tracked with 
individual characteristics and subsequent learning tracked 

with emotion cues. Testing learning across task phases allows 
us to advance knowledge about any priors that learners bring 
to social interactions, the strength of those priors, and how 
learners flexibly adjust to signals in a learning environment 
that violate initial expectations.  

In developing a learning task to assess rapid acquisition of 
reward-relevant patterns in a social context, it is important to 
highlight limitations. First, in curating a controlled 
experimental setting, we sacrifice features of live social 
interactions. That is, we used a finite set of static facial 
images that conveyed posed emotional content. While this 
approach is consistent with much research in the emotion 
field of psychology, it limits ecological validity. Second, each 
participant saw a unique combination of individual faces and 
emotions. It may be that the contrasts between images held 
importance in conjunction with, or in addition to, other 
features of the task. A key future direction is therefore 
unpacking the influence of task-relevant contextual features. 
Implementing computational models of choice behavior 
(e.g., reinforcement learning models) may aid in further 
investigating task dimensions and cue features that drive 
differences in learning. 

In sum, our findings show that learners robustly pick out 
and generalize rewarding associations across a wide array of 
social cues, even as instantiations of these social cues vary 
across individuals and emotion signals. These skills are 
critical for our ability to make accurate predictions about 
others in social contexts. Capturing basic mechanisms of 
social learning lays the groundwork for understanding why 
we are so successful — and why we sometimes fail — at 
interacting with others in dynamically evolving social 
environments. 
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