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Transactions Letters

CINR Difference Analysis of Optimal Combining
Versus Maximal Ratio Combining

J. P. Burke, J. R. Zeidler, and B. D. Rao

Abstract—The statistical gain differences between two common
spatial combining algorithms: optimum combining (OC) and
maximal ratio combining (MRC) are analyzed using a gain ratio
method. Using the receive carrier-to-interference plus noise ratio
(CINR), the gain ratio CINRoc /CINRy g is evaluated in a flat
Rayeligh fading communications system with multiple interferers.
Exact analytical solutions are derived for the probability density
function (PDF) and the average gain ratio with one interferer.
When more than one interferer is present, the PDF of the gain
ratio is illustrated using Monte Carlo simulations and its mean
value is shown in basic integral form. An upper bound to the gain
ratio is derived providing a simple means to determine when OC
will exhibit significant gains over MRC.

Index Terms—Antenna arrays, diversity methods, fading chan-
nels, interference suppression.

I. INTRODUCTION

HE REALIZABLE performance enhancement using an

antenna array to combat specific channel and interference
conditions in wireless communication systems is determined by
the algorithm chosen to combine the antenna element outputs.
While maximal ratio combining (MRC) is optimal in white spa-
tial noise, optimal combining (OC) can provide a higher receive
carrier-to-interference plus noise ratio (CINR) in spatially col-
ored interference [1]. Determination of the relative gain using
OC versus MRC is desirable as OC demands additional com-
plexity to implement. The average bit-error rate (BER) is the
most common metric used to compare different combining al-
gorithms and system configurations. OC and MRC BER were
first analyzed for a single interferer and simulated with multiple
interferers in [2]. OC BER with multiple interferers was pre-
sented in [3] in integral form and recently in [4] as a simplified
expression with finite sums. The BER for MRC with multiple
interferers is analytically derived and described in [5].

The OC and MRC CINR statistics are also a useful metric for
explaining the performance of a given system configuration. In
[6], the CINR expression using OC is derived and shown to be
dependent on the transformed sum of eigenvalues of a Wishart
matrix. An exact expression for the MRC CINR distribution
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with multiple interferers is obtainable and given in [7]. It was
further shown in [8] that a CINR ratio difference analysis pro-
vides a valuable metric when comparing two specific combining
algorithms such as equal gain combining or MRC to selection
combining. In this paper, the CINR ratio method is extended
to obtain the relative performance of OC to MRC. The compar-
ison is based upon a computation of the gain ratio and is defined
equal to CINRoc/CINRMRC .

Initial results analyzing the gain ratio were presented in [9]
for the single interferer case and applied to a code-division mul-
tiple access (CDMA) voice-data OC versus MRC capacity anal-
ysis in [10]. In this paper, the results of [9] are extended by de-
riving and illustrating more exact expressions for the gain ratio
with both single and multiple interfering users in a Rayleigh
faded channel. The PDF and mean of the gain ratio are analyt-
ically tractable with one interferer. When more than one inter-
ferer is present, the PDF of the gain ratio is illustrated using
Monte Carlo simulations and the mean gain ratio is shown in
basic integral form. OC is illustrated to approach MRC in the
limit of a large number of receive antennas. An expression for
the gain ratio upper bound is derived providing a simple means
to determine when OC will significantly outperform MRC.

The general system model and gain ratio are defined in Sec-
tion II. The statistical analysis of the gain ratio is developed and
discussed in Section III.

II. SYSTEM MODEL AND DEFINITION OF THE GAIN RATIO

A signal and interference user model is defined in this section
for a flat fading multi-user communication system employing a
m = 1 : M receive antenna array. Users are assumed uncorre-
lated with each other and modeled on a power basis to calculate
the receive signal CINR.

A. Signal Description and Spatially Combined CINR of the
Desired User

The M X 1 received signal vector (¢) is defined in (1) as the
sum of the desired user signal so(t), N interfering user signals,
si=1.~n(t), and background noise vector 7i(¢). Uncorrelated zero
mean complex Gaussian (Rayleigh) M X 1 channel fading vec-
tors with variance equal to one, ¢, are assumed for the desired
and N interfering user signals

@(t) = so(t)a + Z 5:(4)& + (1) (1

The background noise term n(t) is distributed per antenna as
a zero-mean complex Gaussian random variable with variance
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o2, The desired user signal power is E[so(t) - so(t)*] = 02.
All¢ =1 : N interference users are assumed equal power with
E[s;(t)-si(t)*] = 0. The vector and matrix complex conjugate
transpose and conjugation operators are defined as [-]* and *.

The CINR of the received signal in (1) is defined in (2) with
the interference signal spatial correlation matrix [2; described
in terms of C and R,, in (3). C is defined equal to the M an-
tenna row by N interference user column matrix and R,,, the
noise spatial correlation matrix, is defined equal to o times the
identity matrix, i.e., R, = o2 - I

CINR = wH'E[SOS)gogg’{so )*]'w—og'iﬁHgOEé{w )
wH Rpw wH R0
N N
=[S oo o] < ot
i=1 =1
=0’l+0,0C". 3)

B. Defining the Gain Ratio Z = CINRoc/CINR\RC

The MRC and OC spatial combining weights Wy rc = Co
and Woc = RI_IEO, as defined in [1], are used to specify Z as
the ratio of CINRs using OC and MRC weights in (4) as

CINRo ¢
CINRyrC

—1= :',H =
=cy Ry co-cy Rrco @

7 =
where ¢y is the normalized channel vector, ¢y = & /l|ol|, and
|| - || is the 2-norm.

Defining the singular value decomposition definition of C' =
V .%-U*H and applying the matrix inversion lemma [11] to (4),
Z is rewritten to separate terms with common indexes as

N
1 A cos® (¢g,—3,) sin” (¢z,—3,)
Z=1+ > {

11

2 .
i=1 b+ A;
i cos? (hz, _,
- T /\0 Z Aj cos? ) 5)
J#Z

where the ratio of antenna noise power to interferer power b?
and the angle between any two normalized channel vectors, ¢;
and ¢, are defined in (6) and (7) as

0.2

v =— (6)

g

<N

&lE A=
s (9ei-e) = i =% @

The columns of the square unitary matrices V and U are equal
to the right and left singular vectors of C'. ¥ is the M X N di-
agonal matrix with singular values along its diagonal with rank
N < M. The eigenvalues of CCH are jointly distributed eigen-
values of a Wishart matrix [6], [12], [13]. The vector angle be-
tween the desired user channel vector direction and V' is defined
using (7) with ¢ and cos(¢) independent of ||¢]| for Rayleigh
fading channels [14].

As expected, OC is lower bounded by MRC in (5) with
me = 1 and Z > 1 dependent upon b? and ¢z, 5. When
coand ¢; are all 0° or 90° apart, OC and MRC will perform
equivalently (5).

III. STATISTICAL ANALYSIS OF /

The PDF and mean of Z (and its upper bound) given M, N,
and b2, are developed in this section. While the statistics of each
variable component in the PDF of Z, fz(z) will be identified,
an exact closed form solution for fz(z) is difficult to obtain due
to the combination of its components. The mean of Z, E[Z]
depends upon the eigenvalues of a Wishart matrix and is, in
general, left in integral form. Monte Carlo simulations are used,
where applicable, to illustrate fz(z) and E[Z].

A. PDF of Z

The PDF of Z, f7(2), is dependent upon the eigenvalue joint
PDF and the PDF of cos?(¢z,—_z,). In [9] and [14], the PDF
of cos?(¢z,—z, ), [ (¢z,—z,), is shown distributed as a Beta
function with integer values p = 1 and ¢ = M — 1, where the
general Beta function PDF [15] is equal to

(p=1)!-(¢-1)!

e G

where 0 < z < 1.

(3

Supporting both when M > N and M < N and using

notation in [13], we define N,,;, = min[M, N] and Np,ax =
max|[M, N] to obtain the eigenvalue joint PDF [6], [12] as

f2i(r)=

1
(A A2 AN = N
H ( min — ? )!' H (Nmax—i)!
i=1 1=1
Nmin Nmin—=1 [ Nmin
. H e—AiAfvlnax—Nlnin . H H (/\1 _ /\j)2 . 9)
=1 =1 J=1+1

Given M < N, CCH is full rank with M Wishart distributed
eigenvalues (9). When N < M, CCH has N Wishart dis-
tributed eigenvalues plus (M — N) zero (null) eigenvalues.
Without loss of generality, N < M is assumed for illustration
in the analysis that follows.

Evaluating Z in (5) with N =
|é1||? and ¢; = ¥} as

1 yields Zy—1 with Ay =

?1) ! Sin2 (QSHO_HI)

b2 - (0% + lcal?) —

Zn—1 = 1+ cos? (dz, -
(10)

Zn=1 in (10) is described in terms of three independent
random variables A, B, and C to allow determination of
fzx_,(z) in terms of the PDFs of A, B, and C. Using (8),
the PDFs of A and B are equal to f4(a) = fx"' () and
fe(b) = fi/[ WMy ) The PDF of C is defined setting
N =1in ff(c) =1/(c®-b*- (N - M = 1)) - (1/(A(c) + 1))
(2% /A(c))NMHT L exp(— 2b /40)) with A(c) = —1,/1 + 4/c
(f& (e) is also used in Section ITI-C for ZY).

Defining the variable D = In(A)+1In(B)+1In(C), fz,_, (%)
is solved for in (11) as

1

= S_1 foyo: (In(z = 1)) -

1 u(z—1)

where u(z — 1) is the unit step operator

fZN:I
(11)
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PDF of Z for N interferers at 1/b* = 1.0: (a) M = 2,(b) M = 4,

and (c) M = 8.

Fig. 1.

Fig. 2. Poutperform: 10%, 50%, and 90% for threshold T" versus 1/b? with:

(@M=2and N =1,(b) M =4and N = 1,2, and 3, and (c) M = 8 and

N =1,3,5,and 7.

exp? - fa(exp?) * exp?-fp(exp?) xexp?-

exp?) is determined using random variable transformation

theory [16].

(1) =

and fp

scribed in Section II. Each time index in the Monte Carlo simu-

(

fe

lation is a new Rayleigh fading channel occurrence. CINR sam-

ples using OC weights and MRC weights are generated and used

Determination of fz(z) with arbitrary N is difficult to ob-
tain in closed form. The statistics of each variable component

in fz(z) can be identified but the combination of these com-

to obtain simulated statistics for Z. The total number of itera-

tions per simulation normally output 1-5 million data points to

ensure accurate representation of true metrics. Simulations for
the PDF of Z used at least 200-5000 data points per PDF bin.

ponents complicates the analysis. Monte Carlo simulations are

used, in general, to illustrate fz(z) using the system model de-
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Fig. 3. E[Z] versus 1/b? for M = 2,4, and 8 with N = 1 (single interferer).

fz(2) is shown in Fig. 1 using Monte Carlo simulations for
M = 2,4, and 8 at 1/b®> = 1.0. fz(z) exhibits a chi-square
random variable x3 \-like distribution dependent upon M and
N.When 1/b? < 1, fz(z) was seen as characteristic of a delta
function at Z = 1. Empirically, a near delta function-like re-
gion was seen for M equal to 2, 4, and 8 at 1/ b2 less than 1.0,
0.8, and 0.5. The probability that Z is greater than or equal to a
threshold 7', i.e., fTOO fz(2)dz is defined as Poytperform and il-
lustrated in Fig. 2 for M = 2, 4, and 8 versus 7 and 1/b? values.
Poutperform illustrates that OC rarely outperforms MRC when
1/b*> < 1. When 1/b? > 2, OC outperforms MRC by 3 dB at
least 10% of the time. OC outperforms MRC 90% of the time
only at large values for 1/b%.

B. Mean Value of Z

The mean of Z, E[Z], is dependent upon the joint eigen-
value distribution (9) and the mean of cos?(¢z,_z). The
E[cos®(¢z,—z)] = 1/M is obtained by evaluating the
first moment of (8) illustrating that in the limit of large M,
¢z,—z, = 90° due to the higher vector space dimensionality.

The mean of Z at N = 1, E[Z =] is solved for in (12) as a
function of Ei(n,z) [ (exp(—z - t)/t")dt as

M
B [ (M) =14 (Z(—1>T<b2>T<M—T)!
: r=0

+ED)MH )M exp(b%)- Ei(1,0%)) .

Fig. 3 plots (12) for M = 2,4, and 8 illustrating larger F[Zn—1]
for increasing M and 1/b2.

The solution for F[7] with arbitrary N is described in integral
form dependent upon the eigenvalue joint PDF in (13), located
at the bottom of the page.

12)

100
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10 e
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o~ 1.0 5 ™
o ERNT = i
= ! N=1, Zand ZY
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.01
0.1 1.0 10
2
a2 o
b2 o2

100
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.01
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Fig.5. E[Z] and E[ZY] versus 1/b% for M = 8 with N = 1,3,5,and 7.

An upper bound to Z, Z,x, is derived using Kuhn—Tucker
conditions in Appendix A offering a simple expression to de-
termine maximum possible gains using OC versus MRC. Addi-
tionally, an analytically tractable upper bound to Z,,,. is defined
in Appendix A as ZUV.

The Monte Carlo simulations used to analyze fz(z) were
also used to analyze E[Z]. Simulations for E[Z] used at least
50020 000 data points per calculated value. Increased E[Z] and
E[ZY] (14) versus 1/b? is illustrated in Figs. 4 and 5 for M = 4
and 8 for different N. Note ZV is equal to Z at N = 1. Given
a fixed M, decreasing relative gains in E[Z] are illustrated for
increasing N. At small M, the increase in E[Z] due to more
antennas is greater than the loss associated with channel vector
angle difference overlap (E[cos?(¢z, z,)]). In the limit of large

E[Z]f// -

M -1 22
Xz; <M+1)b2+)\i

N
1\ N
_ <M) Iy ; by
i

AL Az, AN)dAN - .. dad)s.

(13)
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(M-1)
TR M (M11) (N-M=1)

E[ZY(M,N,b*)] =1

S (1@ N M =)t (~1)N M ()N M () - i1, 12)

r=0

(14)

M, ¢pz,—z, = 90°, and per (5) OC will on average perform near
equal to MRC as E[Z] = 1.

IV. CONCLUSION

The ratio of CINRs, gain ratio, was analyzed for OC and
MRC algorithms to determine their relative performance differ-
ences. A multiple receive antenna system with a flat Rayleigh
faded channel and multiple interferers was assumed. The PDF
and mean of the gain ratio were analyzed and exact solutions
were obtained for a single interferer and the gain ratio upper
bound. Simulations were used to illustrate the gain ratio with
multiple interferers.

The statistical distribution of the difference of the desired and
interference users’ channel direction and also the interferer user
to background noise power ratio determines OC versus MRC
relative gains. OC rarely outperforms MRC when the ratio of
interferer power to background noise power is less than one.
When the ratio of interferer to background noise power is greater
than two, OC outperforms MRC by 3 dB at least 10% of the
time. OC outperforms MRC by 3 dB for more than 90% of the
time only at very large ratios of interferer power to background
noise power. In the limit of a large number of receive antennas,
the performance of OC approaches that of MRC for all levels of
interference. The derived gain ratio upper bound expression was
shown to provide a simple means to determine the maximum OC
versus MRC difference attainable.

APPENDIX A
MAXIMUM Z AND UPPER BOUND TO Zax

The maximum of Z, Zax = 14(1/4)-[A2/b%-(b24+\1))], is
derived using the Kuhn—Tucker conditions [17] with constraints
YL, cos?(¢a,—5,) = 1 and cos®(¢hs, ) > 1 where ||&4|> <
A < SN G2 Given [|@]]2 = 1, N = 1, and b2 = 1, for
example, Z,.x gives a 1.125 (0.51 dB) maximum gain using
OC versus MRC.

ZY(¢) is defined as an analytically tractable upper bound
t0 Zmax at Ay = Y2 ||i||? with random angle ¢z, _z, . The
E[ZY] is defined in (14), located at the top of the page, with
fzv n(2) equal to (11) with N interferers for & (c).
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(6]

(7]

(8]

(91

[10]

(1]

[12]

[13]

[14]

[15]

[16]

[17]

REFERENCES

M. K. Simon and M. Alouini, Digital Communication over Fading
Channels: A Unified Approach to Performance Analysis. New York:
Wiley, 2000.

J. H. Winters, “Optimum combining in digital mobile radio with
cochannel interference,” IEEE Trans. Vehic. Technol., vol. VT-33, pp.
144-155, Aug. 1984.

A. Shah, A. M. Haimovich, M. K. Simon, and M. Alouini, “Exact bit-
error probability for optimum combining with Rayleigh fading Gaussian
cochannel interferer,” IEEE Trans. Commun., vol. 48, pp. 908-912, Jun.
2000.

R. K. Mallik, M. Z. Win, and M. Chiani, “Exact analysis of optimum
combining in interference and noise over a Rayleigh fading channel,” in
IEEE Int. Conf. Commun., vol. 3, May 2002, pp. 1954-1958.

V. A. Aalo and J. Zhang, “Performance analysis of maximal ratio com-
bining in the presence of multiple equal-power cochannel interferers in
a Nakagami fading channel,” IEEE Trans. Vehic. Technol, vol. 50, no. 2,
pp. 497-503, Mar. 2001.

B. D. Rao, Y. Akyildiz, M. Wengler, and B. Judson, “Performance anal-
ysis of optimum combining in antenna array systems with multiple inter-
ferers in flat Rayleigh fading,” IEEE Trans. Commun., to be published.
J. Cui and A. U. H. Sheikh, “Outage probability of cellular radio systems
using maximal ratio combining in the presence of multiple interferers,”
IEEE Trans. Commun., vol. 47, pp. 1121-1124, Aug. 1999.

M. Schwartz, W. R. Bennett, and S. Stein, Communication System and
Techniques. New York: McGraw-Hill, 1966.

J. P. Burke and J. R. Zeidler, “CDMA reverse link spatial combining
gains: Optimal vs. MRC in a faded voice-data system having a single
dominant high data user,” in Proc. IEEE Global Telecommun. Conf., vol.
1, Nov. 2001, pp. 264-268.

, “Increasing the CDMA reverse link voice-data capacity using a
per rate class interference method with optimal spatial combining,” in
Proc. IEEE Vehic. Technol. Conf., vol. 2, May 2002, pp. 650-654.

D. G. Manolakis, V. K. Ingle, and S. M. Kogon, Statistical and Adap-
tive Signal Processing: Spectral Estimation, Signal Modeling, Adaptive
Filtering and Array Processing. New York: McGraw-Hill, 2000.

A. Edelman, “Eigenvalues and condition numbers of random matrices,”
Ph.D. dissertation, Dept. Mathematics, Massachusetts Inst. Technology,
Cambridge, May 1989.

M. Chiani, M. Win, A. Zanella, and J. Winters, “Exact symbol
error probability for optimum combining in the presence of multiple
co-channel interferers and thermal noise,” in Proc. IEEE Global
Telecommun. Conf., vol. 2, Nov. 2001, pp. 1182-1186.

R. J. Muirhead, Aspects of Multivariate Statistical Theory. New York:
Wiley, 1982, ch. 1.

N. L. Johnson, S. Kotz, and N. Balakrishnan, Continuous Univariate
Distributions. New York: Wiley, 1995, vol. 2.

A. Leon-Garcia, Probability and Random Processes for Electrical En-
gineering. Reading, MA: Addison-Wesley, 1989.

G. Strang, Linear Algebra and Its Applications, 3rd ed. New York:
Harcourt Brace, 1988.




	toc
	CINR Difference Analysis of Optimal Combining Versus Maximal Rat
	J. P. Burke, J. R. Zeidler, and B. D. Rao
	I. I NTRODUCTION
	II. S YSTEM M ODEL AND D EFINITION OF THE G AIN R ATIO
	A. Signal Description and Spatially Combined CINR of the Desired
	B. Defining the Gain Ratio $Z={\hbox{CINR}}_{\rm OC}/{\hbox{CINR

	III. S TATISTICAL A NALYSIS OF $Z$
	A. PDF of $Z$


	Fig. 1. PDF of $Z$ for $N$ interferers at $1/b^{2}=1.0$: (a) $M=
	Fig. 2. $P_{\rm{Outperform}}$: 10%, 50%, and 90% for threshold $
	Fig. 3. E[Z] versus $1/b^{2}$ for $M=2, 4$, and $8$ with $N=1$ (
	B. Mean Value of $Z$

	Fig. 4. $E[Z]$ and $E[Z^{U}]$ versus $1/b^{2}$ for $M=4$ with $N
	Fig. 5. $E[Z]$ and $E[Z^{U}]$ versus $1/b^{2}$ for $M=8$ with $N
	IV. C ONCLUSION
	M AXIMUM Z AND U PPER B OUND TO ${\rm Z}_{\rm max}$
	M. K. Simon and M. Alouini, Digital Communication over Fading Ch
	J. H. Winters, Optimum combining in digital mobile radio with co
	A. Shah, A. M. Haimovich, M. K. Simon, and M. Alouini, Exact bit
	R. K. Mallik, M. Z. Win, and M. Chiani, Exact analysis of optimu
	V. A. Aalo and J. Zhang, Performance analysis of maximal ratio c
	B. D. Rao, Y. Akyildiz, M. Wengler, and B. Judson, Performance a
	J. Cui and A. U. H. Sheikh, Outage probability of cellular radio
	M. Schwartz, W. R. Bennett, and S. Stein, Communication System a
	J. P. Burke and J. R. Zeidler, CDMA reverse link spatial combini
	D. G. Manolakis, V. K. Ingle, and S. M. Kogon, Statistical and A
	A. Edelman, Eigenvalues and condition numbers of random matrices
	M. Chiani, M. Win, A. Zanella, and J. Winters, Exact symbol erro
	R. J. Muirhead, Aspects of Multivariate Statistical Theory . New
	N. L. Johnson, S. Kotz, and N. Balakrishnan, Continuous Univaria
	A. Leon-Garcia, Probability and Random Processes for Electrical 
	G. Strang, Linear Algebra and Its Applications, 3rd ed. New York





