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A longstanding goal of psychology is to describe (e.g., 
Titchener, 1898), predict (e.g., Meehl, 1954), and explain 
(e.g., Fodor, 1968) the things that people do and experi-
ence. Despite this persisting emphasis, accurately pre-
dicting future socioemotional behaviors and experiences 
remains elusive. Indeed, most of the existent research 
on prediction examines broad life outcomes (e.g., Beck 
& Jackson, 2022a; Joel et al., 2020). Whereas such broad 
life outcomes result from accumulating behaviors and 
experiences (e.g., Hampson et al., 2007), how predict-
able those behaviors are is unknown.

We argue that the elusiveness of accurate predictions 
of future behaviors stems from an almost exclusive 
focus of a between-person perspective. In the present 
study, we offer an alternative person-specific, idio-
graphic approach to the prediction of behavior and 
experiences, where the antecedents of everyday behav-
ior and experiences are allowed to vary across  
people. We used three machine-learning approaches to 

investigate the degree to which seven future behaviors 
and experiences, three of which we will focus on 
(future loneliness, procrastination, and studying), can 
be predicted from psychological phenomena (i.e., per-
sonality and affective states), situations (i.e., objective 
situations and psychological situation cues), and time 
(i.e., trends, diurnal cycles, time of day, and day of the 
week).

An Individualized, Idiographic 
Approach to Assessment

A major assumption of measurement in psychology is 
that a measured construct is the same across people.  
A personality characteristic such as extraversion is 
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Abstract
A longstanding goal of psychology is to predict the things that people do and feel, but tools to accurately predict 
future behaviors and experiences remain elusive. In the present study, we used intensive longitudinal data (N = 104 
college-age adults at a midwestern university; total assessments = 5,971) and three machine-learning approaches to 
investigate the degree to which three future behaviors and experiences—loneliness, procrastination, and studying—
could be predicted from past psychological (i.e., personality and affective states), situational (i.e., objective situations 
and psychological situation cues), and time (i.e., trends, diurnal cycles, time of day, and day of the week) phenomena 
from an idiographic, person-specific perspective. Rather than pitting persons against situations, such an approach 
allows psychological phenomena, situations, and time to jointly predict future behaviors and experiences. We found 
(a) a striking degree of prediction accuracy across participants, (b) that a majority of participants’ future behaviors are 
predicted by both person and situation features, and (c) that the most important features vary greatly across people.
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extraversion for everyone, and how it is related to neu-
roticism is the same for everyone. If this assumption is 
violated, and it almost always is (Borsboom et al., 2003; 
Fisher et al., 2018; Molenaar, 2004), then it is difficult 
to say whether extraversion predicts behavior and expe-
riences at the level of a person. Indeed, doing so would 
be to make an incorrect within-person interpretation 
of a between-person model (Borsboom et  al., 2003). 
Alternatively, idiographic approaches sidestep such 
assumptions by focusing on a single individual, attempt-
ing to identify variables that are meaningful for them, 
which may not be meaningful for another person (Beck 
& Jackson, 2020b).

To what extent are idiographic approaches necessary? 
A growing body of work demonstrates that the within-
person structure of emotion and personality differs 
across people (Beck & Jackson, 2020a; Borkenau & 
Ostendorf, 1998; Molenaar, 2004). Across people, mea-
sures of the Big Five demonstrate five factors, whereas 
within people, they range from two to seven and have 
different content within them. Thus, common taxono-
mies used to describe populations may not describe an 
individual.

Similarly, taxonomic work on situations is only begin-
ning (Parrigon et al., 2017; Rauthmann et al., 2014). In 
part, this is because of the great range in behaviors 
exhibited within similar situations, which makes iden-
tifying coherent patterns that are found between people 
difficult. It is likely that situations impact a person 
largely idiosyncratically (i.e., idiographically) for each 
person (Mischel, 2004). Simply, there is little reason to 
believe that individuals should respond to the “same” 
situations similarly. Even if they do, there is almost cer-
tainly heterogeneity in why individuals behave similarly. 
Consider, for example, small talk while at work. The 
same behavior in the same environment could be fueled 
by goals to get ahead and get along—such as avoiding 
an awkward interpersonal situation (get along) or mak-
ing a long-term beneficial social connection (get ahead). 
Differences in person factors differ both across people 
and within them, making the interpretation of the situ-
ation quite subjective (i.e., idiographic).

The Person–Situation Debate (Still)

Predicting behavior and experiences using person and 
situation factors has mostly been ignored as a lingering 
consequence of the person–situation debate (e.g., 
Barrick & Mount, 2005), which implied that the thresh-
old on predicting single behaviors was low. The “per-
sonality coefficient” of .3 was seen as an upper bound 
of what is possible in behavioral prediction and is typi-
cally resolved by focusing on aggregating behaviors to 

increase predictive validities (Epstein, 1979), discussing 
the relevance of a .3 correlation (Funder, 2009; Roberts, 
2009), or focusing on strong situations (Snyder & Ickes, 
1985). However, these discussions typically concern a 
one-to-one association between predictor and behav-
ior/experiences. If instead a behavior or experience is 
determined from many sources, theoretical estimates 
can go much higher than .3, although currently this 
possibility is only theoretical (Ahadi & Diener, 1989).

Another longstanding question in predicting behavior 
and experiences asks whether person or situation fac-
tors impact behavior and experiences more (Epstein & 
O’Brien, 1985). But most approaches hold either person 
or situation features constant to examine the association 
between the other and behavior/experiences (Kenrick 
& Funder, 1988). In other words, rather than viewing 
the triad of personality, situations, and behavior/experi-
ences simultaneously, most studies examine these in 
isolation (Funder, 2006). Of those that do examine per-
son and situational features simultaneously, findings 
indicate the importance of both as independent but not 
interactive influences (Sherman et  al., 2015), leading 
people to continue studying these in isolation. Thus, it 

Statement of Relevance

Understanding and predicting behaviors and 
experiences are integral parts of everyday life. 
Situations clearly impact behavior, but individuals 
also have unique styles in their behaviors. Despite 
this, psychological studies of behavior and 
experiences typically examine person and situation 
factors separately or assumes that situations have 
similar behavioral or experiential consequences 
across people. But people exhibit different behaviors 
or have different experiences in the same contexts 
and similar behaviors in different contexts, 
indicating reciprocal person–situation relationships. 
In this study, we built personalized prediction 
models to predict future occurrences of pro
crastination, loneliness, and studying to test the 
extent to which people differed in their person- 
and situation-level antecedents. We found that 
these behaviors varied in how predictable they 
were for each person as well as that the person 
and situation features that best predicted each 
future behavior and experience varied widely 
across people. Such variability suggests that one-
size-fits-all methods for predicting, explaining, and 
changing behavior and experiences are misguided 
at best and wholly wrong at worst.
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remains unclear how situations coalesce with person 
factors to impact behavior and experiences.

The Present Study

We argue that adopting an idiographic, machine-learn-
ing-based prediction approach that incorporates infor-
mation about persons, situations, and time relative only 
to a single person’s experience will allow us to accu-
rately predict future behavior and experiences (Renner 
et al., 2020). In the clinical-psychology domain, previous 
research has indicated (a) that future behaviors, such as 
smoking (Fisher & Soyster, 2019; Soyster et al., 2022) 
and food craving (Butter et al., 2020), can be predicted 
with high levels of accuracy using these methods and 
(b) that the degree of predictability and the important 
features across people vary considerably. Thus, in the 
domain of psychology more broadly, we believe that 
machine-learning methods can be used to understand 
(a) the degree to which we can predict behavioral and 
experiential outcomes, (b) individual differences in how 
predictable such outcomes are, (c) whether certain 
domains (i.e., persons, situations, and time) out-predict 
others, (d) which features play the strongest role, and 
(e) whether and to what degree individuals differ in 
which features play the strongest role.

Method

This study was preregistered on OSF (https://osf.io/ 
4nm5p/); all data, analysis scripts, and results are also 
available on OSF (https://osf.io/8ebyx/). More details on 
the analyses and visual results depictions are available 
online at https://github.com/emoriebeck/behavior-pre 
diction and in the R Shiny Web app at https://emoriebeck 
.shinyapps.io/behavior-prediction/. All data are com-
pletely deidentified. This study was approved by the insti-
tutional review board at Washington University in St. Louis 
(No. 201806124), and all data were collected in alignment 
with the American Psychological Association ethics code. 
Components of these data have been published elsewhere 
(Beck & Jackson, 2022b; Jackson & Beck, 2021).1

Participants

Participants were 208 (71.96% female; age: M = 19.51 
years, SD = 1.27) undergraduates at Washington Uni-
versity in St. Louis who enrolled in a study between 
October 2018 and December 2019. Sixty-nine partici-
pants identified as White, 67 as Asian, 34 as Black, and 
30 as other race/ethnicity or mixed race/ethnicity (eight 
declined to answer). Nine participants were excluded 
for not completing any experience-sampling method 

(ESM) surveys. The remaining participants completed 
a total of 8,403 surveys (M = 42.23, SD = 24.01, range = 
1–109). An additional 85 participants were excluded for 
having fewer than 40 ESM measurements, and 10 par-
ticipants were excluded for having too little variance 
in one or both outcome measures.2 The remaining 104 
participants (72.82% female; age: M = 19.49 years, SD = 
1.31) completed an average of 57.41 assessments (SD = 
16.33, range = 40–109). Thirty-two participants identi-
fied as White, 33 as Asian, 14 as Black, and 16 as other 
(nine declined to answer).

Measures

Participants responded to a battery of trait and ESM 
measures as part of the larger study (see the codebooks 
at https://osf.io/8ebyx/). The present study focused on 
a subset of preregistered ESM measures that were used 
to estimate idiographic prediction models.

Personality and affect.  Personality was assessed using 
the full Big Five Inventory–2 (Soto & John, 2017) with a 
planned missing-data design (Revelle et al., 2016; https://
osf.io/pj9sy/). Items capturing affect were a subset of the 
Positive and Negative Affect Schedule–Expanded Form 
(Watson & Clark, 1999), and items redundant with those 
on the Big Five Inventory–2 were removed. Each item 
was answered relative to what a participant was just 
doing on a 5-point Likert-type scale ranging from 1 (dis-
agree strongly) to 5 (agree strongly).

Situations.  Binary situation indicators were derived by 
asking research assistants to provide a list of the common 
social, academic, and personal situations in which they 
found themselves. From these, we derived a list of 20 
unique situations. Separate items for arguing with or inter-
acting with friends or relatives were composited in overall 
argument and interaction items. Participants checked a 
box for each event that occurred in the past hour (1 = 
occurred, 0 = did not occur). Psychological features of 
situations were measured using the ultra-brief version of 
the “Situational Eight” DIAMONDS scale (Duty, Intellect, 
Adversity, Mating, pOsitivity, Negativity, Deception, Soci-
ality; Rauthmann & Sherman, 2016) on a 3-point scale 
ranging from 1 (not at all) to 3 (totally).

Time features.  Time features were created from the 
time stamps collected with each survey on the basis of 
approaches used in other studies of idiographic predic-
tion (Butter et al., 2020; Fisher & Soyster, 2019). To do 
this, we created four dummy codes for time of day (morn-
ing, midday, evening, night) and seven for day of the 
week. Next, we created a cumulative time variable (in 

https://osf.io/4nm5p/
https://osf.io/4nm5p/
https://osf.io/8ebyx/
https://github.com/emoriebeck/behavior-prediction
https://github.com/emoriebeck/behavior-prediction
https://emoriebeck.shinyapps.io/behavior-prediction/
https://emoriebeck.shinyapps.io/behavior-prediction/
https://osf.io/8ebyx/
https://osf.io/pj9sy/
https://osf.io/pj9sy/
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hours) from first beep to create linear, quadratic, and 
cubic time trends as well as one- and two-period sine 
and cosine functions across each 24-hr period (e.g., two-

period sine = sin
2

12

π
×  Cumulative Timet and one-period 

sine = sin
2

24

π
×  Cumulative Timet).

Outcomes.  Procrastination, loneliness, and studying were 
assessed by asking participants to check a box if it had 
occurred in the past hour (1 = occurred, 0 = did not occur). 
Each was lagged such that time t features would predict 
time t + 1 procrastination, loneliness, and studying.3

Procedure

Participants responded to two types of surveys—trait 
and state ESM measures—for which they were paid 
separately. More information on the procedure of this 
study sample has been reported elsewhere (Beck & 
Jackson, 2022b; Jackson & Beck, 2021) and is available 
at https://osf.io/8ebyx/.

Analytic plan

The present study used three machine-learning classi-
fication models: (a) elastic-net regression (ENR; Friedman 
et al., 2010), (b) the best-items scale that is cross-vali-
dated, correlation-weighted, informative, and transpar-
ent (BISCWIT; Elleman et al., 2020), and (c) random- 
forest models (Kim et al., 2019). More details on these 
methods and the procedure can be found at https://
osf.io/8ebyx/ but are summarized below.

Because we had a large number of features to test, 
we chose methods with variable selection procedures 
and methods for reducing overfitting. To both reduce 
the number of indicators used in each model and test 
which group of indicators is the most predictive of 
future procrastination, loneliness, and studying, we also 
examined these in several sets: (a) psychological indica-
tors (personality + affect; 25), (b), situation indicators 
(binary + DIAMONDS; 25), and (c) full set (personality +  
affect + binary situations + DIAMONDS; 49). Each of 
these was also tested with and without the 18 timing 
indicators, for a total set of six combinations of the 68 
features.

In each of these methods, we used cumulative roll-
ing-origin forecast validation,4 which comprised the first 
75% of the time series (i.e., training data), and held out 
the remaining 25% of the data set for the test set. In the 
rolling-origin forecast validation, we used the first one 
third of the training-data time series as the initial set, 
five observations as the validation set, and set skip to 

one (i.e., move two observations forward for each fold 
to reduce the number of folds to roughly equate tenfold 
cross-validation), which resulted in 10 to 15 rolling-
origin “folds.” For all training and test sets, the out-
comes were lagged such that each outcome was 
predicted by previous time point features (roughly 4 hr 
previously). Tuning results are available for each par-
ticipant, feature set, outcome, and model at https:// 
osf.io/8ebyx/ and on the Web app (“Model Tuning 
Figures”).

Out-of-sample prediction was tested on the basis of 
classification error and area under the receiver-operating-
characteristic curve (AUC) in the test set (the last 25% 
of the time series). Classification error is a simple esti-
mate of the percentage of the test sample that was 
correctly classified by the model. In addition, the AUC 
captures the trade-off between sensitivity and specific-
ity. An AUC of .5 indicates binary classification at 
chance levels. AUCs are available at https://osf.io/ 
8ebyx/ and on the Web app (“ROC”).

ENR uses L1 (ridge) and L2 (least absolute shrinkage 
and selection operator [LASSO]) regularization to shrink 
coefficients on the basis of a penalty (λ) that is tuned 
to minimize error using cross-validation. We tuned on 
the basis of penalty and mixture (set to 10 values each). 
ENR was performed using the tidymodels package 
(Kuhn & Wickham, 2020) in the R programming envi-
ronment (Version 4.1.0) to estimate the ENR models by 
calling the logistic_reg(), setting the engine as “glmnet” 
(mode = “classification”; Friedman et al., 2010).

The BISCWIT is a correlation-based machine-learn-
ing technique. Using the best.scales() function in the 
psych package (Version 2.1.3; Revelle, 2020), we used 
rolling-origin validation to choose the best number of 
items to be retained. Weighted scores were calculated 
by extracting the correlations from the best-scales 
object and using it in the scoreWtd() function to create 
the correlation-weighted scores.

Random-forest models are a variant of decision-tree 
classification algorithms that use ensemble methods. 
Because random-forest models use bagging (i.e., boot-
strapping with aggregation), we performed a series of 
steps that make bootstrapping appropriate with time 
series data. Models were tuned using mtry (i.e., the num-
ber of predictors that will be randomly sampled at each 
split when creating tree models) and min_n (i.e., the 
minimum number of data points in a node that is required 
for the node to be split further), which were each set to 
10 values. We used the tidymodels package in R to esti-
mate the random-forest models by calling the rand_for-
est(), setting the engine as “ranger” (mode = “classification”; 
Wright & Ziegler, 2017), with importance set to “permuta-
tion” in order to extract variable importance.

https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
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Results

Can we predict future procrastination, 
loneliness, and studying?

First, we tested to what extent we could predict future 
incidences of procrastination, loneliness, and studying 
for each person by their previous assessments using 
ENR, BISCWIT, and random-forest models. Figure 1 
presents histograms and descriptive statistics of accu-
racy and AUC across the full sample for each outcome 
and model. The same figures for all other outcomes are 
available at https://osf.io/8ebyx/ and on the Web app 
(“Sample-Level Performance Distributions”). As is clear 
in the figure, predictive accuracy was high overall, with 
mean accuracy of .87 (Mdn = .91–.92) for future loneli-
ness, between .82 and .83 (Mdn = .88–.89) for future 
procrastination, and between .77 and .79 (Mdn = .81–
.83) for future studying. Similarly, the AUC was also 
well above the .5 threshold; means ranged from .70 to 
.76 (Mdn = .75–.80) for future loneliness, from .69 to 
.70 (Mdn = .70–.75) for future procrastination, and from 
.63 to .68 (Mdn = .65–.76) for future studying. Participant- 
level descriptive statistics across models, feature sets, 
and outcomes are available at https://osf.io/8ebyx/ and 
on the Web app (“Model Performance Tables”).5

Are there individual differences in  
the idiographic range of prediction 
across people?

Figure 2 presents the median, 66%, and 95% range of 
classification accuracy for a random sample of 25 partici-
pants, ordered by the median accuracy. Other outcomes 
as well as the AUC for all outcomes are available at https://
osf.io/8ebyx/ and on the Web app (“Person-Level Perfor-
mance Distributions”). As is clear in the figures, accuracy 
varies both across people and within them. In other 
words, although there are between-person differences in 
the degree of accuracy, there are also within-person dif-
ferences, depending on which features are used.

Do psychological, situational, time,  
or full feature sets perform best?

Table 1 presents the number of and percentage of par-
ticipants whose best-performing model was for each 
feature set. As is clear, feature sets without time per-
formed better than those with time. Second, relative to 
AUC, using accuracy as the selection metric was more 
likely to indicate that the full feature set performed best. 
Third, with some slight differences, relative proportions 
were similar across the three methods. Finally, for accu-
racy but not AUC, only random-forest models indicated 

that situation feature models performed better than psy-
chological feature models. We next examined the break-
down of selected features for each participant. As is 
clear in Figure 3, which shows proportions of features 
for all participants’ best-performing models for each 
method, there were individual differences in the propor-
tion of psychological, situational, and time features. 
Some participants’ best-performing models included 
exclusively psychological or situational features, with 
most showing a varying mixture of both. Similar patterns 
were displayed across all outcomes, which are included 
at https://osf.io/8ebyx/ and on the Web app (“Feature 
Proportions”).

Which features are most associated 
with future procrastination, 
loneliness, and studying?

To examine which features were most important, we 
extracted the top five features and calculated the pro-
portion of the sample that had each feature in their top 
five. In Figure 4, larger, darker circles indicate that a 
higher proportion of individuals had this feature in their 
top five, whereas smaller, lighter circles indicate that a 
smaller proportion of individuals had this feature in 
their top five. Overall, most features were not shared 
by a majority of participants, and the maximum propor-
tion of participants shared a single feature of 40% 
(energy level predicting arguing with a friend or family 
member). Across outcomes, the results were very simi-
lar, although which features were most frequent varied 
across outcomes, as can be seen at https://osf.io/8ebyx/ 
and on the Web app (“Feature Frequency”).

Figure 4 also has several takeaways relative to cat-
egories of features.6 First, across models, time features 
were less frequent, with the exception of linear, qua-
dratic, and cubic trends (T12–T14) across the ESM 
period and a 24-hr sinusoidal diurnal cycle for ENR. 
Second, for ENR and BISCWIT, psychological features 
were slightly more frequent than situation features. 
Third, one consequence of the higher frequency of 
situation-feature random-forest models being selected 
than for the other two models was that situation fea-
tures were both more frequent and more variable (more 
different sized circles) for the random-forest models 
than for ENR or BISCWIT (more similarly sized circles). 
Finally, and perhaps most crucially, this figure makes 
clear that person and situation characteristics were both 
key in predicting each outcome, and neither dominated 
the feature space.

Lastly, there are several specific features of note in 
Figure 4. For each outcome in Figure 4, there were 
some frequent features that made sense at face value. 
For example, the extraversion feature of energy level, 

https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
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Fig. 1.  Histograms showing classification accuracy and area under the receiver-operating-
characteristic curve (AUC) for the best-performing models predicting loneliness, procrastinat-
ing, and studying. For each outcome, distributions from three models are shown: elastic net; 
best-items scale that is cross-validated, correlation-weighted, informative, and transparent 
(BISCWIT); and random forest. Shaded regions indicate the density of the data, dots repre-
sent medians, wide lines represent 66% confidence intervals, and thin lines represent 95% 
confidence intervals. AUC = area under the receiver-operating-characteristic curve.
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Fig. 2. (continued on next page)

the openness features of intellectual curiosity and aes-
thetic sensitivity, and Internet use were relatively fre-
quent predictors of future procrastination across all 
models. Some were less intuitive; for example, happi-
ness was infrequently predictive of future procrastina-
tion. For random-forest models, some situational 
features were also very frequent; for example, percep-
tions of situations from the DIAMONDS as inviting 

sociality or being positive or negative predicted future 
procrastination. Similarly, for future loneliness, the 
extraversion feature of sociability and the neuroticism 
feature of emotional volatility were frequent. For ran-
dom-forest models, the perception of a situation as 
positive or negative was the most frequent predictor, 
suggesting that the perceived valence of participants’ 
current situations was predictive of future loneliness 
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Fig. 2.  Person-level distributions of classification accuracy for 25 randomly selected sample participants, separately for classifiers predicting 
loneliness, procrastinating, and studying. Dots represent medians, wide lines represent 66% quantiles, and thin lines represent 95% quantiles. 
BISCWIT = best-items scale that is cross-validated, correlation-weighted, informative, and transparent.

approximately 4 hr later. Finally, for studying, the most 
frequent features were quite similar to those for pro-
crastination; sociality and intellect from the DIAMONDS 
scale were frequently predictive of future studying in 
random-forest models as well as relatively more fre-
quent time features than for loneliness.

Do people vary in which features are 
most important?

To demonstrate how people differ in which features 
were important, we have included participants’ profiles 
of retained features along with their variable impor-
tance at https://osf.io/8ebyx/ and on the Web app for 
each participant, outcome, and model (“Participant 
Coefficient Plots”). In addition, Figure 5 presents the 
profiles of all participants’ coefficients (i.e., correla-
tions) in their best-performing models for BISCWIT for 
future procrastination. All combinations of outcomes 
and models are available at https://osf.io/8ebyx/ and 
on the Web app (“Participant Coefficient Profiles”). 
From the figure, it is clear that only a relatively small 
number of participants’ best-performing models had 
time features. Moreover, even common features varied 
widely across people in presence, direction, and mag-
nitude without exception. No two profiles are the same 

even just in which features were included, let alone in 
direction and magnitude of the associations.

Discussion

The current study investigated personalized, idiographic 
prediction models for seven socioemotional behaviors 
and experiences, three of which we focused on (feeling 
lonely, procrastinating, and studying in the future) and 
four of which are detailed at https://osf.io/8ebyx/ 
(interacting, arguing, feeling tired, and feeling sick in 
the future). Rather than assuming that antecedents of 
different outcomes were shared, we used an idiographic 
approach to build N = 1 personalized prediction mod-
els. Overall, three main conclusions emerged: First, 
psychological, situational, and time variables accurately 
predicted future everyday behaviors and experiences. 
Second, psychological and situational variables were 
both important, almost equally so, and neither was a 
predominant antecedent of behavior and experiences. 
Third, individual differences reigned supreme—people 
differed on how predictable outcomes were, which 
domains performed best, and which features were most 
important. Moreover, across the three behaviors and 
experiences, one experiential and two performative, 
the results were quite consistent. These findings 

https://osf.io/8ebyx/
https://osf.io/8ebyx/
https://osf.io/8ebyx/
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Table 1.  Frequencies With Which the Full, Psychological, and Situation Feature Sets Were the Best Predictors of 
Loneliness, Procrastination, and Studying, With or Without the Inclusion of Time

Feature set 
and time

Accuracy AUC

Elastic-net 
regression BISCWIT

Random 
forest

Elastic-net 
regression BISCWIT

Random 
forest

N % N % N % N % N % N %

Lonely
Full  
  Without  35 68.6% 33 63.5% 22 43.1% 13 25.5% 12 23.1% 14 28.6%
  With 5 9.8% 5 9.6% 2 3.9% 7 13.7% 3 5.8% 4 8.2%
Psychological   
  Without  9 17.6% 7 13.5% 6 11.8% 8 15.7% 19 36.5% 10 20.4%
  With 0 0 3 5.8% 1 2.0% 9 17.6% 5 9.6% 2 4.1%
Situations   
  Without  1 2.0% 4 7.7% 20 39.2% 8 15.7% 8 15.4% 13 26.5%
  With 1 2.0% 0 0 0 0 6 11.8% 5 9.6% 6 12.2%

Procrastinating
Full   
  Without  48 55.2% 38 43.7% 34 39.5% 14 16.3% 14 16.1% 24 27.9%
  With 12 13.8% 9 10.3% 4 4.7% 6 7.0% 6 6.9% 8 9.3%
Psychological   
  Without  15 17.2% 17 19.5% 14 16.3% 19 22.1% 23 26.4% 18 20.9%
  With 6 6.9% 7 8.0% 1 1.2% 12 14.0% 10 11.5% 12 14.0%
Situations  
  Without  5 5.7% 12 13.8% 29 33.7% 19 22.1% 18 20.7% 17 19.8%
  With 1 1.1% 4 4.6% 4 4.7% 16 18.6% 16 18.4% 7 8.1%

Studying
Full   
  Without  56 50.9% 45 40.9% 38 34.9% 22 20.0% 17 15.5% 34 31.2%
  With 18 16.4% 6 5.5% 8 7.3% 9 8.2% 14 12.7% 9 8.3%
Psychological   
  Without  17 15.5% 26 23.6% 14 12.8% 19 17.3% 27 24.5% 17 15.6%
  With 9 8.2% 13 11.8% 4 3.7% 23 20.9% 19 17.3% 12 11.0%
Situations   
  Without  6 5.5% 12 10.9% 36 33.0% 22 20.0% 18 16.4% 22 20.2%
  With 4 3.6% 8 7.3% 9 8.3% 15 13.6% 15 13.6% 15 13.8%

Note: AUC = area under the receiver-operating-characteristic curve; BISCWIT = best-items scale that is cross-validated, correlation-
weighted, informative, and transparent.

indicate the utility of an idiographic approach to psy-
chological assessment relative to standard between-
person approaches that are routinely used.

On predicting more behaviors more  
of the time

We found accurate out-of-sample prediction of future 
procrastination, studying, and feelings of loneliness 
when using a suite of psychological and situational 
factors. Predicting individual experiences and behaviors 
has long eluded psychologists. However, the results of 

the present study suggest that this is because of two 
assumptions: (a) that the same psychological and situ-
ational antecedents should predict the same behaviors 
across people and (b) that psychological or situational 
features should out-predict the other. Neither of these 
assumptions holds. Whereas there are between-person 
individual differences in future loneliness, procrastina-
tion, and studying, there was also within-person vari-
ability in terms of how and when people demonstrated 
these behaviors and experiences. Typical prediction 
models within psychology have largely focused on 
which between-person features predict life outcomes 
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Fig. 5.  Coefficient profile (i.e., correlations) for all participants’ best-performing BISCWIT (best-items scale that is cross-validated, 
correlation-weighted, informative, and transparent) models predicting future procrastination. Features are grouped by category: psycho-
logical, situation, and time.

or other aggregated behaviors (e.g., Beck & Jackson, 
2022a; Joel et al., 2020; Puterman et al., 2020). Here, in 
alignment with a growing emphasis on precision medi-
cine approaches to improving physical health, well-being, 
and productivity, we demonstrate that within-person 
features are also predictable by psychological and situ-
ation features. These dynamic features tend to be less 
studied, which has resulted in little knowledge about 
why people vary within-person in these behaviors. Our 
findings suggest that from a fairly prescribed set of 
personality, situational, and time features, we can iden-
tify when someone is going to procrastinate, study, or 
feel lonely at a future time point—not only whether 
they tend to procrastinate, study, or feel lonely in 
general.

Notably, predictions were made under the assump-
tion that individuals have unique antecedents of each 
outcome. Although this equifinality is often described 
in theoretical models, it is rarely implemented in statisti-
cal models. Instead, statistical models use a circum-
scribed set of predictors that are assumed to impact 
people similarly, depending on their rank order on the 
predictor (e.g., Borsboom et al., 2003). For example, 
procrastination is associated with conscientiousness 
( Jackson et  al., 2009). Typically, this suggests that if 
people are feeling low in conscientiousness markers 
(responsibility, organization), they would be more 
likely to procrastinate. However, we found that markers 
of conscientiousness were not important antecedents 
of procrastinating for everyone, nor were they the most 
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important in general (with 10%–15% of the sample hav-
ing conscientiousness features as important predictors). 
People procrastinate, study, and feel lonely for many 
different reasons. As a result, prediction models that 
assume similar associations between predictors and 
outcomes for everyone may underestimate potential 
predictive validity.

In general, we found individual differences in every 
aspect of the models—in accuracy, in feature sets, and 
in the importance of specific features. For some people, 
we could very accurately predict future behaviors, 
whereas for others, we could not. Similarly, people dif-
fered in which and to what degree the domains were 
important. Together, these findings paint a picture of a 
psychological system that is highly unique to an indi-
vidual. Although there is a longstanding consensus that 
behavior is the output of such highly unique dynamic 
psychological systems that are impacted by situational 
features (Mischel & Shoda, 1995), these have remained 
elusive and often ignored in practice. Thus, the present 
study is an initial demonstration of the empirical valid-
ity of such thinking. Participants differ in the important 
situational and psychological features that predict 
future behavior and experiences.

Pragmatically, that people differed in (a) which fea-
tures were predictive of future procrastination, study-
ing, and loneliness and (b) the proportion of these that 
were situational and psychological features has implica-
tions for behavioral prediction in applied contexts, such 
as outpatient clinical work, worker performance and 
well-being, and more. The results of the present study 
suggest that using a very short, standard battery of 
psychological and situational indicators may not well 
capture the antecedents of these or other behaviors but 
that machine-learning approaches are useful as feature-
selection tools when used in conjunction with larger 
batteries. However, what this study did not address is 
the use of true idiographic assessment in which par-
ticipants respond to unique, tailored batteries of items 
rather than (or in addition to) standard batteries. It is 
possible that such approaches may be useful in reduc-
ing participant burden and improving overall predic-
tion. However, we expect that such an approach would 
only broaden the realm of antecedents in behaviors, 
highlighting the broad range of individual differences 
within and across people in psychological and situa-
tional antecedents.

The person–situation debate revisited

Half a century ago, the seeming limits of behavioral 
prediction sparked the person–situation debate and led 
to research being formulated around the question of 
whether person or situation features matter more. 
Although most scholars agree that both matter, there 

are few examples of demonstrating the joint importance 
of them for the same outcome (cf. Sherman et al., 2015). 
We found evidence that person and situation features 
were both important for most individuals, and only a 
minority demonstrated that person or situation features 
alone were most predictive of future procrastination, 
loneliness, and studying. In other words, the person–
situation debate was always a false debate. The 
dynamic relations among person, situation, and behav-
ior/experiences indicate that attempts to understand 
behavior and experiences must incorporate both 
(Funder, 2006)—at least for most people.

Not only are person and situation variables impor-
tant, but they were also more important than time vari-
ables. Given that people have natural cycles of behavior 
and experiences that are regimented by time of day and 
day of week (Larsen, 1985; Matthews, 1988), it would 
be natural to expect that behavior and experiences 
largely vary within and across people as a function of 
these cycles. For example, people work less on the 
weekends and at night, which is a change in their 
behavior and experiences. Similarly, time of day and 
day of week govern situations that people can enter. 
Although across the three focal outcomes (future pro-
crastination, studying, and loneliness) as well as the 
five additional outcomes we tested as robustness-
checks models without time were less likely to be 
selected as the best-performing feature set, there was 
some variability across outcomes. For example, time 
features were proportionally more prevalent for pro-
crastination, interacting with friends/family members, 
and studying than they were for feeling lonely, tired, 
or sick. Although it may be expected that work-related 
behaviors, such as procrastination and studying, may 
be associated with time, that feeling tired was not 
strongly associated with day of the week, time of day, 
diurnal cycles, and more was more surprising. It is pos-
sible that time variables were less important because 
they were already captured by the more proximal per-
son or situational features. In other words, time is likely 
important but works through person and situation vari-
ables rather than being a separate factor. However, the 
full pattern of results across the seven tested outcomes 
does not paint a clear picture of when this is true.

Limitations and conclusion

This study is not without its limitations. First, relatively 
low variance in each of the outcomes led us to drop a 
number of participants from analyses. Thus, the par-
ticipants in the present study are representative only of 
participants who experienced somewhat frequent lone-
liness, procrastination, and studying, as well as the 
other outcomes. Second, we examined prediction over 
a 2-week interval for most participants, so long-term 
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prediction accuracy is unclear. Third, this study was the 
first in a line of planned research focusing on individual 
differences in the accuracy, antecedents, and timing of 
prediction models of future behaviors and experiences. 
Finally, the participants in the sample used in this study 
were predominantly female college students at a private 
university in the midwestern United States. Thus, we 
were unable to address age, language, cultural, or other 
sociodemographic impacts on the observed pattern of 
results. Future studies must address challenging ques-
tions about the long-term consistency of antecedents, 
their consequences, and more.

In the current study, we created personalized predic-
tion models to help understand antecedents of future 
loneliness, procrastination, and studying. We found 
that psychological and situational predictors did well 
in predicting within-person variations in these behav-
iors. However, in contrast to many years of method-
ological orthodoxy, the antecedents of these behaviors 
differed greatly across people. Thus, there is a need 
for more personalized assessments—not only longer 
assessments—but assessments that are tailored and 
important for the individual. Behavior and experiences 
appear to be highly predictable, so our next task is 
identifying personalized antecedents.
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Notes

1. The data used in the present study were collected as a part 
of a personalized intervention study targeting one social (pro-
crastination) and one emotional (loneliness) behavior or expe-
rience among college students. In this longitudinal burst study, 
participants completed baseline surveys and a wave of ESM 
and then were later contacted with the opportunity to be part 
of the intervention component. Because of delays and the onset 
of the COVID-19 pandemic, a number of participants became 
ineligible for the intervention component of the study, leaving 
more than 200 participants with data designed to help under-
stand antecedents and consequences of procrastination and 
loneliness in students’ lives. Rather than simply starting over, 
we decided to use these data to refine and validate our person-
alized prediction procedure before resuming the study with a 
new cohort of participants. In the present study, we chose to 
focus on procrastination and loneliness in order to validate our 
predictions of these socioemotional behaviors and experiences. 
However, thanks to helpful comments during the review pro-
cess, we included five additional outcomes: feeling sick, feeling 
tired, studying, arguing with a friend or family member, and 
interacting with a friend or family member. These results are 
available at https://osf.io/8ebyx/ as well as in the R Shiny Web 
app.
2. Participants were excluded on an outcome-by-outcome 
basis—that is, if a participant had too little variance in Outcome 
1, they were excluded from those analyses, but if they had 
enough variance in Outcome 2, they were included in those 
analyses. The 10 participants here are those who had too little 
variance across outcomes.
3. In addition to examining future procrastination, loneliness, 
and studying, we also examined four other future outcomes. 
These outcomes, as well as studying, were deviations from our 
preregistered analysis plan, to replicate our main conclusions 
on the basis of suggestions received during the review pro-
cess. The full results of these models are available at https://osf 
.io/8ebyx/. On the whole, the results of these unpreregistered 
models were largely congruent with the results of the prereg-
istered loneliness and procrastination models in the aggregate, 
with a few exceptions that we will note in later sections.
4. We preregistered the use of tenfold cross-validation on the 
training set. Because of how tenfold cross-validation separates 
and combines folds, this would have resulted in validation sets 
that temporally occurred before observations in the other nine 
folds. As an alternative, we elected to use rolling-origin valida-
tion. In rolling origin, the validation set always occurs after the 
earlier “rolls” (as opposed to folds).
5. Of the additional four outcomes we tested, the results largely 
converged. Three (argument, sick, and tired) had median 
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accuracy between .81 and .92. Interaction had a lower accuracy, 
with median accuracies between .69 and .72 (SDs = .14–.17).
6. This pattern was largely replicated in the additional five 
behaviors and experiences. Across these, the prevalence of any 
feature was heavily right skewed, ranging from 0 (38.14% of all 
timing frequencies) to 17.72 (M = 2.40, Mdn = 1.80, SD = 2.87). 
The non-zero frequencies were largely driven by two outcomes: 
interacting with family or friends and studying. However, the 
mean frequencies of time features relative to psychological and 
situational features across these outcomes remained low.
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