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ABSTRACT OF THE DISSERTATION

On the Robustness of Neural Network:

Attacks and Defenses

by

Minhao Cheng

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2021

Professor Cho-Jui Hsieh, Chair

Neural networks provide state-of-the-art results for most machine learning tasks. Unfortu-

nately, neural networks are vulnerable to adversarial examples. That is, a slightly modified

example could be easily generated and fool a well-trained image classifier based on deep neural

networks (DNNs) with high confidence. This makes it difficult to apply neural networks in

security-critical areas.

To find such examples, we first introduce and define adversarial examples. In the first

part, we then discuss how to build adversarial attacks in both image and discrete domains.

For image classification, we introduce how to design an adversarial attacker in three different

settings. Among them, we focus on the most practical setup for evaluating the adversarial

robustness of a machine learning system with limited access: the hard-label black-box attack

setting for generating adversarial examples, where limited model queries are allowed and only

the decision is provided to a queried data input. For the discrete domain, we first talk about

its difficulty and introduce how to conduct the adversarial attack on two applications.

While crafting adversarial examples is an important technique to evaluate the robustness
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of DNNs, there is a huge need for improving the model robustness as well. Enhancing model

robustness under new and even adversarial environments is a crucial milestone toward building

trustworthy machine learning systems. In the second part, we talk about the methods to

strengthen the model’s adversarial robustness. We first discuss attack-dependent defense.

Specifically, we first discuss one of the most effective methods for improving the robustness

of neural networks: adversarial training and its limitations. We introduce a variant to

overcome its problem. Then we take a different perspective and introduce attack-independent

defense. We summarize the current methods and introduce a framework-based vicinal risk

minimization. Inspired by the framework, we introduce self-progressing robust training.

Furthermore, we discuss the robustness trade-off problem and introduce a hypothesis and

propose a new method to alleviate it.
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CHAPTER 1

Introduction

It has been shown that neural networks achieve state-of-art results in nearly every task in

both computer vision and natural language processing. Moreover, extensive use of deep

learning-based applications can be seen in safety and security-critical environments, such as

self-driving cars, malware detection, drones, and robotics where the security requirement is

crucial. These developments make security aspects of machine learning increasingly important.

However, recently, it has been shown that neural networks are vulnerable to adversarial

examples (SVI16). For example, a slightly modi�ed image can be easily generated and fool a

well-trained image classi�er based on DNNs with high con�dence (GSS15; CW17; ACW18).

As shown in Figure 1.1, a bagle image could be turned into a piano classi�ed by neural

networks model by only adding a very small human imperceptible perturbation. This problem

may get worse if a stop-sign could be recognized as an irrelevant object in the self-driving car

system. Similar results could be observed in other domains as well. Table 1.1 has shown a

neural network-based text classi�cation model could be easily fooled with only changing a

single character. The original text is classi�ed as world news with 57% con�dence. However,

after changing d in "mood" to P, the classi�cation result becomes Sci/Tech news.

Consequently, the inherent weakness of lacking robustness to adversarial examples for

DNNs brings out serious security concerns. Since then, a lot of methods have been proposed

to produce those adversarial examples and improve the model's abilities to counter such

examples. Speci�cally, given a victim neural network model and a correctly classi�ed example,

an adversarial attack aims to compute a small perturbation such that with this perturbation

1
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