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ABSTRACT OF THE THESIS
Transverse-Sheet Illumination Microscopy
by

Javier Carmona Jr
Master of Science in Electrical and Computer Engineering
University of California, Los Angeles, 2021

Professor Katsushi Arisaka, Chair

If we are to understand how nature formulates complex animal behavior, we must develop
the tools that have the capabilities to capture these processes in their full capacity. I have
created Transverse-Sheet Illumination Microscopy (TranSIM), a highly customizable, single
objective microscope, with micron level resolution (0.7 gm, 1.1 pm, 1.6 um in x, y, and z,
respectively) with the ability to image extended three dimensional volumes (750 pm x 560
pm x 160 gm) at 200 volumes per second. For Danio rerio, approximately 105 neurons were
imaged in 3D, opening an unparalleled view into the animal’s complex processes at near
millisecond temporal resolution. Fast intra-planar and inter-planar processes were observed
signaling that utility of TranSIM. Overall, a 10-fold increase in the total volumetric imaging
rate is achieved compared to any system currently available, and still with ample room for

improvement.
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LIST OF FIGURES

1.1 4D Space-Time Diagram of Organisms. The 3D volume of the brain is condensed
into a single logarithmic dimension, the y-axis, while time is on the x-axis. Start-
ing at millisecond temporal processes, which are the typical domain of action
potentials, up to high level processes like learning adaptation and education,
which can take on the order of days to years. In a single spatial dimension, a
synapse occupies a region on the order of a 100’s of nanometers, up to high level
human brains which are on the order of 10’s of centimeters. The total number
of neurons and neural connections are shown per animal. To record the entire
brain, the number of ”digits” refers to the total orders of magnitude required in
voxels to address record the organism. For example, a C. elegans brain occupies
3 orders of magnitude, from synapse to entire brain, in space over 3 dimensions,
at 10 millisecond resolution over the span of a few days (107, order 7), equating
to a total voxel requirement of order 16 for a full recording. Courtesy of Dr.
Katsushi Arisaka. Adopted from TranSIM NIH R21 grant proposal depicting the

space-time occupation of organisms[1]. . . . .. ... ..o Lo

vil



1.2 Microscopy 4D Scanning Comparison. Critical areas of Neuroscience research

2.1

lie in the study of action potentials/brain waves and large volumetric regions in
the brains of organisms. Highlighted in grey are advancements in microscopy
have lead to a large exploration in the 4D occupation of brains. Transverse-Sheet
Hllumination Microscopy reaches highly sought regions of exploration in terms of
volume and speed, increasing the total volumetric field of view up to near 1 mm?,
while achieving rates comparable to the fastest methods available, commercially
and otherwise, with further room for improvement. For comparison, four regions
indicating state-of-the-art research indicate a (1) ~0.1 mm? region scanned at 0.8
volumes per second (VPS), Ahrens et al. (2013) [2], fastest volumetric scans; (2)
~0.017 mm?® at 10 VPS, and (3) ~0.005 mm? at 321 VPS, Voleti et al. (2019)
[3], and (4) fastest sub-micron resolution, Ahrens et al. (2013) [2] and Chen
et al. (2014) [4]. TranSIM was tested up to ~0.07 mm?® at 200 VPS for a 5
minute period, denoted by the blue rectangle. The blue dashed line indicates the

cut-off boundary that TranSIM can operate by changing the volumetric scanning

parameters (slowing the scan rate, increasing the volume rate, or vice versa). . .

Jablonski Transition Diagram. In a fluorescent microscopy, fluorescent proteins
or molecules are excited (denoted by the excitation photons) which force the
molecule to undergo an electronic transition from the ground state energy level,
Ey, to an excited energy state, E5 or Fq, denoted by the bold thick lines. The
incoming photon might elevate the electrons to a slightly higher energy state than
the bare excited states, called vibrational states (light thin lines). If this occurs,
a few processes occur to bring the excited electron down to the first excited
energy ground vibrational state, £;, namely, vibrational relaxation and internal
conversion. Upon reaching the ground vibrational state of the first excited state,
the electron transitions to a ground energy state. In the process a photon is
emitted with equivalent energy to the transition, hv.,,. Any remaining energy is

dissipated through non-radiative means until £ is achieved. . . . . . . . . ..
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2.2

2.3

3.1

3.2

Schematic of Epi-Fluorescent Microscope and Band-Pass Filtering Regions. A
broadband (white) light source is filtered around the peak excitation wavelength.
The long-pass dichroic mirror reflects the filtered light into the objective and the
condenser focuses the light onto the back focal plane of the objective to produce
an even illumination field at the sample plane. After illumination, the sample
undergoes fluorescence and light is captured back through the objective, usually
mixed with scattered excitation light. The long-pass dichroic mirror allows the
higher wavelength light through and remnant excitation light and other undesir-
able light are rejected using an emission band-pass filter. (Excitation/Emission

spectra retrieved from Chroma Technology Corporation, Bellows Falls, VT USA)

Airy Disk Formation. From equation 3.8, the field intensity produces an Airy
disk pattern, where the central lobe contains most of the intensity. When there
are multiple Airy disks adjacent to one another, the limit by which they can be
differentiated is when their distance is at least kaw = 1.2207, or the distance to

the first zero of the function. . . . . . . . . . . . .

Point Confocal Microscopy. Invented by Marvin Minsky, in 1957, the point con-
focal microscope clarified a fuzzy Widefield traditional method by rejecting out

of focus light. . . . . . . . . .

Widefield vs. Confocal Comparison. By placing a pinhole at approximately half
the distance to the first dark lobe, the overall lateral resolution of the system can
be increase by a factor of 2 while retaining nearly of the input intensity. The solid
line indicates what a widefield system would see. The dashed red line indicates
the compression of the first lobe down by a factor of 2 after applying a confocal

pinhole. . . . . . L L
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3.3

3.4

3.5

3.6

Line-Scanning Confocal Microscopy. By focusing light down to a line using a
cylindrical lens, that scanning of that line can be synchronized with the rolling
shutter of modern sCMOS cameras. The net effect is a system that is half wide-
field and have confocal. In the direction of the shutter, confocality exists whereby
the rolling shutter rejects out of focus light, while in the orthogonal direction,

widefield is present. . . . . ... Lo

Light Sheet Microscopy. Conventional light-sheets (left) are created using a cylin-
drical lens to focus the light only in one dimension. To create ”pencil-like” beams,
right that are instead scanned confocally with the rolling sCMOS sensor, the

methodology is to use a regular spherical lens, rather than a cylindrical lens.

Comparison of Light-Sheet Illumination Beams. The first and standard beam illu-
mination method is created using a cylindrical lens which collapses a gaussin plane
wave in one dimension. The typical propagation length is 100-500 pm, however
this type of beam does not afford any confocality application to a rolling shutter
sCMOS sensor. For confocality, a spherical lens can be used which collapses the
beam in both dimensions with the same propagation distance. Non-diffracting
beams created by interference, Bessel-Gauss beams, have a much larger propa-
gation distance, 250-1000 pm, compared to same numerical aperture collapsed
Gaussian Beams. With the aid of a Spatial Light Modulator (SLM), an array
of Bessel beams can be configured to interfere even further by trimming away at
each adjacent beams thereby reducing the overall waist of the beams. Courtesy of
Blake Madruga, adopted from his Thesis work on Configurable Bessel-Gaussian

Sheet Illumination Microscopy[5]. . . . . . . . . .. ... . L.

3-Dimensional Scanning. Two main methods for mechanic depth scanning are
the translation of the objective using a piezoelectric actuator (left) and movement

of the sample stage using a motorized stage (right). . . . . .. ... .. ... ..
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3.7

3.8

4.1

4.2

SCAPE Microscopy. With a single objective, SCAPE microscopy achieves depth
resolved images. To do so, an oblique illumination sheet is implemented. On
the detection axis, only the orthogonal directional fluorescence is utilized. After
descanning, the descanned plane, is relayed to a secondary objective whereby
utilizing a tertiary, the image plane is mapped onto a flat image plane and onto

an Imaging SeNSOT. . . . . . . v o v o e e e e

Deep-Z Microscopy. Single plane images are feed into a trained neural network,
where the are refocused up to distance of £10um. For conformation, the Deep-Z
generated refocused images are compared to the mechanical translations focused
images for a fluorescent bead (a). (b) is distribution of the FWHM of 300 nm
fluorescent beads in the lateral dimension for both Deep-Z propagation and me-
chanical objective translation. Similarly for (c), the axial dimension FWHM are
measure. In both cases, it is seen that the Deep-Z propagation matches very well

with the mechanical translation. . . . . . . . . . . . . . . ...

Schematic of Transverse-Sheet Illumination Microscopy. . . . . . . . . . . . ..

Laser Line Beam Multiplering. To create a 9 imaging planes with laser line focus,
a single laser line created using a cylindrical lens is reflected an angle, 6, to the
normal of depth refection mirror. The light then travels to a 90:10 broadband
beamsplitter (BS), where 90% of the light is reflect back onto the mirror at angle
angle 6 and 10% is transmitted. The process continues ad infinitum; for the
purposes of TranSIM, 9 useful beams are ultilized. Each reflection beam created
has 10% of the previous reflection, therefore, the intensities of the beams decay
by power law. To increase the later separation y, the angle 6 can be adjusted.
To increase the depth separation, the distance, d can be increase. The only
requirement is that the beamsplitter and depth reflection mirrors maintain a

parallel geometry, otherwise the beams will begin diverge. . . . . . .. ... ..
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4.3

4.4

4.5

Plane Separation. After injection into the cyclic apparatus, the beams now un-
dergo separation. To separate the planes, the beams are focused down to an
image where they retain have axial and lateral separation. Using a knife-edge
mirror, a single image plane can be reflected into the imaging sensor and the

remaining planes are allowed to continue undisturbed. . . . . . . .. . ... ...

End of Cycle Readjustment Process. After the first cycle, image field would return
to the same location as when it started the cycle. Using the last telecentric
relay unit, the planes can be refocused axially and readjusted laterally to remap
the adjacently the previous cycle. (A) shows how to laterally translate (in Y-
dimension) by taking the telecentric unit and moving is uniformly until the image
field returns to a centered position as if the first of the remaining image planes
were the first true image plane. Similarly, to move offset in the X-dimension, such
that the planes pass underneath the D-shaped mirror, the telecentric relay unit
it moved uniformly until the there is enough clearance. (B) For depth, only the
last telecentric lens is adjusted such that the image planes are focused to overlap

the planes the planes of the previous cycle. . . . . . . . . .. ... ... .....

Synchronization Waveforms. Three Hamamatsu Flash 4.0 V2s are synchronized
by a parallel TTL signal. The field scanning galvanometer has a smoothed out
sawtooth waveform. On the reset travel time, the camera’s undergo readout.
The image field is de-scanned due to the backward propagation through the
detection arm onto the scanning galvo. After plane rearrangement, the image
planes are rescanning using the camera located galvanometers. TranSIM allows
for 1-dimensional spatiotemporal compression (similar to point confocal systems
whereby the scan range determines the magnification) by expanding or contract-
ing the amplitude of the scanning galvo while maintaining the camera galvo-
camera line-scanning matched. Lower and upper boundaries denoted by dashed
lines correspond to 0.25X and 2X magnification, respectively, for demonstrative

DUIPOSES.  « v v v v v e e e e e e e e
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4.6

4.7

5.1

Detailed Synchronization Waveform Regions. The period begins with the camera
being externally start triggered to light-sheet scanning such that it coincides with
the linear scan region of the galvanometers. After completing the scan, the camera
reads out to the data acquisition computer via a camera link frame grabber and
the galvanometers are reset. This reset process incorporates the flyback process

and acceleration back produce a linear scan region for the subsequent period. . .

Wiring Schematic of Microscope. Platform sTR4 Socket Threadripper 1950X
CPU (Advanced Micro Devices, Santa Clara, CA, USA) workstation. Analog sig-
nals are created an NI PCle-6363 multifunction I/O device. For camera control,
a parallel TTL signal sent to three Hamamatsu Flash 4.0 V2s via AO0. The ex-
ternal start trigger activates the rolling shutter (light-sheet mode) of the sSCMOS
sensor which is synchronized with the ”"camera” and ”scanning” galvanometers
linear scan regions. The resulting image is captured via three FireBird Cam-
era Link Frame Grabbers (1xCLD-2PES8) and sent to independent Samsung 970
PRO NVMe SSDs. AO2 controls the field scanning galvanometer with variable
amplitude. AO1 sends scan signal to three camera galvanometers. 3-dimensional
motorized stage is connected in series for each dimension along with a joystick
connected to the computer via USB for software control. One of the camera
galvo’s, the scanning galvo, and the TTL signal sent to the cameras are moni-

tored via the analog inputs (AI0-AI2). . . ... ... ... .. L.

Point Spread Function Theoretical vs Fxperimental. After reaching the plane
adjustment cycle, a comparison between the first image plane and the theoretical
point spread functions is made. On the left the theoretical PSF generated using
the Born and Wolf optical model using the ImageJ Plugin: PSF Generator by the
EPFL Biomedical Imaging Group[6]. On the right is the average PSF of 100 nm
fluorescent beads imaged image under 488 nm excitation. To obtain an average,
beads were image using a Nikon 40X 0.8 NA objective. A Gaussian profile was

fit to the intensity. . . . . . . . . .
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Point Spread Function Depth Dependence. 9 total image planes were imaged onto
3 separate sCMOS cameras. Due to the cyclic rearrangement and image relay
process, the point spread function is bound to increase as a function of number
of relays. For the 9 images planes, image resolution in all 3 dimensions had a
linear relation to imaged depth. Reconstructed averages of the PSF in XY and
XZ projections are displayed as a function of ”increasing depth” or conversely,

the number of increasing relays the image has undergone from left to right. . . .

Plane Dependence Spatial Resolution. 100 nm fluorescent microspheres were im-
aged to determine the change in spatial resolution as a function of imaged plane.
The imaging objective was a Nikon CFI Apo NIR 40X W, with an NA of 0.8.
There is a linear dependence on the spatial resolution of the system and planes for
all dimensions. Due to the confocality of the system, the least varying resolution
is found in the x-dimension, with overall submicron resolution obtained. The y-
dimensions shows a slightly larger over resolution and the function has an overall

larger increase as a function plane. The axial dimension, z, also an increasing

dependence on plane with the best axial resolution occurring at the initial plane.

TranSIM Photon Efficiency. On the left, the calculated normalized intensity
produced by illumination beam multiplexing, relay unit loss, and the overall the-
oretical normalized intensity at the image sensors. On the right, the measured
normalized intensity at the sample, and at the image sensors, compared to the
theoretical normalized intensity at the sensors. Note that the measured intensi-
ties at the sensor deviate from the theoretical, but this can be attributed to the
fact that the illumination intensities did not follow the theoretical and began to

decay faster after the fifth image plane. . . . . . . . . . .. ... ...
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GFP Tagged Melanoma Cells. Each plane has an axial spatial separation of 20
pm and imaged using a Nikon 16X CFI LWD Plan Fluorite Objective, 0.80 NA
objective with an effective magnification of 8X. NAOMM-1-GFP human uveal
melanoma cells, which endogenously express GFP in the cytoplasm, were re-
ceived from Dr. Samar Alsafadi of Curie Institute (Paris). Cells were maintained
in RPMI 1640 (Gibco 21875-034) containing 10% fetal bovine serum and 1%
Pen-Strep (Gibco 15140-122), on poly-d-lysine coated dishes in a 37°C, 5% CO,
incubator. Cells were fixed for 20 minutes with 4% paraformaldehyde at 4070%
con-fluency, leaving space to spread the cells into uniquely identifiable XY posi-

tions. Following fixation, cells were rinsed with and kept in 1x PBS. . . . . . . .

GCaMP3 Encoded C. elegans. Ca?* indicator expresses in the muscles highlighted
by bright fluorescence on the walls of the nematode. Single time frame. Captured
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is 200 VPS with a field of view per image plane of 554 ym x 374 pum. The fish
was held in place for imaging using a 2.5% by volume agarose mixture for near
refractive index matching imaging. In addition, most of the agarose that lie on
top of the brain region was removed as to reduce the agarose layer excitation and
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is 200 VPS with a field of view per image plane of 554 ym x 374 pum. The fish
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refractive index matching imaging. In addition, most of the agarose that lie on
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activation can be seen by higher overall signal strength. Recreation of experiment

done by Roberts et al (2020)[8] . . . . . .. .. ... ..o

Neural Signal Propagation in Danio rerio. Imaged at 200 VPS, the single image
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to be 1200 pm/s. . . . ...
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falling edge signals indicate a temporal dependence from plane to plane.
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3.1

LIST OF TABLES

Microscope Comparison. Entire parameter space of various microscopes are listed
in the area of volumetric scanning. Major research developments in microscopy
have taken place in order to increase the speed are which they can image volumes.
Although their suitable application domains vary wildly from system to system,
the overarching connection is bandwidth. In the grey column, the total bandwidth
of the system is shown in units of GigaPixels/s. Moreover, the green column by-
passes any sensor non-equivalences, and instead focuses on the total volumetric
imaging field imaging rate that is achieved in mm?/s, or volume size times the
volume rate, of each system. Also shown, are proposed versions of Transverse-
Sheet Illumination Microscopy, in addition to its first proof-of-concept. These
future additions aim to explore the possibility of increased throughput of the
system, limited only by the bandwidth of the current imaging sensors. Courtesy
of Dr. Arisaka, adopted microscope comparison in NITH R21 Proposal to include

experimental results of TranSIM[1]. . . . . . .. ... ... ... L.
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CHAPTER 1

Introduction

1.1 Motivation

In contemporary science, microscopy is an indispensable tool used to study biological organ-
isms. For example, major research animals, like Danio rerio, have approximately 10°-10°
neurons at a larval stage and more than 10° once they reach adulthood [9, 10]. With an
approximate radius of 10 ym[11], 10° neurons occupy a volumetric region spanning 750 ym
x 500 pm x 250 pm. In addition to the quantity and their physical occupation in space,
the neurons have activation frequency on the order milliseconds to process their world[12].
Therefore, if we are to understand biological organisms in their full complexity, we must
develop the tools that allow us to image large volumetric regions encompassing entire brains
with millisecond temporal resolution. Figure 1.1 shows the expansive nature of animals’

processing center, the brain, in a 4D Space-Time diagram.



Space
N

m # Neurons (# Connections) # Digits in 4D
(~ Human 10" (10) 6°3+12=30 )
Intelligence
1 /" Mouse Deeper | 10°(10)  53+10=26 "\
__ Sensorimotor — -
i network ( Zebrafish 105(107) 4*3+9= 21\
t
Local
network C.elegans [302(7000) |33+7=16
NeEron {=] Microscope —>
N Faster wr) Less
um 0 damage
\ J J
Synapse Better resolution | ! ;
zygote == Larva == Adult ;
Acti Short t Long term Learning Educati
potceg:?al:’Reﬂex m%moerrymé memory - Adaptation nd uzca on
usec msec sec min hour  day  month Yearyima

Figure 1.1: 4D Space-Time Diagram of Organisms. The 3D volume of the brain is condensed
into a single logarithmic dimension, the y-axis, while time is on the x-axis. Starting at
millisecond temporal processes, which are the typical domain of action potentials, up to
high level processes like learning adaptation and education, which can take on the order
of days to years. In a single spatial dimension, a synapse occupies a region on the order
of a 100’s of nanometers, up to high level human brains which are on the order of 10’s of
centimeters. The total number of neurons and neural connections are shown per animal. To
record the entire brain, the number of ”digits” refers to the total orders of magnitude required
in voxels to address record the organism. For example, a C. elegans brain occupies 3 orders
of magnitude, from synapse to entire brain, in space over 3 dimensions, at 10 millisecond
resolution over the span of a few days (107, order 7), equating to a total voxel requirement
of order 16 for a full recording. Courtesy of Dr. Katsushi Arisaka. Adopted from TranSIM

NIH R21 grant proposal depicting the space-time occupation of organisms[1].
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Ordinarily, scientists have relied on slow temporal-high spatial resolution techniques like
fluorescence microscopy, or alternatively, fast temporal — low spatial resolution local field
potential recordings. However, the ultimate goal is to record the activity of the brain in
its entirety with fast enough temporal resolution to disambiguate the processes that are
happening. By doing so, the question of how animals sense, integrate, and produce motion
can be answered at one fell swoop or at least be a step towards the answer. For this reason,
I have dedicated my work to designing Transverse-Sheet Illumination Microscopy, a system
that covers the missing phase space in brain activity recording. In addition, I have created in
such a way that it will allow for peripheral systems, like virtual reality, behavioral recording,
and other commonly applied systems, due to the single objective geometry. In Figure 1.2, an
additional 4D Space-Time diagram shows the additional phase space that Transverse-Sheet

Hllumination Microscopy covers.
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Figure 1.2: Microscopy 4D Scanning Comparison. Critical areas of Neuroscience research lie
in the study of action potentials/brain waves and large volumetric regions in the brains of or-
ganisms. Highlighted in grey are advancements in microscopy have lead to a large exploration
in the 4D occupation of brains. Transverse-Sheet Illumination Microscopy reaches highly
sought regions of exploration in terms of volume and speed, increasing the total volumetric
field of view up to near 1 mm?, while achieving rates comparable to the fastest methods
available, commercially and otherwise, with further room for improvement. For comparison,
four regions indicating state-of-the-art research indicate a (1) ~0.1 mm? region scanned at
0.8 volumes per second (VPS), Ahrens et al. (2013) [2], fastest volumetric scans; (2) ~0.017
mm? at 10 VPS, and (3) ~0.005 mm? at 321 VPS, Voleti et al. (2019) [3], and (4) fastest
sub-micron resolution, Ahrens et al. (2013) [2] and Chen et al. (2014) [4]. TranSIM was
tested up to ~0.07 mm? at 200 VPS for a 5 minute period, denoted by the blue rectangle.
The blue dashed line indicates the cut-off boundary that TranSIM can operate by changing
the volumetric scanning parameters (slowing the scan rate, increasing the volume rate, or

vice versa).



CHAPTER 2

Fluorescence Microscopy Principles

2.1 Fluorescence Microscopy

First described in 1852, by Sir George Gabriel Stokes [13], he noted that some materials
have the capability of absorbing radiation and emitting radiation back at a lower frequency,

described by the transitions,

Eq+ hl/ez — F, (21)
F,— FE, (22)
E1 — EO + hVem (23)

where, hv.,, is the energy of the excitation photon, and hv,,, is the energy of the emission
photon. See Figure 2.1. The difference in energy between the excitation and emission photon
energies is known as the ”Stokes’ energy shift” and are usually regarded in terms of the peak

absorption and emission wavelengths [14, 15].
AX = Aus — Aem (2.4)

Following this principle, microscopy has evolved in such a way as to being able to illuminate
the sample of interest with a certain wavelength and recuperate the emission spectra all

whilst separable, thereby increasing the contrast if separated[16, 17, 18]. See Figure 2.1.
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Figure 2.1: Jablonski Transition Diagram. In a fluorescent microscopy, fluorescent proteins
or molecules are excited (denoted by the excitation photons) which force the molecule to
undergo an electronic transition from the ground state energy level, Fy, to an excited energy
state, Fy or Ey, denoted by the bold thick lines. The incoming photon might elevate the
electrons to a slightly higher energy state than the bare excited states, called vibrational
states (light thin lines). If this occurs, a few processes occur to bring the excited electron
down to the first excited energy ground vibrational state, F, namely, vibrational relaxation
and internal conversion. Upon reaching the ground vibrational state of the first excited
state, the electron transitions to a ground energy state. In the process a photon is emitted
with equivalent energy to the transition, hv.,,. Any remaining energy is dissipated through

non-radiative means until £ is achieved.

More recently, with the discovery of the Green Fluorescent Protein (GFP) by Shimo-

mura et al. (1962) [19, 20], scientists no longer had to stain and possibly damage a biological



sample to image it with high contrast. Instead, they could instead could have the organism
express the protein and fluoresce naturally. Although GFP is a useful tool to studying bio-
logical organisms, the marker was static in time. Meaning, regardless of the dynamic process
that were going on in the background where the protein was expressing, the protein only
illuminated the scene and created contrast from the microscopists. However, scientist devel-
oped the protein even further such that it was now reactive to the dynamic concentrations
of calcium ion, Ca?", giving way to a knew era in fluorescence microscopy, calcium imaging
[21]. With GFP and it’s Ca®" variants, high contrast imaging can take place that is both
safer for the biological sample, while potentially allowing for dynamic processes recording.
In Figure 2.2, a schematic of an Epi-Fluorescent microscope and how it takes advantage of

the Stoke’s Shift produced by GFP and other similar variants.
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Figure 2.2: Schematic of Epi-Fluorescent Microscope and Band-Pass Filtering Regions. A
broadband (white) light source is filtered around the peak excitation wavelength. The long—
pass dichroic mirror reflects the filtered light into the objective and the condenser focuses the
light onto the back focal plane of the objective to produce an even illumination field at the
sample plane. After illumination, the sample undergoes fluorescence and light is captured
back through the objective, usually mixed with scattered excitation light. The long-pass
dichroic mirror allows the higher wavelength light through and remnant excitation light and
other undesirable light are rejected using an emission band-pass filter. (Excitation/Emission

spectra retrieved from Chroma Technology Corporation, Bellows Falls, VT USA)

2.2 Spatial Resolution and Numerical Aperture

The resolving power of a microscope is due to the Numerical Aperture, or NA, of the system.
In simple terms, NA is how well a system can collect angular information of the light being
capture. The larger the angular capture, the more light that is captured and thus the higher
the spatial resolution. A derivation, is covered in greater detail in Principles of Optics by

Born and Wolf [22]. The resulting intensity profile produced by a field propagating to a far
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distance, or conversely being focused by an lens, is,

(2.5)

27, (kaw)
kaw

I(P) = I, {

where w, is a point along the aperture, a, k, is the wave number, and J;, is a first
order Bessel function of the first kind. The intensity is commonly known as an Airy disk.
See Figure 2.3. In the instance where multiple Airy disks are present, the ideal separation
between any 2 disks takes place when the maxima of adjacent disks are located at the first
minimum of the first disk. By taking the derivative on the field intensity, we can obtain the

zeros of the function where the fist zero occurs at,
kaw = 1.2207. (2.6)

Rearranging terms for the dark rings solely in terms of w, A, and a, we arrive at, where k is
the wavenumber,

A
w=0610>. (2.7)

This produces a maximized contrast profile, where the objects are a close as possible, but

still discernible from one another. See Figure 2.4.

Far-field Airy Disk Formation 1 Two Adjacent Airy Disks
=
= 0.8 0.8
c
2
£06 0.6
o
8
=04 0.4
£
[=]
202 0.2
0 0 —
-10 -5 0 5 10 -10 -5

Figure 2.3: Airy Disk Formation. From equation 3.8, the field intensity produces an Airy
disk pattern, where the central lobe contains most of the intensity. When there are multiple
Airy disks adjacent to one another, the limit by which they can be differentiated is when

their distance is at least kaw = 1.2207, or the distance to the first zero of the function.
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Subsequent difference in ring-to-ring radii converges on the following expression,

A A

daer‘a = S T Sar Ao 2.8
fateral = 94~ 2N A (2:8)

where, djera;, 1s the lateral resolution (in the X- and Y-dimensions) of the system, a is the
aperture diameter size, A is the central imaging wavelength, and NA is the numerical aperture
when a lens is used. Equation 2.8 is the diffraction limit of an imaging system. Similarly,
the axial resolution (in the wave propagation direction) has the following relationship to

numerical aperture,

2\
daa:ial - m .

Here it shows that that the axial resolution (Z-dimension) is similarly inversely proportional

(2.9)

to the NA of the system, however, also has a quadratic dependence. This is and important
factor to take into account, because that signifies that although the axial resolution might
be improving as NA increase, the ability of a system to resolve more depth information

decreases.
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CHAPTER 3

Spatiotemporal Advancements in Microscopy

3.1 Reasoning

With the advent of Fluorescence Microscopy, a flurry of unforeseen levels of utility came into
play from the tool. Finally, with the introduction of GFP, living cell dynamic imaging took
life. Since then, a large portion of the development in light microscopy imaging has been in
speeding up the tool to image faster and faster dynamics. For example, complex organisms
like Danio rerio, Zebrafish, a vertebrate animal, has neural dynamic processes on the order
of 1-10s of milliseconds, Eimon et al. (2018) [23]. For cardiovascular processes, like heart
rate, those can beat at 120-180 bpm, Sampurna et Al. (2018)[24]. Currently, there are a lot
of tools that can image at these speeds with relative ease, however, the caveat is that most
methods can only do so in 2D fields of view only. Nevertheless, when imaging only in 2D,
a great deal of information is lost because these are inherently 3D structures that are being
studied. For that reason, people have been trying to increase not only spatial resolution of

microscopes, but also temporal resolution in 3D.

3.2 Confocal Microscopy

When light illuminates the entire field without, this type of microscopy is known as Widefield.
System wise, this is the most convenient method illuminate a sample due to its simplicity as
shown in Figure 2.3. However, this type of illumination does come with its own drawbacks.
Due to the decrease depth of field produced by large NA systems, most of the light that is

being captured is out of focus light and therefore contaminates the light would otherwise
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follow resolution limit expressions.
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Figure 3.1: Point Confocal Microscopy. Invented by Marvin Minsky, in 1957, the point
confocal microscope clarified a fuzzy Widefield traditional method by rejecting out of focus

light.

In 1957, Marvin Minsky, came up with an ingenious method by which to remove this
contaminating, out of focus light [25]. He noted, that at the imaging plane, while most of
the light was was out of focus, the image was still being formed at or near its theoretical
limit. One could reject the out of focus light simply by placing a pinhole in the formed image
location equivalent to the object illuminated location. Due to the point confocal nature of
the design, new innovative systems have since invented that allow for the image of larger
areas by either translation of the sample on a motorized stage or by deviating the light
source with motorized deflection mirrors which in most cases now is a coherent light source

12



(laser). Eventually, these were able to produce up to a few images per second. However,

they remained bandwidth limited by the point scanning nature of the system.

It can been from the Airy disk formation figure that most of the intensity is contained
within the radius of the first dark ring. In fact, if one were to model that first lobe as a

Gaussian distribution, one can see that at,

1.220m

(k:aw)cutoff = 9 y (31)
0.610 A A

confocal = —— — = 0.310—. 3.2

Weon focal 2 a a (3:2)

half the distance to the first dark ring, approximately 70% of the information is retained.
Here is where by placing a pinhole increases the overall resolution of the system. Not only
does the pinhole remove widely distributed the outer rings of the Airy disk, but also decreases
the overall width of the central lobe, resulting in a increase of lateral resolution by a factor

of 2. See Figure 3.2.
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Figure 3.2: Widefield vs. Confocal Comparison. By placing a pinhole at approximately half
the distance to the first dark lobe, the overall lateral resolution of the system can be increase
by a factor of 2 while retaining nearly of the input intensity. The solid line indicates what a
widefield system would see. The dashed red line indicates the compression of the first lobe

down by a factor of 2 after applying a confocal pinhole.

3.2.1 Spinning Disk Confocal Microscopy

To increase the speed, David Egger and Mojmir Petran, shortly after the invention of the
point confocal, in 1967 took and old device called the Nipkow disk and reapplied to the
recently invent point confocal technique [26]. This move parallelized the point-by-point
process such that images capture increase several order of magnitude. Currently, state-
of-the-art systems, like the Yokogawa Spinning Disk Confocal module (CSU-X1)[27] can

routinely take images up to 2000 frames per second, attached to the appropriate sensor.
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3.2.2 Line-Scanning Confocal Microscopy

Another method to parallel process the acquisition of data that has confocality in mind
is Line-Scanning Confocal Microscopy (LSCM) [28, 29]. Instead of acquiring data on a
point-by-point basis, LSCM utilizes a standard feature in modern scientific Complementary
Metal-Oxide-Semiconductor (sCMOS) cameras, like the Hamamatsu Flash 4.0 v2 (Hama-
matsu Photonics K.K., Hamamatsu City, Japan), which can activate only a subset of pixels
and not allowing the adjacent pixel rows to collect photons. Each pixel column (times active
pixels) is routed to its own Analog-to-Digital (A/D) converter. This has the same effect that
a pinhole would have, but only in one dimension. Using a scanning galvanometer, a laser

line can be synchronized with the rolling shutter. See Figure 3.3.
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Figure 3.3: Line-Scanning Confocal Microscopy. By focusing light down to a line using a
cylindrical lens, that scanning of that line can be synchronized with the rolling shutter of
modern sCMOS cameras. The net effect is a system that is half widefield and have confocal.
In the direction of the shutter, confocality exists whereby the rolling shutter rejects out of

focus light, while in the orthogonal direction, widefield is present.
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The resulting point spread function (PSF) is a convolution of the point confocal PSF in
the X-dimension and a widefield PSF in the Y-dimension, where the PSF is elongated along

the direction of the active pixel rows,

A

=0.310— .
dlateral,a: 0.3 ON A ) (3 3)
d 0,610 (3.4)

lateral,y . NA ) .

Although the overall PSF has increased in size, the benefits gained can arguably out weigh
the negative side effects. Namely, the speed of the system can be increased dramatically.
sCMOS cameras, like the Hamamatsu Flash 4.0 v2 have ”light-sheet” modes that can acquire
full frame images of 2048 pixels x 2048 pixels at 50 FPS. Newer sensors has the capability to
capture in this mode with even larger sensor areas at 100 FPS (Hamamatsu Flash Fusion)
[30] or even 121 FPS (Hamamatsu Flash Lightning) [31] under its rolling shutter mode.
Previously, the bottleneck of confocal systems was the scanning speed by which you could
scan and area point by point. By parallel processing the illumination and acquisition in 1

dimension, the entire process was sped up at the cost of some lateral resolution.

3.3 Light-Sheet Microscopy

By illuminating orthogonal to the detection axis, the main issues that plague single objective
imaging, namely: phototoxicity, photobleaching and optical out of plane light contamination,
to name a few. The first iteration of a light-sheet microscope used a cylindrical lens to
create the sheet, which results in approximately a thin widefield section equivalent lateral
resolution. Lately, innovative techniques have unfolded so further increase the resolution.
Similarly to LSCM, a thin ”pencil” like Gaussian beam can be created using a spherical
lens and translated along the detection plane using a galvanometer. Ahrens et al. (2013)[2]
managed to image Zebrafish in whole at 0.8 Hz using a more sophisticated version using dual
detection and illumination objectives, which they named IsoView. With this illumination
methodology, a confocal conjugation with the imaging sensors rolling aperture can be used,

thereby increasing the resolution in the lateral and axial dimensions. See Figure 3.4.
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Figure 3.4: Light Sheet Microscopy. Conventional light-sheets (left) are created using a
cylindrical lens to focus the light only in one dimension. To create "pencil-like” beams, right
that are instead scanned confocally with the rolling sCMOS sensor, the methodology is to

use a regular spherical lens, rather than a cylindrical lens.

Even further, sub diffraction limit beams have been created by implementing Airy beams,
Vettenburg et al. (2014)[32], non-diffracting beam profiles like Bessel-Gauss beams and
optical lattices of said beams which are formed by conical phase profiles, Betzig (2005) and
Chen et al. (2014) [33, 4]. See Figure 3.5. The general purpose for this type of beams is
not only their resolution improvements, but also because the beams propagate for longer

distances than standard Gaussian beams are the same numerical aperture focusing angle.
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Figure 3.5: Comparison of Light-Sheet Illumination Beams. The first and standard beam
illumination method is created using a cylindrical lens which collapses a gaussin plane wave
in one dimension. The typical propagation length is 100-500 pm, however this type of
beam does not afford any confocality application to a rolling shutter sSCMOS sensor. For
confocality, a spherical lens can be used which collapses the beam in both dimensions with
the same propagation distance. Non-diffracting beams created by interference, Bessel-Gauss
beams, have a much larger propagation distance, 250-1000 pm, compared to same numerical
aperture collapsed Gaussian Beams. With the aid of a Spatial Light Modulator (SLM),
an array of Bessel beams can be configured to interfere even further by trimming away at
each adjacent beams thereby reducing the overall waist of the beams. Courtesy of Blake
Madruga, adopted from his Thesis work on Configurable Bessel-Gaussian Sheet [llumination

Microscopy|[5].
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3.4 Scanned Volumetric Imaging

In the previous sections, discussion was focused on 2D imaging by means of widefield, con-
focal, or light-sheet illumination. However, due to the minuscule depth of field that large
numerical aperture objectives provide (on the order of microns), and the inherent need to
image in 3D, methods have been developed image make this possible. There are 2 ways by
which this can be achieved according the previous research. The first method is to translate
the sample such that is moves in and out of the focal plane of the objective. The second
method is to move the objective such that the objective’s focal plane is translated relative

to the sample. See Figure 3.5.
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Figure 3.6: 3-Dimensional Scanning. Two main methods for mechanic depth scanning are
the translation of the objective using a piezoelectric actuator (left) and movement of the

sample stage using a motorized stage (right).
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3.5 Static Volumetric Imaging

Recently, a push has been made to create methods by which the slow translation of an imag-
ing objective or sample can be avoided. The physical translation is an unavoidable require-
ment due to the highly compressed depth of field associated with high numerical aperture

systems. Nevertheless, new methods have surfaced by which to bypass this limitation.

3.5.1 Light Field Microscopy

Standard microscopy methods rely on the capture of incident light onto a sensor. This is
usually comprised on 2D information only (stemming from the fact that high NA systems
have short depth-of-fields), the rest of the information has or has not already angular con-
verged into an image. For example, an object that is further away from the objective focal
plane will have already converged. Conversely with objects closer to the focal plane; they
have yet to converge. With the placement of a microlens array at the formed image plane,
the objects in the objective focal plane that are exactly correlated with the image plane
while transmit through only one of the microlenses. However, if they have not yet converged
or have already converged will pass through multiple microlens arrays. Now, by placing a
detector at the back focal plane (BFP) of the of the microlens array, there will be product
of multiple microlens BFP each containing different 2D angular information from the en-
tire volume being imaged. This aforementioned method is known as Light Field Microscopy
(LFM), Levoy et al. (2005) [34]. Through computational deconvolution, based on the field
theory of light, the entire volume can be reconstructed. Limitations of this system lie in the
heavy computational resources required to perform this deconvolution, taking somewhere on
"the order of seconds to minutes” for each volume being reconstructed. When dealing with
possible dynamic processes that are on the order of milliseconds and recordings are preferred
to last up to minutes or even hours, the times required to deconvolve an entire data-set

become staggering.
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3.5.2 SCAPE Microscopy

With an emphasize being place on a purely optical methodology by which to obtain 3D
images, Bouchard et al. (2015)[35], and most recently Voleti et al. (2019)[3] have created a
novel system that does not rely on the translation of on object. Rather, it exploits an oblique
light sheet illumination and detection scheme in order to capture volumes. Swept confocally-
aligned planar excitation (SCAPE) microscopy, see Figure 3.7, is a single object light sheet
system that has roots in both LSCM and LSM. By illuminating at an oblique angle, the once
convolved depth information, now becomes visible without the need for deconvolution. This
oblique light sheet produces fluorescence that is nearly orthogonal in the opposite half of the
objective. The signal returns via the same pathway and is descanned by the once scanning
galvanometers. Once descanned, the static image is relayed through a pair of objectives
where the second objective in the pair looks at the formed image from an oblique angle. The
oblique angle is orthogonal angle of tilt that the light sheet was produced. The result is a flat
image plane captured by this secondary objective. Overall the system is a very clever way
of realigning the image plane such that it is once again flat on the imaging sensor. However,
the cost of this is technique is a reduced numerical aperture, approximately 50% reduction
in effective NA. Results indicate that when partnered with a HICAM Fluo intensified CMOS
camera (Lambert Technologies, LLC Kissimmee, FL, US), volumes were generated of up to
321 VPS for voxel regions of 57 pixels x 640 pixels x 100 pixels for a maximum bandwidth
of 1.2 GPixels/second.
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Figure 3.7: SCAPE Microscopy. With a single objective, SCAPE microscopy achieves depth
resolved images. To do so, an oblique illumination sheet is implemented. On the detection
axis, only the orthogonal directional fluorescence is utilized. After descanning, the descanned
plane, is relayed to a secondary objective whereby utilizing a tertiary, the image plane is

mapped onto a flat image plane and onto an imaging sensor.
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3.5.3 Deep-Z Microscopy

Due to the astounding capabilities of computational neural networks to understand 2D im-
ages, researchers have applied the networks to microscopy. By using standard microscopy
modalities (i.e. widefield, confocal), Wu et al. (2019)[36], of The Ozcan Research Group at
UCLA, were able to reconstruct out of focus information up to £10 pm from the initial focal
plane. This knew technique breaks an important boundary in 2D — 3D microscopy, where
the computational reconstruction limitation of time can be bypassed, like that required in
LFM deconvolution. In Figure 3.7, Deep-Z is detailed in its methodology. A sample image
set (training data set) at various foci of the point spread function are fed into a digital
propagation matrix (DPM), where it learns to classify a multitude of information cues of
those images. Once the network is trained, a single input frame at the focal plane can be
feed and the digital propagation network, or Deep-Z, refocuses once out of focus information.
Although the training of the network might take a non-trivial amount of time, the training

is a one time event and can be used for any future images from that microscope.
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Figure 3.8: Deep-Z Microscopy. Single plane images are feed into a trained neural network,
where the are refocused up to distance of £10um. For conformation, the Deep-Z generated
refocused images are compared to the mechanical translations focused images for a fluorescent
bead (a). (b) is distribution of the FWHM of 300 nm fluorescent beads in the lateral
dimension for both Deep-Z propagation and mechanical objective translation. Similarly for
(c), the axial dimension FWHM are measure. In both cases, it is seen that the Deep-Z

propagation matches very well with the mechanical translation.
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3.5.4 Transverse-Sheet Illumination Microscopy

Transverse-Sheet Illumination Microscopy (TranSIM) is a new microscopy method is pre-
sented that utilizes previous work, namely LSCM illumination and detection methodologies,
and also novel methods to attack the problem of fast 3D microscopy. By parallel processing
the scanning method of LSCM, much like Spinning Disk Confocal parallel processed the
illumination and detection of its Point Confocal predecessor, TranSIM is able to speed up
acquisition by several orders of magnitude. In addition, the depth refocusing methodology,
removes the slow mechanical translation seen in some previous systems, which tended to be
a bottleneck when it came to volumetric imaging. To do achieve such speeds, TranSIM takes
the light sheet produced by cylindrical lens and multiplexes it such that is has a lateral and
axial separation, therefore, the light that is no longer convolved in its propagation. This
allows for a purely optical method by which to detect the separate image planes being illu-
mination. Upon return though the scanning optics, the image planes are then injected into
a cyclic focal plane readjustment apparatus that maps the multiplexed images into several
image sensors. Overall, in this version, the system was optimized to image 9 separate image
planes at 200 Hz, for a total bandwidth of 0.56 GPixels/second, with research standard
cameras like the Hamamatsu Flash 4.0 v2. Moreover, the speed can be improved by instead
utilizing newer, faster sensors like the Hamamatsu ORCA Fusion and ORCA Flash Light-
ning, which have pixel rates of 0.53 GPixels/second and 1.45 GPixels/second, respectively.
This would bring the total bandwidth of the current TranSIM configuration of 3 cameras to a
theoretical maximum of 1.59 GPixels/second, for a Fusion system, and 4.35 GPixels/second
for a Flash Lightning system. In addition, the novelty of the cyclic focal plane rearrangement
techniques allows for the addition or subtraction of cameras, depending on the requirement
and it does so while maintaining near diffraction limit resolution. With this illumination
and detection method, volumes of up to 200 VPS were capture of the Caenorhabditis elegans
and Danio rerio. In the case of Danio rerio, dynamic processes that are seen in 3D. In the

following chapter, a detailed view of how TranSIM operates is discussed.
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3.6 Volumetric Rates and Bandwidth

Below in Table 3.1, a comparison of the latest microscope technology is presented to gain
a broader understating of the speeds that are currently available to conduct scientific in-
quiries. It is evident that the domains of time, volume, and resolution, are interrelated by a
common principle, and that is bandw:idth, grey column. Furthermore, although bandwidth is
a great indicator of the imaging speed of a system, the lack of sensor-to-sensor comparison
renders the question more complex. Given that some systems do utilize sensors that have
an intrinsically faster bandwidth, the overall bandwidth is bound to be larger. For example,
when comparing a Hamamatsu Flash 4.0 v2 to a HiCam Fluo Image Sensor CMOS camera,
the repetition rate of the digitizers are completely different. Succinctly, the Flash 4.0 v2 has
a maximum frame rate of 50 FPS (under light-sheet mode) for a pixel area of 2048 x 2048
pixels?. Conversely, the HiCam Fluo has a frame rate of 1000 FPS at 1280 x 1024 pixels?.
This results in a maximum bandwidth of 0.21 GPixels/s (Flash 4.0 v2) versus 1.31 GPixels/s
(HiCam Fluo). Nevertheless, if paired with identical sensors, the system that utilizes the
most overall sensors is the system with the theoretical maximum bandwidth. Having been
said, total volume imaged per unit time is another valid form of comparison, given that much

of the research is put forth in order to cover more volume, faster.
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Method Camera Scanned Rate Volume Size Voxel Size Num of Voxels JGeometry [Bandwidth |Volume Rate
Name Beam Camera Frame #]Volume Frame [x y z X y z X y z
FPS VPS FPS  fum pm pm Jum pm  pm Gpixels/s |mmA3/s
TranSIM Gaussian [JFlash 4.0 100 3 200 200 554 748 160] 0.8 1.6 20] 682 460 9)Epi 0.565 13.2605
Gaussian JFusion 100 3 400 400] 624 748 160f 0.8 1.6 20] 768 460 9)Epi 1.272 29.8721
Gaussian |Lightning 121 3 681 681] 1229 748 160] 0.8 1.6 20§ 1536 460 9Epi 4331 100.1661
TranSIM
+Deep-Z Gaussian [Flash 4.0 100 3 200 200] 554 748 185 0.8 1.6 0.5] 682 460 369|Epi 23.153 15.2911
Gaussian JFusion 100 3 400 400) 624 748 185] 0.8 1.6 0.5 768 460 369)Epi 52.144 34.4463
Gaussian |Lightning 121 3 681 681) 1229 748 185 0.8 1.6 0.51536 460 369)Epi 177.551 115.5040
IsoView Gaussian [Flash 4.0 100 1 2 1001 800 800 800f 04 04 4] 2000 2000 200jOrtho 1.600 1.0240
Lattice Lattice Flash 4.0 100 1 10 1000 30 30 20] 0.15 0.15 0.2] 200 200 100jOrtho 0.040| 0.0002
Bessel Bessel Flash 4.0 100 1 5 200 60 100 40 0.15 0.15 1] 400 1000 40]Ortho 0.080| 0.0012
DualView Gaussian [Flash 4.0 100 1 0.5 50 50 50 501 0.6 0.6 0.6] 260 360 50]Ortho 0.002 0.0001
SCAPE Gaussian |Zyla 100 1 10 100] 260 800 265 3.3 3.3 2.6] 100 240 8OJEpi 0.019 0.5512
SCAPE 2.0 Guassian |HiCAM Fluo 1000 1 321 18308] 197 293 78] 3.9 1.07 0.86] 100 640 57|Epi 1.171 1.4452
Light Field Widefield |zyla 100 1 20 20] 700 700 200 14 14 2.6] 500 500 76]Epi 0.380| 1.9600
Spinning
Confocal  widefield JFlash 4.0 100 1 6 200§ 150 150 501 0.6 0.6 1.6] 250 250 33]Epi 0.012 0.0068

Table 3.1: Microscope Comparison. Entire parameter space of various microscopes are listed
in the area of volumetric scanning. Major research developments in microscopy have taken
place in order to increase the speed are which they can image volumes. Although their
suitable application domains vary wildly from system to system, the overarching connection
is bandwidth. In the grey column, the total bandwidth of the system is shown in units
of GigaPixels/s. Moreover, the green column by-passes any sensor non-equivalences, and
instead focuses on the total volumetric imaging field imaging rate that is achieved in mm3 /s,
or volume size times the volume rate, of each system. Also shown, are proposed versions
of Transverse-Sheet Illumination Microscopy, in addition to its first proof-of-concept. These
future additions aim to explore the possibility of increased throughput of the system, limited
only by the bandwidth of the current imaging sensors. Courtesy of Dr. Arisaka, adopted

microscope comparison in NIH R21 Proposal to include experimental results of TranSIM[1].
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CHAPTER 4

Methods

4.1 Optical Design

TranSIM relies on a multiplexed imaging scheme that is laterally and axially separated and
scanned across the imaging field. The result is a system that can be demixed by carefully
placing deflecting knife-edge mirror. In Figure 4.1, an optical schematic of the system is
displayed in its entirety. In subsections 4.1.1 and 4.1.2, the way the illumination and de-
tection profiles, respectively, are created are discussed in detail. For this proof-of-concept,
a 3 detection camera detection system was selected to maximize the number of image plane
real-estate that was mapped onto the sensors. Overall, each plane was mapped to 682 pixels
x 460 pixels, for a total of 3 planes per camera, thereby spanning the entire sensors and

"light-sheet” mode was applied to produce a confocal system and reject out of focus light.
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Schematic of Transverse-Sheet lllumination Microscope
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Figure 4.1: Schematic of Transverse-Sheet Illumination Microscopy.

Beginning with the excitation laser, 100 mW Coherent Sapphire 488 nm (Coherent Inc.,
Santa Clara, CA, United States), the beam is expanded 10X using a telescope beam expander
(L1 and L2 spherical doublets, 25 mm and 250 mm, respectively) from its 1/e? gaussian
profile of approximately 1 mm to 10/e?, resulting in a 10 mm illumination beam. Using an
adjustable deflection mirror, the beam is condensed down to a laser line using a cylindrical
lens (CL1, 200 mm) and diverted to a depth reflection mirror. The depth reflection mirror
reflects the laser line onto a 90:10 Reflection: Transmission beamsplitter. Upon reflection, the
beam divergence creates an axial separation added to each subsequent reflected beam. In
addition, the angle of incidence adds a lateral translation to each multiplexed beam. After
reflection, the multiplexed beams are relayed using a pair of cylindrical lenses (CL2 and
CL3, 200 mm and 100 mm, respectively). CL3, is chosen to expand the beam according

to the how wide of an imaging field. Spherical lens L3 (100 mm) determines the NA of
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the excitation. Using a long pass dichroic mirror, the beam is diverted to a telecentric lens
formed using a pair of spherical doublet lenses (200 mm) onto a scanning galvo. Similarly, the
galvanometer scans onto a telecentric scan lens with effective focal length (EFL) of 100 mm.
The 200 mm telecentric tube lens is created using a pair of 400 mm spherical doublets. The
excitation beam illuminates the sample and the fluorescence returns via the same pathway,
where it is de-scanned by the scanning galvo. Telecentric lenses TL2 and TL3 (formed
using 400 mm and 300 mm doublet pairs) are chosen as the primary magnification lens
pairs. Focusing the image field onto a D-shaped mirror, the fluorescence is injected into the
imaging cycle that will consequently separate and remap the image planes onto the sensors.
To relay the image field, identical telecentric lenses (TL4, formed using a pair of 200 mm
spherical doublets) and a turning mirror are configured into a 90 degree turn. The knife-edge
mirror is then moved into proximity of the first imaging plane it is diverted into the imaging
sensor pathway. Before reaching the sensor, the image plane is adjusted for magnification
using telecentric lenses (TL5 and TL6, 100 mm EFL, respectively) and rescanned using a
galvo temporally synchronized with the primary scanning galvo. Additional planes move
onto the next knife-edge mirror where the adjacent image plane is diverted to the second
sCMOS sensor. Likewise, for the third image plane. After the first cycle is nearly complete,
the remaining image field is adjusted using the last telecentric unit, such that it is depth
refocused to be on top of the first image plane and laterally adjacent. The cycle continues
and each camera images the appropriate number of planes (3 planes per camera in this

configuration)
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4.1.1 Beam Multiplexing

To create the illumination beams, a simple reverberation technique was employed by placing
two parallel mirrors, one with a transmission coefficient of 0.1. This method creates an ad

infinitum sequence of multiplexed beams that have 10% of the previous reflection,
I, =0.1%Iy%090 (4.1)

where, I,, is the n'* multiplexed beam, I, is the initial incoming laser beam intensity. Addi-

tionally, the lateral and axial separations are governed by the following geometric equations,

z = coj(ﬁ)’ (4.2)
y =z *tan(0). (4.3)

Something to consider when it comes to illuminating the sample because the method pro-
duces a non equal illumination scheme that has highest intensity at the top of the sample.
However, in order to remedy an unequal illumination, a variable density filter can be applied

to the beams, but an adequate laser source should be considered for the intensity losses.
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Figure 4.2: Laser Line Beam Multiplexing. To create a 9 imaging planes with laser line focus,
a single laser line created using a cylindrical lens is reflected an angle, 6, to the normal of
depth refection mirror. The light then travels to a 90:10 broadband beamsplitter (BS), where
90% of the light is reflect back onto the mirror at angle angle 6 and 10% is transmitted. The
process continues ad infinitum; for the purposes of TranSIM, 9 useful beams are ultilized.
Each reflection beam created has 10% of the previous reflection, therefore, the intensities of
the beams decay by power law. To increase the later separation y, the angle 6 can be adjusted.
To increase the depth separation, the distance, d can be increase. The only requirement is
that the beamsplitter and depth reflection mirrors maintain a parallel geometry, otherwise

the beams will begin diverge.
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4.1.2 Plane Separation and Focal Plane Readjustment

Following the descanned (static) image field into the cycle, the image planes are focused
where they have axial and lateral separations. This allows for a knife-edge mirror to be
introduced and divert the one of the image planes on to the sensor detection path where it
will be re-scanned before reaching the sensor. See Figure 4.3. The remaining image planes
continue forward where they are relayed using a pair of telecentric lenses and right angle
turning mirror onto the second stage. The same principle applies and the second single image

plane is deflected onto the second sensor. This continues one more time for the third stage.

Knife-Edge Mirror

— : ==

—

Incoming Continuing
Image Planes Image Planes
Reflected

Image Plane

Figure 4.3: Plane Separation. After injection into the cyclic apparatus, the beams now
undergo separation. To separate the planes, the beams are focused down to an image where
they retain have axial and lateral separation. Using a knife-edge mirror, a single image plane
can be reflected into the imaging sensor and the remaining planes are allowed to continue

undisturbed.
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After completing one cycle, the last relay lens unit does the job of readjusting the new
focal plane location and lateral translation of the image plane such that it lies adjacent to
the previous cycle. See Figure 4.4. To do so, the last relay unit can be moved in tandem
to laterally translate the image plane such that, for example, image plane 1 and 4 lie on
the same location along the y-axis. However, this would place is right behind the D-Shaped
mirror which was used to insert the planes into the cycle. To cure this problem, similarly to
the y-axis translation, the entire relay unit can be translated in tandem in the x-dimension,
this will translate the image plane to lie adjacent to the previous image plane. Lastly, to
refocus the image plane such that it is congruent with the previous cycle, the last telecentric

lens is translated forward, pushing the focal plane location with it. The cycle repeats.
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Figure 4.4: End of Cycle Readjustment Process. After the first cycle, image field would
return to the same location as when it started the cycle. Using the last telecentric relay
unit, the planes can be refocused axially and readjusted laterally to remap the adjacently
the previous cycle. (A) shows how to laterally translate (in Y-dimension) by taking the
telecentric unit and moving is uniformly until the image field returns to a centered position
as if the first of the remaining image planes were the first true image plane. Similarly, to
move offset in the X-dimension, such that the planes pass underneath the D-shaped mirror,
the telecentric relay unit it moved uniformly until the there is enough clearance. (B) For
depth, only the last telecentric lens is adjusted such that the image planes are focused to

overlap the planes the planes of the previous cycle.
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4.2 Data Acquisition and Control

Hardware control and synchronization was conducted on a custom work station based on
a Socket TR4 AMD 1950X Threadripper. Each camera was linked via its own FireBird
Camera Link Frame Grabbers (1xCLD-2PE8) (Active Silicon Ltd., Pinewood Mews, United
Kingdom) connector and routed to separate Samsung 970 PRO NVMe SSDs (Samsung
Group, Seoul, South Korea) for data storage and bottleneck avoidance. Control software
was custom written in LabVIEW (National Instruments Corporation, Austin, TX, USA) to
operate all three cameras simultaneously using the Hamamatsu DCAM-API drivers. Custom
waveforms were created in a Matlab script module inside LabVIEW and written to NI PCle-
6363 1/0 device (National Instruments Corporation, Austin, TX, USA), which synchronized
all the hardware with its on-board clock at 1 GSamples/s. See Figure 4.7. To reduce,
galvanometer backlash, the waveform was filtered of high frequency components. See Figure

4.6.

4.2.1 Synchronization Waveforms

Synchronization waveforms comprise of 3 total waveforms; 1 camera galvo, 1 scanning galvo,
and 1 camera trigger signal. Sawtooth waveform has a 90% linear travel region that is
synchronized with the light-sheet read mode of 3 Hamamatsu ORCA Flash 4.0 v2’s. See
Figure 4.5 and 4.6. The line-rate was set to maximum with a line interval of 9.7444 us. The
active pixel region was adjusted to fit the FWHM of the laser line, which with an effective
magnification of 8X, using the Nikon Plan Fluorite 16X 0.8 NA objective and 6.5 pym pixel
pitch, is 2 pixels. For a the Nikon 40X 0.8 NA objective, the active pixel area was set to 3
pixels. Additionally, the scanning galvo amplitude could be altered to fit more or less area
onto the same 682 pixel x 460 pixel region. In figure 4.5, the dashed boundaries determine
the effective magnification factor (along the Y-dimension only) that can be pragmatically

implemented on TranSIM and is,

AC’am
Mroterr = Moegs * ( A )- (4.4)
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where, Mg 15, is the total effective magnification, Acgm, is the camera galvo amplitude,
Agean, 1s the sample scanning galvo amplitude, and Mg, is the effective magnification de-
termined by the optics. In essence, much like in point scanning systems, the effective mag-
nification is determined by the amplitude of the scanning waveforms. A similar argument is
said for TranSIM, however, the scanning waveforms only have an effect in a singular dimen-
sion, the y-dimension. For example, if the sample scanning amplitude of the galvanometer is
increased by a factor of 2, then the effective magnification is inversely proportional, resulting

in a factor of 2 reduction in magnification.

37



Synchronization Waveforms
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Figure 4.5: Synchronization Waveforms. Three Hamamatsu Flash 4.0 V2s are synchronized
by a parallel TTL signal. The field scanning galvanometer has a smoothed out sawtooth
waveform. On the reset travel time, the camera’s undergo readout. The image field is
de-scanned due to the backward propagation through the detection arm onto the scanning
galvo. After plane rearrangement, the image planes are rescanning using the camera located
galvanometers. TranSIM allows for 1-dimensional spatiotemporal compression (similar to
point confocal systems whereby the scan range determines the magnification) by expanding or
contracting the amplitude of the scanning galvo while maintaining the camera galvo-camera
line-scanning matched. Lower and upper boundaries denoted by dashed lines correspond to

0.25X and 2X magnification, respectively, for demonstrative purposes.
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Figure 4.6: Detailed Synchronization Waveform Regions. The period begins with the camera
being externally start triggered to light-sheet scanning such that it coincides with the linear
scan region of the galvanometers. After completing the scan, the camera reads out to the
data acquisition computer via a camera link frame grabber and the galvanometers are reset.
This reset process incorporates the flyback process and acceleration back produce a linear

scan region for the subsequent period.
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4.2.2 Hardware Control
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Figure 4.7: Wiring Schematic of Microscope. Platform sTR4 Socket Threadripper 1950X
CPU (Advanced Micro Devices, Santa Clara, CA, USA) workstation. Analog signals are
created an NI PCle-6363 multifunction I/O device. For camera control, a parallel TTL sig-
nal sent to three Hamamatsu Flash 4.0 V2s via AO0. The external start trigger activates
the rolling shutter (light-sheet mode) of the sSCMOS sensor which is synchronized with the
"camera” and ”scanning” galvanometers linear scan regions. The resulting image is captured
via three FireBird Camera Link Frame Grabbers (1xCLD-2PES8) and sent to independent
Samsung 970 PRO NVMe SSDs. AO2 controls the field scanning galvanometer with variable
amplitude. AO1 sends scan signal to three camera galvanometers. 3-dimensional motorized
stage is connected in series for each dimension along with a joystick connected to the com-
puter via USB for software control. One of the camera galvo’s, the scanning galvo, and the

TTL signal sent to the cameras are monitored via the analog inputs (AI0-AlI2).
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CHAPTER 5

Results

5.1 Spatial Resolution

One pre-requisite to understand the optical performance of a system is to empirically cal-
culate the point spread function of the system. In Section 2.2, the resolution of an optical
system were given. Namely, the lateral and axial resolutions of the system are governed by

the following two equations, respectively,

A

dlateral = mv (51)
2
daxial - W (52)

5.1.1 Lateral and Axial Resolution

To conduct an analysis of the optical performance, 100 nm fluorescent beads, with a 488 nm
excitation wavelength and emission wavelength peak of 507 nm, were imaged using a Nikon
40X 0.8 NA objective (Nikon Inc., Shinagawa, Tokyo, Japan). The number of beads image
was 10 per image plane and the point spread function was calculated using a Gaussian profile
fit to the intensity produced in all three dimensions. Following the previously mentioned

equations should have a theoretical resolution of,

A 0.5um

dlateral,theo = INA = 2%08 = 03,um, (53)
2A 2% 0.5um
damal,theo N A2 082 6,um, (5 )

Where theoretical lateral resolution is in both the X- and Y-dimensions and the theoretical

axial resolution is in the Z-dimension. After entering the remapping cycle and the first plane
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imaged, the point spread function of the fluorescent beads was found to be,

Ay exp = 0.7um, (5.5)
dyeop = 1.1um, (5.6)
dsexp = L.6M. (5.7)

Overall, it is expected that point spread function should spread as a function of image
relaying by imperfect lenses. In addition, it is found that the X-dimension is much closer to
the theoretical minimum and only deviates by a factor of 2, compared to the Y-dimension
which has an elongation factor of approximately 3. As for the axial dimension, it is found
that the point spread function retains the theoretical minimum, which is quite surprising
and most like also due to the confocality (optical sectioning) of the system. See Figure 5.1.
It should be noted that in order to retain maximum transmission, the confocality of the

system was limited to only block out light after the first dark fringe.
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Figure 5.1: Point Spread Function Theoretical vs Erperimental. After reaching the plane
adjustment cycle, a comparison between the first image plane and the theoretical point
spread functions is made. On the left the theoretical PSF generated using the Born and
Wolf optical model using the ImageJ Plugin: PSF Generator by the EPFL Biomedical
Imaging Group[6]. On the right is the average PSF of 100 nm fluorescent beads imaged
image under 488 nm excitation. To obtain an average, beads were image using a Nikon 40X

0.8 NA objective. A Gaussian profile was fit to the intensity.
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5.1.2 Resolution Depth Dependence

As the cyclic rearrangement continues for each subsequent image plane, the point spread
function was calculate. Overall, the system retained near first plane resolutions, especially
in the X-dimension where confocality was maintained. In the axial dimension, the PSF
elongation was maintained to a minimum, again this is due to the optical sectioning of
confocality. In the Y-dimension, it was observed that the PSF continued to elongate at a

more rapid rate. See Figures 5.2 and 5.3.

Plane Point Spread Function

1 »9

Increasing Depth

Figure 5.2: Point Spread Function Depth Dependence. 9 total image planes were imaged
onto 3 separate sSCMOS cameras. Due to the cyclic rearrangement and image relay process,
the point spread function is bound to increase as a function of number of relays. For the 9
images planes, image resolution in all 3 dimensions had a linear relation to imaged depth.
Reconstructed averages of the PSF in XY and XZ projections are displayed as a function of
"increasing depth” or conversely, the number of increasing relays the image has undergone

from left to right.
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Figure 5.3: Plane Dependence Spatial Resolution. 100 nm fluorescent microspheres were
imaged to determine the change in spatial resolution as a function of imaged plane. The
imaging objective was a Nikon CFI Apo NIR 40X W, with an NA of 0.8. There is a linear
dependence on the spatial resolution of the system and planes for all dimensions. Due to the
confocality of the system, the least varying resolution is found in the x-dimension, with overall
submicron resolution obtained. The y-dimensions shows a slightly larger over resolution and
the function has an overall larger increase as a function plane. The axial dimension, z, also
an increasing dependence on plane with the best axial resolution occurring at the initial

plane.
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5.2 Photon Efficiency

On account of the power loss from the illumination beam multiplexing and they image relay
around the cycle, the intensity at the image sensor for each image plane decays. Below in
Figure 5.4, the theoretical intensity at the image sensor is plotted as a function of both
the multiplexing intensity loss and the image relay loss. Given the > 0.98 transmission
coefficient of the lenses and > 0.99 reflection coefficient of the mirrors, the largest intensity
determinant is the beam multiplexing itself. In addition, the measured intensities at the
sensor compared to the intensity at the sample for each image plane experimentally shows
that the major contributor of intensity discrepancy between the planes is the illumination
multiplexing itself. The relay units only contribute a marginal decrease in the intensity at
the image sensor. This indicates that if the illumination intensity profiles are adjusted such
that they are more even, then the images captured could become more uniform. This can
be achieved using a more clever multiplexing scheme, or by using a linear variable neutral

density filter at a conjugate image plane after multiplexing is performed.
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Figure 5.4: TranSIM Photon Efficiency. On the left, the calculated normalized intensity
produced by illumination beam multiplexing, relay unit loss, and the overall theoretical
normalized intensity at the image sensors. On the right, the measured normalized intensity
at the sample, and at the image sensors, compared to the theoretical normalized intensity at
the sensors. Note that the measured intensities at the sensor deviate from the theoretical,
but this can be attributed to the fact that the illumination intensities did not follow the

theoretical and began to decay faster after the fifth image plane.
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5.3 Melanoma Cells Imaging

The main purpose of TranSIM is to image biological data. The axial separation for this
imaging was set to 20 um per plane. The imaging objective was a Nikon 16X CFI LWD
Plan Fluorite Objective (Nikon Inc., Shinagawa, Tokyo, Japan), 0.80 NA objective with an
effective magnification of 8X, resulting in a field of view per image plane of 554 ym x 374 pm.
Additionally, it can be seen qualitatively that the overall intensity of each frame decreases
as a function of depth, where the top plane is indicated -80um on the top left corner. See

Figure 5.5.
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Figure 5.5: GFP Tagged Melanoma Cells. Each plane has an axial spatial separation of 20
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