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ABSTRACT: The effect of lattice fluctuations and electronic excitations on the
radiative rate is demonstrated in CdSe/CdS core/shell spherical quantum dots
(QDs). Using a combination of time-resolved photoluminescence spectroscopy and
atomistic simulations, we show that lattice fluctuations can change the radiative rate
over the temperature range from 78 to 300 K. We posit that the presence of the
core/shell interface plays a significant role in dictating this behavior. We show that
the other major factor that underpins the change in radiative rate with temperature is
the presence of higher energy states corresponding to electron excitation into the
shell. These effects should be present in other core/shell samples and should also
affect other excited state rates, such as the rate of Auger recombination or the rate of
charge transfer.

KEYWORDS: Core/shell quantum dots, temperature-dependent lifetime, exciton dynamics, electronic structure

Q uantum dots (QDs) have received significant attention
for their bright, narrow, and tunable emissions.1−3

These properties, along with their increased photostability
when compared to molecular dyes, make them promising
candidates for a number of applications, including as emitters
for LEDs and in displays,4,5 as photosensitizers for QD-based
solar cells,6−9 and as fluorescent tags for bioimaging.10,11 The
relationship between the radiative, nonradiative, and charge
transfer rates is one factor that determines the efficiency of such
applications, with applications requiring bright QD emission
reliant on maximization of the radiative rate, while minimizing
undesirable nonradiative processes.
In applications that aim to maximize radiative recombination,

an epitaxially grown shell is often used, but adds another degree
of complexity to the system and modulates the excited state
rates. For example, the addition of a Type-I shell confines both
carriers to the core of the QD resulting in decreased surface
trapping and therefore often a slower nonradiative rate.1,11

However, the presence of the core/shell interface can result in
charge localization near the interface and faster nonradiative
Auger recombination.12 The thickness of the shell and band
offset between core and shell will determine the rate of charge
tunneling to the surface13,14 as well as directly modulate the
radiative rate by changing the overlap integral. Significant work
has been done to elucidate the effects of epitaxial shell growth

on recombination rate, including effects of band offsets,
interfacial alloying, and lattice strain.15−17 For the most part,
these studies treat both core and shell statically in order to
determine excited state rates. A statistical treatment of QD
excited state rates is of interest, because fluctuations can play a
larger role in determining excited state properties in QDs than
in bulk systems due to the smaller size of the QD.
We seek to elucidate the effect of fluctuations on the radiative

rate in core/shell QDs. In bulk semiconductors, the sub-band
gap absorption feature resultant from nuclear fluctuations and
disorder, known as the Urbach tail, has been extensively
studied.18,19 In the bulk, fluctuations in nuclear positions
average to create a density of states just below the bandgap.
Because of the small electron−hole interaction in the bulk, this
feature can often be described without considering electron−
hole interactions; however in nanoscale systems the electron−
hole interaction can be much stronger and therefore nuclear
fluctuations could influence the radiative lifetime (which is
dependent upon the electron−hole interaction). One way to
determine the impact of nuclear fluctuations is to study the
temperature-dependent optical properties, as nuclear motion is
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highly temperature-dependent. Previous studies on the temper-
ature-dependent lifetime of QDs have been useful in elucidating
QD properties. These techniques have been used extensively in
order to evaluate the energetic splitting and radiative rates of
the “dark” and “bright” excitonic states.20−25 Similarly, the
effects of lattice fluctuations on radiative recombination can be
seen at temperatures between 5 and 50 K due to the presence
of an optical phonon bottleneck, resulting in slower carrier
relaxation to the band edge.26−28

Further understanding the effect of lattice fluctuations on
QD properties requires input from theory; this has proven
challenging due to the need to model systems involving
thousands of nuclei and electrons. So far, the effects of lattice
fluctuations on the electronic properties of nanocrystal QDs
have been limited to fairly small systems.29 The presence of
surface and interfacial defects can also result in carrier trapping
that requires complex modeling, but it is often difficult to
precisely define the nature of such defects.15,30,31 An additional
complication with operating in intermediate temperature
regimes (above 77 K) is that time-resolved photoluminescence
convolutes the radiative and nonradiative rates. For particles
with low photoluminescence quantum yield (PLQY), often it is
the nonradiative rate that determines the change in the excited
state lifetime, τ, over this temperature regime, because τ−1 = knr
+ kr where knr is the nonradiative rate and kr is the radiative
rate.32

We chose CdSe/CdS as a model core/shell system due to its
prevalence in the literature and the ability to make high PLQY
particles of varying core and shell size.1 In these hetero-
structures, the hole is localized to the CdSe core, which both
improves the PLQY and increases the photostability of the
core/shell heterostructure.1 The electron, however is weakly
confined to the core due to a small conduction band offset and
a Coulomb attraction to the confined hole, resulting in a
radiative rate dependent on both core and shell size.33 Previous
studies have shown that in CdSe/CdS QDs of both spherical
and dot-in-rod geometries, the lifetime increases with temper-
ature and posited that a changing, temperature-dependent
conduction band offset could describe this effect.34,35 However,
models suggest that the change in band offset over the studied
temperature range (∼20 meV using bulk parameters) is
insufficient to describe the change in radiative rate with
temperature given a conduction band offset of 300 meV.36

Therefore, questions still remain on the mechanism of this
change in radiative rate with temperature. Furthermore, the lack
of computational support for the experimental measurements
limits the conclusions that can be drawn, as a number of factors
could influence the observed behavior.
We use spherical CdSe/CdS core/shell QDs to study the

effect of both nuclear fluctuations and the effect of higher-lying
electronic excited states on the radiative rate using a
combination of temperature-dependent transient photolumi-
nescence experiments and atomistic pseudopotential calcula-
tions. To determine the impact of nuclear fluctuations, we ran
molecular dynamics simulations. For a set number of these
configurations, we take nuclear snapshots and then perform a
full electronic structure calculation. By averaging over these
snapshots, we can simulate the impact of nuclear fluctuations
on the electronic properties.
Wurtzite CdSe/CdS core/shell were synthesized according

to Chen at al.1 Two different sizes of CdSe cores were prepared
with three different shell thicknesses per core sample, as shown
in Table 1. Calculations are done on particles with sizes

comparable to four of the six synthesized samples, which are
particles with 3 and 5 nm diameter cores and 9 and 12 nm total
diameters. Representative experimental photoluminescence
data across the temperature range studied are shown in Figure
1. The synthesized QDs are spherical with a narrow size
distribution, as seen via transmission electron microscopy
(TEM) and have high PLQY; see Supporting Information for
further details. We note that the emission spectra, particularly at
low temperature, appear asymmetric. This is likely due to
reduced homogeneous (and symmetric) broadening at lower
temperature. Therefore, inhomogeneous broadening in the
sizing distribution becomes more apparent. Processed emission

data fit the empirical Varshni relation, = − α
β+E T E( ) (0) T

TG G
2

,

where α is a measure of electron−phonon coupling and β is
related to the Debye temperature with parameters EG(0) ∼
2.08 [eV], α ∼ × − ⎡⎣ ⎤⎦4 10 4 eV

K
, and β ∼ 110 [K], comparable to

those of bulk CdSe, except for the 0 K band gap that is larger
due to the quantum confinement of the QD. The full width at
half-maximum increases with temperature, as is expected given
the effects of exciton−phonon coupling. Both features indicate
that the emission originates from the CdSe core of the QD,
consistent with previous measurements.34,35

Notably, the lifetime increases with increasing temperature
for the CdSe/CdS samples, as shown in Figure 1c,d. Because
these QDs have a high PLQY, we note that this change in
lifetime with temperature is primarily due to a change in the
radiative rate in the material. Temperature-dependent PLQY of
the 3.4 nm core diameter samples, shown in the Supporting
Information, confirms this assumption. For all samples studied,
the PLQY is higher at low temperatures (approximately a 10−
20% change), indicating a decreased nonradiative rate at lower
temperatures. This suggests that although there can be
significant nonradiative rates present, the change over this
temperature regime does not explain the increase in excited
state lifetime with temperature as an increased nonradiative
recombination rate at higher temperatures would only serve to
enhance this observation. We also note that the rate of exciton
thermalization, observed in CdSe/CdS dot-in-rods to be <1 ps
for the hole, is much faster than the radiative rate.37 Therefore,
we can safely assume that the exciton is in thermal equilibrium.
Within this assumption, the presence of higher order electronic
states would not affect the observed exponential decay of the
time-resolved photoluminescence spectra. The presence of
monoexponential behavior at early times is also indicative of an
exciton that has already thermalized to the band edge, shown in
Figure 1c. For example, at 78 K the radiative decay appears
monoexponential over 3 orders of magnitude. There is
increasing nonmonoexponential character for higher temper-
ature samples but they still remain monoexponential over much
of the first two decades. Owing to inconsistencies in weighting
in biexponential fit parameters, we fit all decays to a
monoexponential over the first decade and a half; we note

Table 1. Sizes and PLQY of CdSe/CdS QD synthesized

core diameter [nm] total diameter (error) [nm] PLQY (error) at RT

3.4 7.5 (0.8) 0.76 (0.02)
3.4 9.7 (0.7) 0.84 (0.03)
3.4 12.5 (1.0) 0.89 (0.05)
4.9 9.7 (0.9) 0.52 (0.02)
4.9 10.9 (1.8) 0.60 (0.04)
4.9 13.1 (2.2) 0.58 (0.04)
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that although this might introduce a small systematic error into
our fits, the relationship between the fits will still hold.
The energy scales in the system determine which fluctuations

are relevant in dictating radiative behavior over the temperature
range studied. For quantum confined systems, an under-
standing of the relevant energy scales is complicated by the
additional strong electron−hole interactions. The energy scales
for CdSe/CdS QD excitations are presented in Figure 2. The
conduction and valence band offsets have previously been
determined.38 Although there is a 300 meV band offset in the
conduction band, the electron’s kinetic energy is of the same
scale, so the electron is not completely confined to the core

(neglecting electron−hole interactions). The hole kinetic
energy is less than the electron kinetic energy due to its larger
effective mass; this coupled with the large valence band offset
effectively confines the hole to the core. We calculate the
electron−hole interaction to be on the order of ∼150 meV as
shown in Figure 3c,d, resulting in further confinement of the
electron to the core. In addition to understanding the energy
scales of the ground state exciton, it is also necessary to note
the energy scales of higher excitations. Hole excitation takes
<10 meV of energy, while electron excitation is strongly
dependent on the core and shell sizes of the CdSe/CdS,
ranging from 50 to 120 meV. Further information about the
energies relevant to exciton excitation can be viewed in the
Supporting Information.
Lattice fluctuations can be quantified as phonon modes and

occupy a large energy range, but as a lower bound confined
acoustic phonons have an energy scale on the order of 1 meV.39

Previous work has used temperature to probe the dependence
of coupling to acoustic phonons in CdSe QDs and has
indicated that the deformation potential is larger in smaller
CdSe cores.40 We would expect optical phonons to have
excitations on the order of tens of millielectronvolts, and this
would be the upper bound of the energy scales for lattice
excitations. Therefore, at room temperature (∼300 K) the main
thermally accessible excitations involve those accessed by hole
excitation and lattice vibrations. In addition, electron excitation
into the shell is a possibility. Therefore, the root cause of the
change in radiative lifetime with temperature must be
influenced by these factors. For this reason, we confine further
discussion to primarily lattice fluctuations with some discussion
of contribution from higher electronic excitations.
Another effect for which fluctuations are important is the

temperature dependence of the CdSe emission peak energy,

Figure 1. Sample data using the 3.4 nm core, 9.7 nm total diameter CdSe/CdS sample. (a) Normalized temperature-dependent emission spectra and
(b) temperature-dependence of the PL peak energy and peak width. The red line indicates the Varshni fit for optical band gap versus temperature for
the sample. (c) Time-resolved PL spectra taken at the same temperatures as panel a. The inset shows a sample TEM of the QD with a 25 nm scale
bar. (d) Temperature-dependent lifetime fits.

Figure 2. Relevant energy scales for CdSe/CdS QD excitations. The
inset (not to scale) shows a schematic of the CdSe/CdS band
alignment and electron (red) and hole (blue) probability densities.

Nano Letters Letter

DOI: 10.1021/acs.nanolett.6b04816
Nano Lett. XXXX, XXX, XXX−XXX

C

http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.6b04816/suppl_file/nl6b04816_si_001.pdf
http://dx.doi.org/10.1021/acs.nanolett.6b04816


which shifts by ∼80 meV between 78 and 300 K. Using bulk
parameters, the change in band gap due to thermal expansion
of the lattice is only 8 meV over the same temperature range;
the other 90% of the observed change in band gap with
temperature is due to coupling between electronic states and
lattice fluctuations, consistent with the empirical parameters
present in the Varshni fit. For this reason, before simulating the

radiative lifetime at different temperatures, it is possible to
assess the accuracy of our atomistic model by comparing the
calculated and measured change in the band gap with
temperature, which we have done at 0, 150, 200, and 250 K.
Shown in Figure 3a,b are the experimentally observed change in
emission peak with temperature. Figure 3c,d shows the
theoretical calculations of the CdSe/CdS optical band gap for

Figure 3. (a,b) Dependence of emission peak on temperature for a given CdSe core diameter, and three total diameters. (c,d) Computed
dependence of the energy gap on temperature for simulated CdSe/CdS QDs. The dashed lines represent the fundamental gap and the solid lines
represent the exciton gap. Computational error bars arise from averaging over a number of nuclear configurations.

Figure 4. Experimental temperature dependence of the excited state lifetime for CdSe/CdS QDs. (c,d) Computed temperature dependence of the
radiative lifetime for simulated CdSe/CdS QDs. The effects of thermal excitation (dotted line), thermal fluctuations (dashed line), and both thermal
excitation and fluctuations (solid) line are shown for all particle sizes studied. Computational error bars arise from averaging over a number of
nuclear configurations.
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similar core and shell sizes. The resulting calculations, which
match well to the experimental data, predict a change in the
emission peak of approximately 100 meV; the change in the
band gap appears to be approximately 80 meV for the
experimental data over the same temperature range. Similarly,
the difference between theory and experiment in the absolute
values of the band gap of the material is less than 20 meV for
the small core samples.
For the large core samples, the deviation between

computation and experiment is slightly larger on the order of
40−50 meV. The experimental large core samples show almost
no dependence of the emission peak on the shell thickness.
This trend is reasonable, as a larger core would result in both
electron and hole being more confined to the core and being
less sensitive to the shell thickness. However, the comparison
between theory and experiment does not perfectly capture this
behavior, suggesting potentially a scaling inconsistency between
the theory and experiment. Indeed, for larger shell sizes the
theory does show saturation of the band gap with shell
thickness, as shown in the Supporting Information. Such an
inconsistency is possible given the approximations required for
the computations. The use of a semiempirical pseudopotential
model for the electronic structures, the static screening
approximation for the Bethe−Salpeter calculations, and a
force-field approximation to simulate nuclear configurations
could all introduce small errors. Furthermore, the experiments
measure the fluorescence peak of the QDs whereas we compute
the band gap directly, introducing the possibility of differences
between theory and experiment. The small differences between
the theoretical and experimental sizes for the core/shell QDs,
as well as the presence of a size distribution in the experimental
data, could also contribute to the error.
However, we emphasize that despite these discrepancies we

have close correspondence between theory and experiment;
agreement to tens of millielectronvolts between electronic
structure computations and the experiment is quite successful.
The importance of including the electron−hole interactions
when calculating the energy gap is also highlighted in Figure 3;
this interaction reduces the energy gap by ∼150 meV for the
samples considered, consistent with previous measurements.38

The close correspondence between experiment and theory
indicates that the theoretical simulations are accurate enough to
proceed with more complex calculations of the radiative
lifetime at different temperatures.
Figure 4a,b shows the experimental dependence of the

CdSe/CdS excited state lifetime on temperature. We see that
for all samples there is an increase of the lifetime with
increasing temperature. This feature is most prominent for the
samples with thicker shells. Additionally, the 3.4 nm core
sample shows the greatest change in excited state lifetime over
the temperature regime studied. Previous studies have ascribed
the increase in lifetime with increasing temperature in CdSe/
CdS QDs to increased electron delocalization into the shell.34,35

As the major changes within the lattice over this temperature
regime involve nuclear fluctuations, we need to understand how
these nuclear fluctuations change both electron and hole
probability densities, which our simulations will achieve.
Furthermore, as noted previously (see Supporting Information
for further details), particularly for the large shell, small core
particles, there are low-lying electronic states that could become
populated at increased temperature. Thermal population of
these states could change the radiative lifetime for CdSe/CdS
QDs. To deconvolute these two factors requires the input of

theory. Figure 4c,d shows the computed change in radiative
lifetime, τr = kr

−1, due to thermal electronic excitation versus
thermal fluctuations of the nuclei. We note spin−orbit coupling
is not included in the calculation, so there may be a systematic
error. However, we expect the relative change in radiative
lifetime to be comparable.
The effect of thermal population of higher energy excitonic

states on the radiative lifetime is shown by the dotted lines of
Figure 4c,d. The calculation also incorporates the expected
change in the radiative lifetime due to the frequency-
dependence of spontaneous emission (approximately a 15%
increase in the radiative lifetime) resulting from the change in
the exciton energy. It is clear that thermal population is
insufficient to describe the change in radiative lifetime and only
accounts for 20−30% of the observed experimental change.
The effect of thermal population does, however, match the
observed trends of smaller cores and larger shells having larger
changes in lifetime. These trends are further explained in the
Supporting Information, where we show that the thermal
energy could generate two types of excited electron−hole
states. The more common and lower energy involves primarily
hole levels and is confined to the core. These excitations are
thermally accessible to all systems studied. The other less
common and higher energy excitation involves mainly electron
levels, is delocalized in the shell (which therefore would impact
the radiative lifetime), and is more likely to occur for small
cores and large shells. Thus, samples with small cores and large
shells exhibit the greatest increase in radiative lifetime with
temperature. This behavior explains the computed and
measured trends with system size; however, as previously
described, thermal population by itself is not sufficient to
quantify the experimental behavior.
In Figure 4c,d, we also plot the computed radiative lifetime as

a function of temperature when only lattice fluctuations are
included (dashed lines). This is achieved by simulating a
number of potential nuclear configurations and calculating the
radiative lifetime for the ground excitonic state for each nuclear
configuration. We then average these values to compute the
radiative lifetime as a function of temperature. The magnitude
of the observed change in lifetime with temperature due to
nuclear fluctuations is comparable to the experimental results,
but it is difficult to determine how the change in lifetime with
temperature caused by nuclear fluctuations depends on the core
and shell dimensions of the QDs. The role of the shell
thickness is more evident for the 3 nm diameter core, where
there is a clear difference in the room-temperature radiative
lifetimes due solely to nuclear fluctuations of the 9 and 12 nm
total diameter particles (Figure 4c); this matches well with the
observed experimental data (Figure 4a). For the 5 nm core size,
the difference in the calculated room-temperature radiative
lifetimes for the two total diameters is within the statistical
error of the calculations (Figure 4d). The reduced impact of
shell thickness for the 5 nm cores suggests that the larger core
reduces the impact of fluctuations, likely because there is much
less electron density near the core/shell interface. We note that
because of the small number of configurations used to average
the results (between 10 and 20), the results are noisy and show
a nonmonotonic behavior in the dependence of the radiative
lifetime with temperature. The latter can result from a “locking”
effect, where certain configurations lead to hole trap states near
the surface that also lock the electron on the surface due to
strong electron-hole interactions. We expect that the inclusion
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of a greater number of nuclear configurations would reduce this
feature.
The effect of both lattice fluctuations and thermal population

of excited states is shown by the solid lines in Figure 4c,d, and
most accurately corresponds to the observed experimental data.
We compute this by additionally averaging over thermally
accessible excitonic states for each nuclear configuration. By
including both the effects of thermal population of excited
states and thermal fluctuations of the lattice, we recover the
observed difference in the temperature dependence for different
shell sizes for the large core particles. With the incorporation of
both the effects of thermal excitations and nuclear fluctuations,
the nonmonotonic behavior discussed above is not as
prominent, and more closely matches the experimental data.
This suggests that although some local, transient trapping of the
exciton could occur, these events are averaged out. The
calculated results and the experimental results show the greatest
deviations at temperatures near room temperature; this is the
most evident for the comparison for the large core samples.
This is partially a result of the lower PLQY of the experimental
4.9 nm core diameter samples, which results in a shorter
lifetime due to nonradiative quenching. Small differences
between computational and experimental results are unsurpris-
ing; the experiment averages over a large number of potential
lattice configurations, whereas we sample only one QD
structure and simply allow the nuclear positions to fluctuate
computationally. There are other sources of error for this
overestimation of the radiative lifetime; particularly at high
temperatures, the discrepancy could be due to differences
between the interfacial structure for the synthesized and
modeled particles. For example, some alloying at the CdSe/
CdS interface occurs during shell growth. Similarly, the facets
presented by the core particles are variable and not well-
defined, introducing a source of error in the comparison of the
experiment and the calculations.
To gain a better understanding of the impact of lattice

fluctuations on the radiative lifetimes, we plot in Figure 5 the

probability densities for the hole and the electron at 0 K and for
two sample configurations at 250 K, for the 5 nm core and 12
nm total diameter QD. Sample fluctuations for the other QD
sizes are included in the Supporting Information and show
similar features. Radial probability densities are shown in Figure
5 for both the electron (Figure 5a) and hole (Figure 5b). There
are small but noticeable differences between the 0 K
configuration and the two sample fluctuations for both electron
and hole densities. We see delocalization of the electron into
the shell in one sample fluctuation (magenta line) but less so in
the other sample (green line) for which the radial electron
density is nearly identical to the 0 K result. On the other hand,
the hole localizes toward the interface between the core and
shell in both sample fluctuations. Additional support for this is
depicted in Figure 5c,d, where the angular distribution (over
the azimuthal angle) averaged over a thin shell around the
interface is shown. For the 0 K configuration, we see a
negligible degree of angular asymmetry for the electron (Figure
5c) and hole (Figure 5d). However, the sample fluctuations
show significant angular localization of the hole in both cases.
The electron evidences a smaller increase in angular asymmetry
due to the sample fluctuations as well and is correlated with the
behavior of the hole.
When we visualize the electron and hole probability density

maps, as shown in Figure 5e−g, we see that for the 0 K
configuration (Figure 5e), both electron and hole probability
densities are symmetric and primarily localized in the core. As
we allow the nuclear positions to fluctuate (Figure 5f−g), both
electron and hole probability densities exhibit increased
asymmetry, and in the two fluctuations pictured result in
localization of the hole near the core/shell interface, supporting
the conclusions drawn from Figure 5a−d. In addition, it is
evident that the electron−hole interaction is significant, as both
electron and hole tend to move together with the electron
more able in certain cases to delocalize into the shell. These
results clearly suggest that the overlap between the electron and
the hole is reduced when nuclear fluctuations are included

Figure 5. Radial probability density for the electron (a) and hole (b) for the 5 nm core diameter, 12 nm total diameter particle, shown for the 0 K
configuration and two sample fluctuations computed at 250 K. The azimuthal probability density computed over a shell of thickness 0.8 nm at the
core/shell interface for the same particle and fluctuations is shown for the electron (c) and hole (d). (e−g) The probability densities for electron
(left, red) and hole (right, blue) for the same three sampled configurations. The yellow region corresponds to the CdSe core.
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because the degree of localization induced by lattice
fluctuations is different for the electron and the hole.
The results presented highlight the importance of thermal

fluctuations in determining excited state rates in QDs. In bulk
materials, fluctuations in lattice positions have been shown to
change the sub-band gap absorption;18,19 in QDs, due to the
strong electron−hole interaction these same fluctuations can
change the radiative rate by a factor of 3 between 78 and 300 K.
We demonstrate that inclusion of fluctuations at the atomic
level is necessary in order to describe the temperature
dependence of the radiative lifetime for QDs. Previous work
has attempted to elucidate the source of the temperature
dependence of the radiative lifetimes in nanostructured
QDs23,34 and quantum wells,41,42 but it is difficult to
demonstrate without a detailed theoretical model, which we
have presented. We note that a small change in band offset, as
postulated previously,34,35 could contribute partially to the
observed effect, but as shown by the probability densities of
Figure 5e−g, hole motion is also relevant as is thermal
population of excited states, neither of which were captured
previously. We show that the presence of these nuclear
fluctuations results in an electron−hole overlap that is highly
dependent on both the core and shell dimensions. This
indicates that temperature could have a significant effect on
other rates for which the electron wave function is important,
including charge transfer rates or Auger recombination. The
magnitude of the impact of temperature on excited state rates is
likely highly dependent on core and shell materials. Additional
features that would likely tune the magnitude of the observed
effects involve the degree of alloying and precise structure of
the interface and provide opportunity for further investigations.
Experimental Methods. QDs were synthesized according

to previous procedures.1,13 Further information can be found in
the Supporting Information. Room-temperature optical char-
acterization was performed in hexanes, and PLQY was
determined using a Rhodamine 6G reference or an integrating
sphere technique.43 Temperature-dependent photolumines-
cence measurements were taken using a time-correlated single
photon counting apparatus consisting of a Picoquant Fluotime
300 spectrometer, a PMA 175 detector, and a LDH-P-C-405
diode laser with a 407 nm excitation wavelength (50 ps pulse
width) and repetition rates varying between 500 kHz and 10
MHz. We note that the average number of excitons per pulse is
≪1, so we do not consider multiexciton events. The
temperature was tuned controllably via a Lakeshore 330
temperature control. Samples were typically prepared by
dissolving a small amount of QDs in 2,2,4,4,6,8,8-heptame-
thylnonane or 3-methylpentane, optical glass forming solvents,
and were loaded into a sample cell consisting of two sapphire
windows and an inert spacer; then they were placed on a
sample holder within a Janis ST-100 continuous flow optical
cryostat.
Computational Methods. We constructed faceted core/

shell CdSe/CdS nanocrystals with a spherical CdSe core placed
at the center. The configurations used for the electronic
structure calculations were equilibrated with molecular
dynamics runs of 100 ps and temperatures varying between
150 to 300 K. For these runs, interactions between atoms were
described by modification of the covalent Tersoff-type potential
developed by Benkabou et al.44 (See Supporting Information
for a detailed description of simulation methods.)
The electronic structure calculations of the core/shell QDs

were performed within the local version of the semiempirical

pseudopotential model45−47 where the local screened pseudo-
potentials were fitted to reproduce the experimental bulk band
structure, band gaps, effective masses, and so forth.33,48 The
filter-diagonalization technique49 was then employed to
generate nearly 40 single particle filtered states near the
conduction and valence band edges. These states were then
used to solve the Bethe−Salpeter equation within the static
screening approximation. In our calculation, we used 10 hole
states and 20 electron states and verified that including more
states does not affect the properties calculated.
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