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Abstract

When a population exhibits collective cognitive alignment, such that group members tend to
perceive, remember, and reproduce information in similar ways, the features of socially transmitted
variants (i.e., artifacts, behaviors) may converge over time towards culture-specific equilibria points,
often called cultural attractors. Because cognition may be plastic, shaped through experience with
the cultural products of others, collective cognitive alignment and stable cultural attractors cannot
always be taken for granted, but little is known about how these patterns first emerge and stabilize in
initially uncoordinated populations. We propose that stable cultural attractors can emerge from general
principles of human categorization and communication. We present a model of cultural attractor
dynamics, which extends a model of unsupervised category learning in individuals to a multiagent
setting wherein learners provide the training input to each other. Agents in our populations sponta-
neously align their cognitive category structures, producing emergent cultural attractor points. We
highlight three interesting behaviors exhibited by our model: (1) noise enhances the stability of cultural
category structures; (2) short ‘critical’ periods of learning early in life enhance stability; and (3) larger
populations produce more stable but less complex attractor landscapes, and cliquish network structure
can mitigate the latter effect. These results may shed light on how collective cognitive alignment is
achieved in the absence of shared, innate cognitive attractors, which we suggest is important to the
capacity for cumulative cultural evolution.

Keywords: Agent-based modeling; Cultural evolution; Cultural attraction; Categorization; Symbolic
cognition
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1. Introduction

All human groups possess group-specific behavioral repertoires involving cultural
variants—things such as tools, linguistic behavior, social norms, religious beliefs, and artistic
styles. As cultural variants are observed and copied, they are liable to change over time as a
result of noise, errors, and biases in both transmission and interpretation. However, even in
the absence of strong selection for specific outcomes, cultural variants may nevertheless con-
verge over successive transmission events towards culture-specific ‘attractor’ points (Sperber,
1996). This effect can be attributed, at least in part, to the fact that individuals within a cul-
tural group often share similar cognitive biases, such that they tend to perceive, remember, and
reproduce information in consistent ways (Heyes, 2018). Without this “cognitive alignment,”
cultural transmission would be far less reliable, and the potential for cumulative cultural evo-
lution would be limited.

But how does cognitive alignment first emerge in initially uncoordinated, dynamic popu-
lations? Current models of cultural evolution usually take cognitive alignment as given. This
is implicitly the case in most models based on the mathematics of population genetics or
epidemiology, which assume high-fidelity transmission (Acerbi, Mesoudi, & Smolla, 2020;
Boyd & Richerson, 1988; Cavalli-Sforza & Feldman, 1981; Mesoudi, 2021), and explicitly
the case in most models of cultural attraction, in which any factors of attraction are assumed to
be both stable and universally shared throughout the population (Acerbi, Charbonneau, Miton,
& Scott-Phillips, 2019; Claidière and Sperber, 2007; Mesoudi, 2021; Rafał, 2018). There are,
to our knowledge, no models that demonstrate how attractors arise. This is an important gap
in theory in light of the many cases where culture depends on cognitive biases that are them-
selves socially acquired (Heyes, 2018; Karmiloff-Smith, 1994), and therefore not guaranteed.
Within shifting populations of cognitively plastic individuals, cognitive alignment may need
to be actively and continuously maintained in order for cultural knowledge to be successfully
preserved across generations.

In this paper, we develop an agent-based model of the emergence and maintenance of
collective cognitive alignment in dynamic populations. Our model adapts an existing model of
unsupervised learning of phoneme categories in individual learners (Toscano and McMurray,
2010) to a multiagent, sociocultural setting wherein individual language learners provide the
training input to each other. Agents attempt to use their limited cognitive resources to capture
the distribution of sensory signals they observe from neighbors, then use their idiosyncratic
perceptual representations to generate new signals. Beginning from a state in which all agents
possess a set of randomly distributed categories of uniform probability, under some conditions
populations self-organize into signal clusters, which constitute an identifiable set of cultural
attractors. These cultural attractors may be thought of as akin to protolinguistic units, such
as a set of phonemes, but also may be taken to represent any culturally shared repertoire of
categories or behaviors. We explore the role of various innate cognitive constraints, levels
of transmission error, learning periods, lifespans, population sizes, and network structures to
understand when the population-level structure may emerge, what properties it is likely to
have, and how stable it is.
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Our explorations with this model suggest that achieving and maintaining cognitive align-
ment may depend upon a finely tuned balance of factors at the levels of cognition, develop-
ment, and demographic structure. We highlight three interesting and potentially counterintu-
itive behaviors exhibited by our model that are not accounted for in other models of cultural
evolution: First, we find that some noise is beneficial to stabilizing cognitive alignment. Sec-
ond, we find that long learning times may destabilize and limit the complexity of cultural
repertoires, while critical or sensitive periods of learning enhance stability. Third, we find
that larger populations develop less complex, but more stable patterns of alignment and that
this effect can be moderated by the network structure. These results suggest that additional
complexity may be needed in models of cultural evolution to adequately understand how
human-level culture can get off the ground and develop. We conclude by highlighting several
ways that our model may be extended to complement existing models of cultural evolution
and gene-culture co-evolution.

1.1. Why we need more models of cultural attraction

In research on cultural evolution, there has been a historical and theoretical divide between
approaches that emphasize information preservation and those that emphasize information
transformation (Buskell, 2017). The preservative approach can be identified with Darwinian
selectionist theories of culture, which tend to focus on the fitness consequences of cul-
tural phenotypes and treat transmission as analogous to biological inheritance with noise
(Boyd & Richerson, 1988; Cavalli-Sforza & Feldman, 1973, 1981; Dawkins, 1976; Smaldino,
2014). This often reflects a modeling simplification rather than a deep assumption about the
intrinsic nature of cultural transmission, as simplifying assumptions are needed to advance
theory (Healy, 2017; Smaldino, 2017). However, some researchers have argued that high-
fidelity copying is more than just a simplifying assumption but in fact one of the keys to
cumulative cultural evolution (H. M. Lewis & Laland, 2012), bolstering this claim with
evidence from cross-species studies showing that humans are exceptional- or even over-
imitators, often copying observed actions even when they are causally irrelevant to an out-
come (Horner & Whiten, 2005; Hoehl et al., 2019). In sum, the idea of high-fidelity copying
has played a substantial role in explanations of the human capacity for cumulative cultural
evolution.

The transformative approach, in contrast, can be identified with cultural attractor theory
(CAT), which emphasizes the fact that individuals have potentially idiosyncratic cognitive
biases in how they process and reconstruct cultural variants, such that cultural transmis-
sion may not conform to the predictions of a gene-like inheritance system (Claidière, Scott-
Phillips, & Sperber, 2014; Sperber, 1996; Scott-Phillips, Blancke, & Heintz, 2018). The distri-
bution of cognitive biases in a population can be thought of as comprising a “cultural attrac-
tor landscape,” whereby some transformations of variants are more likely than others. An
early example of this phenomenon is Bartlett’s classic ‘War of the Ghosts’ study (Bartlett &
Bartlett, 1932) , in which English participants read a Native American (Chinook) folktale and
then, after various time delays, attempted to recall the content. Bartlett found that those story
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elements that were inconsistent with the ‘cultural schema’ of the participants (i.e., the narra-
tive patterns with which they were familiar) tended to be forgotten or transformed into more
familiar forms, especially as the time delay increased. When culture-specific cognitive biases
of this kind are applied iteratively in social transmission, variants may converge towards
group-specific equilibria points in the space of possible features, known as cultural attrac-
tors. This phenomenon has been demonstrated with transmission chain studies using images
(Bartlett & Bartlett, 1932), event descriptions (Mesoudi & Whiten, 2004), music (Ravig-
nani, Delgado, & Kirby, 2016), grammars (Kirby, Cornish, & Smith, 2008), tools (Thompson
& Griffiths, 2021), and function concepts (Kalish, Griffiths, & Lewandowsky, 2007); for a
review see Miton and Charbonneau (2018).

It is increasingly recognized that there is room, and indeed need, for both approaches
(Buskell, 2017; Mesoudi, 2021). Yet, in spite of this nominal consilience, little traction has
been gained towards developing a theory that integrates both preservative and transformative
factors in cultural evolution. For example, a 2015 review by Acerbi and Mesoudi reported
only one known empirical study designed to address both selection and attraction effects
simultaneously. This represents a crucial missing link in the literature, given that these two
approaches do not deal with neatly separable scales of analysis (Wimsatt, 1972).

A major barrier towards the fruitful interaction between these two perspectives is a dearth
of formal models of cultural attraction. Cultural attractors are said to be statistical abstrac-
tions, and therefore to be the primary phenomenon in need of explanation (Scott-Phillips
et al., 2018), yet there are no mechanistic models of how cultural attractors form, stabilize,
or change over time. The few computational models of cultural attraction that exist instead
make the assumption of pre-existing, stable cultural attractor points (Acerbi et al., 2019;
Acerbi, Charbonneau, Miton, & Scott-Phillips, 2021; Claidière and Sperber, 2007; Mesoudi,
2021; Rafał, 2018). The cognitive or ecological forces that determine attractor points are
assumed to be shared across members of a population from the outset and stable across
generations of individuals. While these models have been useful in showing how the pres-
ence of cultural attractors can influence the distribution of cultural variants over time, they
are agnostic with respect to how cultural attractors initially form or potentially change over
time.

In this paper, we model cultural attractors as arising from the collective alignment of cog-
nitive landscapes within a population (see Fig. 1 and Table 1). A cognitive landscape refers to
a particular way of parsing the sensory world, storing information, and generating behaviors,
which determines the transformation one individual will apply when reproducing a cultural
variant from a model. When many individuals within a population develop aligned cognitive
landscapes, social transmission becomes more reliable because many different individuals
apply convergent transformations to information upon reproduction, allowing cultural vari-
ants to cluster into distinct types. In some cases, the alignment of cognitive landscapes in a
population may be the result of highly canalized developmental trajectories driven by genetic
evolution. However, many important aspects of human culture rely on cognitive biases that
are themselves socially transmitted. As such, our goal in this paper is to offer an account of



J. B. Falandays, P. E. Smaldino / Cognitive Science 46 (2022) 5 of 34

(a) (b)

Fig. 1. A simplified illustration of the feedback loop between cognitive and cultural attractor landscapes. An attrac-
tor landscape, generally speaking, is a function describing the rate and direction of change of some variable(s),
which can be visualized as a hypersurface. Valleys in an attractor landscape correspond to attractors—local equi-
libria towards which outputs converge over time—with the strength of attraction represented by the steepness of
the valley. Here the x- and y-axes may represent any two dimensions of variability in a cultural variant (e.g., length
and width of an arrow head; speech cues such as voice-onset-time and fundamental frequency). A cognitive attrac-
tor landscape (lower panels) gives the expected transformation that one individual will apply when attempting to
reproduce a cultural variant from an observation. In the lower panels, we show the cognitive landscapes of two
individuals, each containing two cognitive attractors of differing location and strength. Multiple cognitive land-
scapes can be averaged to produce a cultural attractor landscape (upper panels) that gives the expected change in
a distribution of cultural variants over the course of multiple transmissions within a population. Panel A shows a
situation in which two individuals have disaligned cognitive landscapes, resulting in a rugged cultural landscape
with four weak cultural attractors. Panel B shows the same two individuals at a later time, with agent Y having
more closely aligned their cognitive landscape to individual X, resulting in a smoother cultural landscape with two
strong cultural attractors.

the emergence of cultural attractors specifically in cases for which there are not yet shared,
innate cognitive attractors.

In order to advance this argument, we first present evidence that cultural attractor theory
supports a Darwinian view of cultural evolution. Next, we consider several possible mecha-
nisms of attraction, including evolved cognitive biases and shared ecological constraints, but
emphasize the importance of collective cognitive alignment through enculturation. Then, we
describe how culturally shared cognitive biases could emerge in a cognitively dynamic pop-
ulation. Finally, we support our theory with an agent-based model that can account for the
emergence of cultural attractors through the lower level interactions among cognitive agents,
without appealing to selectionist principles.
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Table 1
Key concepts

Key Concept Definition

Cultural variants Behaviors or artifacts generated by individuals in a cultural population.
Cognitive landscape A cognitive function giving the probability of different outputs (e.g., neural states,

behaviors, cultural variants produced) for an individual, given some range of
inputs. Represents the cumulative effects of sensation, perception, memory,
attention, motor control, and any other cognitive processes that shape how an
individual responds to stimuli and generates new behaviors.

Cognitive attractors Local minima in a cognitive landscape, corresponding to outputs that are more
likely for an individual in general, or more likely in response to some particular
input.

Cultural landscape A function describing the probability of observing different cultural variants at a
population level. Represents the aggregate result of a population of cognitive
landscapes, plus patterns of social interaction and any ecological factors that
influence the observation and reproduction of cultural variants.

Cultural attractors Local minima in a cultural landscape, corresponding to high-probability variants
for a population in general, or semistable equilibria towards which
transformations converge given an initial distribution of variants.

Culture-cognition
feedback loop

The co-evolution of a cultural landscape with a population of cognitive landscapes.
As each generation of individuals learns from exposure to a distribution of
cultural variants, this may result in a change to the set of cognitive landscapes, in
turn producing a new distribution of cultural variants in the next generation, and
so on.

Collective cognitive
alignment

The convergence of cognitive landscapes within a cultural group in the absence of
innately shared cognitive attractors, such that group members tend to perceive,
remember, and reconstruct information in convergent ways.

1.1.1. The role of cultural attractors in Darwinian cultural evolution and information
transfer

Cultural attraction theory is often framed as a critique or qualification of Darwinian selec-
tionist models of cultural evolution, in which cultural variants are often modeled as discrete
units that are more or less faithfully transmitted (similar to “memes” as described by Dawkins,
1976). But even as CAT challenges the assumption of high-fidelity copying, it simultane-
ously describes the conditions under which this assumption may be justified: when vari-
ants have converged to a cultural attractor point, such that subsequent transmission events
no longer incur systematic deviations from a model. Prominent researchers associated with
both Darwinian and CAT research camps have pointed to this complementarity between their
approaches. Henrich, Boyd, and Richerson (2008) explain that Darwinian models of cultural
selection are useful precisely because of the existence of cultural attractors (see also Henrich
and Boyd (2002)): in their model, so long as there is more than one attractor present in space
of cultural variation, transmission errors will be corrected to some extent and cultural pheno-
types will cluster such that they can effectively be approximated as discrete traits. This stance
puts Henrich et al. (2008) in agreement with Claidiére, Scott-Phillips, and Sperber (2014),
who argued that perfect replication is a special case of attraction: when cultural variants sit
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at local minima of a stable cultural attractor landscape, there will be no bias in the transfor-
mation of the variant over repeated transmissions, allowing pure selection to dominate (see
also Claidière and Sperber (2007)). In this way, the existence of cultural attractors lays the
foundation for cumulative culture.

Another way to understand the important role of cultural attractors in Darwinian cultural
evolution relates to the capacity for information transfer. Consider that all information trans-
fer presupposes a particular reference frame for distinguishing signal from noise in a contin-
uous physical channel (Fields & Levin, 2020; Von Uexküll, 1934). All information transfer
is “transformative” to an extent, in that any sender must apply some function for encoding
messages into physical signals, and any receiver must apply some function for decoding mes-
sages from signals, with both processes inevitably subject to noise, however small. However,
information can be preserved when senders and receivers share a reference frame, such that
the transformations applied in encoding/decoding are convergent. For example, binary digi-
tal signals may be represented as voltages near 0 for off, and near 5 for on, perhaps using a
simple threshold function (i.e., values below 2.5 V are treated as off, and values above 2.5 V
are treated as on). Given noise, a sender may produce a voltage of +1 V or −1 V on different
instances when trying to communicate an off message, but in both cases the signal will be
compressed into an off message by a receiver (with the same reference frame) before passing
the message along again, which prevents the accumulation of noise. However, if senders and
receivers do not define the same set of signals over the communication channel and/or encode
messages into signals using different functions, information will inevitably be destroyed in
each instance of transmission. In this light, we may think of cultural attractors as reflecting a
shared reference frame that allows cultural information to be preserved and potentially built
upon over time.

Imagine a first individual who invents a dance, focusing primarily on their fancy footwork.
An observer with a very different cognitive landscape may, frustratingly, fail to appreciate the
first dancer’s footwork at all, but instead attend to their arm movements, and therefore end
up “recreating” a very different dance. A third individual may attend mainly to the second
dancer’s head movements, and so on. It is not that these individuals are copying inaccurately
per se, but instead that they do not even agree on what it is they are supposed to copy. If
we posit some cognitive function that transforms sensory signals into new behaviors—a
cognitive landscape—these individuals have different, but equally valid, functions. In such a
situation, there may be social learning occurring in some sense (or at least social influence),
but variants would not be expected to cluster in any identifiable way, and indeed it would be
hard even to say there exists any cultural variant to evolve (a point made also by Claidière and
Sperber, 2007). Conversely, when individuals within a group have highly aligned cognitive
landscapes, productions of a cultural variant can differ substantially in “surface” character-
istics while nonetheless retaining the same culturally relevant core. Consider a participant
in a Western population who is asked to draw a smiley face using a red pen on a notepad, a
second to copy this image using spray paint on a wall, and a third to copy the second using
Lego blocks. In this case, they will all likely recognize each product as instance of the same
culturally shared category, despite variation in the medium. In most respects—except just
those few culturally relevant ones—these could be seen as “low-fidelity” copies. However,
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the cultural core of these productions is not in the productions themselves, but instead is
an abstract mental category shared across the individuals. When cognitive landscapes are
aligned in this way, cultural transmission can occur with sufficient fidelity for selection to act
on cultural variants in a Darwinian fashion.

1.1.2. Mechanisms of convergent transformation: The importance of collective cognitive
alignment through enculturation

From our perspective, the most crucial insight of CAT is the point that social transmission is
“reconstructive,” meaning that cultural variants are not simply copied but actively reproduced
by individuals, influenced in the process by the memories, biases, and proclivities present in
their minds (Claidière et al., 2014; Sperber, 1996; Scott-Phillips et al., 2018). As described by
Sperber (1996), reconstructive transmission may produce convergent transformation patterns
when there is a “convergence of [...] affective and cognitive processes [...] of many people
towards some psychologically attractive type of views in the vast range of possible views.”
We refer to this convergence as “collective cognitive alignment.” In cases where cognitive
alignment depends upon enculturation through experience, it becomes possible that cogni-
tive alignment may fail to be achieved either within or across generations. This motivates
the need for computational models of cultural attraction such as ours that do not make the
assumption of pre-existing attractor points and instead appeal to a culture-cognition feedback
loop.

Collective cognitive alignment through enculturation is not the only possible mechanism
of convergent transformation patterns. Shared ecological factors are likely to produce cul-
tural attractors in some cases, ranging from norms of sharing in harsh, isolated climates
(Gerkey, 2013) to color categories in environments dominated by correlated spectral patterns
(Baronchelli, Gong, Puglisi, & Loreto, 2010). Some cultural attractors may be driven by
exogenous motivational factors, such as an imperial edict that results in widespread adoption
of a particular hairstyle, upon penalty of death (Morin, 2016). And some cultural attractors
may be the result of relatively universal cognitive attractors driven by genetic features
under strong selection, such as an evolved salience bias for direct eye-contact leading to
an increase in viewer-oriented figures over time in a portraiture tradition (Morin, 2013).
However, humans exhibit tremendous cultural variation that cannot be attributed merely
to ecological factors. As evidence of this, we could point to any example of warring,
neighboring tribes that distinguish themselves with different cultural markers, languages,
customs, and beliefs (Smaldino, 2019). Nor can we attribute this variability to genetic
differences between populations, given that there is known to be more genetic variation
within human groups than between (Lewontin, 1972). Therefore, we propose that it is
critical to explain how cultural attractors may form as a result of the culture-cognition
feedback loop in the absence of a strong determination by innate biases or shared ecological
factors.

1.1.3. The problem of collective cognitive alignment
The process of cognitively aligning to a cultural reference frame—that is, of acquiring

a set of categories and cognitive biases specific to members of a cultural community—is
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often discussed as a purely individual-level learning process (Ashby & Maddox, 2005; Kuhl,
2000; Toscano and McMurray, 2010). The cultural background that provides the fodder for
learning is assumed, at least by many cognitive scientists, to be generally stable. Individu-
als may vary but will observe similar training data and ultimately develop similar cognitive
landscapes. But cultural environments, and the shared categories associated with them, can
change over generational or even intragenerational timescales. As such, cognitive alignment
is an ongoing collective coordination problem, in addition to being an individual learning
problem.

There exist several computational models of the emergence of category conventions in
groups (Baronchelli, Gong, Puglisi, & Loreto, 2010; Ke, Minett, Au, & Wang, 2002; Kirby,
2001; Puglisi, Baronchelli, & Loreto, 2008; Reali, Chater, & Christiansen, 2018; Steels &
Belpaeme, 2005; Skyrms, 2010); reviewed in Contreras Kallens, Dale, and Smaldino (2018).
However, these models assume that agents come pre-equipped with a shared set of recog-
nizable and producible cultural variants, such that social transmission has perfect fidelity. In
some cases, shared, fixed sets of signal and meaning categories are explicitly pre-defined,
as in Kirby’s (2001) iterated learning model. Several models have considered the coordina-
tion of linguistic labels for perceptual categories (Baronchelli et al., 2010; Gong, Baronchelli,
Puglisi, & Loreto, 2011; Puglisi et al., 2008; Steels & Belpaeme, 2005), allowing percep-
tual categories to be flexibly adjusted through experience and for new linguistic labels to
be created. However, in these models, the signals (e.g., verbal labels) are still transmitted
with perfect fidelity, implying a globally defined set of signal categories that are available
to everyone—a world of Platonic word forms. Even models that represent the possibility of
transmission errors (Nowak, Krakauer, & Dress, 1999; Nowak & Krakauer, 1999) treat errors
as confusions of one signal category for another, which again presupposes that individuals
share a set of signal categories. While this modeling literature has produced many impor-
tant insights, it does not address cases in which signal categories may be plastic and differ
across individuals.

One attempt that begins to address the culture-cognition feedback loop is a model of phone-
mic evolution by Winter and Wedel (2016). In their model, two agents each possessed a
mental model of the set of phonemes in their language, represented as labeled clusters of
two-dimensional (2D) point exemplars stored in memory. As the two agents communicated
by producing signals to each other under the influence of cognitive biases, each agent catego-
rized and stored new exemplars received from their neighbor while prior exemplars decayed
in memory. In the process, the agents’ labeled clusters of exemplars drifted around the signal
space, corresponding to the co-evolution of individuals’ perceptual distinctions along with a
shared lexicon. While this model is a strong step towards giving due diligence to the issue of
cognitive alignment in cultural evolution, Winter and Wedel’s (2016) agents begin each simu-
lation aligned, and therefore their results can tell us little about how cultural attractors initially
emerge. Furthermore, with just two agents interacting in a highly constrained manner, their
model cannot address how a cultural attractor landscape is generated and maintained within
a dynamic population.

Populations in which cultural attractors emerge often involve non-static sets of individuals.
Old members die or leave, while new members are born or arrive from elsewhere. Consider
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that young learners, by definition, contribute different cognitive biases to the cultural attractor
landscape than seasoned ‘experts,’ such that deaths and departures of the old and an influx of
new learners threaten to alter a cultural attractor landscape in potentially drastic ways. If too
many learners enter the population too fast, or many experts suddenly die, a cultural attractor
landscape can change or even dissipate (unless there are other stabilizing factors, for example,
mechanisms for external information storage). This is a central point of the ‘linguistic niche
hypothesis,’ which holds that languages adapt to their learners, in addition to the reverse
process (Bentz & Winter, 2014; Dale & Lupyan, 2012; M. L. Lewis & Frank, 2016; Win-
ters, Kirby, & Smith, 2015). For example, it has been proposed that as linguistic populations
expand, they may incorporate a greater proportion of adult learners, causing pressures for lan-
guage to change as a result of different cognitive biases between adults and children (Dale &
Lupyan, 2012; Reali et al., 2018). Thus, language (and culture more generally) should not be
thought of as information passively transmitted from one generation to the next, but instead as
a complex adaptive system, wherein variants are products of individual cognitive landscapes,
and individual cognitive landscapes are shaped by experience with other variants (Enfield,
2014; Beckner et al., 2009).

In summary, we argue that understanding how cultural attractors can emerge and stabilize
in the absence of innate cognitive attractors is an important step towards understanding the
capacity for cumulative cultural evolution. Explaining complex processes requires mechanis-
tic formalization (Epstein, 1999; Smaldino, 2017), but any initial formalization is likely to be
incomplete, as models tend to accumulate nuance iteratively. Below, we present a model that
we believe lays the groundwork for understanding the emergence of cultural attractors in the
absence of strong determination from innate biases or shared ecologies. In a population of
interacting, cooperative individuals within a cultural community, it is reasonable to assume
that mutual understanding is often, if not always, the goal of communication. Individuals will
develop categories based on what is communicated to them, and use those categories to com-
municate similar information to others. We have argued that the existence of shared cognitive
biases is a prerequisite for treating cultural transmission as inheritance with noise, and so we
do not appeal to selectionist principles in developing our theory. Instead, we model the inter-
twining of cognitive, communicative, developmental, and demographic dynamics. Because
many mechanisms that allow for these dynamics are themselves evolved (e.g., learning peri-
ods and life cycles, social tendencies, neural structures), a full explanation must eventually
reintroduce selection processes, but these we save for future work.

Our model currently offers only a general mechanism by which collective cognitive align-
ment may emerge through general principles of communication and learning and should
not be taken as mapping precisely onto specific empirical patterns. In other words, ours is
a “how possibly,” rather than a “how actually,” model (Craver, 2006). We see this model
as complementary to the careful historical and anthropological work associated with CAT,
which describes distinct instances of cultural attraction and identifies explanatory forces,
and we suggest that our model may be extended in future work to formalize how specific
perturbations or parameters noted in the CAT literature can influence a cultural attractor
landscape.
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2. Model description

Our model is intended to represent multiple generations in a population of individuals that
interact and observe one another, implicitly shaping each other’s cognition in the process. The
basic requirements for modeling such a system include (1) a population of individuals, (2) a
process whereby agents age and die, and new agents are born, (3) a mechanism for individuals
to interact and observe one another, (4) a representation of the systems that shape individuals’
perception and production of information (i.e., cognitive landscapes), and (5) a mechanism
for updating these representations based on experience (i.e., learning).

We begin with a population of N agents, arranged as nodes in an undirected network where
edges represent opportunities for communicative interactions. Four network structures were
explored, with the default being fully connected (more details below). Each agent has an age,
which is represented in our model as the number of time steps for which it has been ‘alive.’
All agents are initialized with an age of zero.

The model dynamics occurred in discrete time steps (illustrated in Fig. 2), each of which
consisted of two stages: communication and reproduction. In the communication stage, we
iterate through agents in order of their position on the network, giving each a turn to com-
municate a signal to a randomly selected neighbor. Each communicator randomly selects one
neighbor for interaction (the receiver) and produces a signal, which may be distorted by noise.
Receivers then learn something from the observed signal.

A perceptual signal is some pattern of activity across the sensory receptors of an observer.
Patterns of activity across n sensory receptors can be represented as points in an n-dimensional
space. While the number of sensory receptors may be large, we assume that we can obtain a
projection of this space onto two dimensions for plotting, which is commonly done in con-
nectionist models of cognition and neuroimaging work, using mathematical tools such as
principal components analysis. Thus, we represent signals as real-valued points on a 2D S × S
square (we used S = 100). These axes could correspond to any two featural dimensions which
may be extracted by a category learning system, such as the voice-onset-time and fundamen-
tal frequency of a speech token (Toscano and McMurray, 2010) or the length and width of an
arrow (Henrich et al., 2008).

Signal perception and production are both served by a learned representation of category
structures. There are many ways to model category representation and learning. Here, we
utilize an unsupervised, 2D mixture of Gaussians (MOG) model adapted from Toscano &
McMurray (2010), which they found to effectively model the acquisition of phoneme cate-
gories in English. We expect this algorithm could be replaced by many cognitively plausible
models of categorization, including exemplar-based models (e.g., Winter & Wedel, 2016)
or neural network classifiers (e.g., Steels & Belpaeme, 2005), without changing the overall
picture. However, a MOG has useful mathematical properties and can capture complex dis-
tributions with relatively few parameters, so it may be less computationally intensive than
other models.

Each agent i possesses in memory a MOG of size K = 20, where each category k is defined
as a 2D Gaussian distribution with a mean μik , standard deviation σik (both mean and stan-
dard deviation are 2D vectors), a correlation ρik between dimensions (though for simplicity,
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Fig. 2. An illustration of the model dynamics.
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we chose to keep ρ fixed at 0), and an amplitude φik . The mean of each Gaussian represents
the central tendency of the category (similar to prototypes in some theories of categorization),
while the standard deviation represents the variability of the category, with smaller standard
deviations equating to more specific categories. The amplitude φik represents the prior proba-
bility that a random stimulus is a member of that category. At initialization, the mean of each
category for each agent is randomly drawn from a uniform distribution in [[0, 100][0,100]],
with a fixed standard deviation of σinitial = 5. The amplitude of each category is initialized at
1/K so that all categories are initially equally probable.

When acting as communicators, agents generate a signal by sampling a category from their
MOG, with the probability of selecting each category proportional to the estimated prior
probability of observing that category (the amplitude φik; we describe below how this is
estimated through observation). This assumes that agents simply attempt to reproduce the
same frequency distribution that they have learned. This is a reasonable starting assump-
tion for the many cultural domains in which imitation and conformity are useful, such as
language, but other ways of mapping from memory to production should be explored in
future work. We assume that communicators attempt to signal the mean of their selected cat-
egory, but that noise may distort the signal that gets received. We used simple Gaussian noise
added independently to each signal dimension, with a mean of 0 and a standard deviation
of W .

Upon receiving a signal from a communicator, the receiver agent uses Bayesian inference
to categorize the signal and adjust the parameters of their MOG representation in memory.
This process is somewhat complicated and is described in greater detail below (see “Learn-
ing”). Essentially, the receiver first maps the signal as a member of the most likely of its
own stored categories. It then updates the properties of its categories to reflect this new
information.

After each agent has had the opportunity to communicate (not all agents will receive a
signal, and some will receive multiple signals, on a given time step), the reproduction stage
occurs. Each agent has a probability of 1/L of dying at each time step, implying an expected
lifespan of L time steps. Any agent who dies is removed from the simulation and replaced by
a new agent. Newly born agents are initialized in the same way as agents at the beginning of
each simulation.

Each simulation was run for 40,000 time steps. Based on piloting, this length appeared
sufficient for most of our outcome measures to stabilize. The procedures used to analyze the
model are described in detail in the Outcome Measures section. The code to run this model is
available on OSF.1

2.1. Learning

Upon receiving a signal from a neighbor, receiver agents categorize the signal and adjust
their category representations using Bayesian inference. Agents first compute the likelihood
of the signal belonging to each category j in their MOG, according to a Gaussian likelihood
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The likelihood of each category can be thought of as the goodness-of-fit of the signal to

each category in the agent’s repertoire. In neural network terminology, we can think of the
likelihoods as the activation levels of each output node (each category) in response to the
input signal. The marginal likelihood M of the signal is the sum of the likelihoods over all
categories in an agent’s MOG (or we can think of it as the sum activation at the output layer
of a neural network):

Mi(x, y) =
K∑

j=1

Gi j (x, y). (2)

And the posterior probability P of each category is then calculated as the ratio of the likelihood
to the marginal likelihood:

Pi j (x, y) = Gi j (x, y)∑K
j=1 Gi j (x, y)

. (3)

The posterior probability is the proportional goodness-of-fit of the signal to each category
or the activation of each category scaled by the total activation across all categories. The
category with the highest posterior probability (the ‘argmax’) can be thought of as the label
an agent applies to a signal or their ‘interpretation’ of a signal.

The parameters of all categories are then updated using a gradient descent algorithm. This
algorithm acts to maximize the marginal likelihood function M by adjusting parameters along
the derivative of M with respect to each parameter. More simply stated, agents move their
categories around in the 2D signal space and adjust their shapes such that the signal would be
better fit by their MOG, if the agent received the same signal again. Importantly, the magni-
tude of the adjustment on each category is scaled by its posterior probability. This means only
categories that are probable given a signal are moved, while others change little, which pre-
vents all categories from converging to a single point. The learning rules for each parameter
are as follows:
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where η represents the learning rate for each parameter. For added simplicity in visualization
and the signal production process, correlations between the two dimensions of each category
were fixed at 0 and did not update.
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Unlike the means and standard deviations, the amplitude (also equivalent to a Bayesian
prior) parameter φ was updated based on winner-takes-all competition, such that only the
category with the highest posterior probability increased in amplitude. Intuitively, this means
that agents treat each signal as having actually come from only one category, such that each
observation should only increase the estimated base rate of one category. The amplitude of
the winning category is updated according to the following learning rule:

�φi j = ηφPi j (x, y). (6)

After updating the amplitude of the winning category, the amplitudes across all categories
were normalized. This winner-takes-all competition increases the amplitude of frequently
heard categories while suppressing unused categories. McMurray, Aslin, and Toscano (2009)
showed that this type of competition is crucial for unsupervised learning when the number
of categories is unknown; in the absence of winner-takes-all competition, individual learners
were unable to detect the correct number of phonetic categories within their training data. As
a whole, these learning rules allow agents to begin with a relatively large number of equally
probable categories (e.g., 20), and over time to pare their category representation down into
the simplest structure that effectively captures the distribution of signals they observe.

We also explored the effects of a ‘critical period’ in learning. The critical period refers
to a period early in life during which the brain is highly plastic and learning is facilitated.
The existence of such a period is well established in the literature on language development
and may be an important factor in cumulative culture. This was implemented by turning off
learning for an agent after they reached an age C in time steps.

It should be noted that, while our agents use Bayesian inference to categorize signals, we
take this to be an algorithmic-level description of cognitive operations, in line with arguments
presented by McClelland et al. (2010). The mechanism(s) underlying these inferences could
be implemented by a distributed neural network or other system, and hence we need not take
a stance with respect to the cognitive reality of Bayesian inference here.

2.2. Network structure

We explored four different network structures, illustrated in Fig. 3, to examine the ways that
connectivity patterns can influence cultural attractor dynamics. All networks were undirected,
meaning that links were bidirectional, and network structure was held constant throughout
each run. In our baseline model, agents were arranged in a fully connected network. This
results in the largest possible mean degree of N − 1 (here, 49), and the largest possible cluster-
ing coefficient—the average proportion of agent i’s neighbors who are also connected to each
other—of 1. This fully connected network also has the smallest possible an average shortest
path-length—the average of the minimum edges traversed to connect any two nodes—of 1.

We next considered a connected caveman graph (Watts, 1999), in which agents were first
arranged into five fully connected ‘cliques’ of 10 agents each (meaning each agent has nine
neighbors). In each clique, one edge is randomly rewired to a neighboring clique, such that
the cliques are ultimately connected in a loop. This network has a near-maximal clustering
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Fig. 3. Four network structures explored in our model: (a) a fully connected network; (b) a connected caveman
network; (c) a small-world network; (d) a realistic social network.

coefficient of .936. The average shortest path length, however, becomes much longer than the
fully connected network, reaching 3.37.

The third network explored was a small-world network (Watts, 1999), which is formed
by connecting each agent to their nearest N neighbors, then randomly rewiring connec-
tions with probability P. We used a network where each agent had 10 neighbors and the
rewiring probability was set to .1. This resulted in networks with, on the average of 1000
samples, a clustering coefficient of .51 and average shortest-path length of 2.18. All agents
had 10 neighbors.

Finally, following methods used by Reali et al. (2018), we explored a ‘realistic’ social
network. These networks had a connectivity pattern inspired by empirical patterns seen in
modern populations, which have indicated that average nodal degree (i.e., average number of
neighbors individuals have) scales with population size such that the clustering coefficient is
invariant at a value of ∼ .25 (Schläpfer et al., 2014). We constructed 20 such networks, which
were sampled from randomly across the 100 runs of the model. These networks had a mean
clustering coefficient of .261 and a mean average shortest path-length of 1.7. Agents had an
average of 15 neighbors.

2.3. Outcome measures

We analyzed the emergent cultural attractor landscapes along three dimensions: (1) cul-
tural complexity, which we operationalize simply as the number of categories detected at the
population level; (2) cultural stability, or the rate of change of the category distribution in sig-
nal space; and (3) cognitive alignment, meaning the similarity of cognitive landscapes across
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individuals. These measures were chosen because of their applicability to a wide array of
phenomena in cultural evolution research. First, cultural complexity may relate to the combi-
natorial possibilities of a cultural repertoire, and measures of complexity are often appealed
to in discussions of cumulative cultural evolution. Second, stability may be important for the
accumulation of new cultural variants that depend upon existing ones, or for the possibil-
ity of intergenerational transfer of information (e.g., if a language changes drastically every
generation, communication between individuals of different generations may be disrupted).
Third, cognitive alignment may be related to the degree of specialization versus generaliza-
tion of knowledge in a community, and different domains may benefit from different degrees
of alignment (e.g., language is most useful when it is widely shared, while engineering feats
may benefit from the joint efforts of individuals with different knowledge).

To obtain our measures, the model was observed every 1,000 time steps by generating
500 signals from each agent (using the same method as for communication). Additionally,
the state of all agents’ MOGs was recorded at the end of each run, in order to characterize
cognitive patterns at the agent level. One hundred runs were conducted for each parameter
setting. To characterize the emergent cultural attractor landscape at the population level, at
each time slice of the data we applied the k-means algorithm. To determine the optimal value
for k, the partition was calculated at each evaluated time point using values of k ranging from
1 to 50. We then used the gap statistic (Tibshirani, Walther, & Hastie, 2001) to select the
optimal value of k at each timepoint. The optimal value of k was used as an estimate of the
complexity of the cultural attractor landscapes.

Next, to examine the stability of the cultural attractor landscape, we adopted a dissimilarity
metric for probability distributions known as the earth mover’s distance (EMD). The EMD
can be understood by imagining different probability distributions as different ways of piling
up an amount of dirt (or ‘earth’). The dissimilarity between two distributions can be thought
of as the minimal cost of moving one pile of dirt—a reference distribution—such that it is
transformed into a differently shaped pile of dirt—a target distribution. In this way, the EMD
is a type of optimal transport algorithm. While there are many popular similarity metrics to
choose from, such as the Kullback–Leibler (KL) divergence or Jensen–Shannon (JS) diver-
gence, we selected the EMD because it is symmetrical (unlike KL) and can handle events
with a probability of 0 (unlike JS). Furthermore, the EMD accounts for the metric space in
computing distances. For example, two distributions of the same shape but located in differ-
ent regions of the signal space will be treated as different under the EMD but would have
a distance of 0 under KL divergence, because the latter does not account for the location of
the observations.

Because our signal space is continuous, to compute the EMD we first constructed a discrete
probability distribution based on the full set of signal samples at each time point. The signal
space was divided into a grid of 20 × 20 evenly spaced points (each square being 5 × 5) and
the number of observations in each square was counted, creating a 2D histogram which was
then normalized to sum to 1. We then computed the EMD between the population distribution
at each timepoint t to the same population at time t − 1 (therefore, there is no measure taken
at time 0). This provides a measure of the change in the population distribution over the time
between each evaluated timepoint (the model was evaluated every 1,000 timesteps).
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Finally, to examine the cognitive alignment across agents, we computed the average EMD
of the distribution of signals generated by an individual agent to the distribution generated
by the rest of the population. Since this is a dissimilarity metric, we will henceforth refer to
this measure as cognitive disalignment. At each evaluated timepoint, a 2D histogram was con-
structed from the signal samples from each individual agent i in a population of size N and was
compared to another histogram constructed from the signal samples corresponding to every
agent besides the focal agent (similar to the ‘jackknife’ resampling technique). Finally, we
took the average of these values across agents, which provides a measure of the relative cog-
nitive alignment versus idiosyncrasy or generalization versus specialization, in a population.

3. Simulation experiments

In this section, we first present a qualitative analysis of the model dynamics. We then con-
sider three case studies illustrating applications of the model to several areas of inquiry within
cultural evolution. First, we consider the effect of transmission noise, which we find has the
effect of stabilizing cultural attractor landscapes. Then, we consider the effect of longer lifes-
pans and critical periods in learning and find that shorter learning times may generate more
complex and more stable cultural attractor landscapes. Finally, we consider the effect of popu-
lation size and network structure. We find that large populations stabilize and simplify cultural
attractor landscapes, while highly cliquish network structures can allow the maintenance of
many distinct cultural categories.

3.1. Baseline model: Qualitative analysis and visualization

In order to get an intuitive sense of the dynamics of our model and how the emergent pat-
terns act as cultural attractors, we will first visually analyze the behavior of the model over
time on a single representative run (see Tables 2 and 3 for parameters). Figure 4 shows the
state of all categories across all agents at nine different time points during a single represen-
tative run.

The model begins with all agents possessing a set of equal-amplitude categories, uniformly
distributed throughout the signal space. Over the first 5,000 time steps, we can see cultural
attractors beginning to emerge, as nearby categories are pulled closer and competition at the
cognitive-level results in some categories getting suppressed, while others increase in ampli-
tude (and, therefore, the probability that they will be produced in the future). By 10,000
generations, a clearly distinguishable set of tight clusters have emerged, though there remain
some looser clouds of low-amplitude categories, likely driven by new learners entering the
population (see Fig. 8). At this point, the model appears to have reached a dynamical equi-
librium, where the qualitative pattern remains the same, but clusters continue to drift around
stochastically. Some categories move too near to each other and “merge,” while new clusters
may occasionally arise in empty regions and others occasionally fade away. Note that cate-
gories at the level of agents do not merge. Instead, if two categories become too close to each
other, they will compete within an agent’s MOG, which can result in one category increas-
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Fig. 4. The states of all categories across all agents in a population at nine time points of one run. Different colors
correspond to different agents (here N = 50 agents). Each agent has multiple categories (here K = 20 categories)
in their MOG, which are individual points (20 × 50 = 1,000 points total). The size of points is proportional to
the SD of the category, and the transparency (alpha value) of the points is proportional to the amplitude of the
category, such that low-frequency categories become more transparent. The appearance of fewer points in later
time steps is the result of both of the alignment of categories across agents, such that points overlap, as well as
the fact that most categories in each agent’s MOG become suppressed, rendering them transparent in the plot.
It should be noted that, because both overlap and amplitude impact the transparency of points, their respective
contributions cannot be visually distinguished (i.e., the same visual result can be achieved by fewer overlapping
points of greater amplitude or more overlapping points of lesser amplitude).
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Table 2
Variable model parameters. The values used in the baseline model are presented in bold font

Parameter Values Explored Description

W 0, 3, 10 S.D. of Gaussian noise. In transmission of a
signal, Gaussian noise is added with
mean 0 and S.D. = W.

L 5,000, 10,000, 15,000 Expected lifespan. On each iteration, each
agent has a probability of 1/L of ‘dying’
and being replaced by a new agent.

C 2,500, 5,000, 10,000, 20,000, 40,000
(length of simulation)

Length of the ‘critical period.’ After
reaching age C (in time steps), learning is
turned off for an agent.

N 10, 25, 50, 100, 200 Population size.
Network type Fully connected, connected caveman, small

world, realistic social network
Four different network structures were

explored for connecting agents to
neighbors in communication.

Table 3
Fixed model parameters

Parameter Value Description

K 20 Number of categories in each agent’s MOG
σinitial 5 The S.D. of each category in an agent’s MOG upon initialization
ημ 1 Learning rate for category means
ησ 1 Learning rate for category standard deviations
ηφ 0.001 Learning rate for category amplitudes
ηρ 0 Learning rate for correlation between dimensions. For simplicity, this

value was held constant at 0 such that the two dimensions were
uncorrelated.

ing in amplitude while the other diminishes. On the other hand, the categories detected at
the population scale, using the k-means algorithm, do not directly compete, and thus may
be described as merging when the algorithm detects two nearby clusters at one time point
but detects only a single cluster at a subsequent time point that encompasses the former two.
(See the Supporting Information for a video version of Fig. 4.)

This dynamical equilibrium is made clear when visualizing the number of clusters that are
detected at the population level over time. Fig. 5a shows a time series of the raw number of
clusters detected using the k-means algorithm and the gap statistic (with a maximum k of
50), averaged over 100 runs with the baseline parameter settings. This plot shows that our
cluster detection algorithm settles at ∼ 15 clusters by 20,000 time steps. Fig. 5c reveals that
cognitive disalignment also stabilizes within approximately the same time frame. However,
Fig. 5b shows that the distribution of categories throughout the signal space continues to
change at roughly the same rate over the entirety of each run. Given that the number of
categories detected and the average disalignment of agents appear to reach equilibrium by
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Fig. 5. Time series, with each point representing the average over 100 runs of the baseline model of (a). The
complexity of the cultural attractor landscape. (b) The rate of change of the cultural attractor landscape over time.
(c) The cognitive disalignment of agents to the population distribution.

Fig. 6. The effect of variable Gaussian transmission noise with mean = 0 and SD = W on (a). The complexity
of the cultural attractor landscape. (b) The rate of change of the cultural attractor landscape over time. (c) The
cognitive disalignment of agents to the population distribution.

20,000 timesteps, all subsequent analyses used average values over the final 20,000 timesteps
(the second half) of any given run.

We can think of the clusters that form in our model as cultural attractors because these
global patterns are precisely what individuals learn to approximate, and thus the clusters are
attractor points in cognitive development. Of course, as others have already stated, these cul-
tural attractors are simply statistical aggregates; individual agents do not have direct access
to the population-level attractors but only to unique signals. However, because these clus-
ters correspond to the expected distribution of observations for a random agent (in a fully
connected network), these statistical abstractions constitute a real force shaping cognition.

3.2. Some noise is beneficial for stabilizing cultural attractor landscapes

We find that as transmission noise is increased, the cultural attractor landscape becomes
increasingly stable (Fig. 6b) This effect is due to the fact that, as noise increases, agents less
reliably signal the true mean of their categories, which slows the rate of learning and therefore
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the rate of change at the global level. Understandably, increasing noise is also associated with
a decrease in the complexity of the cultural attractor landscapes, because when categories
become more diffuse, fewer of them can be maintained in the same space (Fig. 6a). Some
noise (e.g., W = 5) also helps to facilitate cognitive alignment in the population (Fig. 6c),
because the slower moving targets for learning make it easier for agents to acquire all of
the categories in their population. However, the effect of noise on alignment is non-linear: we
observe a slight increase in disalignment when noise is increased from W = 5 to W = 10. This
suggests that, when W = 5, the complexity of the cultural attractor landscape is sufficiently
low, and the rate of change sufficiently slow, that agents can effectively align to the population
pattern, and therefore further increases in noise will merely reduce the complexity of cultural
attractor landscapes at no additional benefit.

3.2.1. Discussion
Research on cultural evolution often focuses on the issue of transmission fidelity: trans-

mission noise is generally considered to be a limiting factor for the purposes of cumulative
cultural evolution (Nowak, Krakauer, & Dress, 1999), and the success of human populations
in developing complex cultural repertoires is often attributed to the high fidelity with which
we can transmit information, relative to other species (H. M. Lewis & Laland, 2012). At the
same time, many fields outside of cultural evolution have seen a growing recognition of the
crucial role that noise can play in complex dynamical systems. This point is exemplified in
the literature on ‘stochastic resonance,’ which emphasizes that some amount of noise is ben-
eficial for the detection of weak signals in non-linear systems (Gammaitoni, Neri, & Vocca,
2010; McDonnell & Ward, 2011; Wiesenfeld & Moss, 1995). For example, work by Gold-
man (2004) has shown that the possibility of synaptic transmission failures in the brain can
actually enhance the informational efficiency of a synapse.

The behavior of our model with respect to noise suggests a bridge between the literature
on transmission fidelity and the work on stochastic resonance. We find that as transmission
noise is increased, and the cultural attractor landscape becomes increasingly stable over time.
These effects are due to the fact that, as noise increases, agents signal the true mean of their
categories less reliably, which slows the rate of learning, and therefore the rate of change at
the global level. In turn, this helps to promote cognitive alignment across individuals, because
the global pattern becomes a slower-moving target for learning. In a domain such as a lan-
guage, cognitive alignment is of crucial importance, and thus it appears that transmission
noise may play a role in the self-organization of linguistic conventions (at least at the level of
speech sounds). If there is too little noise in transmission, categories may change so rapidly
as to create problems using these categories in higher order systems. For example, lexical cat-
egories, which are signaled by combinations of phonemes, may not be possible if phoneme
representations are highly unstable in a population.

However, our results should not be taken as contradictory to research suggesting that trans-
mission fidelity is the “key to the build-up of cumulative culture” (H. M. Lewis & Laland,
2012). Rather, we suggest that moderate amounts of noise at the level of behavior/perception
promote stable categories that are broadly shared, which counterintuitively makes these cate-
gories able to be signaled with enhanced fidelity. In other words, some within-category noise
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Fig. 7. The effect of variable lifespans L on (a) the complexity of the cultural attractor landscape, (b) the rate of
change of the cultural attractor landscape over time, and (c) the cognitive disalignment of agents to the population
distribution.

allows categories to become more distinguishable overall. It is important to reiterate that the
cultural attractor landscapes in our model are akin to perceptual distinctions and should not be
confused with higher order cultural variants that are transmitted by virtue of shared perceptual
categories. As such, our results suggest that some noise at the level of perception/production
may be important for ensuring transmission fidelity at higher levels of abstraction.

3.3. Longer learning times can result in decreased complexity of cultural attractor
landscapes, and critical periods can enhance their stability

While longer learning times intuitively seem necessary in order to acquire more complex
knowledge structures, somewhat surprisingly, we find that the complexity of cultural attrac-
tor landscapes decreases as learning times grow longer. We can see this effect in Fig. 7a,
where expected lifespans varied and learning proceeded over the full lifespan. This effect
is due to the fact that longer learning times also allow more time for cognitive competition
between categories to proceed, which results in more categories becoming suppressed. This
suggests that, as agents grow older, they eventually underfit the population distribution, pos-
sessing only a subset of the categories that are active at the population level (this is reflected
in Fig. 8, which shows that older agents conform more poorly to the population distribution
than middle-aged agents). Over generations, as new learners are influenced by the behaviors
of their older neighbors, this results in a continued decline in the number of categories that
are present. However, this comes with the potential benefit of promoting cognitive alignment
overall, as agents can more readily fit the global distribution when it is simpler (Fig. 7c).

We next considered the effect of adding a critical period of learning, which was imple-
mented by turning off learning after an agent passed C iterations in age. We find that critical
periods moderate a trade-off between complexity (Fig. 9a) and stability (Fig. 9b) of the
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Fig. 8. Cognitive disalignment with respect to the population clustering pattern by age.

Fig. 9. As a function of the length of the critical period, C: (a) The complexity of the cultural attractor landscape,
(b) the rate of change of the cultural attractor landscape over time, and (c) the disalignment of agents to the
population distribution.

cultural attractor landscapes. This occurs because, when learning is restricted to a subset of
the lifespan, agents who have stopped learning can remain in the population to act as stable
models for more recently introduced learners. Fig. 9b shows that the equilibrium value of the
rate of change increases as critical periods lengthen. However, if learning times are too short
(e.g., 2,500 time steps in our model), we observe that agents do not have sufficient time to
fit the population distribution, resulting in an increase in cognitive disalignment relative to
moderate lengths of critical periods (Fig. 9c).
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3.3.1. Discussion
The typical story told about learning in the research on biological evolution goes something

like this: Investment in learning is helpful for adaptation to harsh and/or variable environmen-
tal conditions, but time spent learning is costly and detracts from reproductive opportunities.
Thus, many organisms exhibit a “sensitive” or “critical” period early in life in which to assess
environmental conditions, before committing to an adult phenotype (Frankenhuis & Pan-
chanathan, 2011; Frankenhuis & Walasek, 2020; Panchanathan & Frankenhuis, 2016). In the
domain of language, the existence of a critical period is one reason that language acquisition
is facilitated in children and harder for adults (Birdsong, 1999; Hakuta, Bialystok, & Wiley,
2003). Such critical periods are generally thought of as a constraint, rather than an adapta-
tion (Hurford, 1991; Komarova & Nowak, 2001). Our findings add complexity to this story,
by revealing that as learning times grow longer (e.g., as an adaptation to a complex cultural
repertoire), this may cause cultural attractor landscapes to simplify over time. If such a mecha-
nism exists in real groups of cognitive agents, this could help to prevent runaway complexity:
if cultural repertoires become complex, this may select for greater investment in learning,
which may in turn result in the cultural repertoire simplifying. Thus, our findings suggest that
shorter learning times may not only be selected for due to the cost of learning but also (likely
at the group level) due to a possible role in stabilizing the cultural attractor landscape.

While it is possible that the effect of longer learning times on reducing the number of cat-
egories is merely an artifact of our learning algorithm and may not generalize to real human
cognition, there is some reason to think that this may be a real effect. First, we can note that
if learning in the brain is Hebbian, neuronal responses that have occurred in the past will
increase the tendency for the same response to occur in the future, even if that response is
inappropriate with respect to the input (i.e., a categorization error). For example, Japanese
speakers may have trouble learning the contrast between /r/ and /l/ phonemes that are present
in English, but absent in Japanese, because the presentation of either phoneme may sim-
ply reinforce the Japanese category that falls somewhere between the English /r/ and /l/
(McClelland, Thomas, McCandliss, & Fiez, 1999). In our model, when a stimulus is cate-
gorized as belonging to a high-prior-probability category that is slightly further away from
the input value than a lower-prior-probability category, we may consider this a categoriza-
tion “error,” but the winning category will be reinforced nonetheless. Similar effects have
been observed in humans, whereby making repeated responses that are in error results in
a decrease in participants’ abilities to discriminate between perceptual categories (McClel-
land et al., 1999). This point is further supported by evidence that older adults place a
greater weight on lexical frequency when identifying a spoken word among a set of can-
didate words (i.e., older adults are more likely to identify the spoken word as corresponding
to the more-frequent candidate; Revill and Spieler, 2012). Finally, we can note that aging is
associated with a decrease in neural resources, which could further limit the number of per-
ceptual distinctions available to an individual (Fjell & Walhovd, 2010). As such, the empir-
ical research on aging and cognitive function suggests that the behavior of our model—a
decrease in the complexity of the cultural attractor landscape as learning times increase—is
plausible.
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Fig. 10. The effect of variable population size, N on (a) the complexity of the cultural attractor landscape, (b) the
rate of change of the cultural attractor landscape over time, and (c) the cognitive disalignment of agents to the
population distribution.

Taken together, our results point to interesting trade-offs among stability, complexity, and
cognitive alignment with respect to learning times and lifespans. When the problem space
is continually changing, longer learning times may be beneficial. At the same time, longer
learning times decrease the stability of the learning space but also may decrease the number
of categories to be learned. Critical periods, on the other hand, may not only provide a fitness
benefit by minimizing the energy invested in learning but may also play an important role in
the stability and coherence of the cultural variants found in a population. It remains unclear
how human developmental trajectories have evolved to balance these complex interactions
in a way that allows for cumulative culture, but future explorations with our model, with
the addition of representations of fitness and reproduction (allowing for heredity in cognitive
capacities), may be able to shed some light on this issue.

3.4. Larger populations have simpler, more stable cultural attractor landscapes, and
network structure can moderate these effects

Population size and/or density are commonly implicated as important factors in the poten-
tial for cumulative cultural evolution, with larger/denser populations being thought to sus-
tain more complex cultural repertoires (Henrich, 2004; Reali et al., 2018). However, in our
model we find that larger populations do not tend towards more complex clustering schemes
(Fig. 10a).In fact, the pattern is quite the reverse, though the number of categories appears
to approach a lower asymptote of ∼ 10 categories as populations become large. Interest-
ingly, the decrease in complexity that is associated with larger population sizes is not paired
with a corresponding decrease in cognitive disalignment (Fig. 10c). Instead, disalignment
shows a slight positive relationship with population size. This can be explained by the fact
that, although larger populations appear to have simpler emergent category structures, agents
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Fig. 11. As a function of the network type: (a) the complexity of the cultural attractor landscape, (b) the rate of
change of the cultural attractor landscape over time, and (c) the cognitive disalignment of agents to the population
distribution.

in larger populations also have fewer repeat interactions, which is a detriment to cognitive
alignment. We also observe that larger populations have slower changing cultural attractor
landscapes (Fig. 10b). This is because, in smaller populations, individual agents contribute
more substantially to the global average. As such, deaths and births of new agents constitute
a more significant perturbation in smaller populations, leading to sudden spikes in the rate
of change.

Considering network structure, our results show no difference between fully connected,
small-world, or realistic social networks in terms of the complexity of the cultural attractor
landscape that forms (Fig. 11a). However, the connected caveman network differs dramati-
cally from the others, showing far greater complexity. This effect is due to the fact that the
limited connectivity between cliques in the connected caveman network limits the diffusion of
conventions, such that each clique tends to converge upon a distinct set of categories, resulting
in a much larger number of categories being maintained in the population overall. However,
individuals within a clique do not actually have more complex cognitive landscapes, relative
to individuals embedded in other networks. Thus, this effect is actually due to a decrease in
the cognitive alignment of individuals with respect to the global pattern (Fig. 10c): individuals
within a clique conform to each other, but not to others outside of their clique.

3.4.1. Discussion
Population size and demographic structure are some of the most commonly implicated

factors in theories of cultural and linguistic evolution. For example, relating to population
size/density, it has been proposed that larger and/or denser populations may be able to sustain
more complex skills and technologies (Henrich, 2004) and that larger populations tend to
develop larger vocabularies, but simpler grammars (Lupyan & Dale, 2010; Reali et al., 2018).
Relating to network structure, the literature on group problem solving suggests that different
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patterns of connectivity and/or network change are optimal for different types of problems
(Lazer & Friedman, 2007; Rulke & Galaskiewicz, 2000; Smart, Huynh, Braines, & Shadbolt,
2010). For example, Lazer and Friedman (2007) showed that, in complex problem spaces
where individuals can either independently explore the solution space or copy the solutions
of successful neighbors, moderate amounts of network connectivity prove most efficient,
because they balance breadth of exploration with the rapid diffusion of “good enough” solu-
tions. Complementing this work, Smolla and Akçay (2019) recently showed that networks
and culture may coevolve, with environments that select for specialist knowledge resulting in
sparse connectivity patterns, such that individuals are repeatedly exposed to the same infor-
mation and increase their depth of expertise, while environments that select for generalist
knowledge result in dense connectivity patterns, for complementary reasons. Other recent
results from Cantor et al. (2021) suggest that the relationship between network structure,
population size, and diffusion mechanisms is highly complex: networks that perform best in
terms of cumulative cultural evolution in one context may perform worst in another.

Some of the results of our case studies are consistent with existing research. For example,
as in the work on group problem solving and the role of network structure on cumulative
cultural evolution, we find that cliquish networks (like the connected caveman network) limit
the diffusion of conventions, resulting in a greater diversity of cognitive landscapes in the
population (Derex & Boyd, 2016; Lazer and Friedman, 2007). Other results are complemen-
tary to existing research. For example, to the best of our knowledge, there is no model that
accounts for the fact that larger populations do not tend to have larger repertoires of percep-
tual categories (e.g., phoneme inventories: Creanza et al., 2015; Moran, McCloy, and Wright,
2012; though there is some debate here, for example, Fenk-Oczlon and Pilz, 2021), while they
clearly do differ in the complexity of higher order cultural repertoires that depend on combi-
nations of these categories, such as tools and grammar. While we have not currently explored
the possibility of agents constructing artifacts that consist of combinations of elements, our
model can be extended to allow for this possibility, as we will discuss in the next section. As
such, our model can be integrated with existing models of cultural innovation, and therefore
can allow for exploration of the interactions between these two levels of analysis. Finally,
our model also produces some behaviors that have not been noted at all in the literature. For
example, the role of population size on stabilizing change in cultural attractor landscapes, and
the relationship between population size and cognitive alignment, are novel effects, to the best
of our knowledge. Thus, our model may suggest interesting new paths for future research, in
addition to complementing existing work.

Our explorations with network structure reveal how distinct patterns of cognitive alignment
can arise from distinct patterns of connectivity. A network of connectivity determines not only
how information flows through a population (i.e., the paths it takes through the network) but
also how it is distorted as it flows through that network. Our model focuses on the patterns of
distortion, but it is important to note that networks themselves may evolve, reaching different
distributions of cognitive landscapes depending upon selection pressures in different domains.
This could be a result of preferentially forming connections with those who are cognitively
similar (e.g., because interactions are more successful on average) or selectively attending to
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prestigious or knowledgeable others. Furthermore, networks of interaction for real individuals
are better described as multiplex networks.

4. Conclusion

Despite some significant debates in the history of cultural evolution research, it is now
generally agreed upon that both preservative dynamics (i.e., Darwinian selection) and trans-
formative dynamics (i.e., cultural attraction) are crucial aspects of how culture evolves. We
agree with previous claims by Henrich et al. (2008) and Claidière et al. (2014), that cultural
attraction effects support Darwinian cultural evolution: when cultural variants cluster around
points in the space of possible features, cultural information can be transmitted repeatedly
without accumulating random error. Thus, while cumulative cultural evolution may depend
upon high-fidelity transmission, this does not necessarily imply high-fidelity copying mech-
anisms (Saldana, Fagot, Kirby, Smith, & Claidière, 2019). We attribute this effect largely
to collective cognitive alignment, meaning that cultural group members tend to perceive,
remember, and reproduce information in consistent ways. To the extent that collective cogni-
tive alignment is maintained through enculturation, whereby each individual “acquires” the
cognitive biases of their group through interaction, it becomes possible that collective cogni-
tive alignment may fail to be achieved either within or across generations. We have advanced
cultural attractor theory by providing a socio-cognitive model of how cultural attractors may
form, change, and stabilize in the absence of strongly-determining ecological constraints or
innately-shared biases.

Our explorations with this model illustrate that factors at the scale of cognition, develop-
ment, and demographic structure may interact in complex ways to shape patterns of collective
cognitive alignment. First, we found that small amounts of noise in transmission may slow
the rate of change of cultural attractor landscapes, promoting cognitive alignment within the
population. In this way, noise at the level of perception and/or production may be counterin-
tuitively beneficial for reducing errors at the level of cultural categories. Next, we found that
longer learning times may result in a reduction of the number of categories at the population
level over time, due to competition effects at the cognitive level. At the same time, critical
periods of learning help to stabilize cultural attractor landscapes, because older agents remain
in the population as “frozen” models for developing agents. Finally, we found that the com-
plexity of cultural attractor landscapes decreases as population size grows larger, approaching
a non-zero asymptote. This occurs because individuals in larger populations, in our baseline
fully connected network, have fewer repeat interactions, which makes close alignment more
difficult, and as a result, more diffuse categories are maintained in the population. This effect
can be mitigated, however, through highly cliquish network structures that make repeat inter-
actions very high, but this can come at the cost of global alignment. Our results offer a pre-
view of the insights that may be gained by introducing more detailed representations of the
culture-cognition feedback loop into more models of cultural evolution.

A crucial next step will be to include fitness constraints and selectionist transmission in our
model. At present, the cultural attractors in our model are arbitrary and fitness-neutral. This
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was an important simplification, since, as we have argued, the organic emergence of a cul-
tural attractor landscape may be a critical precondition for Darwinian cultural selection, so an
explanation of the emergence of cultural attractors must not ultimately fall back to Darwinian
selection. Nonetheless, the cognitive capacities and developmental trajectories that facilitate
the emergence of cultural attractors are themselves biologically evolved, so natural selection
will need to be brought back into the picture in future work. Our model can be extended to
incorporate biological inheritance of cognitive priors and/or developmental hyper-parameters,
as well as to include fitness constraints, by placing our agents into any type of evolutionary or
communicative game. For example, the cultural attractors that emerge could be mapped onto
behaviors with immediate survival consequences, or onto frequency-dependent consequences
such as when establishing shared systems of reference. We can also allow agents to generate
sequences of signals, which may provide new insights into the entanglement between percep-
tual and combinatorial cognition in cultural attractor dynamics.

Integrating theories of Darwinian cultural selection with theories of cultural attraction—
and theories of cognition more generally—will benefit from more mechanistic models of
the feedback loop between cognitive development and population dynamics. Our model con-
tributes to this theoretical bridge by representing cognitive, dyadic, developmental, and demo-
graphic dynamics simultaneously, in order to examine the conditions that either promote or
inhibit the self-organization and maintenance of a stable cultural attractor landscape. Viewing
cultural attractor landscapes as a complex system of interacting constraints at multiple levels
allows for straightforward integration of cultural attractor theory with Darwinian selection-
ist accounts: fitness-based selection effects can be understood as yet another constraint on
the formation of statistical attractor points. We hope this model will be useful for researchers
interested in the co-evolution of innate cognitive biases, developmental tendencies, and demo-
graphic structure with culture.

Note

1 https://osf.io/6bsyx/?view_only=e91d9839ebe441a4841e3d312204e655
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