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The effects of c-Si/a-SiO2 interface atomic structure on its band alignment: an1

ab initio study2

Fan Zheng,1 Hieu H. Pham,1 and Lin-Wang Wang13

1Joint Center for Artificial Photosynthesis and Materials Sciences Division,4

Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA.5

The crystalline-Si/amorphous-SiO2 (c-Si/a-SiO2) interface is an important system used6

in many applications, ranging from transistor to solar cell. The transition region of the7

c-Si/a-SiO2 interface plays a critical role in determining the band alignment between this8

two regions. However, the question of how this interface band offset would be affected by9

the transition region thickness and its local atomic arrangement, has yet fully investigated.10

Here, by controlling the parameters of the classical Monte-Carlo bond switching algorithm,11

we have generated the atomic structures of the interfaces with various thickness, as well12

as containing Si at different oxidation states. Hybrid functional method, as shown by our13

calculations to reproduce the GW and experimental results for bulk Si and SiO2, are used14

to calculate the electronic structure of the heterojunction. This allows us to study the15

correlation between the interface band characterization and its atomic structures. We find16

that although the systems with different thickness show quite different atomic structure17

near the transition region, the calculated band offset tends to be the same, unaffected by18

the detail interfacial structure. It is shown that our band offset calculation agrees well with19

the experimental measurements. This robustness of the interface electronic structure to its20

interfacial atomic details could be another reason for the success of the c-Si/a-SiO2 interface21

in Si based electronics applications. Nevertheless, when the reactive force field is used to22

generate the a-SiO2 and the c-Si/a-SiO2 interface, the band offset significantly deviates from23

the experimental values by about 1 eV.24
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I. INTRODUCTION25

Amorphous oxides are often used as insulating, protection or carrier stopping layers for many26

electronic and optoelectronic applications. In such applications, the electronic structure of the sys-27

tem, e.g., the band alignment between the oxides and the underlying crystal substrate, as well as28

possible interface electronic states, are of high interest. Although density functional theory (DFT)29

interface studies become quite common, and they are often complemented by high level methods30

(like GW ) band gap corrections, it is still relatively rare to find theoretical amorphous-crystal31

interface studies. This does not mean the crystal/amorphous interface is not important, quite32

the contrary, such interfaces exist in majority of electronic applications. The main reason for the33

lack of theoretical study is the difficulty to construct the reliable atomic structure of the interface,34

and to test such structures against experiment once structure is constructed. Furthermore, unlike35

the crystal/crystal interface, the crystal/amorphous interface often requires large supercells, which36

makes the calculation much more expensive. However, with the advance in computer power and37

computational algorithm, we can now calculate systems consisted with a few hundred atoms, and38

use methods like the hybrid functional which has a potential to describe the electronic structure39

more accurately than the local or semilocal functionals such as local density approximation (LDA)40

or generalized gradient approximations (GGA). On the other hand, the new applications of the41

amorphous oxide insulating or protection layer, e.g., in solar cell or solar electric chemical cell, and42

the push for a more fundamental understanding of their carrier dynamics, raise renewed interest43

of these systems. In this work, we use c-Si/a-SiO2 as an example to study such crystal/amorphous44

interface. In particular, we like to compare different interfacial atomic structures and their elec-45

tronic structure consequences. From such a comparative study, we can estimate both the reliability46

of the different procedures to construct the atomic structure, as well as the physical understanding47

of different interfaces.48

c-Si/a-SiO2 interface is ubiquitous in Si based electronic devices. It is one of the most well stud-49

ied crystal-amorphous interface due to its predominance in electronic applications1–16 . Besides in50

the CMOS technology it is also widely used in other applications. For example, in photoelectro-51

chemistry, the amorphous SiO2 has been one of the most popular protection layers to protect the52

light absorber, such as Si from being corroded by the electrolyte or water17. Current engineering53

technique can tune the thickness of SiO2 film to as small as 0.6 nm, in order to improve the the gate54

capacitance in the metal-oxide-semiconductor capacitor, or to enhance the hole tunneling trans-55

port in silicon photoanode18. With such thin SiO2, the details of the interface with Si becomes56
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extremely important. Different synthesizing and oxidation procedures might produce different in-57

terfacial atomic structure. Understanding the influence of the interfacial atomic structure to the58

electronic structure of system is therefore of great significance. In late 1980’s, there were a burst of59

theoretical studies for c-Si/a-SiO2. These studies have yielded band offsets in agreement with the60

experiments. But most of those studies are based on relatively small supercell systems in particular61

for ab initio calculations. Often, only one atomic structure is used, and there was no systematic62

comparison for different atomic structures. Moreover, most previous theoretical studies are based63

on LDA/GGA, with estimated postprocessing corrections to the LDA/GGA band gap error. In64

the current work, we use different strategies to construct the crystal/amorphous interface, and65

compare different interfacial atomic structures. We also use hybrid functional (HSE) to directly66

calculate the whole system without the need for further postprocessing corrections.67

It is well known from early studies, one predominant feature of the c-Si/a-SiO2 interface is its68

relative abruptness in the interfacial layers, as shown in TEM images17. Nevertheless, the interface69

can extend beyond one monolayers, to two or three atomic monolayers.19–22 Even a more exten-70

sive transition layer larger than 10 Å has been identified using X-rays8,23. Within the transition71

region, photoemission and photoelectron spectroscopies demonstrate the presence of the suboxide72

layer20,21,24, comprised of Si with oxidation states as Si+1, Si+2 and Si+3. Further measurements73

show their ratio to be 1:2:3 or 1:2:1 depending on synthesizing conditions25,26. Meanwhile, molec-74

ular dynamics (MD) using reactive force field5,27 and Monte-Carlo (MC)28 simulations have also75

shown the existence of beyond 10 Å interfacial layer. Owing to their relatively small computational76

costs, different valence force fields have been used to study both bulk a-SiO2 and its interface with77

Si29,30. The band gap and band offset were mainly computed using LDA or GGA method. How-78

ever, the LDA/GGA methods do not always show agreement with the experimentally measured79

band offset due to the well-known issue of the band-gap underestimation. As a result, further80

corrections such as GW and hybrid functional have been used to correct the LDA/GGA band81

gaps, showing good agreement with the experiments31–33. But as far as we know, there were no82

systematic study of electronic structures of different interfacial atomic structures, in particular83

using electronic structure calculation methods (e.g., the hybrid exchange-correlation functional)84

without postprocessing corrections directly.85

As illustrated in both experimental and theoretical work, the size of the transition regions spans86

a broad range. As a result, the thickness of the interface is non-negligible when compared to the87

thickness of the SiO2 layer for the thin SiO2 layer applications. Therefore, understanding the effect88

of the transition region to the electronic structure of the interface is of great interest. In this89
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study, via the bond switching (BS) MC simulations, the thickness of the transition region will be90

measured by the maximum number of Si atoms connected via continued Si–Si bonds starting from91

the fixed crystal Si region. The band offset is computed using the hybrid functional methods. A92

special technique is developed which allows the application of a regional mixing parameter to the93

hybrid functional, hence able to describe the band gaps of both Si and SiO2 regions accurately. Our94

results show excellent agreement with the experimental band offset, and also reveal a robustness95

of the band offset to the detail interfacial atomic profile.96

II. CALCULATION METHODS97

A. Monte-Carlo simulation98

The continuous random network, or say the BS MC simulation, has been demonstrated to be99

an effective way to generate the amorphous structures for covalent bonding materials.34–37 During100

the BS procedure, a pair of nearby bonds, (either Si–Si or Si–O type bonds) are selected. This101

pair of bonds: A–B, C–D, are switched into a new pair of bonds: A–C, B–D. By enforcing the new102

bond topology into valence force field (VFF), the switched atomic structure is fully relaxed. The103

total energy of the relaxed structure is compared with the previous step, and this new structure104

is accepted or rejected following the Metropolis MC scheme. Many sophisticated force fields such105

as Tersoff and its derivatives38–41, Yasukawa42, and Stillinger-Weber43 potentials were applied to106

the studies of the Si/SiO2 interface. However, many of such force fields are designed to break the107

bond, which does not apply to the continuous random network scheme. VFF as the simplest one108

is capable of describing the structure well, and it is straightforward to implement it into the BS109

MC scheme. In our simulation, the following VFF44 is used to relax the structure.110

Etot =
1

2

∑
i

kb(di − d0)2 +
1

2

∑
i,j

kθ(cij − c0)2 + Urepulsion (1)

where kb,Si−O = 27 eV/Å2, kb,Si−Si = 9.08 eV/Å2, kθ,Si−O−Si = 0.75 eV, kθ,O−Si−O = 4.32 eV,111

kθ,Si−Si−Si = 3.58 eV, and kθ,Si−Si−O = (kθ,Si−Si−Sikθ,O−Si−O)
1
2 eV, d0 and c0 are taken from the112

DFT relaxed Si and SiO2. The last term Urepulsion = 1
2

∑
〈i,j〉 kr(dij − dneighbor)

4 when dij <113

dneighbor is to avoid the overlap of two atoms which are not directly connected by a bond. kr is114

set to be 1 eV/Å4. dneighbor is taken differently depending on the two neighboring atomic species115

(dneighbor,Si−O = 3.2Å, dneighbor,O−O = 2.58Å, dneighbor,Si−Si = 3.84Å). This term turns out to116
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be important to obtain reasonable structure, in particular near the interface29,30,34. By taking117

derivative of the total energy to the atomic position, the force can be derived. With the total118

energy and the force as the inputs, the conjugate-gradient minimization scheme is used to relax119

the structure. Since the MC is used to obtain the bond topology for the amorphous structure, the120

accuracy of the relaxation is not crucial, and we set the force threshold to be 0.3 eV/Å.121

The middle three layers of Si and their bonds are fixed in order to maintain the crystalline122

structure of Si (Fig. 1). However, if all other Si atoms are allowed to participate in the bond123

switch, it is easy to form the Si–Si bonds extended to the SiO2 regions. These Si–Si bonds cause124

suboxide layers with Si+1, Si2+,Si3+ oxidation states. In order to quantify the thickness of this125

suboxide layer, we count the maximum number (n) of Si atoms connected via the continued Si–Si126

bonds starting from the fixed Si atom layer (Fig. 1). In our BS MC procedure, we deliberately127

limit n to be 2, 3 and 4 (e.g., to make a n = 3 suboxide layer, if n is larger than 3 during MC,128

the bond switch will be rejected) to generate different interfacial thickness. This allows us to129

have a systematic procedure to produce and thoroughly study different transition layers at various130

thicknesses. Here, n=2 corresponds to the ”abrupt” interface with only one layer of atoms for131

the transition region, which has two Si–O bonds and two Si–Si bonds. Such abrupt interface132

is interesting since that is the case for most c-Si/c-SiO2 interface constructed in many theoretical133

studies. It is interesting to note that it is possible to have such interface in the c-Si/a-SiO2 interface134

structure. During the MC simulation, following previous literatures, the first N/2 steps BS steps135

are all accepted to fully amorphize the crystal at the beginning. Then, the stimulated annealing136

from very high temperature (10000K) is used to cool the structure and reduce the local strain.137

During the temperature cooling, a new temperature is set as 70% of the previous temperature138

step, and a total of around 300 thousand BS MC steps are performed to reach the equilibrium.139

B. Reactive force field MD140

We have also used MD simulation and ”melt-and-quench” technique to obtain the c-Si/a-SiO2141

along [001] direction using reactive force field (ReaxFF)45 approach. More specifically, the inter-142

atomic interactions between Si–Si, Si–O and O–O pairs are characterized using the ReaxFF, which143

has been shown to reproduce well the structural properties of crystalline SiO2. During the molecu-144

lar dynamics simulation, the Si part is kept frozen and the SiO2 part was firstly heated up to high145

temperature until the crystals completely lose their structural memory. This is then equilibrated146

for a short period at this temperature (for 5 ps at 3500 K), followed by slowly cooling to room147
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temperature over 100 ps, which allows the formation of the SiO2 amorphous phase. The time step148

for the MD simulations is 0.5 fs and the canonical ensemble (NVT, constant volume and constant149

temperature) was used. Here we followed the same procedure as employed by Kovacevic et al in150

our MD simulation details.46151

C. Electronic structure calculation152

The plane-wave package PWmat47,48 is used to relax the DFT atomic structure and compute153

the electronic properties, using GGA exchange-correlation functional49. The PWmat produces154

essentially the same results as that of Quantum Espresso50, but with efficient GPU accelerations.155

The norm-conversing pseudopotential is used with a wavefunction energy cutoff of 50 Ryd with156

single Γ k-point51. In order to obtain the band offset, the last few snapshots from the end of the157

MC simulation are fully relaxed using DFT until all the components of the forces are below 0.05158

eV/Å. The local density of states are then computed to reveal the layer-resolved band energies159

along the direction perpendicular to the interface in order to illustrate the band offset.160

However, such band offset obtained from GGA suffers from the underestimation of the band161

gap. Hybrid functional which includes the exact exchange integral has been shown to improve both162

the band gaps of bulk materials as well as the band offsets of the heterostructures52. Furthermore,163

the amount of exact exchange represented by a mixing parameter α, is inversely proportional164

to the high frequency dielectric constant of the material (ε∞)53. Thus, in theory, the mixing165

parameter for small band gap Si and the large band gap SiO2 should be different. Indeed, this166

is true in practice. In our PWmat calculation using the norm conserving pseudopotentials, we167

found that a mixing parameter of 0.15 is needed for crystal Si and 0.35 is needed for crystal168

SiO2 in order to yield their perspective band gaps of 1.12 and 8.5 eV. To solve this problem, we169

have introduced an atomic specific mixing parameter. More specifically, an atom-weighted mask170

function f(r) = 1+
∑

i aie
−(r−Ri)

2/σ2
is introduced with ai being atomic specific parameter for atom171

i, and Ri is the atomic position. Then the exchange interaction in the total energy expression can172

be written as:
∑

i,j 0.25o(i)o(j)
∫ ∫

ψi(r)ψ∗j (r)f(r) erfc(ω(r−r
′))

|r−r′| f(r′)ψ∗i (r
′)ψj(r

′)d3rd3r′, here ψi(r)173

are wave functions, and o(i) is its occupation number. The prefactor 0.25 is the original mixing174

parameter in the HSE. The local part of the GGA exchange energy density will also been modified175

by a factor of 1− 0.25f(r)2. By setting ai for each atom type, an effective local mixing parameters176

can be achieved. We have determined the ai parameters by requiring the hybrid functional to177

reproduce the experimental crystal Si and bulk amorphous SiO2 band gaps as aSi,Silicon = −0.1,178
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aSi,O;SiO2 = 0.24. As we will demonstrate below, by implementing this method, the appropriate179

band offset can be obtained through a self-consistent hybrid functional calculation, which should180

provide more reliable electronic structures and wave function localizations than postprocessing181

corrections. Here, all the HSE calculations are done with the PWmat code, which has a fast182

scheme to calculate the HSE. For our 513 atom supercell system, with 2592 electron and 50 Ryd183

energy cutoff, the self-consistent HSE calculation takes about 4 hours using eight GPUs.184

III. RESULTS AND DISCUSSIONS185

A. Structure of the interface186

To validate the effectiveness of the VFF and the BS MC method, we test our procedure by187

first building the amorphous bulk SiO2 with 243 atoms. Shown in Fig. 2 is the calculated radial188

distribution functions (RDF) for the systems prepared by BS MC and ReaxFF MD, compared189

with the experimental values54. From this graph, we can see that the BS MC method reproduces190

not only the peaks for short-range radius but also the main peaks for distance larger than 5 Å,191

demonstrating its validity in describing the amorphous feature of SiO2. For ReaxFF MD, although192

it predicts the first peak (Si–O bond) correctly, it deviates significantly from the experimental193

measured second peak (O–O distance), which may be caused by the lack of accuracy for the O–Si–194

O angle description. This can be further shown in Fig. 2b where the O–Si–O angle distributions195

of BS MC and ReaxFF MD amorphized structures are compared. As expected, most of the angles196

from BS MC simulation are around 109.5◦, corresponding to the tetragonal cage of Si and O.197

However, the angles of the structure from the ReaxFF MD sample a broad range from 87◦ to198

143◦. In particular, the small angles around 90◦ correspond to a significantly underestimated value199

(∼2.3Å) for O–O distance in the RDF.200

With this confidence, we continue to explore the c-Si/a-SiO2 interface using the BS MC sim-201

ulation. The initial structure is constructed by stacking the crystalline SiO2 on Si along [001]202

direction albeit with significant strain on the crystalline SiO2. Here, the supercell 3×3×2 of the203

cubic Si is used for the Si part of the interface with a and b-axis fixed to be the lattice constant of204

the Si crystal. The length of the c axis of the supercell is determined based on the experimental205

density of amorphous SiO2
29,55. This initial structure is fully relaxed to relief the local strain at the206

interface with its resulting configuration as our initial atomic structure of the BS MC algorithm.207

It is followed by the BS MC with the procedure to control the interface thickness described above.208
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The last few snapshots from the MC simulations are used for DFT relaxations, and the resulting209

structures with different thickness of the transition regions are obtained and shown in Fig. 1. For210

all the structures with different interface thickness n, the SiO2 part has been fully amorphized.211

When n=2, there is only a single atomic layer in the transition region, which mainly contains Si+2
212

atoms. As n increases to 3 and 4, we notice the continued Si–Si bonds spreading into the SiO2213

part (Fig. 1), forming all the five oxidation states of Si. In the mean while the number of layers214

containing suboxide Si atoms increases from monolayer to several atomic layers, expanding the215

transition regions.216

Such expansion of the transition region can be further indicated by the characterization of217

the suboxide Si with its oxidation state determined by the number of the bonded oxygen atoms.218

Shown in Fig. 3 is the distribution of the oxidation states of Si along [001] direction under different219

thickness n. While, Si only shows 0 and +4 oxidation states deep inside Si and SiO2 regions,220

suboxide Si becomes dominant near the interface. For example, the n = 2 structure shows the221

thinnest transition region, which occupies only single atomic layer (around 3Å). As n increases222

to 3 and 4, the transition region spans more layers, extending up to 5Å and 8Å, respectively.223

Furthermore, the ratio of these suboxide Si can be counted. In the case of n = 2, the ratio of states224

+1, +2 and +3 is distributed as 0:1:0 across the transition region. For n = 3 and n = 4, this ratio225

turns out to be 1:1.08:0.84 and 1:0.74:0.66, respectively. We see that the thicker interface has a226

more variety of Si valence states. The reported experimental value of this ratio varies widely, e.g.227

1:2:3 in Ref.25, 1:2:1 in Ref.26 This might depend sensitively on the synthesis conditions or the228

experimental probing techniques. At this point, it is difficult to make a quantitative comparison229

with any specific experiments. We find that the valence states of Si is in roughly similar orders230

between +1, +2 and +3 states in n=3 and 4 interfaces. Thus these experimental interface might231

not be the abrupt interface as illustrated in n=2 case.232

B. Electronic structure233

The band gap of interface is controlled by the band gap of Si part, which is around 1.1 eV.234

Taking n = 2 structure as an example, shown in Fig. 4 is the local density of states (LDOS)235

summed for the Si crystal part (Si0), amorphous SiO2 part (Si+4 and O) and the transition part236

(Si+2), calculated using the local parameterized HSE functional. As shown from the density of237

states, the states near the band gap are dominant by the Si atoms inside the Si layer, without any238

defect states in the band gap. To show this more clearly, we plot the wavefunction in real space for239
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the conduction band minimum (CBM) and valence band maximum (VBM) as illustrated in Fig. 4240

b and c. It clearly shows that the wavefunctions are well localized inside the crystal Si. As for241

the Si+2 atoms in the transitional region, although they form only one atomic layer, their energies242

spread broadly for both low energy near the band gap (Si-like) and high energy away from the243

band gap (SiO2-like). This may be owing to their mutual bonds with Si and O atoms. However,244

the energies of the Si+4 atoms are pushed far away from the band gap by Si–O bonding, featuring245

the SiO2-like band energies.246

The calculated LDOS is also used to estimated the ”local” electronic structure and the band247

offset of the c-Si/a-SiO2 interface. This is performed by averaging over the LDOS of the atoms248

within a given distance range along the [001] direction. Fig. 5a illustrates the GGA computed249

energies of CBM and VBM along the [001] direction for the n=2, 3 and 4 structures. The valence250

and conduction band offset (VBO and CBO) can be computed from the energy difference between251

the SiO2 and Si parts, i.e. VBO = Max [VBMSi −VBMSiO2] and CBO = Max [CBMSiO2 − CBMSi].252

For all the structures with different n we calculated, the CBO are around 1.8 eV, and the VBO253

are 2.5 eV, consistent with the other theoretical work7,52.254

Our results in Fig. 5 is a bit counter intuitive. For the n=2,3,4 cases, the amount of fixed bulk255

Si regions are the same. Intuitively, one expects the band offset starts at the same place from the256

bulk Si edge, and the thicker interfacial layer case of n = 4 should have a wider band offset turn-on257

region, just as the Si oxidation profile shown in Fig. 3. However, Fig. 5 shows that the band edge258

transition areas for n =2,3,4 have similar thickness (sharpness). Furthermore, the bulk Si like band259

edge has been pushed out for the n = 4 case from the structurally bulk Si region. As a result, the260

effective bulk SiO2 region for the n = 4 case is much shorter, while the electronic transition areas261

measured from LDOS are the same for n =2,3,4. This will have significant consequence for the262

insulating capability and tunneling transport for the n = 4 case, particularly when the SiO2 layer263

is thin. The reason for the push out of the Si bulk state into the transition area is that, whenever264

there are Si–Si bond, linking directly from the bulk Si area, the CBM and VBM wave function265

will be extended to those Si atoms, even though these Si atoms are already partially oxides as266

they also form Si–O bonds. This can be directly visualized from the real space wavefunctions for267

the band edges. Shown in Fig. 5b and c are the wavefunction for CBM and VBM of the n=3268

and 4 structures. Together with the n=2 case (Fig. 4b), these Si atoms in the SiO2 part though269

partially oxidized, still contribute to the band edge states. Also due to this contribution, as well270

as local strains caused by the thicker interface, the VBM and VBM wavefunction isosurfaces look271

more disordered in Fig. 5b and c even in the region of c-Si for n=3,4, compared to the case of n=2272
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shown in Fig. 4b and c.273

The second significant finding of our simulation is that the magnitudes of the band offsets are274

independent of the interfacial transition layer thickness. As shown from this graph (Fig. 5), the275

thickness of the transition region does not affect the value of the band offset significantly. Different276

n, although show quite different ”local” band gaps near the transition region, the overall band277

offset is still determined by the states inside the Si and SiO2 parts, unrelated to the details of the278

transition region. This means the band offset is not driven by an interfacial dipole moment, since279

such dipole moment should depend on the details of the transition layer. Instead, the intrinsic band280

positions of bulk Si and SiO2 determine the band alignment. It is possible the random nature of281

the amorphous structure allows the system to avoid the large interfacial dipole moment. It remains282

to be seen if this is generally true to crystal/amorphous band alignment.283

As mentioned above, the different mixing parameter α can be assigned to atoms locally. In order284

to obtain the appropriate α for Si and SiO2, we evaluate the band gaps calculated by different α for285

crystalline Si and amorphous SiO2 shown in Fig. 6 a and b, respectively. For the amorphous SiO2,286

a 243-atom bulk structure (3× 3× 3 supercell) is used, generated by the same BS MC simulation287

procedure and relaxed by GGA, which is large enough to represent the SiO2 part in the interface.288

From the linear relation of the band gap and ai, the value of the ai can be easily obtained to289

reproduce the experimental band gap. We choose ai = -0.1 for Si at pure Si region, and 0.24 for Si290

and O in amorphous SiO2 region. We employ this newly developed hybrid functional calculation291

method and compute the band offsets as shown in Fig. 6 c for the structures with n=2, 3 and 4.292

From this graph, the HSE-calculated band offsets display excellent agreement with the experiments,293

demonstrating the validity of the BS MC scheme and the newly developed HSE method. Besides the294

band offset, the HSE calculated results show similar features (e.g., the band edge wave functions)295

as the one calculated by the GGA method as discussed above. All the structures tend to have the296

unified band offset which is unrelated to the thickness of the transition regions. Similar to the GGA297

calculations, the bulk Si like band edge has been pushed into the SiO2 region for the structures298

with ”thick” transition regions (such as n = 4). Here, we want to emphasize that our HSE method299

does not need postprocessing corrections to the Si or SiO2 separately, which provides a consistent300

description of the charge density, wavefunction and potential of the interface. These quantities can301

be used for further analysis such as charge transfer crossing the interface. We do note that, in the302

above, local density of state (LDOS) is used to determine the band offset. This could include the303

quantum confinement effect due to the small thickness of the c-Si layer. A common way to avoid304

such quantum confinement effect is to use local potential profile, instead of LDOS. However, the305
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LDOS determined band gap for the Si region is about 1.1 eV, similar to the result of the HSE bulk306

Si band gap. This indicates that the quantum confinement effect in this system is relatively small.307

This is probably because the Si effective masses of both the conduction band in the Γ-X direction,308

and the valence band heavy-hole, are rather large.309

As aforementioned, we also calculate the band offset of the structure prepared by the ReaxFF310

MD simulation. By taking the snapshots out of the MD trajectory after equilibration, the elec-311

tronic structure and band offset of the a-SiO2/c-Si interface are calculated using GGA. The direct312

structure prepare by the MD simulated annealing usually do have one or two defect states due to313

imperfect bonding topology. However, a small amount of hydrogen atoms can be used to compen-314

sate the dangling bonds at those defect sites to eliminate the in-the-gap defect states. The band315

gap, CBO and VBO are from GGA calculations are 0.76, 2.92 and 2.06 eV, respectively. It is also316

shown that both the CBM and VBM come from the Si part, which suggests a straddling type317

of band alignment similar to BS results (Fig. 5). As a summary, Table I summarizes the calcu-318

lated band offsets from BS MC and ReaxFF MD simulations. Since the GGA calculated ReaxFF319

CBO is 1 eV higher than the results of BS MC, it indicates that that GGA band corrected band320

offset would be 1 eV off from that of the experimental results. Such deviation with the ReaxFF321

MD simulation may arise from the less accurate O–Si–O angle description as well as the dangling322

bonds emerging during the MD. Although ReaxFF allows ones to simulate the process of bond323

breaking and bond formation, which is quite relevant for the formation of amorphous structure324

in this case, the final structure would be subject to how the force fields were trained, typically325

against DFT-derived energies as well as the simulated annealing procedure. Nevertheless, if an326

accurate ReaxFF is obtained, and sufficient simulation time is possible, the ReaxFF can be used to327

simulate the actual synthesis process, which is missing in the BS MC method. In contrary, BS MC328

using VFF conserves the bonding orders to avoid the dangling bond. Thus by design, the BS MC329

gives better covalent bonding topology, leading to less defect. This however also lacks some real330

situations such as the bonding defects in reality. In practice, we found that the BS MC provides331

better amorphous structure in our calculation.332

IV. CONCLUSION333

Although the crystalline Si/amorphous SiO2 is widely used for numerous applications, its band334

offset dependence on the thickness of the transitional region is not fully explored. In this work,335

by performing bond switching Monte-Carlo simulation and first-principle calculations, we have336
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TABLE I. Conduction and valence band offsets (eV) computed by ReaxFF MD, BS MC, and the HSE

corrected BS. Other computational work with GGA or LDA and the experimental results are listed for

comparison.

ReaxFF BS BS-HSE Other work (GGA/LDA) Expt.

Conduction band offset 2.9 1.8 2.9 1.87,2.352 3.056

Valence band offset 2.1 2.5 4.4 2.57,2.552 4.357

studied the band offset of crystalline Si/amorphous SiO2 interface under different thickness of337

the transitional region. For these structures with different thickness, we find that, although the338

detailed atomic structures near the interface differs significantly, the band offsets of all the different339

thickness tend to be the same. On the other hand, the bulk Si band edge feature has been extended340

into the transition area, which leads to a smaller effective SiO2 region. Our calculation shows341

that the band offset is rather robust against the details of the transition layers. This is a major342

advantage for electronic devices, since it can reduce the device variations, a major issue when343

the device length shrinks to nano size. As a comparison, we also performed reactive force field344

molecular dynamics simulation to construct the interface. The calculated band offset shows that345

bond switching method tends to give more consistent results with the experiment, both for the346

atomic structure and electronic band offset. Moreover, by applying the newly developed hybrid347

functional with atomic specific mixing parameters, we can correct the band gap of Si and amorphous348

SiO2 simultaneously in one heterostructure calculation, thus it can be used for future studies like349

transports and defect state carrier localizations.350
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FIG. 1. The DFT relaxed structures taking from the MC simulations. Here, different maximum number of

Si atoms (n) connected via the continued Si–Si bonds are used to represent the thickness of the transition

region. a) n = 2, b) n = 3, and c) n = 4. The green digits are used to count the Si atoms which are

connected by continued Si–Si bonds spreading from the fixed Si atoms as examples. The middle three Si

layer are fixed in MC simulation and DFT relaxation. The Si–Si bonds connected to these fixed atoms are

not allowed to switch during the MC simulation.
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FIG. 2. a) Radial distribution function (RDF) comparison from BS MC, ReaxFF MD and experimental

values. b) O–Si–O angle distribution histogram of the structures from BS MC and ReaxFF MD.
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O atoms are from the middle of the SiO2-bulk part to exclude the contribution from interfacial region. 0

energy is set to be at the valence band minimum. Real space wavefunction isosurface for the b) valence

band maximum (VBM), and c) conduction band minimum (CBM) of this structure.
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real space for the structures with n=3 and 4.
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