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ABSTRACT OF THE DISSERTATION

Mapping the Druggability of Complement C3 and its Derivatives,
and Inhibitor Design

by

Rohith R. Mohan

Doctor of Philosophy, Graduate Program in Bioengineering
University of California, Riverside, December 2018

Dr. Dimitrios Morikis, Chairperson

The complement system, consisting of several plasma proteins and cell-bound receptors, is

an important part of innate immunity. Complement component C3 is central to the multi-

ple complement pathways and its cleavage results in the activation of various cascades for

the generation of effector proteins and complexes as a response to injury or infection. A

lack of regulation in this response can result in adverse effects such as inflammatory and

autoimmune diseases. Despite complement’s role in several autoimmune and inflammatory

diseases, there is a noted dearth of complement-targeted therapeutics on the marker. In this

thesis, we outline a variety of studies in which we employ computational and experimental

methods to characterize the mechanistic properties and dynamics of C3 and its derivatives in

order to map their druggability. We explore the mechanisms driving the C3d:CR2 interac-

tion using electrostatic analysis, molecular dynamics simulations (both steered and explicit

solvent), and MM-GBSA calculations. We investigate the role of electrostatic steering in

the C3d:CR2 interaction through Brownian Dynamics simulations and confirm the ionic

strength-dependence of the interaction as well as gain additional insights into the amino

viii



acids driving the association of the C3d:CR2 complex. We utilize the insights into significant

intermolecular interactions gained from the C3d:CR2 complex for the design of CR2-based

peptides targeting C3d for biomarker and inhibitor development. In continuing with the

pursuit of C3d-binding ligands, we implement a virtual screening workflow for the identifi-

cation of small molecules with fluorescence properties for potential theranostic applications.

In addition, we explore the dynamics of the C3d:CR3 complex to further characterize the

structural and physicochemical properties of C3d and identify amino acids crucial to the

interaction through molecular dynamics (both explicit and steered) and electrostatic analy-

sis. We perform redesign of a compstatin family peptidic inhibitor targeting C3, and small

molecule biomarker discovery at the site of compstatin-C3 binding using virtual screen-

ing. Our results provide a fundamental mechanistic understanding of the physicochemical,

structural and dynamic properties of C3, and form the foundation for the development of

potential diagnostic imaging molecular sensors and therapeutics.
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Chapter 1

Introduction

1.1 The complement system

The complement system, an important part of innate immunity, consists of sev-

eral proteins and cell surface receptors and responds to pathogens or injury through op-

sonization, lysis and chemotaxis. Complement activation can occur through three possible

pathways: classical, lectin and alternative. All three pathways converge at complement

component C3 leading to multiple cascades for potential responses1.

C3 is cleaved by an enzyme, C3 convertase, into C3a and C3b. C3a, an anaphy-

lotoxin, binds to C3a receptor C3aR on neutrophils leading to an inflammatory response,

such as the release of histamines, and chemotaxis. C3b, an opsonin, covalently binds to

pathogen cell surfaces leading to opsonization of the pathogen. Bound C3b is capable of

forming C3 and C5 convertases and complement fragment C3d (through a series of cleavage

steps with Factor I and a co-factor). Cleavage of C5 by C5 convertase results in the C5a

and C5b with C5a functioning similar to C3a while C5b forms a complex with C6, C7, C8,
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and multiple copies of C9, leading to cell lysis further downstream. Complement fragment

C3d interacts with complement receptor CR2 leading to enhanced B-cell mediated antibody

production, thus demonstrating the crucial role of complement as a link between innate and

adaptive immunity.

Besides being an opsonin, C3b is also capable of forming C3 convertases serving

as a positive feedback amplification loop. The amplification loop is beneficial during in-

fection states as it allows for rapid complement response but without proper and balanced

regulation, it can result in detrimental effects. The complement system’s failure to perform

incorrectly is implicated in many autoimmune and inflammatory diseases. At the same

time, complete inhibition of the complement system can be detrimental as well as it pre-

vents proper response to injury and infection. By targeting C3 and its derivatives in the

context of the alternative pathway, we can dampen complement response while still allowing

for potential activation through the other pathways (classical and lectin).

1.2 Role of complement in autoimmune and inflammatory

diseases

The complement system is the first line of defense against pathogens and injury and

plays an important role in the link between innate and adaptive immunity. This also makes

complement response a bit of a double-edged sword as overactive complement response

or a lack of regulated response can result in autoimmune and inflammatory diseases such

as atypical hemolytic uremic syndrome (aHUS), rheumatoid arthritis (RA), paroxysmal

nocturnal hemoglobinurea (PNH), chronic obstructive pulmonary disease (COPD), and age-
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related macular degeneration (AMD)2–4 while an underactive complement system increases

susceptibility to infection. Despite complement being implicated in over 30 different disease,

only two complement-targeted therapeutics are currently in the clinic, Cinryze (from Shire)5

and Soliris (from Alexion)6. Both Cinryze and Soliris are protein-based therapeutics, which

drives their production cost high, and they suffer from the standard limitations of protein

therapeutics, such as batch variability, stability, bioavailability, and administration. Low

molecular mass complement inhibitors, such as peptides and chemical compounds can be

less costly to scale up for clinical production, can be administered orally or locally (as

opposed to intra-venous injections), and will have higher stability and in the case of chemical

compounds, bioavailability. Although, dampening complement response is beneficial in this

case, it reduces the ability to respond to infection and injury. Targeting the alternative

pathway can allow for retention of the ability to activate complement response through the

classical and lectin pathways.

In order to develop inhibitors and biomarkers targeting C3 and its cleavage prod-

ucts for prevention and management of the aforementioned diseases, there must first be a

thorough understanding of the physicochemical and structural profile of these complement

proteins and how it affects their mechanisms of action. In the context of age-related mac-

ular degeneration, complement activation has been demonstrated to be a crucial factor in

inflammation and tissue damage7,8. Drusen formation is the accumulation and deposition

of debris at the RPE-Bruch’s membrane interface and is the major symptomatic indicator

of AMD. Dysregulation of complement system may not initiate drusen formation but it has

been shown to contribute to drusen accumulation and further progression of AMD pathol-
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ogy9,10. As drusen accumulation is directly related to complement overactivation, there is

also deposition of terminal complement products, like C3d, in excess in AMD tissues. By

characterizing the mechanistic properties and structural dynamics of C3d, a foundation for

development of potential inhibitors and biomarkers can be acquired. This is not limited to

C3d and is extensible to C3b and C3 as well. It also applicable to the other disorders in

which complement response is implicated.

1.3 In-silico characterization of mechanistic properties, elec-

trostatics and dynamics in proteins

With recent improvements and updates, computational methods have been shown

to complement experimental methods in a valuable manner11. With appropriate parameter-

ization, it is possible to accurately reproduce and predict binding and energetics observed in

biological phenomena using computational tools. Utilizing a combination of computational

and experimental methods allows us to reinforce, validate and efficiently explore solutions

involving structure-dynamics-function relations and function inhibition.

The complement system is particularly amenable to computational studies due

to the pervasiveness of electrostatic interactions12–20. It has been well established that

electrostatic interactions play an important role in ramping up complement response by

driving conformational changes and complex stability. Poisson-Boltzmann and Coulombic

calculations provide an efficient way to characterize electrostatic potentials as they account

for the solvation environment of proteins and both long and short-range contributions. With

the availability of crystallographic structures of many of the components of the complement
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system, it is facile to apply these methods to the available protein structures. We have also

implemented our computational framework AESOP (Analysis of Electrostatic Structures

Of Proteins) as a Python package in order to facilitate these types of analyses21. With

functionality for computational alanine scanning, directed mutagenesis and electrostatic

similarity and hotspot analysis, AESOP can provide valuable insight into the long and

short-range contributions of residues to the electrostatic effects underlying the interaction.

As the collection of structural data at the Protein Data Bank (PDB) continues

to grow, so to does our structural understanding of complement proteins22–28. However,

crystallographic structures are inherently limited by their static nature so in order to eval-

uate protein interactions in a more detailed manner, molecular dynamics (MD) simulations

are necessary. Simulations can provide valuable insight into the dynamic stability of pro-

tein complexes at the atomic scale and can also be used to evaluate both conformational

transitions of binding, using explicit solvent MD simulations, and unbinding, using steered

molecular dynamics (SMD) simulations. Through these methodologies we can extract many

insights such a persistent intermolecular interactions, identification of molecular switches

through timeseries of interatomic distances, and dynamic cross correlation indicating sig-

nificant domain motions. Analyzing the data generated by such simulations requires cre-

ative approaches to reduce the complexity and extract biological insights and methods such

as Principal Component Analysis (PCA), time-lagged Independent Component Analysis

(tICA), and Markov Modeling can be valuable in these applications29,30.
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1.4 Targeting complement response: peptides and small

molecules

There has been repeated evidence demonstrating the role of unregulated com-

plement response in autoimmune and inflammatory diseases and yet there is a dearth of

therapeutics targeting complement response for inhibition or biomarkers in the market. The

few complement-based therapeutics that do exist are biopharmaceutical-based which often

suffer limitations in bioavailability, cost of production, and medium of delivery. Peptides and

small molecules can be viable alternatives as they address many of these limitations while

retaining specificity. The application of a two-pronged approach incorporating both pep-

tide design and small molecule discovery can be advantageous for inhibitor and biomarker

discovery.

Depending on their bioavailability, peptides serve as a middle ground to biophar-

maceuticals and small molecules due to their specificity, relatively low cost of production,

and oral delivery capability. Cocrystal structures of complexes such as that of C3c (a

cleavage product of C3) and Compstatin and C3d:CR2 can be the basis for peptide de-

sign. Rational design approaches can leverage existing structural information to identify

potential peptidic designs incorporating secondary structural elements like β-turns to fa-

cilitate cyclization. Rational design informed by electrostatic analysis, molecular dynamics

simulations and energetics analysis can guide the optimization of these designs as well.

Combinatorial approaches powered by software suites like Rosetta31,32 can be a cost- and

time-effective alternative to experimental approaches like phage display, thus allowing for

further refinement of the design of peptides.
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As an alternative to rational peptidic design, virtual screening of chemical com-

pounds is advantageous in that it is robust, efficient, and has the benefits of being high

throughput while being more time and resource efficient than its experimental counterparts

due to its in silico nature33,34. Small drug-like compounds have the advantage of exhibiting

ideal pharmacological properties albeit depending on their specificity. Virtual screening gen-

erally comprises of two stages: pharmacophore model screening and molecular docking. A

pharmacophore model is simply a framework of spheres representing the spatial distribution

of physicochemical properties (aromaticity, hydrophobicity, hydrogen bond donor/acceptor

capability, and positive/negative charge.) of an active ligand. Each moiety of the model is

considered a pharmacophore feature and each pharmacophore model may contain several

features. By integrating MD simulations with our virtual screening workflow, we can ex-

tract pharmacophore features from the MD trajectories of the ligand-receptor complex by

identifying highly conserved interactions and key residues. During screening, a database

of compounds is matched up against the pharmacophore model and if the compound con-

tains matching pharmacophore features within the corresponding tolerance radii then it is

considered a positive hit. Following pharmacophore screening, the subsequent positive hits

are docked to the receptor of interest using molecular docking. During molecular docking,

the compounds occupy a variety of “poses” representing a range of plausible conforma-

tions within a predefined region of the receptor. The fit of the compound, in its various

poses, with the receptor is scored on the basis of a force-field and empirical data and the

compounds are then ranked by predicted binding affinity. In addition to predicted binding

affinity, the compounds can also be evaluated for predicted solubility using the partition

7



coefficient (logP) and can be visually inspected for proper geometric and spatial distribu-

tion. Top-ranked compounds can then be purchased for characterization of binding, using

microscale thermophoresis, and complement inhibition, using ELISAs and hemolytic assays.

By leveraging structural and dynamics information extracted from molecular dynamics sim-

ulations of structures of C3d27,35, C3c25, and their corresponding binding partners, virtual

screening can be a valuable approach to identifying ligands for inhibition and biomarker

targeting C3 and its derivatives.

1.5 Overview

The work described here aims to investigate the dynamics and mechanistic proper-

ties of C3 and its derivatives in order to map their druggability. Additionally, these insights

are leveraged for the design and discovery of peptides and small drug-like molecules, so that

they may provide a basis for the therapeutic, diagnostic, and theranostic development. In

Chapter 2, we explore the binding mode controversy of C3d:CR2 through a variety of com-

putational methodologies and electrostatic analysis. We identify amino acids participating

in significant intermolecular interactions through electrostatic analysis via our computa-

tional framework AESOP and molecular dynamics simulations (both explicit solvent and

steered). We provide evidence for the physiological relevance of the 2011 crystallographic

structure of the C3d:CR2 complex while also identifying further evidence supporting the

crystal packing energetics influence in 2001 structure. In Chapter 3, we delve deeper into

the role of electrostatic interactions in the C3d:CR2 interaction through a combination

of computational mutagenesis and Brownian Dynamics simulations. We confirm the role

8



of electrostatic steering in accelerating the C3d:CR2 interaction and the ionic strength

dependence of the interaction while also confirming the previously identified electrostatic

contributions of amino acids at the binding interface. In Chapter 4, we implement a vir-

tual screening workflow to identify C3d-binding ligands with fluorescence capabilities for

biomarker applications. Using the insights on the C3d:CR2 interaction from our prior

studies and molecular dynamics simulations we develop robust pharmacophore models for

screening, perform molecular docking, and identify a subset of small molecules demonstrat-

ing promise in in-silico analysis. In Chapter 5, we continue our pursuit of C3d-binding

ligands for biomarker discovery through a peptidic design approach. Utilizing the wealth

of knowledge on the structural dynamics of the C3d:CR2 that we previously compiled, we

implement rational and combinatorial design to identify C3d-binding peptides. In Chapter

6, we explore another facet of C3d through the investigation of the C3d:CR3 interaction

using molecular dynamics, steered molecular dynamics, and electrostatic analysis. Through

our investigation, we identify the mechanisms driving the interaction while also provide

a basis for exploring peptide design through the non-overlapping yet adjacent CR2- and

CR3-binding sites of C3d. In Chapter 7, we utilize a peptide design approach for targeting

C3, specifically in the context of age-related macular degeneration. Through a combination

intermolecular interaction analysis and prior work, we utilize peptide redesign for the devel-

opment of a PEGylated Compstatin analog peptide with increased solubility and inhibitory

activity in hemolytic assays and human RPE cell-based assays. Finally, in Chapter 8, we

describe a virtual screening workflow for the identification of C3 binding small molecules.

Through the development of a diverse and robust set of pharmacophore models, we iden-
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tified a subset of small molecules with promising predicted binding affinties, from which

we confirmed the binding capability of one small molecule and provide a basis for further

development for potential biomarker applications. In addition to providing a thorough un-

derstanding of basic immunology at a molecular level, these studies will also provide a basis

for the discovery of new complement inhibitors and biomarkers.
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Chapter 2

A mechanistic overview of the

C3d:CR2 binding controversy

2.1 Introduction

The complement system, consisting of several plasma proteins and cell surface

receptors, is a crucial component of the innate immune system. Response to pathogens

is carried out through several processes such as opsonization, inflammation, lysis via the

membrane attack complex1. The interaction between complement fragment C3d and com-

plement receptor 2 (CR2) is known to be a key component of the link between innate and

adaptive immunity2, through enhancement of B-cell mediated antibody production during

initial complement response to infection3. For the past decade, the topology, geometric and

physicochemical nature of the binding mode of C3d and CR2 has been an issue of major

controversy4.
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The free structure of C3d was published in 1998, revealing a concave surface with

an acidic patch, comprised of two acidic sequence segments, as a potential site of interaction

to CR25. A mutagenesis study in 2000 supported this hypothesis as it showed that acidic

amino acid mutants in the acidic patch on C3d domain of iC3b decreased binding to CR2

in a Rosette assay, while a mutation of a basic amino acid near the acidic patch resulted

in a two-fold enhancement in binding to CR26. In 2001, a cocrystal structure of C3d

and CR2 was published that contradicted this hypothesis (Protein Data Bank, PDB Code:

1GHQ, called hereafter the 1GHQ structure)7. Although the CR2 in the aforementioned

structure had two N-terminal short consensus repeat (SCR) domains (known to interact

with C3d8–10), the only interaction observed was between SCR2 and a side face (not the

acidic patch) of C3d. This was different from the previously hypothesized binding site

based on the free structure of C3d5 and the 2000 mutagenesis study6. Some attributes

of the 1GHQ cocrystal structure7 raised concerns in the field, including discrepancies in

stoichiometry, absence of salt bridges at the interface, lack of contact between C3d and

SCR1, location of interface, and nonphysiological zinc ions at the binding interface, and

became the subject of scrutiny in subsequent experimental and computational studies.

In 2005, a mutagenesis study on amino acids at the binding interface on CR2 lent

further credence to the 1GHQ cocrystal structure of C3d:CR211; however the same mutage-

nesis study, guided by previous epitope and peptide binding data, demonstrated that muta-

tions of basic amino acids located on a single face of SCR1 were critical for C3d:CR2(SCR1-

2) binding. Involvement of SCR1 and linker residues in binding to CR2(SCR1-2) was also

supported by a subsequent NMR study using chemical shift perturbation analysis12. An-
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other mutagenesis study published in 201013, confirmed the results of the 2000 mutagenesis

study6, using Surface Plasmon Resonance (SPR) instead of Rosette assay, and found that

C3d mutations at the 1GHQ interface did not have a significant effect on binding. The

authors of the study went on to question the physiological relevance of the cocrystal struc-

ture citing concerns brought up during the multi-year controversy. The use of 0.2 m zinc

acetate in the crystallization medium was believed to be the cause of the nonphysiological

zinc ions at the interface and was an area of concern regarding the cocrystal structure14.

The authors of the 2010 study performed an ELISA study to demonstrate that zinc acetate

actually abrogates the C3d:CR2(SCR1-2) interaction in solution, at conditions mimicking

the crystallization pH and ionic strength. The authors of this study noted that the 1GHQ

structure included two non-interaction molecules and suggested that the observed contacts

were due to favorable crystal packing energetics13.

In 2011, the authors of the 2010 mutagenesis study13 published a new cocrystal

structure of C3d:CR2(SCR1-2) (PDB Code: 3OED, called hereafter the 3OED structure)

in which the binding interface is different from that of the 1GHQ structure, and is more

consistent with existing biochemical data15. In this structure, both SCR1 and SCR2 mod-

ules of CR2 interact with the acidic patch of C3d, in agreement with the majority of the

mutagenesis data.

During the course of the controversy, several computational studies were performed

aiming to construct a unified model that accounts for all experimental data16–19. Although

unambiguous construction of a unified model was not possible based on the 1GHQ struc-

ture, the computational studies proposed a two-step association process driven by long-
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and short-range electrostatic interactions. A computational study in 2011 supported the

claims alluding to the non-physiological nature of the crystal structure17 and additionally,

both experimental and theoretical studies have supported the possibility of another binding

site16,19–23.

The 3OED crystal structure15 and newest mutagenesis studies13,23 have exper-

imentally proposed a resolution for the long-standing controversy regarding the binding

mode of C3d:CR2(SCR1-2). Our study brings a theoretical basis and mechanistic insight

to the C3d:CR2(SCR1-2) interaction. We use different computational tools to evaluate the

electrostatic properties of the two crystal structures as well as their dynamic, energetic and

dissociative properties. We demonstrate that the 3OED structure is energetically signifi-

cantly more favorable and much more stable overall than the 1GHQ structure, and therefore

3OED is more likely to be the physiological structure. We also critically discuss the under-

lying factors of the 1GHQ structure formation, and we evaluate the potential effects of the

presence of zinc ions at the binding mode of 1GHQ. Lastly, our study strongly supports the

role of electrostatic interactions in the recognition and binding of C3d with CR2(SCR1-2).

2.2 Methods

2.2.1 Protein structures

The protein structures used in our analysis were acquired from the Protein Data

Bank (PDB)24 with the codes 1GHQ and 3OED for the 2001 cocrystal structure7 and the

2011 cocrystal structure15, respectively. We utilized chain A and chain B from the 1GHQ

structure for C3d and CR2(SCR1-2) respectively and removed the two zinc ions present (one
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each on chain A and chain B) and chain C which lacks contact with C3d. This complex will

be referred to as 1GHQ hereafter. We also prepared a second 1GHQ complex in which the

two zinc ions are not removed and this complex will be referred to as 1GHQzn hereafter.

In the 3OED structure, there are two complexes for C3d:CR2(SCR1-2) but we used the

complex with better electron density and lower B-factor values, corresponding to chain A

and chain C for C3d and CR2(SCR1-2) respectively. This complex will be referred to as

3OED hereafter. Due to the discrepancy in residue numbering in the structures, we used

the numbering in 3OED as our basis, which required subtracting 1 from all CR2 residue

numbers in 1GHQ and 1GHQzn.

2.2.2 Electrostatic analysis

Electrostatic effects play a crucial role in the C3d:CR2(SCR1-SCR2) interac-

tion16–19 so we utilized the AESOP (Analysis of Electrostatic Similarities of Proteins)

framework17,25–27 to study the effect of electrostatics on the two binding sites. The first

step in our workflow was adding missing hydrogens, atomic radii and partial charges to

our PDB structures using PDB2PQR28 and the PARSE force field29. Next we performed

computational mutagenesis on the protein complexes using prior mutants from the litera-

ture6,11,13,15,30. We also generated single alanine mutants of all ionizable amino acids of the

complex. After the mutated protein complexes were generated, we calculated electrostatic

potentials with the linearized Poisson–Boltzmann equation and electrostatic free energies

of association, using APBS31, and compared them to those of the unmodified parent pro-

tein complexes. The parameters applied to the APBS calculations, as justified in an earlier

study17,26, consist of dielectric coefficients of 20 and 78.54 for the protein and solvent dielec-
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tric values, respectively, as well as ionic strengths of 0 or 150 mm. For 1GHQ and 1GHQzn,

the number of grid points and mesh dimensions were set to 129 × 97 × 129 and 126�A ×

96�A × 105�A, respectively, whereas for 3OED, they were set to 129 × 97 × 97 and 98�A ×

95�A × 90�A, respectively.

Electrostatic free energies of association are calculated using a thermodynamic

cycle, in order to remove self-energies and grid artifacts and the APBS Coulomb module

is applied to incorporate nongrid-based Coulombic potentials for a more accurate represen-

tation of electrostatic free energies of association (∆Gassoc) as previously described17,25,32

and shown in Eq. 2.2

∆∆Gsolv = ∆GC3d:CR2
solv −∆GC3d

solv −∆GCR2
solv (2.1)

∆Gassoc = ∆Gcoul + ∆∆Gsolv (2.2)

The electrostatic free energies of the mutants are represented relative to the parent protein

as described in Eq. 2.3

∆Gbinding = ∆Gmutantassoc −∆Gparentassoc (2.3)

where ∆Gmutantassoc and ∆Gparentassoc for C3d or CR2 are calculated using Eqs. 2.1, 2.2.

2.2.3 Explicit-solvent molecular dynamics simulations

We performed explicit-solvent molecular dynamics (MD) simulations for 1GHQ,

1GHQzn and 3OED in triplicate using NAMD33 and the CHARMM forcefield34. The 3OED

complex was solvated in TIP3P water boxes with dimensions of 83�A × 83�A × 83�A while
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the 1GHQ and 1GHQzn complexes were solvated with box dimensions of 104�A × 104�A ×

104�A. The charges of the 3OED and 1GHQ systems were neutralized with sodium and

chloride counterions at an ionic strength of 150 mm while 1GHQzn was neutralized with

zinc and acetate counterions at an ionic strength of 0.2 m to reflect crystallization condi-

tions. CHARMM parameters were not available for acetate ions so MATCH35 was used

to generate parameters from a PDB structure of acetate. The acetate ions were placed

in the solvated structure by replacing randomly selected water molecules while satisfying

certain distance criteria (>10�A from protein). All three systems underwent 25,000 steps of

conjugate gradient energy minimization followed by heating from 0 to 300 K in 62 ps with

all protein atoms constrained to their positions after minimization. Following heating, the

three systems were equilibrated through five stages for 50 ps/stage. In the case of 1GHQzn,

the first equilibration stage ran for 1 ns to allow the acetate ions in the solvent to sufficiently

equilibrate. During the first four stages of equilibration, force constants 41.84, 20.92, 8.368

and 4.184 kJ/mol/�A2 respectively were used to harmonically constrain all protein atoms

to their positions after minimization. During the final stage of equilibration all protein

backbone atoms were harmonically constrained with a force constant of 4.184 kJ/mol/�A2.

Following the final equilibration stage, the production run was initiated with the following

conditions: periodic boundary conditions, particle-mesh Ewald electrostatics (nonbonded

interaction cutoff of 12�A and switching distance of 10�A), SHAKE algorithm (fixing hydro-

gen atom bond lengths), 2 fs integration timesteps, and Langevin pressure and temperature

controls. We performed MD simulations for each of the systems in triplicate (total of nine
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20 ns trajectories). An additional 100 ns simulation was performed for 1GHQ and 1GHQzn

to evaluate if the systems stabilize over a longer time period.

2.2.4 Steered molecular dynamics simulations

We also performed steered molecular dynamics simulations (SMD) using NAMD.

In order to have an independent starting point for the simulations, we took each of the

trajectories from the explicit-solvent MD simulations and identified three representative

conformations, each based on RMSD clustering, resulting in a total of 27 SMD trajectories

(nine per system). First, we used UCSF Chimera36 to calculate the normal vectors of the

solvent accessible surface of C3d atoms within 8�A of CR2. Subsequently we calculated

the mean of the normal vectors and rotated each complex so that the mean normal vector

was aligned with the +z axis, allowing us to use the +z axis as the direction of induced

dissociation of CR2 from C3d. All three systems were solvated in TIP3P water boxes with

boundaries from 12�A from the protein in both the x and y directions. In order to allow

for sufficient room for induced dissociation in the +z direction, the boundary in the +z

direction is 70�A from the protein for the 3OED complex and 1GHQ complex while that

of 1GHQzn is 100�A from the protein. All three systems were minimized and heated in the

same manner as the explicit-solvent MD simulations as discussed above. Following heating,

the three systems were equilibrated for 125 ps for the 3OED and 1GHQ systems and 250 ps

for 1GHQzn while all proteins atoms were harmonically constrained with a force constant of

41.84 kJ/mol/�A2. The SMD simulations were carried out using the equilibrated structures

as input. During the SMD simulation, C3d residues >12�A from CR2 were harmonically

constrained to their post-equilibration positions with a force constant of 41.84 kJ/mol/�A2,
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while the center of mass of all CR2 atoms was constrained and pulled in the +z direction

at a constant velocity of 10�A/ns.

2.2.5 Analysis of molecular dynamics simulations

Several tools were utilized in MD trajectory analysis. Hydrogen bond analysis and

PDB and MD trajectory visual analysis were performed using UCSF Chimera, simulation

videos as well as solvent accessible surface area (SASA) for both proteins and protein

complexes were calculated using VMD37 and several custom R scripts38 in conjunction with

the Bio3D package39. Interfacial SASA (∆SASA) of the trajectories (including hydrogen

atoms) were calculated as described in Eq. 2.4

∆SASA = ∆SASAA + ∆SASAB −∆SASAAB (2.4)

The molecular mechanics-generalized Born surface area (MM-GBSA) method40–42

was utilized to calculate association free energies for each MD trajectory, excluding the

first 100 ps, as described previously32,43. The MM-GBSA calculations are outlined in the

following equations

∆G = ∆GC3d:CR2 −∆GCR2 −∆GC3d (2.5)

∆Gelec = ∆Ecoul + ∆Gelec:solv (2.6)

∆Gnp = ∆Evdw + ∆Gnp:solv (2.7)

∆Gtotal = ∆Gnp + ∆Gelec (2.8)
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Free energy changes are calculated as described in Equation 2.5. The molecular

mechanics Coulombic (∆Ecoul) and van der Waals (∆Evdw) terms are calculated using

CHARMM44 with the CHARMM27 force field and atomic radii45. An atomic radius of

1.47 was used for the nonphysiological zinc ion based on prior literature46. Generalized

Born solvation (∆Gelec:solv) and nonpolar free energy (∆Gnp:solv) terms were calculated

using the CHARMM generalized Born approximation and by multiplying the interfacial

surface area of the C3d:CR2 complex by a surface tension parameter of 0.005 kcal/mol/�A2

respectively.

2.3 Results

2.3.1 Electrostatic calculations

In the following analysis, the ∆Gbinding values are represented as described in

Eq. 2.3. A positive ∆Gbinding value corresponds to loss of binding due to mutation of the

corresponding residue (to alanine unless specified otherwise) or in other words, a residue

with a significant contribution to binding. The inverse also holds true, a negative ∆Gbinding

value corresponds to an increase in binding due to mutation of the corresponding residue.

The binding modes of 3OED and 1GHQzn, the location of the SCR1 and SCR2

domains, and electrostatic complementarity of the structures can be visualized in Fig. 2.1.

The interface at 3OED (Fig. 2.1C) demonstrates much better electrostatic complementar-

ity than that of 1GHQ (2.1B). The results of our computational mutagenesis study using

mutants from prior literature6,11,13,15,30 are plotted in Fig. 2.2 along with previous exper-

imental binding data labeled on the x-axis. It is apparent that 3OED is electrostatically
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significantly more favorable than the 1GHQ and 1GHQzn structures based on the large

number of residues displaying a significant increase in binding energy as well as the mag-

nitudes of the increases. The disparity between the structures is especially evident when

looking at the number of CR2 residues with increases in electrostatic free energy of binding.

In 1GHQ, there are no individual residues exhibiting an increase in electrostatic free energy

of binding >5 kJ/mol while in 1GHQzn, there are a few residues on both C3d and CR2 that

exhibit a significant increase in electrostatic free energy of binding and a few CR2 residues

also exhibit a loss >5 kJ/mol in electrostatic free energy of binding. In contrast, many CR2

residues destabilize binding in 3OED. It is important to note the net charges of the struc-

tures (1GHQ: 4e, 1GHQzn: 8e, 3OED: 7e), as part of the difference between 1GHQ and

1GHQzn may be due to the charge discrepancy owed to the presence of nonphysiological

zinc ions; therefore the zinc ions have an effect on binding. This effect is more obvious in the

case of CR2. This discrepancy in electrostatic free energy of binding between the structures

is highlighted In Fig. 2.3, where the free energies of the three systems are mapped to the

surfaces of the complexes and colored correspondingly. In this representation, we observe

that the 3OED binding interface shows many more residues with large contributions to

binding in comparison to the 1GHQ and 1GHQzn structures.

Results of a general alanine scan of all ionizable amino acids of 3OED, 1GHQ, and

1GHQzn can be seen in Figs. A.1 and A.2. In 3OED, we observe several residues at the

interface with increases in electrostatic free energy of binding >5 kJ/mol with some CR2

residues exhibiting effects contradictory to those of the 1GHQ and 1GHQzn structures. As
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Figure 2.1: Electrostatic complementarity of the two structures and location of binding
modes. (A) Both 1GHQ and 3OED C3d structures are superimposed to show the two
different binding modes, and colored by electrostatic potentials. Red and blue indicate
negative and positive electrostatic potentials, respectively, projected on the protein surfaces
at ±10kBT/e. (B) 1GHQ structure in open book representation splayed across the dotted
y-axis. (C) 3OED structure in open book representation splayed across the dashed x-axis.
(D) Both 1GHQ and 3OED C3d structures superimposed in ribbon form with the CR2
SCR1 and SCR2 domains labeled. The superimposed C3d is colored green while, 3OED
CR2 is colored magenta and 1GHQ CR2 is colored cyan. Two small red spheres show the
location of the nonphysiological zinc ions at the interface.
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Figure 2.2: Results of electrostatic analysis using previous experimentally generated mu-
tants. Changes in free energies of binding upon mutation are calculated using Eq. 2.3. A
positive value denotes loss of binding, indicating that the mutated residue favors binding.
A negative value denotes gain of binding, indicating that the mutated residue opposes bind-
ing. Binding data from previous literature can be found below the x-axis labels in the form
of blue and red “+” marks corresponding to Rosette iC3b binding studies6 and SPR C3d
binding13 respectively. The key to binding data is as follows: +++++: 200%, ++++:
90–120%, +++: 70–90%, ++: 40–70%, +: 20–40%, 0: 0–20%. The mutations without
“+” marks were selected from (Hannan et al., 2005, Toapanta et al., 2010)11,30.
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Figure 2.3: Mapping of the data of Fig. 2.2 on the surfaces of the 1GHQ (A), 1GHQzn

(B), and 3OED (C) structures. The color code is described in the legend and represents
electrostatic free energies of association.
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with the computational mutagenesis study discussed above, in the case of 1GHQ, there

are no residues with >5 kJ/mol increase in electrostatic free energy of binding. Similar

trends are observed in 1GHQzn but amplified, with the exception of one CR2 residue (D92)

exhibiting a significant reversal in effect. The results are mostly in agreement with the

computational mutagenesis study described above as there is a large overlap in mutants.

2.3.2 MD simulations

Crystallographic structures can be limiting due to their static nature so in order

to evaluate the dynamic stability of the three systems, we performed MD simulations and

analyzed the resulting trajectories. We plotted the root-mean-square deviation (RMSD)

of atomic positions in Fig. 2.4 to visualize the fluctuations of the structure throughout

the simulation. Fig. 2.4A–C shows the RMSD of the triplicate 20 ns simulations for each

system. In the case of 3OED, the RMSD stabilizes approximately around the 1 ns mark,

whereas both 1GHQ and 1GHQzn never quite stabilize and continue to fluctuate through

the 20 ns simulation. As a result, we extended a simulation each from 1GHQ and 1GHQzn

to 100 ns to evaluate if the stabilization occurs later. Based on the RMSD plots of the

extended simulations, as seen in Fig. 2.4D, both 1GHQ and 1GHQzn continue to fluctuate

without stabilizing.

To compare the stability of the interfaces in the crystallographic structures, we

measured the changes in interfacial SASA over the duration of the MD simulation. In

Fig. 2.5, the interfacial SASA of each system’s triplicate 20 ns simulations were averaged

and plotted, with their upper and lower-bound SEM shaded. Although all three systems
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Figure 2.4: Plots of RMSD from the MD trajectories. (A–C) show a comparison of the
20 ns triplicate trajectories while (D) shows a comparison of the two 100 ns trajectories.
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Figure 2.5: Interfacial SASA averaged over the triplicate 20 ns simulations for each system
and plotted with shaded SEM. The color code is as follows: magenta for 3OED, blue for
1GHQ, and green for 1GHQzn.

display fairly constant interfacial SASA over time, 3OED has a much higher interfacial

SASA (2500—3000�A) than the other systems (500—800�A).

Fig. 2.6 shows the percent occupancy plots for intermolecular interactions, calcu-

lated for the triplicate simulations in each system. 3OED has a larger number of non-polar

interactions (Fig. 2.6C), salt bridges (Fig. 2.6F), and hydrogen bonds (Fig. 2.6I) and also

has higher percent occupancies in the aforementioned intermolecular interactions compared

to 1GHQ and 1GHQzn. 1GHQzn has if not more, at least higher percent occupancies in

hydrogen bonds and non-polar interactions.

MM-GBSA calculations were performed in order to provide further insight into the

energetics of the three systems. The frequency distribution of the electrostatic, nonpolar

and total free energies of the triplicate trajectories of each system can be seen in Fig.
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Figure 2.6: Occupancy plots from the 20 ns MD trajectories for non-polar interactions
(A–C), salt bridges within 5�A (D–F), and hydrogen bonds (G–I) for 1GHQ, 1GHQzn, and
3OED respectively.
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Figure 2.7: Relative frequency histograms of MM-GBSA free energies: (A) Electrostatic
free energies. (B) Nonpolar free energies. (C) Total free energies.

2.7. The importance of electrostatic interactions (Fig. 2.7A) and nonpolar interactions

(Fig. 2.7B) in the 3OED interface is confirmed and the overall energetic favorability (more

negative MM-GBSA energies) of 3OED is exemplified by these results (Fig. 2.7C). We

observe that 1GHQ and 1GHQzn demonstrate similar nonpolar free energies to each other

(Fig. 2.7B) but 1GHQzn is more favorable in terms of electrostatic free energies (Fig. 2.7A),

confirming the role of the nonphysiological zinc ions in electrostatic effects. Based on the

criteria of RMSD, interfacial SASA, intermolecular interaction occupancies, and MM-GBSA

calculations, 3OED is much more physiologically favorable than 1GHQ and 1GHQzn, and

the nonphysiological zinc ions appear to be crucial to the 1GHQzn interface.

2.3.3 SMD simulations

In the SMD simulations47,48, we induced dissociation to examine the C3d:CR2

interactions as they unbind. During the SMD simulations, the center of mass of CR2 is

pulled away from C3d at a constant velocity and the resultant forces acting on CR2 are

plotted over time. In Fig. 2.8, the force-time curves for each system were averaged and
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plotted with their upper and lower-bound SEM shaded. For the majority of the 3OED

SMD trajectories, the SCR2 domain dissociated from C3d around 0.3—0.6 ns but the time

at which complete dissociation of CR2 occurred varied from 1.1 to 1.7 ns (Movie S1 of ref49).

There was one trajectory where CR2 completely dissociated by 0.8 ns and two trajectories

where CR2 did not completely dissociate by the end of the trajectory but that only further

supports that the 3OED structure has an energetically highly favorable binding interface.

In the case of 1GHQ, CR2 experienced complete dissociation from C3d within 0.6—0.7 ns

in most of the simulations (Movie S2 of ref49). There was one trajectory (out of 9) where

CR2 did not dissociate until 1 ns into the simulation. None of the 1GHQzn simulations

exhibited complete dissociation by 2.4 ns and CR2 continued to stay connected to C3d via

a nonphysiological zinc ion. As a result, we extended the 1GHQzn simulations to 3.5 ns and

even then we only observed complete dissociation in one simulation at 3.2 ns. In the majority

of the 1GHQzn simulations, a C3d (E117) and a CR2 (D92) residue remained connected

via a nonphysiological zinc ion (Movie S3 of ref49). As the simulation progressed, this

connection remained persistent as CR2 was stretched. Based on these results, it is apparent

that the interface in 3OED is significantly more favorable energetically than 1GHQ. The

amount of force required to separate just the SCR2 domain from C3d is higher in 3OED

than in the other structures. We can also conclude that the presence of zinc does indeed

play a role in the interface of 1GHQ based on the lack of complete dissociation and the

disparity in forces between 1GHQ and 1GHQzn.
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Figure 2.8: Force-time plots from the SMD simulations. Force-time curves for the nine
trajectories from each system were averaged and plotted with the SEM shaded.

2.4 Discussion

We have thoroughly explored the two structures of 1GHQ and 3OED using several

different computational tools to illuminate the nature of C3d:CR2(SCR1-SCR2) complex

formation. A large amount of existing biochemical data and biophysical data, both experi-

mental and theoretical, has been at odds with the 1GHQ structure and supported the possi-

bility of a binding site at the acidic patch within the concave surface of C3d6,11–13,15–23,30,50.

Past efforts to account for all sets of data by incorporating the concept of long range electro-

static interactions, which are indeed operative, were not sufficient in explaining all experi-

mental data. Here, our results are in agreement with existing biochemical data and strongly

suggests that 3OED is the energetically favorable binding mode of C3d:CR2(SCR1-SCR2),
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and at the same time they provide insight into the influence of nonphysiological zinc ions

on the formation of the 1GHQ structure.

2.4.1 Favorability of 3OED and importance of the SCR1 and SCR2 do-

mains

Numerous C3d and CR2 residues, in the SCR1 domain in particular, are involved

in the 3OED binding mode. The CR2 SCR1 domain plays a key role in electrostatic effects

on binding (Fig. 2.2C), stabilizes the interface through highly conserved intermolecular

interactions during MD simulations (Fig. 2.6C, F and I) and contributes to the dissociative

stability during SMD simulations (Movie S1 of ref49). In our electrostatic analysis (Fig.

2.2C), SCR1 residues R13, R28, R36, K41, and K57 all exhibit significant contributions to

binding (>5 kJ/mol increase in electrostatic free energy of binding). During the course of

the MD trajectories, the majority of highly conserved nonpolar interactions (Fig. 2.6C),

salt bridges (Fig. 2.6F) and hydrogen bonds (Fig. 2.6I) involve SCR1 residues R13, S15,

Y16, Y17, G24, T25, V26, I27, R28, G33, R36, E40, S42, and L44. In the case of the

SMD simulations, SCR1 continues to remain connected to C3d long after the detachment

of SCR2 until eventually complete dissociation occurs, further reinforcing the importance of

SCR1. The contributions of SCR2 to the 3OED binding mode are important as well, but as

demonstrated by our results, SCR2 contributions are outmatched by those of SCR1. As for

C3d, our electrostatic analysis (Fig. 2.2C) showed several C3d residues to have significant

contributions to binding (>5 kJ/mol increase in electrostatic free energy of binding). We also

observe that C3d residues D36, E37, Q50, L53, K57, V97, N98, L99, I100, A101, I102, D103,

S104, K162, D163, I164, E166, P173, G174, M206, G207, K251, and K291 all help stabilize
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the interface during MD simulations through highly conserved intermolecular interactions

(Fig. 2.6C, F, and I). Overall, we observe that 3OED intermolecular interactions span

a large sequence region. 3OED also demonstrates favorable electrostatic and nonpolar

energetics (Fig. 2.7) as well as dissociative stability (Fig. 2.8 and Movie S1(of ref49)).

2.4.2 Effects of nonphysiological zinc ions in 1GHQ

As expected from the structure of 1GHQ, the only CR2 residues involved in the

binding mode are of the SCR2 domain. The electrostatic effects of CR2 residues in the

absence of the nonphysiological zinc ions are mostly negligible but in the presence of the

nonphysiological zinc ions, CR2 SCR2 domain residues E73 and D92 demonstrate major

increases (>5 kJ/mol) in electrostatic free energies of binding (Fig. S2). SCR2 domain

residues Y80, K81, I82, R83, G84, and S85 stabilize the binding mode of 1GHQ through

intermolecular interactions (Fig. 2.6A and G) but the presence of the nonphysiological

zinc ions results in drastic increased conservation of interactions involving T86 and P87

(Fig. 2.5B and H). During the SMD simulations, CR2 dissociates from C3d fairly quickly

in the absence of nonphysiological zinc ions but complete dissociation does not occur in the

majority of the trajectories when the nonphysiological zinc ions are present. Specifically,

as CR2 is pulled away from C3d, there is a single persistent interaction between E117 on

C3d and D92 on CR2 (Figs. A.1 and A.2) mediated by a nonphysiological zinc ion as

seen in Movie S3(of ref49). C3d E117 and CR2 D92 also show the highest increases in

electrostatic free energy of binding in the presence of the nonphysiological zinc ions during

our electrostatic analysis (Figs. A.1 and A.2).
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2.4.3 Comparison of the two binding modes

When comparing the binding modes of 1GHQ and 3OED, it is evident that 3OED

is more favorable. In 3OED, the large number of residues with increases in electrostatic

free energy of binding, and the magnitude of the increases, overshadows those of 1GHQ

(Fig. 2.2, Figs. A.1 and A.2). This is most clearly visualized in the open-book molecular

graphics of the structures (Fig. 2.3) where it is clear that there are many more residues

contributing to binding at the interface in 3OED. We also see that the intermolecular inter-

actions contributing to the stability of 3OED span a much larger sequence region (Fig. 2.6).

3OED demonstrates much higher dynamic stability than 1GHQ through RMSD analysis

(Fig. 2.4), interfacial SASA analysis (Fig. 2.5), intermolecular interaction occupancies (Fig.

2.6), and MM-GBSA calculations (Fig. 2.7). The force-time plots of SMD trajectories (Fig.

2.8) and the movies (Movies S1–S3 of ref49) of the trajectories themselves emphasize the

dissociative stability of 3OED in comparison to 1GHQ. Although 1GHQzn doesn’t exhibit

complete dissociation in comparison to 3OED, it requires much less force to dissociate from

the complex (Fig. 2.8), indicating the role of zinc in stabilizing the complex. The discrep-

ancy is due to the unraveling of CR2 as it is pulled away and the interaction between C3d

E117 and CR2 D92 mediated by a nonphysiological zinc ion persists (Movie S3 of ref49).

The contributions of the SCR1 domain underlie the favorability of the 3OED binding mode

as emphasized by major contributing residues in electrostatic effects (Fig. 2.2C, and Figs.

A.1 and A.2), conserved intermolecular interactions (Fig. 2.6C, F, and I) and the delay in

dissociation from C3d between the SCR2 and SCR1 domains (Movie S1 of ref49).
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The potential role of the two nonphysiological zinc ions in crystal packing en-

ergetics in the binding mode of 1GHQ is evident through the observation of increases in

electrostatic free energies of binding (Fig. 2.2B, Figs. A.1 and A.2), increases in the num-

ber and strength of intermolecular interactions (Fig. 2.6B, E, and H), increases in energetic

favorability (Fig. 2.7), and increase in dissociative stability (Fig. 2.8 and Movie S3 of ref49)

when the zinc ions are present in 1GHQ.

2.4.4 Results in light of previous experimental data

The authors of the 1GHQ structure published a mutagenesis study in 200511 in

which they propose that the cluster of C3d residues E117, D122, D128 and D147 may be

a good interface for SCR1 residues. In our electrostatic analysis (Fig. 2.2), we find that

only E117 displays significant increases (>5 kJ/mol) in electrostatic free energies of binding

and that too only occurs in the 1GHQzn structure. In the case of 3OED, we observe that

this cluster of residues has almost no effect on binding, in agreement with data from the

2010 SPR study13 by the same authors of the 3OED structure. The 2010 SPR data also

suggested that C3d D36, E37, and E39 are important to binding and our 3OED electrostatic

analysis (Fig. 2.2C) supports this as well. C3d K162 was proposed as a potential inhibitor

for binding in the 2000 Rosette study6 by the same authors of the 2010 study and our 3OED

electrostatic analysis is in agreement again. In the case of CR2, there is a lot of overlap

between the experimental data in the 2005 study11 and the 2000 Rosette study6. Our

data is generally in agreement with both studies with minor discrepancies in CR2 residues

R36A, K50A, K50E, K57A, R83A and R83E (mutants from the 2005 mutagenesis study),

which slightly deviate from the results of both the 2000 and 2005 study in the context of
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3OED. Our electrostatic analysis regarding R83A also contradicts the experimental data

published along with the 3OED structure15. Importantly, our 1GHQ CR2 data, both with

and without the nonphysiological zinc ions, differ from both the 2005 and 2010 data with

a few exceptions, indicating that the 1GHQ binding mode conflicts with the majority of

biochemical and biophysical data.

Concerns regarding the 1GHQ structure included the lack of contact between SCR1

and C3d, absence of classical salt bridges, the sole side chain-side chain interaction observed

was between C3d N170 and CR2 Y80, and the presence of nonphysiological zinc ions at the

binding interface13,15. We have demonstrated the importance of SCR1 contacts to C3d

in the context of 3OED through electrostatic analysis (Fig. 2.2), conserved intermolecular

interactions (Fig. 2.6C, F, and I) and dissociative stability (Movie S1 of ref49). We find that

the 3OED binding mode experiences several highly conserved salt bridges (Fig. 2.6F) during

MD simulations while 1GHQ experiences minimal salt bridges with low percent occupancies

(Fig. 2.6D and E). In the 2010 study13, the authors found that mutating N170A did not

affect the binding activity of C3d and our electrostatic data (Fig. 2.2C) supports this.

Additionally, we found that during the MD trajectories, the only side chain-side chain

interaction between N170 and Y80 observed is a nonpolar interaction in 1GHQ (Fig. 2.6A

and B). The authors of the 2010 study also established that 0.2 m zinc acetate abrogates the

interaction between C3d and CR2, thus questioning the crystallization conditions of 1GHQ

and proposing that crystallization of 1GHQ occurred with the help of the nonphysiological

zinc ions to optimize crystal packing energetics. Our results further support this hypothesis

as we have shown the two nonphysiological zinc ions to have significant effects on the binding

40



interface of 1GHQ while at the same time establishing that 3OED is a much more favorable

binding mode.

2.4.5 Electrostatic interactions in the complement system

A recent computational study has shown that the development of an evolutionary

conserved acidic patch that is resistant to perturbations, is present in species that have

both innate and adaptive immunity, compared to more primitive species that have innate

immunity only51. The study demonstrated that the appearance of the functional acidic

patch within the concave surface of C3d coincides with the onset of adaptive immunity in

species of higher complexity, as the immune system evolved from noncellular defense to

multicellular defense with memory. In this context, C3d evolved to become a link between

innate and adaptive immunity, in addition to being an opsonin, therefore obtaining dual

functionality. It is not accidental that CR2 interacts with C3d at the acidic patch, but also

Factor H (SCR4 and SCR20) and S. aureus proteins Sbi, Efb, and Ecb, all interact with

C3d at the same acidic patch32,52,53. All of these interactions are highly electrostatic in

nature It appears that the C3d acidic patch not only is the site for interaction with CR2,

and therefore contributing to linking innate and adaptive immunity (through augmentation

of antibody production through the B cell receptor-coreceptor complex), but also a site of

regulation by Factor H, and the site of immune evasion by bacterial proteins Sbi, Efb, and

Ecb.

Regulators of complement activation that contain SCR modules are known to be

highly charged, with net charges shown variability in sign and magnitude, which is believed

to be functional. This is more evident in the functional diversity of the 20-SCR module Fac-
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tor H54, but also CR2, discussed here16–19,55, and complement inhibiting proteins secreted

from pox viruses (vaccinia and variola)56–58 and Kaposi’s sarcoma-associated herpesvirus59.

A recent review discusses collectively the role of electrostatics in complement inhibition by

SCR-containing viral proteins, targeting C3b and the C3d domain of C3b60.

Based on the observed charge diversity, it appears that charge and electrostatics

is a driving force for the regulation and inhibition of the complement system. The two-

step model for protein-protein association consists of recognition and binding. Recognition

refers to the electrostatic acceleration of the formation of a weak and non-specific complex

(called the encounter complex), driven by long-range electrostatic interactions between pro-

tein macrodipoles; binding to structural and entropic re-arrangements to form the final

and specific bound complex, which is stabilized by local pairwise energetic effects such as

hydrophobic, van der Waals, and electrostatic (hydrogen bonds and salt bridges), as well as

entropic effects such as loss of solvent molecules from the binding interface and gain by the

bulk solvent, loss of overall translational and rotational degrees of freedom, and loss of local

conformational freedom of side chains at the interface. Overall, there is plenty of theoreti-

cal and experimental evidence that our previously proposed two-step model for interactions

of SCR-containing regulators of complement activation is operative in the regulation and

inhibition of the complement system.

2.5 Conclusion

Through a combination of electrostatic analysis and analysis of MD and SMD

simulations, we have established that the 3OED structure is energetically more favorable
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than 1GHQ while also providing insight into the role of nonphysiological zinc ions at the

1GHQ interface. This observation is in favor of 3OED being the physiological binding

state. We have addressed the majority of the discrepancies regarding the 1GHQ structure

such as the lack of SCR1 contact with C3d, the smaller interfacial SASA, the absence of

classical salt bridges, the sole side chain-side chain interaction between C3d N170 and CR2

Y80 and nonphysiological zinc ions at the binding interface. We have established 3OED

to be more favorable and physiologically relevant in all these facets through an array of

computational methods. We have also established the stabilizing effects of nonphysiological

zinc ions on the 1GHQ structure, lending further credence to the potential role of crystal

packing energetics in the crystallization of 1GHQ complex. With this study, we provide

a theoretical basis for the closure to the binding controversy. Finally, we provided further

evidence that electrostatics are a main driving force of C3d:CR2 association, in agreement

with our previous studies.
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C., Skeel, R. D., Kalé, L., and Schulten, K. Scalable molecular dynamics with NAMD.
Journal of Computational Chemistry, 26(16):1781–1802, December 2005. ISSN 0192-
8651, 1096-987X. doi: 10.1002/jcc.20289.

[34] MacKerell, A. D., Bashford, D., Bellott, M., Dunbrack, R. L., Evanseck, J. D., Field,
M. J., Fischer, S., Gao, J., Guo, H., Ha, S., Joseph-McCarthy, D., Kuchnir, L., Kuczera,
K., Lau, F. T. K., Mattos, C., Michnick, S., Ngo, T., Nguyen, D. T., Prodhom, B.,
Reiher, W. E., Roux, B., Schlenkrich, M., Smith, J. C., Stote, R., Straub, J., Watanabe,
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Chapter 3

The role of electrostatic steering in

the acceleration of C3d:CR2

association

3.1 Introduction

Electrostatics plays an important role in accelerating biomolecular reactions, such

as diffusional encounters and catalytic processes1–5. Both long-range and short-range elec-

trostatic interactions have been shown to affect the protein–protein association rate6–8 and

have demonstrated important contributions to improving the efficiency of enzymatic re-

actions, often by several orders of magnitude9,10. An area of research that has received

significant attention in recent computational studies is the role of electrostatics in the func-

tion and regulation of the complement system, as well as the electrostatic mechanisms
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that bacterial and viral proteins have evolved to infiltrate host cells or evade the immune

system11–20.

The complement system is a vital component of innate immunity, acting as a rapid-

response surveillance system that identifies and eliminates, or contributes to the elimination

of foreign pathogens through the processes of inflammation, opsonization, phagocytosis, and

direct cell lysis21. In addition, the complement system contributes to clearance of apoptotic

cells, damaged cells and cellular debris, and immune complexes22–26. The complement

system is tightly regulated to discriminate self-from nonself27, and when such regulation

fails, the complement system contributes to autoimmune and inflammatory diseases28–30.

Overall, the complement system senses and responds to danger signals, contributing to host

homeostasis23,25.

A direct result of complement activation is the role it plays as a link between innate

and adaptive immunity, through the interaction between complement fragment C3d and

complement receptor 2 (CR2). This is a property of mammals and higher species, because

invertebrates have complement immune response but lack adaptive immunity. The forma-

tion of the C3d:CR2 complex contributes to the formation of the B cell receptor–coreceptor

complex and to the enhancement of B cell-mediated antibody production by up to 3–4 or-

ders of magnitude31–33. Due to the importance of the C3d:CR2 complex to the development

of autoantibodies, the C3d:CR2 interaction is also implicated in the pathology of autoim-

mune and inflammatory diseases. Thus, a comprehensive understanding of the nature of the

C3d:CR2 interaction not only will contribute to mechanistic knowledge of a fundamental
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immune response process, but also can serve as the basis for improvements in therapeutic

development.

Complement activation occurs through three different pathways: the classical, al-

ternative, and lectin pathways. All three pathways converge at complement component

C334. Complement C3 undergoes a series of cleavage steps that activate, inactivate, and

redirect its activation. The first cleavage step produces the opsonin fragment C3b that

covalently (through a thioester bond) attaches to pathogens and other surfaces, tagging

them for recognition and elimination by phagocytic cells, and the fragment C3a that con-

tributes to inflammatory response and phagocytosis. The second cleavage step produces the

so-called inactivated C3b, iC3b, which also contributes to phagocytosis. The final cleavage

steps produce C3c and C3dg, which is immediately transformed to C3d. Although C3d is

the final cleavage product that remains on cell surfaces for the life of the cell, it is not just a

degradation product. Nature has evolved mechanisms that utilize antigen-bound C3d and

B cell expressed CR2 as a site of interaction between innate and adaptive immunity. B

cell expressed antibodies also opsonize pathogens by binding to antigens on pathogen sur-

faces. Thus, the combined function of B cell bound antibodies and the CR2-C3d complex

cross-link B cells to pathogens, forming the so-called B cell receptor (antibody)–coreceptor

(CR2) complex. This cross-linking initiates a cascade of intracellular signaling reactions,

involving protein kinases.

Several structural and computational studies have proposed that the interaction

between C3d and CR2 is predominantly electrostatic in nature35–39, occurring through a

negatively charged patch on a concave surface of C3d and the first two modules of CR2
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that are positively charged (Figure 3.1). Experimental studies involving mutagenesis, pH,

and ionic strength effects are in agreement with the dominant role of electrostatics in the

association between C3d and CR235,36,40–42. Although there was ambiguity and contro-

versy for several years because of an older nonphysiological crystallographic structure of

the C3d:CR2 complex, this controversy is now resolved with new crystallographic, muta-

genesis and binding, and computational data19,36,41,43. A recent study has evaluated the

physicochemical origins and strength of the C3d:CR2 interaction, using the physiological

and the controversial crystallographic structures, and has demonstrated the electrostatic

mechanism of binding19. This and earlier studies37–39 have proposed a two-step model

for C3d:CR2 association, consisting of recognition and binding for highly and oppositely

charged proteins. This model was based on earlier work on electrostatic steering in enzy-

matic reactions and protein interactions by McCammon and co-workers1–10,44–46. During

the recognition step, long-range electrostatic interactions between protein macrodipoles ac-

celerate the formation of a transient encounter complex, followed by the binding step, which

is marked by the stabilization of the bound complex through short-range, pairwise polar

and nonpolar interactions and entropic effects.

Another recent study used the concept of “electrostatic hotspots” to evaluate the

origin of the C3d–CR2 interaction throughout evolution47. An “electrostatic hotspot” was

defined as a surface patch of like-charged residues that is resistant to perturbation. Such

hotspots contribute to the formation of the encounter complex and rapid association. Be-

cause of the high concentration of like charges, a hotspot forms an unfavorable electrostatic

environment, which is amenable to the formation of favorable interactions with proteins
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Figure 3.1: Electrostatic potentials mapped onto the protein surfaces of C3d and CR2
in open book representation. Electrostatic potentials were calculated at ionic strength
corresponding to 150 mm monovalent counterion concentration. The color transitions from
red to white to blue represent electrostatic potential values of −5kT/e to 0kT/e to 5kT/e.

that have areas with complementary charges when such an encounter occurs. The study

was performed using C3d sequences from 24 species, homology modeling based on the most

recent (physiological) crystallographic structure, perturbations based on alanine scan of

ionizable residues and molecular dynamics simulations, Poisson–Boltzmann electrostatic

calculations, and electrostatic potential similarity clustering. The study proposed that C3d

has two “electrostatic hotspots” located at opposite faces; one hotspot is predominantly

positively charged and contains the thioester bond that opsonizes pathogen surfaces, and

the other hotspot is predominantly negatively charged and forms the concave surface that is

the site of interaction with CR2. The study concluded that the appearance of the negatively
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charged hotspot coincides with the onset of adaptive immunity at the level of jawless fish

and beyond, and it is stronger in mammals, but it is not present in invertebrates. There-

fore, C3d evolved its electrostatic properties to acquire the negatively charged hotspot to

interact with the positively charged CR2, resulting to enhancement of adaptive immunity.

Given the large number of background studies on the electrostatic character of

the C3d–CR2 interaction, and that the formation of the encounter complex is a diffusion-

limited process48, we initiated a Brownian dynamics (BD) simulation study to evaluate

kon reaction rate constants for C3d:CR2 complexes. We perform our study for native C3d

and CR2, as well as for a number of mutants with available experimental binding data. We

evaluate the ionic strength dependence of the C3d:CR2 interaction to investigate the impact

of salt concentration on electrostatic screening. We utilize computational mutagenesis to

elucidate the contributions of specific mutants, with known experimental binding data, to

the association of the C3d:CR2 complex. We demonstrate the inverse relationship between

the association rate constant and ionic strength.We also find that mutations of residues

shown to enhance or hinder binding in experimental binding data35,40,41 result in slower or

higher association rate constants, respectively. The examined mutations involved ionizable

residues at the binding interface and were introduced to disrupt association. Our results are

in agreement with the experimental data, as well as with a previous computational study19,

and they indicate that the electrostatic steering accelerates the interaction between C3d

and CR2.
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3.2 Methods

3.2.1 Protein Structure Preparation

We utilized the more recent crystallographic structure of the C3d:CR2 complex

(Protein Data Bank, PDB, code: 3OED)36 in our study. From the three-dimensional

coordinates of this structure, we used chains A and C, corresponding to C3d and CR2,

respectively, as they had better electron density and lower B-factor compared to chains B

and D of another complex present in the structure. It should be noted that the structure of

CR2 contains only the two modules that contact C3d, SCR1, and SCR2, out of a total of 15

or 16 SCR modules. C3d consists of 292 amino acids with a net charge of −1e while CR2

consists of 130 amino acids with a net charge of +8e. To alleviate crystal packing effects in

the crystallographic structure, 25,000 steps of conjugate-gradient energy minimization were

performed using NAMD49.

Subsequent to energy minimization, missing hydrogens, atomic radii, and partial

charges were added to the coordinates of the structure, using PDB2PQR version 2.050

and the PARSE force field51, thus converting the PDB file to a PQR file. No atypical

protonation states were observed using PROPKA52,53. Histidine residues were neutral

with a hydrogen attached to Nδ1 atom. Computational mutagenesis was performed on

the protein complex using the analysis of electrostatic similarities of proteins (AESOP)

computational framework15,39,54,55. Mutants were chosen from prior literature that had

reported experimental binding data35,40,41. Electrostatic potentials were calculated for the

parent (wild-type) and mutated protein complexes using the Adaptive Poisson–Boltzmann

Solver (APBS) version 1.456. The number of grid points was set to 129 × 161 × 161.
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Coarse and fine mesh dimensions were set to 1000�A × 1000�A × 1000�A and 150�A × 150�A

× 150�A, respectively, as discussed previously54. Protein and solvent dielectric values were

set to 20 and 78.54, respectively54. Ionic strengths corresponding to monovalent counterion

concentrations of 50, 75, 100, 125, 150, 200, and 300 mm were used for the evaluation

of ionic strength dependence of parent C3d:CR2 and the alanine scan mutants. An ionic

concentration of 150 mm was used in the electrostatic analysis of the alanine scan mutants.

3.2.2 Brownian Dynamics Simulations

Brownian dynamics simulations and the corresponding rate calculations were per-

formed using the BrownDye package57, according to the Northrup–Allison–McCammon al-

gorithm44, which is based on the original Brownian dynamics algorithm by Ermak and

McCammon58. The two molecules start separated at a center-to-center radius (repre-

sented by the inner circle in Figure 3.2A), and the simulation progresses until termi-

nation due to formation of the encounter complex or due to the molecule reaching an

escape radius (represented by the outer circle in Figure 3.2A). The center-to-center ra-

dius is calculated by BrownDye for each system, and through an improvement to the

Northrup–Allison–McCammon algorithm, the escape radius is no longer a necessary in-

put59. Pairwise residue interactions with cutoff distances of 5.0�A were calculated from the

PQR files generated as described above. Criteria for a successful reaction required that at

least two of the atom pairs from the calculated list of pairwise interactions approach within

3.495�A of each other (Figure 3.2B).
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Figure 3.2: Schematic and molecular graphics illustrating the Brownian dynamics (BD)
simulation of C3d:CR2 and the corresponding reaction criteria with C3d and CR2 in blue
and red, respectively. (A) At the beginning of the BD simulation, CR2 starts at a center-to-
center radius away from C3d, as represented by the inner circle. The simulation terminates
when either the formation of the encounter complex occurs or if CR2 reaches an escape
radius as represented by the outer circle. (B) The concentric circles represent the reaction
criteria for the C3d:CR2 BD simulations where 5.0�A is the cutoff for determining poten-
tial pairwise residue interactions between C3d and CR2. The circle with radius 3.495�A
represents the distance within which at least two atom pairs of the previously determined
pairwise residue interactions must occur for a successful reaction.

Reaction criteria were selected to match known rate constants of C3d:CR2 as-

sociation. Initially, the BrownDye program rates of distances was utilized to generate a

list of reaction constants corresponding to minimum reaction distances. Then, the criteria

were fine-tuned to the known association rate constant at 125 mm NaCl from experimental

data40. There are two experimental association rate constants, at 50 and 125 mm NaCl

ionic strength, and we chose for calibration the value at 125 mm because of its proximity

to the physiological ionic strength of 150 mm. Additional input files were generated using

the program bd top. BD simulations were carried out using the weighted-ensemble method

to account for low probabilities of reactions60. The association rate constant, kon, and
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corresponding reaction probabilities were calculated using weighted-ensemble simulations

carried out for 2,000,000 steps with 200 copies of each system to guarantee convergence of

the results. The acceleration of protein–protein association, as well as enzymatic reactions,

by electrostatic steering has been explored previously, which suggested the feasibility of this

study61,62.

3.3 Results and Discussion

3.3.1 Ionic Strength Dependence of Association

The weighted-ensemble BD simulations of C3d:CR2 demonstrate that under con-

straints of reaction criteria of 3.495�A and at least two successful pairwise interactions, the

association rate constant decreases with increasing ionic strength (Figure 3.3), which is ex-

pected when ionic screening of Coulombic interactions is present. The experimental data

utilized for calibration of the reaction criteria is plotted in Figure 3.3 as well. Additionally,

Figure 3.3 shows the ionic strength dependence of the Debye length, suggesting the im-

portance of ionic screening for association. Both the ionic strength dependence and Debye

length curves follow similar trends.

Because C3d and CR2 have surfaces that are both highly and oppositely charged

(Figure 3.1), we expect that association follows the two-step model of recognition (formation

of the intermediate encounter complex) and binding (formation of the final bound complex).

This is demonstrated by the ionic strength dependence of the association, which is possible

if electrostatics drives association. From our results, the acceleration of the interaction
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Figure 3.3: Association rate constant of CR2 binding to C3d and the calculated Debye
length at varying ionic strengths. The mean association rate constant is represented by a
green circle with 95% confidence intervals represented as error bars. The Debye length at
each ionic strength is represented as a purple square. Experimentally known association rate
constants at two ionic strengths, 50 mm and 125 mm NaCl, are plotted and represented as
orange triangles40. Note: the experimental data point at 125 mm was utilized for calibration
of the BD simulation reaction criteria.

through electrostatic steering underscores the plausibility of the model. The kinetic rate

constants acquired through these BD simulations reflect the recognition step, given the

calculation limitation, such as the rigid body assumption of the protein structures and lack of

modeling of short-range interactions such as salt bridges, van der Waals forces, and hydrogen

bonding63. These limitations may affect only the binding step of the aforementioned two-

step model of protein–protein association and may not be necessary for the evaluation of

electrostatic steering during the diffusion-limited recognition step64.
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3.3.2 Impact of Specific Residues on Electrostatic Steering

We investigated the effects of electrostatic steering when various C3d:CR2 residues

are mutated. Computational mutations were chosen from available experimental data and

BD simulations were performed for each mutant system. We observe that mutations of

certain residues result in a decrease in the association rate constant, or in other words,

the residue is significant to the formation of the encounter complex of C3d:CR2 (Figure

3.4A,B). The reverse holds true as well where mutations of residues resulting in an increase

in the association rate constant signify that the residue hinders the formation of the en-

counter complex. These results are in line with a previous computational alanine scan and

electrostatic analysis study using AESOP19 with a few small discrepancies such as K251A

on C3d and R83A on CR2, which are close to the threshold of the error. Thus, we establish

that the acceleration of the formation of the encounter complex due to electrostatic steering

is affected by individual charged residues contributions as well.

Mutants displaying significant variance from the wild-type (outside the shaded area

of Figure 3.4A,B) were selected for ionic strength dependence analysis (Figure 3.4C,D). We

find that the mutants exhibit ionic strength dependence as well, and the trends are overall

in line with what we would expect from the mutagenesis analysis of Figure 3.4A,B. As

expected from the mutagenesis analysis, certain mutants demonstrate more drastic electro-

static steering, suggesting that they play a more significant role in the formation of the

encounter complex.
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Figure 3.4: Effects of mutagenesis on association rate constant and ionic strength depen-
dence. (A, B) The mean association rate at 150 mm ionic strength is plotted for each
mutant for C3d and CR2 with 95% confidence intervals represented as error bars. The
shaded region represents the upper and lower bound threshold of the association rate con-
stant values of the parent (C3d or CR2). Computational mutations were performed based
on previous experimentally generated mutants35,40,41. (C, D) Ionic strength dependence of
selected mutants demonstrating significant deviations from the wild type association rate
constant. The mutant notation denotes the residue number surrounded by the replaced
residue on the left and the replacing residue on the right.
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3.3.3 Comparison with Prior Experimental and Computational Studies

A recent computational study investigating the binding mode of C3d:CR2 us-

ing molecular dynamics (MD) simulations (both explicit-solvent and steered), including

MM-GBSA analysis, and electrostatic calculations, including AESOP alanine scan analysis,

quantifies why the acidic patch on C3d plays a key role in driving the C3d:CR2 interac-

tion19. In particular, two clusters of C3d residues (D36, E37, and E39; E160, K162, D163,

E166, and E167) demonstrate significant contributions to electrostatic interactions, inter-

molecular interaction occupancies (hydrogen bonds, salt bridges, and nonpolar interactions)

and steered MD (SMD) simulations. The computational study also emphasizes the impor-

tance of both the SCR1 and SCR2 domain to the stability and energetics of the complex.

This is supported by the electrostatic and MD simulation analysis and also was strongly

suggested by the slow unbinding of the SCR1 domain in SMD simulations, in contrast to

the SCR2 domain.

Our results are generally in agreement with prior experimental and computational

data. C3d residues at the acidic patch such as D36, E37, and E39 (Figure 3.5) were suggested

to be important to binding by a 2000 rosette immunological assay study35 and a 2010 surface

plasmon resonance study41, in addition to the AESOP analysis19. Our BD results support

the importance of D36, E37, and E39 in binding as well. C3d residues E117, D122, D128,

and D147, a cluster of residues not located at the acidic patch, demonstrated minimal

contributions to electrostatic steering, in contrast to a mutagenesis study40 performed by

authors of the older crystallographic C3d:CR2 structure65. This is in line with the previous

computational study19 and the 2000 and 2010 mutagenesis studies35,41.
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Figure 3.5: Molecular graphic of C3d:CR2 in open-book form and locations of residues with
significant contributions to electrostatic steering. The surfaces of C3d and CR2 are ren-
dered translucent and colored from red to white to blue according to electrostatic potential
values (calculated at 150 mm ionic strength) from −5kT/e to 0kT/e to 5kT/e. Residues are
displayed in ball-and-stick form with atoms colored according to atom type (carbon in gray,
oxygen in red, nitrogen in blue). Residues found to demonstrate significant contributions to
electrostatic steering (falling outside the shaded area in Figure 4A,B) in this ionic strength
dependence analysis and significant contributions to electrostatic interactions (greater or
less than ±2.5 kJ/mol) in a previous AESOP computational alanine scan study19(19) are
labeled with a solid black box. Residues found to demonstrate significant contributions to
electrostatic steering in this ionic strength dependence analysis but less significant inter-
actions (within ±2.5 kJ/mol) in the AESOP computational alanine scan study are labeled
with a dashed black box. Additional residues found to have significant contributions to elec-
trostatic interactions in the AESOP computational alanine scan study are labeled without
a box. This figure is an updated version of the one presented in ref66.
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C3d residues at the other acidic patch cluster (E160, D163, and E166) demon-

strated significant contributions to electrostatic steering, in line with the previous compu-

tational study19, but are at odds with the 2000 mutagenesis study. However, the influence

of electrostatic steering of C3d residues K162 and E167 are in contrast to the previous com-

putational study19 and 2000 mutagenesis study35. Here, we found that removal of K162,

which is located within the acidic patch of C3d, did not affect the electrostatic steering of

the formation of the encounter complex as dramatically as it was suggested by the results

of the 2000 rosette study35 and the previous AESOP study19. It is likely that the role of

K162 is to stabilize the negative surface patch, and its removal produces local structural

rearrangements to optimize the remaining electrostatic interactions. Such structural effects

are not taken into account by the rigid model BD and AESOP studies. We should keep

in mind that the BD and AESOP analyses introduce theoretical perturbation to assess the

importance of each mutated residue in binding of the parent proteins, and they do not aim

to model the structures of the mutated proteins.

The importance of the SCR1 domain of CR2, which was overlooked by the original

C3d:CR2 crystallographic structure, is further emphasized in our BD results, as evidenced

by the effects of mutagenesis and electrostatic steering by CR2 residues R13, R36, and K41.

This is in line with the previous computational study where it was established that the

contributions of the SCR1 domain to the C3d:CR2 interface are significant19.

3.3.4 Pharmacological Significance

Understanding the physicochemical origins of the C3d:CR2 interaction is impor-

tant for the design of biomarkers and therapeutic interventions. Recent studies have utilized
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information from the C3d–CR2 interaction to design C3d-binding biomarkers for imaging

of complement activation, such as fluorescently labeled antibodies67,(66) small fluorescent

molecules68,(67) and CR2-bound iron nanoparticles69.(68)

The complement system has been a target of inhibition in several studies, but only

two anticomplement drugs are currently in the clinic70. Although, a lack of proper regula-

tion of complement response has been implicated in several autoimmune and inflammatory

diseases, inhibiting complement activation may reduce the efficacy of response to infection

and injury. Recent studies have demonstrated in animal models effective targeted delivery

of CR2-attached protein complement inhibitors, through the CR2:C3d interaction, to sites

of local inflammation, which are abundant of C3d-opsonized tissues71–76. Such inhibitors

included fragments of the alternative pathway regulator Factor H, or the complement in-

hibitory protein Crry, but can also be low-affinity C3d-bound or CR2-bound peptidic or

nonpeptidic molecules. Therefore, the C3d:CR2 interaction is an ideal target for therapeutic

development because it allows for inhibition of complement response through the alterna-

tive pathway while retaining the ability to fight infection through the lectin and classical

pathways. The C3d:CR2 interaction can also be a target for therapeutic intervention in

cases of autoimmunity because it allows for inhibition of complement-enhanced adaptive

immune response, through the inhibition of the formation of the B cell receptor–coreceptor

complex.
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3.4 Conclusion

We have investigated the role of electrostatic steering on the C3d:CR2 interac-

tion, using BD simulations. We demonstrate that the predicted kon reaction rate constant

depends on ionic strength, which is possible only if electrostatics contributes significantly

to the C3d:CR2 interaction. We have also evaluated the contributions of specific ionizable

residues to the electrostatic acceleration of the interaction through computational mutagen-

esis and ionic strength dependence analysis. We demonstrate that computational mutations

of ionizable residues previously known from experimental studies to be significant to the

C3d:CR2 interaction result in a reduced kon rate constant. Therefore, the replaced (origi-

nal) residues contribute to the acceleration of the interaction in the native complex. These

results are in agreement with a previous computational analysis, based on the calculation

of electrostatic free energies of association for a family of experimentally known mutants

and an alanine scan family of C3d:CR2 complexes19. Interestingly, acidic residues within

an evolutionarily significant “electrostatic hotspot” in C3d are the major contributors to

the complex formation. As was suggested in a previous work, this acidic patch in the

complement degradation product C3d may have evolved to establish a link between innate

immunity (complement system) and adaptive immunity (B cell bound antibodies)47. Al-

though this C3d “electrostatic hotspot” may be destabilizing local structure, it accelerates

interaction with CR2 and function. As was suggested by Professor J. Andrew McCam-

mon in his 2009 “Darwinian Biophysics” article, evolution favors speed and acceleration of

function77; and evolution favors function over stability78.
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Chapter 4

High-throughput screening for

discovery of C3d-binding small

molecules

4.1 Introduction

The complement system is integral to innate immunity and plays a crucial role

as the link between innate and adaptive immunity1. Through cascading responses, the

complement system is the first line of defense against pathogens or injury via processes such

as opsonization, phagocytosis, and cell lysis2. Through regulation complement response is

capable of discerning self vs. non-self but lack of regulation or misregulation can result

in the pathology of autoimmune and inflammatory diseases (such as age-related macular

degeneration)3–6.
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Complement activation can occur through the classical, alternative, and lectin

pathways with all three pathways converging at complement C37. C3b and iC3b, cleavage

products of C3, are opsonins through the covalent attachment of the TED domain, also

known as C3d. Standalone C3d acts as a link between innate and adaptive immunity. Be-

cause C3d is the final degradation product of C3, it is a natural biomarker of complement

activation. Although there have been previous efforts to target C3d as a biomarker for com-

plement response, these efforts are primarily focused on biologics8,9 which have limitations

in bioavailability and scalability in production. Small molecules address these limitations

through their higher bioavailability, modes of delivery and cost of production. Virtual

screening studies have shown promise in targeting complement proteins10. Specifically, a

previous study to identify C3d-binding small molecules with fluorescence properties has

demonstrated success11 and in this study we continue those efforts with enhanced methods

and a more chemically diverse database. Here we outline a virtual screening workflow uti-

lizing conformer generation, tICA clustering-based receptor ensemble, and robust docking

and scoring to identify new small molecules with C3d-binding capability (as seen in Figure

4.1).
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Figure 4.1: A schematic of the virtual screening workflow.
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4.2 Methods

4.2.1 Molecular Dynamics Simulations

The crystallographic structure of C3d:CR2 (PDB: 3OED12) was obtained from

the Protein Data Bank13. In the structure, there are two complexes for C3d:CR2 but we

used the complex with better electron density and lower B-factor values, corresponding to

chain A and chain C for C3d and CR2 respectively. Crystallographic waters were retained

in the structure.

Explicit-solvent molecular dynamics (MD) simulations were carried out using the

input structure. Initial minimization of the structure without solvent was carried out in

NAMD14 using the CHARMM36 forcefield15. The structures were then solvated using

TIP3P water boxes with dimensions of 83�A × 83�A × 80�A and neutralized with sodium

and chloride counterions at an ionic strength of 150 mm. Subsequent to addition of sol-

vent, the structures were underwent 25,000 steps of conjugate gradient energy minimization

followed by heating from 0 to 300 K in 62 ps with all protein atoms constrained to their post-

minimization positions. Following heating, the system was equilibrated through five stages

for 10 ns in the first stage and 5 ns/stage for the last four stages. Force constants 41.84,

20.92, 8.368 and 4.184 kJ/mol/�A2 were applied during the first four stages respectively to

harmonically constrain all protein atoms to their post-minimization positions. During the

final stage of equilibration a force constant of 4.184 kJ/mol/�A2 was applied to constrain

only protein backbone atoms to their post-minimization positions. Following equilibration,

production runs were carried out for 100 ns in triplicate using AMBER1616 with: periodic

boundary conditions, Langevin dynamics, nonbonded interaction cutoff of 12�A, SHAKE
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algorithm, and an integration timestep of 2 fs. Analysis of the simulation trajectories was

carried out using MDTraj17.

4.2.2 Receptor Ensemble

In order to extract representative structures for the creation of a receptor ensem-

ble, tICA decomposition was performed on the phi and psi angles observed throughout the

trajectory using MSMBuilder18. The MiniBatchKMeans method in MSMBuilder was uti-

lized to cluster the components to five distinct clusters and cluster centers were extracted as

representative structures for the C3d:CR2 complex, from which representative C3d struc-

tures were exracted. Visualization of clustering and decomposition was performed using

MSMExplorer19.

4.2.3 Pharmacophore Model Generation

A set of mock pharmacophore features (from a prior study11) representing con-

served hydrogen bonding interactions and favorable hydrophobic contacts in C3d:CR2 in-

formed the choice of pharmacophore features. Pharmacophore feature positions and toler-

ance radii were assigned by calculating center-of-mass positions and conformational flexi-

bility of successful hits from the prior virtual screening study11. After identifying a total

of 7 pharmacophore features (Figure 4.2), interfeature distances and inclusion of hydropho-

bic features informed the selection of subsets of 4-5 features as individual pharmacophore

models. A total of 10 pharmacophore models were defined with each model having at least

one hydrophobic feature, a requirement chosen for its proposed importance in anchoring

the small molecule in the C3d cavity11. The models were screened against the Drugs Now
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subset in ZINC1220, consisting of 10.6 million small molecules. Conformer generation

was performed using Phase21,22, with 203 conformers generated per molecule on average.

Exclusion volumes were utilized to prevent overlap with C3d residues.

4.2.4 Docking and Scoring

Molecular docking was performed using Glide23–25 using the XP scoring method

for added accuracy. All molecules identified in pharmacophore models with total number

of hits < 10,000 were docked to the CR2 binding site of C3d using the each structure from

the receptor ensemble generated through analysis of the MD trajectory. The inner grid and

outer grid dimensions were set to 12�A × 12�A × 12�A and 32�A × 32�A × 32�A respectively.

A total of 5 docking runs, for each representative C3d structure from the receptor ensemble,

were carried out. Epik26,27 penalties were incorporated into scoring so that higher energy

states are accounted for. The top 20 docked poses from each molecule were retained.

For pharmacophore models with >10,000 hits, the hits were docked first using

the HTVS method in Glide and the top 5000 docked molecules were then inputs for the

XP docking method as described above. Pharmacophore models with >100,000 hits were

excluded from analysis as the models are too lenient.
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Figure 4.2: Molecular graphics demonstrating the distribution of pharmacophore features
identified for pharmacophore model generation. Features 1, 2, 3, and 4 are hydrogen bond
donor/acceptor features while features 5, 6, and 7 correspond to hydrophobic and/or aro-
matic features.
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4.3 Results and Discussion

The results of the pharmacophore screen are outlined in Table 4.1. Each phar-

macophore model included at least one hydrophobic feature in an attempt to identify

compounds that are anchored into the hydrophobic cavity of C3d. The three identified

hydrophobic features (H5, H6, and H7) were chosen based on persistent chemical moieties

from previously identified C3d-binding ligands11 and simulation trajectories of the C3d:CR2

complex. Additionally, the features were chosen based on their proximity to hydrophobic

C3d amino acids as follows: H5 - M206, I176, K162; H6 - L95, H33, I30; H7 - L248, F253,

and Y289.

Model 5 is the only model with 0 hits and it may be due to the constrained angles

the model lends itself to. Models 7 and 10 resulted in 500,000 hits (the max allowed during

screening) and are too lenient in criteria, likely due to the ubiquity of hydrophobic/aromatic

features and the close proximity of hydrogen bond donor/acceptor features.

During docking of the results from the pharmacophore screens, models 4 and 6

went through two rounds of docking to filter the large number of hits: 1) an initial high-

throughput docking with HTVS scoring and 2) a second docking round with the top 5000

hits from the first round using XP scoring as with the other models. The top 10 compounds

identified during docking are outlined in Table 4.2 and are visualized in Figures 4.3 and 4.4.

All of the top 10 compounds were identified through screening model 1. This

may be due to the compounds matching six key pharmacophore features including the hy-
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Table 4.1: Pharmacophore Screening Results

Model # Pharmacophore Features Hits

1 1, 2, 3, 4, 6 1368
2 2, 3, 4, 5, 6 64
3 1, 2, 3, 6 1254
4 1, 2, 4, 6 57,524
5 1, 3, 4, 6 0
6 2, 3, 4, 5 50,175
7 2, 3, 4, 6 500,000
8 2, 3, 5, 6 45
9 2, 4, 5, 6 4389
10 3, 4, 5, 6 500,000

Table of pharmacophore models and correspond-
ing features and results from screening. Features
1, 2, 3, and 4 are capable of matching either
hydrogen bond donor or acceptor features while
features 5, 6, and 7 are capable of matching hy-
drophobic and/or aromatic features.

Table 4.2: Top 10 Docked Compounds

Rank ZINCID Calculated Binding Affinity (kcal/mol)

1 ZINC14709426 -9.5
2 ZINC20590128 -9.0
3 ZINC01236065 -8.5
4 ZINC35456133 -8.5
5 ZINC31158776 -8.5
6 ZINC59585888 -8.4
7 ZINC01692153 -8.1
8 ZINC12111684 -8.1
9 ZINC27541822 -8.0
10 ZINC35465754 -8.0
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Figure 4.3: Molecular graphics of (A) CR2 bound to C3d and (B-K) the top ten compounds
docked to C3d.
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Figure 4.4: 2D structures of (A-J) the top ten compounds.
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drophobic feature in the cavity through the course of screening. Of the compounds that were

docked, only one of the compounds tested experimentally in the prior C3d virtual screening

study11 was identified during screening (ZINC14749391) but it was not found within the

top 10 docked compounds. Ligand interaction diagrams of the top 4 compounds demon-

strate key conserved interactions between C3d and the docked compounds (Figure 4.5).

C3d residues participating in conserved interactions include Asp163, Lys91, and Gln205

which are all suggested to participate in key salt bridges and hydrogen bonds with CR228.

One of the residues participating in conserved interactions that was not identified in prior

analyses of the C3d:CR2 complex is Glu160, which is located further into the cavity of C3d.

This suggests that the inclusion of the hydrophobic feature in the cavity of C3d is allowing

for identification of additional favorable interactions that may aid in anchoring the small

molecule to the cavity of C3d.

Using an in-silico high-throughput screening approach we have identified a subset

of small molecules that exhibit favorable physicochemical features and predicted binding

affinities. Binding capabilities and fluorescence need to be characterized through further ex-

perimental methodologies. These compounds provide a basis for the potential development

of theranostic small molecules for characterizing complement-induced disease progression,

such as age-related macular degeneration, through noninvasive imaging.
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Figure 4.5: (A-D) Ligand interaction diagrams generated in Schrodinger Maestro outlining
the various interactions between key C3d residues and the top 4 docked compounds.
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Chapter 5

CR2-based peptide design

5.1 Introduction

Within the complement system, the interaction between complement fragment

C3d and complement receptor CR2 plays an important role as the link between innate

and adaptive immunity. C3d is a marker for complement activation, but also functions to

stimulate B-cell activation and production of antibodies through its interaction with CR2.

As unregulated complement response is implicated in several inflammatory disorders and

other diseases, C3d can be utilized both as a biomarker for tracking disease progression

as well as a target for inhibition due to its role as an opsonin and in augmenting B-cell

mediated antibody production. One of the major factors in the development and progression

of age-related macular degeneration (AMD) is complement response1,2. As AMD progresses

and drusen accumulation continues, C3d is observed locally at the RPE-Bruch’s membrane

interface3,4. This behavior of C3d as an opsonin and marker of complement activation makes

it amenable as a biomarker target to characterize the progression of and diagnose AMD.
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By designing CR2-based peptides we can leverage the specific intermolecular interactions

that drive the stability and mechanics of the C3d:CR2 complex.

Previous in-silico studies have characterized the dynamics and persistent inter-

molecular interactions of the C3d:CR2 interaction through molecular dynamics simula-

tions5, computational mutagenesis6, and Poisson Boltzmann electrostatics calculations7.

These findings are corroborated by experimental mutagenesis8–10 and epitope mapping

studies11,12. These studies emphasize the importance of specific amino acids from the SCR1

and SCR2 domains of CR2 to the binding interface of C3d. By leveraging the mechanistic

information of the C3d:CR2 interaction gleaned through prior studies, we implement ratio-

nal and combinatorial peptide design derived from key CR2 contacts with C3d. We explore

different structural approaches with different cyclization schemes and explore variations in

physicochemical properties of the amino acids and their effects on solubility and more im-

portantly, binding. After an iterative approach and We identify two peptides from the SCR1

and SCR2 domain respectively with C3d-binding capability. Subsequent to identification of

peptides with C3d-binding capability, we explore conjugation with fluorophores that emit

in near infrared, which is suitable for in vivo research, thus allowing for eventual clinical

applications as a theranostic for elucidating progression of and aiding in the diagnosis of

AMD.
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5.2 Methods

5.2.1 Structural Analysis and Rational Design

The initial three proposed peptides were chosen using β sheets on the SCR1 and

SCR2 domains of CR2 containing significant intermolecular interactions identified through

prior molecular dynamics, computational mutagenesis, experimental mutagenesis, and epi-

tope mapping studies5,6,8–10 as seen in Figure 5.1. Proposed peptides were limited to no

longer than 22 peptides in length as longer peptides tend to have structural and biological

stability issues. Additionally, all the initial peptides are cyclic as it is preferred for thera-

peutic applications. Cyclization reduces the conformational space available to the peptide,

structurally restraining the peptide to a smaller number of conformations and thus making

the peptide more amenable to conformational selection for a binding target. Structures of

the C3d:peptide complexes were generated using Chimera13 by truncating CR2 from the

crystallographic structure of the C3d:CR2 complex (PDB: 3OED)14. Subsequent iterations

and mutations chosen through rational design were carried out using Chimera as well. More

complicated mutation and truncation schemes as with peptide 2.2 1 were performed using

modeller15. Rational design, in addition to being informed by the prior studies outlined

above, was informed by evaluation of conservative mutations as outlined in the Blosum62

matrix16 as well as the β-turns propensity potentials of amino acids to be introduced (in

cases where the mutation was performed at the β-turn region)17.
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Figure 5.1: Molecular graphics of the three proposed peptides and the surface of the binding
site on C3d. (B-D) show Peptides 1-3 respectively.

5.2.2 Combinatorial Optimization

Combinatorial optimization was carried out using the sequence tolerance appli-

cation from Rosetta18,19 with the structures generated above as input. First, a resfile is

generated specifying which input peptide residues should be mutated as well as the possible

mutations e.g all but cysteine. C3d residues within 5�A of the input peptide were included

in the resfile as well. Ex1, ex2, extrachi cutoff parameters were included to increase the

resolution of the rotamer library. The fitness master weights parameter was set to 0.4, 0.4,

0.4 and 1.0 respectively to prioritize intermolecular contact optimization. The number of

generations in the genetic algorithm was set to 10 with the number of sequences per gen-

eration set to 4000. The number of sequences to include in the initial population that are
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created by mutation of the sequence determined by full redesign was set to 1. The refer-

ence energy of histidine was increased by 1.2 score units as outlined in the protocol for the

sequence tolerance application for added accuracy18.

5.2.3 Microscale Thermophoresis

Selected peptides were synthesized for evaluation of C3d-binding capabilities. Pep-

tides 1.1, 2.1, 3.2 1, and 3.2 2 were synthesized by Abgent, a Wuxi-Apptec company (San

Diego, CA, USA) while peptides 1.2, 1.3, 1.4, 2.2, 2.2 1, 2.5, 2.6, 3.3, 3.6, and 3.9 were

synthesized by ELIM Biopharm (Hayward, CA, USA).

The binding affinity of the peptides synthesized were evaluated in a competitive

microscale thermophoresis (MST) assay, using a Monolith NT.115 instrument (NanoTemper

Technologies GmbH, Munich, Germany). A 1:1 serial dilution series of each of the peptides

was performed in MST buffer (50 mm Tris-HCl, 150 mm NaCl, 10 mm MgCl2, 0.05% Tween

20). Each dilution series was incubated with purified C3d (Complement Technology, Inc.,

Tyler, TX, USA), labeled with NT547 dye using the kit from NanoTemper Technologies, at

a final C3d concentration of 96 nm for 5 minutes at room temperature in the dark. Samples

were loaded into Monolith NT.115 Premium Capillaries from NanoTemper Technologies and

thermophoretic response was measured. Each dilution series was performed in triplicate and

estimation of the KD was performed through nonlinear regression.
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5.3 Results and Discussion

5.3.1 Rational and Combinatorial Optimization

Design of all three proposed peptides was informed by the mechanistic analysis

of the C3d:CR2 interaction. Evaluation of significant intermolecular and intramolecular

interactions through electrostatic and molecular dynamics simulation analysis, in addition

to physicochemical properties such as hydrophobicity, aromaticity, and propensity for for-

mation of β-turns played a significant role in the choice of potential peptide sequences.

Prior epitope mapping studies identifying regions of CR2 significant to the C3d:CR2 inter-

action11,12 informed the design process as well. In early iterations of the peptides optimiza-

tion was introduced through minor conservative mutations while some of the later iterations

expanded to larger number of mutations through combinatorial and rational design.

CR2-based Peptide 1

The proposed peptide 1 spanned the residue range of 12-31 in the SCR1 domain

of CR2. The results of several rounds of iteration and rational optimization are listed in

Table 5.1. Peptide 1.1 entails mutating G12 to C in order to cyclize the peptide through a

disulfidge bridge with C31. Cyclization was included in the design to maintain the structure

of the β-sheet. Peptide 1.1 demonstrated poor solubility during experimental validation

so two conservative mutations to Threonine were introduced in Peptide 1.2 but this did

not completely resolve the solubility issues. In an attempt to address the solubility issue

while retaining amino acids important to intermolecular interactions, smaller, linearized

Peptide 1.3 and Peptide 1.4 were designed and tested. Although the reduction in overall
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hydrophobicity of the peptides resolved the solubility issues these peptides did not exhibit

any binding to C3d.

Table 5.1: CR2 pep1 optimization scheme

Peptide
Residue
Range† Sequence Optimization

KD±SE
(µm)

1.1 12-31 Ac-[CRISYYSTPIAVGTVIRYSC]-NH2 Rational Insoluble
1.2 12-31 Ac-[CRISYYSTPTATGTVIRYSC]-NH2 Rational Insoluble
1.3 13-18 Ac-RISYYS-NH2 Rational No binding
1.4 24-28 Ac-GTVIR-NH2 Rational No binding

† Residue numbering based on crystallographic structure (PDB: 3OED)14

[–] Square brackets indicate location of cyclization through disulfide bridge after G12 is mutated to C
X Amino acids highlighted in green indicate that they are newly introduced as a result of optimization.

CR2-based Peptide 2

The proposed peptide 2 sequence was extracted from CR2 SCR1 domain residues

24-45 and the iterative design and optimization of the peptide is outlined in Table 5.2.

Peptide 2.1 introduces two minor mutations to the native sequence of peptide 2: mutation

of G24 to C to cyclize the peptide through a disulfidge bridge with C45 and mutation of

C31 to A to prevent the formation of unintended disulfide bridges. Experimental testing

of peptide 2.1 through MST demonstrated binding, albeit weak. Peptide 2.2 iterated on

the previous peptide by introducing two conservative mutations to introduce more polarity

to the peptide: F35 to H (retaining the aromatic characteristic) and I38 to T. Peptide 2.2

demonstrated improved binding with a KD of 269.8 µm (as seen in Figure 5.2) but could

be improved further. As these iterations of peptide 2 are fairly long (22 amino acids), pep-

tide 2.2 1 truncated the sequence to exclude amino acids with minor or no contributions to

binding observed in prior studies. However the truncated peptide 2.2 1 did not demonstrate
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binding. At this juncture, combinatorial optimization through the Rosetta application Se-

quence Tolerance was explored. Initially, a divergent approach targeting optimization of

amino acids exhibiting intermolecular contacts and amino acids demonstrating a lack of

intermolecular contacts was utilized. Peptide 2.3 is the result of combinatorial optimization

of peptide 2.1 amino acids with a lack of intermolecular contacts while peptide 2.4 is the

result of combinatorial optimization of peptide 2.1 amino acids demonstrating intermolec-

ular contacts. Peptide 2.5 takes a hybrid approach by optimizing amino acids exhibiting

intermolecular contacts using the peptide 2.3 sequence thus combining optimization of both

intermolecular non-contacts and contacts. This approach resulted in a significant improve-

ment in binding for peptide 2.5 with a KD of 87.9 µm as seen in Figure 5.3. Peptide 2.6

continued the pattern by attempting to optimize peptide 2.5 amino acids exhibiting a lack of

intermolecular contacts but this approach did not retain the binding capabilities of peptide

2.5.

Table 5.2: CR2 pep2 optimization scheme

Peptide
Residue
Range† Sequence Optimization

KD±SE
(µm)

2.1 24-45 Ac-[CTVIRYSASGTFRLIGEKSLLC]-NH2 Rational ≥615.4±50
2.2 24-45 Ac-[CTVIRYSASGTHRLTGEKSLLC]-NH2 Rational 269.8±22.3

2.2 1
24-32,
39-45

Ac-[CTVIRYSPG GEKSLLC]-NH2 Rational No binding

2.3 24-45 Ac-[CTVIRYSASGTQRVNGEKSQLC]-NH2 Combinatorial Untested
2.4 24-45 Ac-[CMAKAYSASYTFRLIGKKNLTC]-NH2 Combinatorial Untested
2.5 24-45 Ac-[CINRAYSASYTQRVNGKKHQSC]-NH2 Combinatorial 87.9±10
2.6 24-45 Ac-[CINRAYSASGTQRANGEKHQSC]-NH2 Rational No binding

† Residue numbering based on crystallographic structure (PDB: 3OED)14

[–] Square brackets indicate location of cyclization through disulfide bridge after G24 is mutated to C and
C31 is mutated to A to prevent interference with the disulfide bridge

X Amino acids highlighted in green indicate that they are newly introduced as a result of optimization.
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Figure 5.2: Concentration-dependent binding curve of peptide 2.2 to C3d. Thermophoretic
data is plotted as mean ± standard error (as error bars) from three replicate experiments,
together with the fitted binding curve in red and the 95% confidence interval of the fitted
binding curve represented as red dots.

CR2-based Peptide 3

The proposed peptide 3 sequence from CR2 SCR2 residues 81-95 was chosen to

include amino acids with significant intermolecular contacts and the various optimizations

can be found in Table 5.3. Peptides 3.1, 3.2 1, and 3.2 2 implement side-chain to backbone,

side-chain to side-chain, and head-to-tail cyclization respectively with peptides 3.2 1 and

3.2 2 containing the lone mutation to the parent sequence: T95 to E to facilitate the for-

mation of a peptide bond. Peptides 3.2 1 and 3.2 2 were tested experimentally and did not

exhibit any binding possibly due to the cyclization schemes disrupting the overall structure

and native contacts of the CR2 β-sheet. This prompted a return to structural analysis

of peptide 3 and peptide 3.3 was designed to extend the sequence to CR2 residues 79-98,
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Figure 5.3: Concentration-dependent binding curve of peptide 2.5 to C3d. Thermophoretic
data is plotted as mean ± standard error (as error bars) from three replicate experiments,
together with the fitted binding curve in red and the 95% confidence interval of the fitted
binding curve represented as red dots.

allowing for cyclization through a disulfide bridge after mutation of G79 to C. Peptide 3.3

demonstrated binding with a KD of 228.8 µm (as seen in Figure 5.4), which is close to

that of peptide 2.2. Just as with peptide 2.2, a divergent combinatorial approach targeting

optimization of peptide 3.3 amino acids exhibiting intermolecular contacts and amino acids

demonstrating a lack of intermolecular contacts was applied. Combinatorial optimization of

peptide 3.3 amino acids with a lack of intermolecular contacts led to peptide 3.4 while com-

binatorial optimization of peptide 3.3 amino acids demonstrating intermolecular contacts

led to peptide 3.5. Peptide 3.6 optimizes amino acids exhibiting intermolecular contacts us-

ing the peptide 3.4 sequence to incorporate optimization of both contacts and non-contacts

but when had solubility issues when tested experimentally. Although the optimization steps
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between peptide 2.2 to 2.5 are the same as that of 3.3 to 3.6, the physicochemical prop-

erties of the resulting sequences are much different from the input sequence in the latter

optimization. Net charge of peptide 2.2 is approximately +2 with the optimized peptide

2.5 having an approximate net charge of +4, a change of 2. Peptide 3.3 however has an

approximate net charge of 2 while the optimized peptide 3.6 has an approximate net charge

of -4, an overall change of 6. Peptides 3.7 and 3.8 returned to optimization of the peptide

3.3 sequence by focusing on amino acids with few or no intermolecular contacts. Peptide 3.9

iterated on the sequences of 3.7 and 3.8 through rational design and although this resolved

solubility issues, there was no binding observed.

Table 5.3: CR2 pep3 optimization scheme

Peptide
Residue
Range† Sequence Optimization

KD±SE
(µm)

3.1 81-95 Ac-|KIRGSTPYRHGDSVT|-NH2 Rational Untested
3.2 1 81-95 Ac-(KIRGSTPYRHGDSVE)-NH2 Rational No binding
3.2 2 81-95 Ac-{KIRGSTPYRHGDSVE}-NH2 Rational No binding
3.3 79-98 Ac-[CYKIRGSTPYRHGDSVTFAC]-NH2 Rational 228.8±11.4
3.4 79-98 Ac-[CYTIRGSTPYRDGDTATYSC]-NH2 Combinatorial Untested
3.5 79-98 Ac-[CYKTDGITEYDHGDSVEFAC]-NH2 Combinatorial Untested
3.6 79-98 Ac-[CYKTDGQTEYTHGDSVYFAC]-NH2 Combinatorial Insoluble
3.7 79-98 Ac-[CVKIRGSTPMRHGDSEEYAC]-NH2 Combinatorial Untested
3.8 79-98 Ac-[CVKIRGSTPMRHGDSEEYSC]-NH2 Combinatorial Untested
3.9 79-98 Ac-[CTKIRGSTPYRHGDSATWAC]-NH2 Rational No binding

† Residue numbering based on crystallographic structure (PDB: 3OED)14

|–| Vertical bars indicate location of cyclization between side chain of K81 and backbone of T95
(–) Parenthesis indicate location of cyclization through sidechains
{–} Curly braces indicate location of head to tail cyclization
[–] Square brackets indicate location of cyclization through disulfide bridge after G79 is mutated to C
X Amino acids highlighted in green indicate that they are newly introduced as a result of optimization.
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Figure 5.4: Concentration-dependent binding curve of peptide 3.3 to C3d. Thermophoretic
data is plotted as mean ± standard error (as error bars) from three replicate experiments,
together with the fitted binding curve in red and the 95% confidence interval of the fitted
binding curve represented as red dots.

5.3.2 Optimization Limits and Future Directions

We have only evaluated peptide 1 through rational optimization and it would be

worthwhile to incorporate the combinatorial approaches to see if that can help resolve some

of the solubility issues, perhaps by only allowing mutations to polar amino acids. One

potential cause of the lack of combinatorial optimization success with peptide 3.3 could

be due to the usage of the crystallographic structure of the C3d:CR2 complex14, in which

the SCR2 domain (location of peptide 3) is further away from C3d than the SCR1 domain

where (location of peptide 1 and 2). As the sequence tolerance application in Rosetta is

influenced by the input structure, it’s possible that this may have played a role in influencing

the optimization algorithm and biased it towards unnecessary mutations. A future direction
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to explore would be to extract representative structures of the C3d:CR2 complex from the

MD trajectory or even just a few structures where the SCR2 domain is closer in proximity

to C3d and use that as the basis for combinatorial optimization through the sequence

tolerance application in Rosetta. This may help in further optimization of peptide 2.5 as

well. Additionally, further parametrization of the genetic algorithm, the fitness weights in

particular, may aid in the identification of mutants that optimize the C3d:peptide interface

more and increase binding affinity.

5.4 Conclusion

Implementing rational and combinatorial design on foundational knowledge of the

mechanistic properties of intermolecular interactions driving the stability of the C3d:CR2

complex allowed us to identify novel CR2-based peptides with C3d-binding capabilities.

We explored both linear and cyclization schemes as well as optimizing for different physic-

ochemical properties in mutagenesis to arrive at the eventual design of peptide 2.5 and

3.3. Although there is potential to improve the binding affinity of these peptides through

further iterative design by revisiting the workflow of combinatorial design, these peptides

may still amenable for potential biomarker applications in their current iteration. As the

objective is a C3d-binding peptide primarily for theranostic biomarker purposes, a weak

binder isn’t necessarily suboptimal as quick clearance is ideal. There is a distinct lack of

complement-targeted therapeutics or theranostics and those currently on the market or in

development are primarily biopharmaceuticals20,21 which suffer from prohibitive production

costs, scalability issues, and delivery difficulty. Peptides are an amenable alternative due
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to their balance in ease of production, specificity, and multiple delivery options (depend-

ing on the peptide). We provide two peptides which, subsequent to evaluation of stability

post-fluorophore attachment, can serve as the basis for further development into eventual

clinical applications for the diagnosis of AMD.

Figure 5.5: Molecular graphics showing peptide 2.5 (in green) and peptide 3.3 (in blue) at
their CR2-based positions in relation to C3d. THe structures used for molecular graphics
are outputs from Rosetta Sequence Tolerance18,19
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Chapter 6

Dynamics of C3d:CR3 interaction

6.1 Introduction

The TED domain of C3b and iC3b is the opsonization site that acts through cova-

lent attachment to the activating surface1–3. The standalone TED domain fragment, known

as C3d, remains on surfaces and is a biomarker of complement activation. Standalone C3d

or as the TED domain of C3b and iC3b, called hereafter indiscriminately C3d, participates

in a variety of complement processes such as enhanced antibody production, phagocyto-

sis, and regulation through interactions with complement proteins compelement receptor

2 (CR2)4,5, complement receptor 3 (CR3)6,7, and Factor H (FH)8 respectively. C3d’s in-

teraction with CR3 is of particular importance due to its role in phagocytosis in which

CR3-presenting macrophages transport C3d-opsonized complexes to B cells for augmented

antibody production through CR24,9.

The interaction between C3d and CR3 is mediated by a Mg2+ ion at the inter-

face through the metal ion-dependent adhesion site (MIDAS) of CR310. The prevalence
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Figure 6.1: Electrostatic potentials mapped onto the protein surfaces of C3d and CR3
in closed book (left) and open book (right) representation. Electrostatic potentials were
calculated at ionic strength corresponding to 150 mm monovalent counterion concentration.
The color transitions from red to white to blue represent electrostatic potential values of
−5kT/e to 0kT/e to 5kT/e.

of electrostatics in the complement system11–19 and the charged interface (Figure 6.1) pro-

vide an opportunity to characterize the role of electrostatics at the C3d:CR3 interface. We

performed detailed characterization of the role of electrostatics at the C3d:CR3 interface,

using the crystal structure of the C3d:CR3 complex10. This study adds to our knowledge

database on the prevalent role of electrostatics on the function and regulation of comple-

ment system. In this study, we incorporate electrostatic analysis and molecular dynamics

simulations (both explicit-solvent and steered) to characterize the amino acids and dynam-

ics driving the C3d:CR3 interaction as well as the role of the Mg2+ ion at the interface.

The presence of the metal ion at the interface makes the complex particularly amenable

to study through steered molecular dynamics simulations20. Considering the role of CR3

in antibody-based cancer therapies21, inflammatory and anti-inflammatory response22, and

bacterial evasion of complement response23, it is crucial to elucidate the mechanisms of the

C3d:CR3 interaction and we provide insights into these mechanisms in this study.
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6.2 Methods

6.2.1 Structure preparation and analysis

The crystallographic structure of the CR3 I domain in complex with C3d was

utilized for analysis (PDB: 4M76)10. Ni2+ ions were used in the MIDAS site of the orig-

inal crystallographic structure due to incompatibility of Mg2+ with the electron density

in the structure. The Ni2+ ion directly at the complex interface in the crystallographic

structure was replaced by Mg2+ in our study to more accurately reflect physiological con-

ditions10 while the other Ni2+ ion was removed and excluded from analysis. In order to

comparatively evaluate the presence or absence of the Mg2+ ion in the interaction, a sec-

ond version of the C3d:CR3 complex was used where the Mg2+ ion was removed from the

structure. These structures will be referred to as C3d:CR3Mg2+ and C3d:CR3no Mg2+ from

here on. Crystallographic waters were retained in the structures. Structural analysis and

visualization of the structures were performed in UCSF Chimera24.

6.2.2 Electrostatic analysis

Electrostatic analysis was performed using the AESOP (Analysis of Electrostatic

Structures Of Proteins) python package25 similar to previous studies of complement system

protein-protein interactions15–18. The Alanine scan class in AESOP was utilized to perform

a computational alanine scan to evaluate the electrostatic contributions of C3d:CR3 amino

acids and to evaluate the role of the Mg2+ ion at the interface.

In the AESOP workflow, initially PDB2PQR26 is utilized to assign charges and

atomic radii for each atom according to the CHARMM27 force field27 and to convert the
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PDB file format to PQR. Next, single alanine mutants of all ionizable amino acids of the

C3d:CR3 complex are generated. Subsequently the Adaptive Poisson-Boltzmann Solver

(APBS)28 is used to calculate grid-based electrostatic potentials which are used in the

calculation of electrostatic free energies of association.

Electrostatic free energies of association (∆Gassoc) are calculated according to

a thermodynamic cycle to25 and through Coulombic potentials generated by the APBS

Coulomb module to account for Coulombic and solvation effects and to avoid grid artifacts,

as previously described15,17,18,25,29,30 and shown in Eq.6.2

∆∆Gsolv = ∆GC3d:CR3
solv −∆GC3d

solv −∆GCR3
solv (6.1)

∆Gassoc = ∆Gcoul + ∆∆Gsolv (6.2)

Electrostatic free energies of association of each mutant are described with respect to that

of the parent protein as seen in Eq. 6.3

∆Gbinding = ∆Gmutantassoc −∆Gparentassoc (6.3)

Dielectric coefficients of 20 and 78.54 were used for the protein and solvent re-

spectively (as previously described29,30) in the APBS calculations. Ionic strengths of 150

mm and 0 mm were utilized for the solvated and reference state respectively in the thermo-

dynamic cycle. The number of grid points and mesh dimensions were set to 129 × 129 ×

129 and 117�A × 119�A × 99�A respectively. The alanine scan was carried out on both the

C3d:CR3Mg2+ and C3d:CR3no Mg2+ structures.
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6.2.3 Explicit-solvent molecular dynamics (MD) simulations

Explicit-solvent molecular dynamics (MD) simulations were carried out using both

the C3d:CR3Mg2+ and C3d:CR3no Mg2+ structures. Initial minimization of the structure in

the absence of water was carried out using NAMD31 and the CHARMM36 forcefield27. The

structures were then solvated in TIP3P water boxes with dimensions of 97�A × 97�A × 86�A

and neutralized with sodium and chloride counterions at an ionic strength of 150 mm. Sub-

sequent to addition of solvent, the structures underwent 25,000 steps of conjugate gradient

energy minimization followed by heating from 0 to 300 K in 62 ps with all protein atoms

constrained to their post-minimization positions. Following heating, the two systems were

equilibrated through five stages for 1 ns/stage with force constants 41.84, 20.92, 8.368 and

4.184 kJ/mol/�A2 applied during the first four stages respectively to harmonically constrain

all protein atoms to their post-minimization positions. During the final stage of equilibra-

tion a force constant of 4.184 kJ/mol/�A2 was applied to constrain only protein backbone

atoms to their post-minimization positions. Following equilibration, production runs were

carried out using AMBER1632 with: periodic boundary conditions, Langevin dynamics,

nonbonded interaction cutoff of 12�A, SHAKE algorithm, and an integration timestep of

2 fs.

6.2.4 Steered MD simulations

Steered molecular dynamics simulations (SMD) were carried out for both

C3d:CR3Mg2+ and C3d:CR3no Mg2+ in NAMD using representative structures extracted

from the simulation trajectories. Initially, UCSF Chimera24 was used to calculate the
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normal vectors of the solvent accessible surface of C3d atoms within 8�A of CR3 in each

structure. Subsequently the mean of the normal vectors was calculated and each complex

rotated so that the mean normal vector was aligned with the +z axis, allowing the +z axis

to be used as the direction of induced dissociation of CR3 from C3d.

The structures were solvated in TIP3P water boxes with boundaries from 12�A

from the protein in both the x and y directions and in. In order to allow for sufficient

room for induced dissociation in the +z direction, the boundary in the +z direction is 70�A

from the protein. Subsequent to solvation, the system was minimized and heated in the

same manner as the explicit-solvent MD simulations as discussed above. Following heating,

the system equilibrated for 125 ps while all proteins atoms were harmonically constrained

with a force constant of 41.84 kJ/mol/�A2. The SMD simulations were carried out using the

equilibrated structures as input. During the SMD simulation, C3d residues >12�A from CR3

were harmonically constrained to their post-equilibration positions with a force constant of

41.84 kJ/mol/�A2, while the center of mass of all CR3 atoms was constrained and pulled in

the +z direction at a constant velocity of 10�A/ns.

Nine simulations were performed for each system for a total of 18 trajectories.

6.2.5 MD simulation analysis

RMSD analysis and visualization of the simulation trajectories was carried out us-

ing MDTraj33 and MSMExplorer34. Analysis and visualization of intermolecular hydrogen

bonds and salt bridges (cutoff of 5�A) was performed using MDTraj, pandas, matplotlib

and seaborn33,35–37. PCA decomposition was performed on the phi and psi angles ob-

served throughout the trajectory using MSMBuilder38. The MiniBatchKMeans method
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in MSMBuilder was utilized to cluster the principal components to nine distinct clusters

and cluster centers were extracted as representative structures for both C3d:CR3Mg2+ and

C3d:CR3no Mg2+. Representative structures for C3d:CR3no Mg2+ trajectories were chosen

so as to avoid structures where CR3 has dissociated from C3d. Visualization of clustering

and decomposition was performed using MSMExplorer.

6.3 Results and Discussion

6.3.1 Role of electrostatics in C3d:CR3 interaction

In the following analysis, the ∆Gbinding values are represented as described in

Eq. 6.3. A positive ∆Gbinding value corresponds to loss of binding due to mutation of the

corresponding residue to alanine while a negative ∆Gbinding value corresponds to a gain of

binding due to mutation of the corresponding residue alanine.

Figure 6.2 shows the results of AESOP analysis of the C3d:CR3Mg2+ structure.

Only mutations resulting in a ∆Gbinding value outside the thermal fluctuation range

(>2.5 kJ/mol or <−2.5 kJ/mol) are displayed. Only three C3d residues and four CR3

residues demonstrated ∆Gbinding values outside this range and all of these residues are at the

C3d:CR3 interface. All of the identified mutations were loss of binding mutations suggesting

the importance of their electrostatic contributions to binding. C3d mutant D1247A in

particular shows a relatively high ∆Gbinding value of 23.6 kJ/mol. This is expected as the

Mg2+ ion at the C3d:CR3 interface directly mediates the interaction between C3d and CR3

through C3d D124710. Additionally D1247 is suggested to be essential to the interaction,
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Figure 6.2: Results of computational alanine scan of C3d:CR3Mg2+ with only mutants
demonstrating ∆Gbinding value outside the thermal fluctuation range (>2.5 kJ/mol or
<−2.5 kJ/mol) displayed. Changes in free energies of binding upon mutation are calcu-
lated using Eq. 6.3. A positive value (colored in red) denotes loss of binding, indicating
that the mutated residue favors binding. A negative value (colored in blue) denotes gain
of binding, indicating that the mutated residue opposes binding. The thermal fluctuation
range is marked by dashed black lines.

along with K121710 which was also identified as a significant loss of binding mutation in

Figure 6.2.

Figure 6.3 shows the results of AESOP analysis of the C3d:CR3no Mg2+ structure

and similar to above, only mutations resulting in a ∆Gbinding value outside the thermal

fluctuation range are displayed. In comparison to the analysis of C3d:CR3Mg2+, here only

two C3d residues demonstrated ∆Gbinding values outside this range while seven CR3 residues

were outside of this range. Both of the C3d residues in Figure 6.3 have overlap with

Figure 6.2 albeit with different ∆Gbinding values. C3d K1217A demonstrates a slightly
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larger ∆Gbinding value in comparison to C3d:CR3Mg2+ while still maintaining a loss of

binding mutation. Interestingly, here C3d D1247A has a drastically different ∆Gbinding

value (−16.9 kJ/mol vs 23.6 kJ/mol) and results in a gain of binding mutation. It’s possible

that without the Mg2+ ion to mediate the interaction between C3d D1247, CR3 S142, CR3

S144, and CR3 T209 observed in the crystallographic structure the unfavorable like-charge

interactions are much more amenable to optimization, resulting in D1247A as a gain of

binding mutation here. CR3 E179A and CR3 R208A are the only mutants with overlap in

Figure 6.2 and Figure 6.3 and both exhibit gain of binding mutations in Figure 6.3 as well.

There are several more CR3 gain of binding mutations (D140A, D242A, E244A, E283A) at

the C3d:CR3 interface in the absence of the Mg2+ ion. This is expected as these unfavorable

interactions are reversed and become favorable upon Mg2+ binding.

Figure 6.4 shows the comparison of AESOP results of C3d:CR3Mg2+ and

C3d:CR3no Mg2+ with only mutants exhibiting a difference >2.5 kJ/mol in ∆Gbinding. There

are four C3d mutants and six CR3 mutants identified in Figure 6.4. Three of the C3d

mutants identified here (K1217A, R1247A, and R1254A) are considered to be crucial to

to the steering of the C3d:CR3 interaction10. However, the role of the Mg2+ ion has the

most drastic effect on R1247A. Despite the small interface, electrostatics still appear to be

a major factor in the C3d:CR3 interface in part due to charged amino acids at the interface

as seen in Figure 6.1.
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Figure 6.3: Results of computational alanine scan of C3d:CR3no Mg2+ with only mu-
tants demonstrating ∆Gbinding value outside the thermal fluctuation range (>2.5 kJ/mol
or <−2.5 kJ/mol) displayed. Changes in free energies of binding upon mutation are calcu-
lated using Eq. 6.3. A positive value (colored in red) denotes loss of binding, indicating
that the mutated residue favors binding. A negative value (colored in blue) denotes gain
of binding, indicating that the mutated residue opposes binding. The thermal fluctuation
range is marked by dashed black lines.
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Figure 6.4: Comparison of the computational alanine scan results of C3d:CR3Mg2+ and
C3d:CR3no Mg2+ with only mutants exhibiting a difference >2.5 kJ/mol in ∆Gbinding dis-
played. C3d:CR3Mg2+ ∆Gbinding values are colored in purple while C3d:CR3no Mg2+

∆Gbinding values are colored in green.
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Figure 6.5: RMSD timeseries plots of (A) C3d:CR3Mg2+ and (B) C3d:CR3no Mg2+ sim-
ulation trajectories. Histograms of RMSD values are provided to the right of timeseries
plots.

6.3.2 Stabilizing effect of Mg2+ on C3d:CR3 complex dynamics

Characterizing the dynamics of C3d:CR3Mg2+ and C3d:CR3no Mg2+ through MD

simulations provides a clearer understanding of the importance of the Mg2+ ion to the

interaction. One of the key findings was that in the absence of the Mg2+ ion, C3d and CR3

dissociated in at least one trajectory as the trajectory progressed whereas that was not the

case when the Mg2+ ion was present (Figure 6.5).

Analysis of intermolecular salt bridges (Figure 6.6) and hydrogen bonds (Figure

6.7) shows that an overall weakening of interactions at the C3d:CR3 interface. In 6.6,

the intermolecular salt bridge occupancy comparison between C3d:CR3Mg2+ (Figure 6.6A)

and C3d:CR3no Mg2+ (Figure 6.6B) shows that there is an overall reduction in the number

of salt bridges observed as well as in their occupancy when Mg2+ is removed. The salt

bridge between C3d D1245 and CR3 R208 in particular experiences a drastic reduction in

occupancy. The exceptions are the salt bridges between C3d D1247 and CR3 R208 and C3d

K1217 and CR3 E179 which show slight increases in their occupancy. Similarly, the absence
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Figure 6.6: Intermolecular salt bridge occupancies for (A) C3d:CR3Mg2+ and (B)
C3d:CR3no Mg2+ trajectories.

Figure 6.7: Intermolecular hydrogen bond occupancies for (A) C3d:CR3Mg2+ and (B)
C3d:CR3no Mg2+ trajectories.

of Mg2+ reduces the number of observed hydrogen bonds as well as their occupancy as seen

in Figure 6.7. In particular, the hydrogen bonds that C3d D1247 forms with CR3 S144 and

CR3 T209 are drastically reduced in occupancy. Considering the importance of D1247 to

the C3d:CR3 interaction10, this may be one of the causes for ation of the C3d:CR3 complex

in the absence of Mg2+

Timeseries analysis of C3d residues closest to the Mg2+ ion using C3d:CR3Mg2+

simuatlion trajectories show that D1247 and F1246 are the only residues with reasonable
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Figure 6.8: Timeseries analysis of C3d:CR3Mg2+ trajectories to explore C3d residues ob-
served within 5�A of Mg2+ at an occupancy >30%. Distances are calculated based on the
closest heavy atom of the residue and the Mg2+ ion.

occupancy <5�A (Figure 6.8). D1247 in particular maintains close proximity to Mg2+ in

all simulation trajectories. Analysis of CR3 residues in close proximity to Mg2+ using

C3d:CR3Mg2+ trajectories show several residues with high occupancy (Figure 6.9). CR3

S142, S144, and T209 show the highest occupancy at the lowest distance which corroborates

their proposed role in coordinating the Mg2+ ion10. Other residues maintaining a close

proximity to Mg2+ include CR3 D140, G143, I145, and R208 which are likely due to the

coordination by S142, S144, and T209. D242 and E244 demonstrate high occupancy at a

small distance as well despite not exhibiting any significant hydrogen bonds or salt bridges.
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Figure 6.9: Timeseries heatmap analysis of C3d:CR3Mg2+ trajectories to characterize CR3
residues observed within 5�A of Mg2+ at an occupancy >30%. Heatmaps for each simulaton
trajectory are labeled Run 1, Run 2 and Run 3 respectively are plotted from left to right as
a timeseries. Distances are calculated based on the closest heavy atom of the residue and
the Mg2+ ion.
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Figure 6.10: Timeseries heatmap analysis of C3d:CR3no Mg2+ trajectories to characterize
C3d and CR3 inter-residue distance timeseries in the absence of Mg2+. Heatmaps for each
simulaton trajectory are labeled Run 1, Run 2 and Run 3 respectively are plotted from left
to right as a timeseries. Chosen inter-residue pairs were observed within 5�A of Mg2+ at
an occupancy >50% in Run 2 and Run 3. Distances are calculated based on the closest
heavy atom of the residue and the Mg2+ ion. Distance values are capped at 8�A to maintain
discretization in the colorbar at lower distance values as dissociation occurs in Run 1 and
skews distance values.

Exploring inter-residue distances between C3d and CR3 in the C3d:CR3no Mg2+

simulation trajectories shows fewer consistently conserved interactions (as seen in Figure

6.10) in comparison to the C3d:CR3Mg2+ trajectories (Figure 6.8 and 6.9). It is likely that

this may be a sign of potential dissociation (as is seen in Run 1) or tendency for dissociation.

In fact, the most conserved inter-residue distances in Run 2 and Run 3 (C3d K1217 - CR3

E178, C3d D1245 - CR3 R208, and C3d D1247 - CR3 R208) are conserved in the early
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Figure 6.11: Force-time plots from the SMD simulations. Force-time curves for the nine
trajectories from each system were averaged and plotted with the 95% confidence intervals.

stages of Run 1 prior to eventual dissociation. It is likely that the lack of the Mg2+ ion to

steer the interaction results in dissociation given enough conformational sampling.

Examining the force-time plots from SMD trajectories sheds further light on the

role of the Mg2+ ion at the interface (Figure 6.11). In all C3d:CR3Mg2+ SMD trajectories,

complete dissociation occurs approximately between 2.8 to 3.2 ns as indicated by the sharp

decline in the force-time plot and the corresponding confidence intervals. In the case of

C3d:CR3no Mg2+, dissociation occurs earlier around the 1 ns range. These results clearly

indicate the significance of the Mg2+ ion in the dissociative stability of the complex. Ad-

ditionally, through our analysis we confirm the importance of residues C3d D1247, CR3
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S142, CR3 S144, and CR3 T209 based on their persistence in maintaining the dissociative

stability of the complex.

6.4 Conclusion

Through a combination of electrostatic analysis and molecular dynamics simula-

tions (both explicit solvent and steered), we have characterized the C3d:CR3 interaction

and provided insight into the role of the Mg2+ ion in stabilizing the interaction. Amino acids

identified to be crucial to the C3d:CR2 interaction (such as C3d D1247) exhibit reduced in-

termolecular interaction occupancies in the absence of Mg2+, emphasizing its importance in

steering the complex formation. The capability of C3d to simultaneously bind to CR2 and

CR3 (as seen in Figure 6.12) has previously been explored experimentally10 and has been

suggested as the basis for a mechanism of how opsonized immune complexes may be trans-

ported from macrophages to B cells. Through our electrostatic and molecular dynamics

analysis we conclude that amino acids shown to be significant to the C3d:CR3 interaction

are distinct from those significant to the C3d:CR2 interaction17,19. The crucial role of C3d

as a central fixture in several complement processes, through interactions with CR2, CR3,

and FH18, is reiterated by our results as well. These results provide a basis for potential

therapeutic design as the proximity of these C3d-binding sites may be amenable for peptide

design incorporating for example, key amino acids from CR2 and CR3.
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Figure 6.12: Molecular graphics representation of C3d:CR3 complex and C3d:CR2 complex
superimposed. C3d, CR2, and CR3 are represented in tan, light blue, and green respectively.
The Mg2+ ion at the interface is represented in yellow.

128



6.5 References

[1] Wang, Z., Thinn, A. M. M., and Zhu, J. A pivotal role for a conserved bulky residue
at the a1-helix of the αI integrin domain in ligand binding. Journal of Biological
Chemistry, 292(50):20756–20768, December 2017. ISSN 0021-9258, 1083-351X. doi:
10.1074/jbc.M117.790519.

[2] Papanastasiou, M., Koutsogiannaki, S., Sarigiannis, Y., Geisbrecht, B. V., Ricklin, D.,
and Lambris, J. D. Structural Implications for the Formation and Function of the
Complement Effector Protein iC3b. The Journal of Immunology, 198(8):3326–3335,
April 2017. ISSN 0022-1767, 1550-6606. doi: 10.4049/jimmunol.1601864.

[3] Xu, S., Wang, J., Wang, J.-H., and Springer, T. A. Distinct recognition of complement
iC3b by integrins α X β 2 and α M β 2. Proceedings of the National Academy of
Sciences, 114(13):3403–3408, March 2017. ISSN 0027-8424, 1091-6490. doi: 10.1073/
pnas.1620881114.

[4] Carter, R. H. and Fearon, D. T. CD19: Lowering the Threshold for Antigen Receptor
Stimulation of B Lymphocytes. Science, 256(5053):105–107, April 1992.

[5] Fearon, D. T. The complement system and adaptive immunity. Seminars in Immunol-
ogy, 10(5):355–361, October 1998. ISSN 1044-5323. doi: 10.1006/smim.1998.0137.

[6] Dupuy, A. G. and Caron, E. Integrin-dependent phagocytosis – spreading from mi-
croadhesion to new concepts. Journal of Cell Science, 121(11):1773–1783, June 2008.
ISSN 0021-9533, 1477-9137. doi: 10.1242/jcs.018036.

[7] Underhill, D. M. and Ozinsky, A. Phagocytosis of Microbes: Complexity in Action.
Annual Review of Immunology, 20(1):825–852, 2002. doi: 10.1146/annurev.immunol.
20.103001.114744.

[8] Morgan, H. P., Schmidt, C. Q., Guariento, M., Blaum, B. S., Gillespie, D., Herbert,
A. P., Kavanagh, D., Mertens, H. D. T., Svergun, D. I., Johansson, C. M., Uhŕın, D.,
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Chapter 7

Peptide redesign for inhibition of

the complement system: Targeting

age-related macular degeneration

7.1 Introduction

The complement system has been implicated as a major factor in the development

and progression of age-related macular degeneration (AMD)1,2. Genome-wide associated

studies (GWASs) have shown that single nucleotide polymorphisms (SNPs) in complement

regulators Factor H and Factor I and complement proteins C3, C2, and Factor B are genetic

risk factors for AMD2–4. An important GWAS finding is the Y402H SNP of Factor H,

in which a tyrosine in position 402 is replaced by a histidine, resulting in the H402 risk

variant5–8. It has been hypothesized that in the presence of the risk variant the complement
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system is under-regulated, thus contributing to inflammation when activated locally in

association with drusen deposits at the RPE-Bruch’s membrane interface4,9. Although

drusen formation, a characteristic accumulation of protein and membranous debris in AMD

tissues, may not be initiated by the complement system, an over-activated (under-regulated)

complement system has been shown to contribute to drusen accumulation and exacerbation

of AMD pathology4,10. Therefore, inhibition of the complement system is a promising

strategy to slow the progression of AMD pathogenesis.

Currently, AMD is treated using monoclonal antibody–based therapies targeting

vascular endothelial growth factor (VEGF), which stimulates choroidal neovascularization

and induces vascular leakage11. However, such therapies are effective in the wet (neovas-

cular) form of AMD, associated with vessel rupture and local bleeding, but not in dry (at-

rophic) form of AMD that is characterized by the accumulation of drusen deposits and RPE

atrophy. Compstatin family peptides were initially developed as inhibitors of complement-

mediated autoimmune and inflammatory diseases, using phage display, functional, struc-

tural, computational studies (see review12, and references therein). They became attractive

low-molecular mass complement inhibitors for the treatment of AMD soon after the 2005

genomics studies implicated complement in AMD (see review13, and references therein).

Compstatin family peptides function by binding to complement protein C3 and sterically

inhibiting the cleavage of C3 to C3a and C3b by convertase, thus impeding the formation of

the chemotactic fragment C3a, the opsoninizing fragment C3b, and the propagation of the

complement system through the common pathway that ultimately results in the assembly
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of C5b-9n (also known as the membrane attack complex, MAC), a protein complex that

forms pores on cell membranes.

One compstatin analog underwent clinical trials for AMD, and although the analog

did not raise safety concerns, it did not show therapeutic efficacy. It is postulated that

was likely the effects of molecular aggregation that resulted in the formation of gel-like

structures14,15 and an associated loss of functionality. This analog had been optimized

over several years to have higher binding affinity than the original compstatin analogs by

introducing a replacement of valine at position 4 with an aromatic amino acid, tyrosine16,17

or tryptophan18, and subsequently with methylated tryptophan19. The latter modification

also increased the hydrophobic character of the peptide and presumably contributed to its

aggregation in the aqueous ocular environment. Additional compstatin analogs are currently

in clinical trials for various complement-mediated diseases20.

Recent studies have focused on increasing the solubility of compstatin peptides, us-

ing structure-based rational design, computational modeling, and optimization21,22. These

studies have identified several analogs with N-terminal extensions that have inhibitory ac-

tivities similar to those of the most potent analogs and have higher aqueous solubilities.

Increased solubility was made possible by introducing two polar amino acid extensions at

the N-terminus. In one analog, an arginine at sequence position -1 not only contributed to

solubility but was also shown by molecular dynamics simulations to form a salt bridge with a

glutamic acid in C3, thus contributing to binding affinity as well21,22. In this study, we used

a potent analog with arginine at position -1 and serine at position 022, Peptide 1 here (or

Peptide 9 in ref22), as a template to further increase solubility by incorporating two polar
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amino acid extensions and polyethylene glycol (PEG) blocks at the C-terminus. We demon-

strate the high potency and high solubility of the new analog, using in vitro functional and

solubility assays. We also demonstrate the efficacy of this peptide to inhibit complement

activation in a human RPE cell–based assay that mimics AMD pathophysiology. We show

that this PEGylated compstatin analog has significant promise as a therapeutic for AMD.

7.2 Methods

7.2.1 Peptide synthesis

Compstatin Peptides 1-3 (Table 7.1) were synthesized by WuXi AppTec (Shanghai,

China). Peptide 2 has eight PEG blocks attached at the backbone of the C-terminal amino

acid. A Competition peptide for use in the thermophoresis experiments was synthesized by

ELIM Biopharm (Hayward, CA, USA) in two versions. One version was labeled with the

cyanine fluorophore CY5, which was attached at the side chain of the preceding lysine, and

had sequence Ac-I[CVWQDWGAHRC]TAGK-(CY5)-NH2. Another version was unlabeled

and had sequence Ac-I[CVWQDWGAHRC]TAGK-NH2. All peptides were cyclized by a

disulfide bridge between the two cysteine amino acids, and they were acetylated at the N-

terminus and amidated at the C-terminus. The peptides had >95% purity, as determined

with high-performance liquid chromatography (HPLC) and mass spectrometry (MS).

7.2.2 Hemolytic assay

Rabbit erythrocytes (Complement Technology, Inc., Tyler, TX) were washed with

PBS (1X; 3.8 mm monobasic NaH2PO4, 16.2 mm dibasic Na2HPO4, 150 mm NaCl, pH 7.4)
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Table 7.1: Peptide sequences

Peptide Sequence Molecular mass

1 Ac-RSI[CVWQDWGAHRC]T-NH2 1856
2 Ac-RSI[CVWQDWGAHRC]T-PEG8-NH2 2279

Peptide 1 is a positive control with a two-polar amino acid N-
terminal extension22. Peptide 2 is a new design that contains an 8-
PEG block backbone extension. Brackets denote disulfide bridge
cyclization between the two cysteine amino acids. Ac: acetylation
blocking group; NH2: amidation blocking group.

and then resuspended in a veronal-buffered saline solution (VBS 1X; 72.8 mm NaCl, 0.9

mm sodium barbital, 1.5 mm barbituric acid, pH 7.4) containing 5 mm MgCl2 and 10 mm

EGTA (VBS-MgEGTA). Twofold serial dilutions of the compstatin analogs were performed

in round-bottom 96-well plates and then further diluted in VBS-MgEGTA. Normal human

serum (NHS; Complement Technology, Inc.) diluted in VBS-MgEGTA was added to each

well followed by incubation at room temperature for 15 min. Subsequently, 30 µL of rabbit

erythrocytes at a concentration of 1.25 × 108 cells/ml were added to each well. Positive

controls for lysis consisted of erythrocytes in deionized water and erythrocytes in NHS

diluted with VBS-MgEGTA. Negative controls for lysis consisted of erythrocytes in VBS-

MgEGTA and erythrocytes in NHS diluted in VBS-EDTA (20 mm EDTA). Next, plates

were incubated at 37 ◦C for 20 min, and then ice-cold VBS containing 50 mm EDTA was

added to each well to quench hemolytic reactions. The plates were centrifuged at 1000 ×g

for 5 min, and the supernatant was diluted 1:1 with deionized water in flat-bottom 96-well

plates. Absorbance was measured spectrophotometrically at 405 nm to quantify lysis.
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7.2.3 Apparent solubility measurements

Compstatin analogs were dissolved in PBS at pH 7.4 to concentrations of 10, 7.5,

and 5 mg/ml. At each concentration point, the peptide solutions were shaken on a vor-

tex mixer for 30 s and then centrifuged at 13,000 ×g for 5 min. The supernatant was

collected and measured 5 times spectrophotometrically at 280 nm. Optical densities were

converted into concentrations according to the Beer-Lambert law. An extinction coeffi-

cient of 11 125m−1 cm−1 was used for each compstatin analog as each peptide contains two

tryptophan amino acids (tryptophan extinction coefficient being 5562.5m−1 cm−1).

7.2.4 Other experimental analysis

Other experimental studies such as RPE cell culture, immunofluorescence of sub-

RPE deposits, and confocal imaging and analysis were performed by our collaborators for

this study23.

7.2.5 Structural modeling

A structural model of the eight-linked PEG blocks was generated using MOL-

DRAW24 [28] and then attached to a structural model of Peptide 1 using structure editing

tools in Chimera25 [29], to generate a structural model of Peptide 2. The structural model

of Peptide 1 was derived from molecular dynamics simulations, based on the crystal struc-

ture of bound compstatin [30]. CHARMM parameters and topologies26 [31] were used and

modified to incorporate the peptide-like bond between PEG8 and Peptide 1. Modifications

were rationally chosen based on existing amino acid parameters and topologies. Angles
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and dihedral angles that did not have a counterpart in existing CHARMM parameters and

topologies were generated using SwissParam27 [32].

7.2.6 Molecular dynamics simulation

An explicit-solvent molecular dynamics simulation was performed, for 90 ns, using

as the initial structure the modeled Peptide 2 structure. The explicit-solvent environment

consisted of a water box and counterions to represent the solvated environment of the

biomolecular system. The peptide was solvated in a TIP3P water box with dimensions of

75�A × 57�A × 67�A, and charges were neutralized with sodium and chloride counterions at

150 mm. The TIP3P water model is a standard 3-site water model used in explicit solvent

MD simulations that describes the configuration of the water molecules (rigidity/flexibility),

polarization, and interactions in the simulation. Preparation steps (minimization, heating,

and equilibration) were carried out to remove strain in the system, to heat the system to

the desired temperature, and to relax the system prior to the production simulation dynam-

ics, as described in a previous study28 [33]. Following 25,000 steps of conjugate gradient

energy minimization, the system was heated from 0 to 300 K in 62 ps with protein atoms con-

strained to post-minimization positions. Subsequently, the system was equilibrated through

five stages for 50 ps per stage. Force constants of 41.83, 20.92, 8.368, and 4.184 kJ/mol/�A2

were applied during the first four stages, respectively, to harmonically constrain all protein

atoms to their post-minimization positions. During the fifth stage of equilibration, only the

backbone atoms were harmonically constrained using a force constant of 4.184 kJ/mol/�A2.

Following equilibration, a production run was performed for 90 ns with periodic boundary

conditions, SHAKE algorithm, 2 fs time steps, Langevin pressure and temperature controls,
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and particle-mesh Ewald electrostatics. The molecular dynamics trajectory (9,000 frames)

was clustered using the root-mean-square deviation (RMSD) of the backbone or alpha car-

bon atoms of Peptide 2, and a representative structure from the highest-populated clusters

was identified and depicted for molecular graphics visualization.

7.2.7 Microscale Thermophoresis

The binding affinity of Peptide 2 was evaluated in a competitive microscale ther-

mophoresis assay, using a Monolith NT.115 instrument (NanoTemper Technologies GmbH,

Munich, Germany). Competition was performed against the Competition Peptide, labeled

with Cy5 for signal detection. Two different 1:1 serial dilution series of Peptide 2 were

performed in MST buffer (50 mm Tris-HCl, 150 mm NaCl, 10 mm MgCl2, 0.05% Tween

20). The first dilution series started with a final concentration of 333 µm and ended in a

final concentration of 40.69 nm, while the second dilution series started with a final concen-

tration of 166.67 µm and ended in a final concentration of 20.35 nm. To each dilution series

of Peptide 2, purified C3c (Complement Technology) and the Competition Peptide were

dissolved to final concentrations of 117 nm and 50 nm, respectively. The resulting mixture

was incubated for 15 minutes in the dark at room temperature. Following incubation, the

samples were loaded into hydrophilic capillary tubes and the thermophoretic response of

the fluorescently labeled marker was measured. Each dilution series was performed in at

least triplicate and the results from both dilution series were combined for estimation of the

IC50 through nonlinear regression.

The fragment C3c was chosen for the thermophoresis assay because it binds comp-

statin, but it does not contain the thioester domain (TED). It is actually the co-crystal
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structure of C3c with a bound compstatin analog (Ac-I[CVWQDWGAHRC]T-NH2) that

has been reported in literature29. The bound compstatin analog of the crystal structure is

the parent peptide of Peptide 1, with Peptide 1 having an Arg-Ser extension at sequence

positions -1 and 0. The internal thioester bond of the TED undergoes spontaneous hydrol-

ysis in C3, and the TED is highly mobile in C3 and C3b, possibly obscuring the protein’s

thermodiffusion properties in a direct (non-competitive) binding assay.

Results of the analysis can be found in Figure B.1.

7.3 Results

The objective of this study is to optimize the aqueous solubility while maintain-

ing the binding affinity of Peptide 1 (Table 7.1), our compstatin peptide that previously

had the most promise to become a therapeutic for AMD. Our previous studies21,22 fo-

cused on improving the solubility of the peptide that underwent clinical studies for AMD,

with sequence Ac-I[CV(meW)QDWGAHRC]T-NH2
13. This peptide had high aggregation

propensity in aqueous solution, attributed to the peptide’s reduced solubility compared to

other less potent compstatin analogs21. It was first shown that adding polar dipeptides at

the N-terminus (positions -1 and 0) improved solubility while maintaining potency, with

the peptide Ac-RSI[CV(meW)QDWGAHRC]T-NH2 was the most efficacious in the human

RPE cell–based assay described in Methods (Peptide VI in ref21). In a subsequent study, it

was deemed necessary to eliminate the methyl group from tryptophan at position 4 to fur-

ther improve solubility, without compromising potency, resulting in the sequence of Peptide

1 (Peptide 9 in ref22).
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To achieve our objective, we redesigned Peptide 1 by adding PEG block extensions

at the C-terminus (Peptide 2; Table 7.1). The choice of the extension at the C-terminus of

Peptide 2 was guided by the results of molecular dynamics simulations, which had shown

that the C-terminus of compstatin points away from the C3-binding site toward the sol-

vent21,30. Thus, we reasoned that such extensions would not interfere with the binding

interface between the compstatin analog and C3. Peptide 2 contains eight PEG blocks at-

tached at the peptide backbone in the C-terminus. The choice of PEG blocks was guided by

earlier surface plasmon resonance (SPR) and enzyme-linked immunosorbent assay (ELISA)

data, which had shown that PEGylated compstatin peptides had higher solubility com-

pared to non-PEGylated peptides with the same sequence31. The addition of a spacer of

eight PEG blocks to compstatin analogs was deemed necessary for the SPR binding ex-

periments to increase the space between the peptides and attachment to the streptavidin

sensor chip via lysine–biotin binding. This spacer aimed to increase the mobility of the

peptides, enhance their accessibility to C3, and decrease non-specific interactions, thus em-

ulating unbound ligand states as closely as possible within the experimental constraints.

The inhibitory activities of peptides with the same sequences, but without the PEG blocks,

were tested using ELISAs in the same study31. PEGylation is an established procedure in

drug design and delivery, as this procedure has been shown to increase aqueous solubility

and bioavailability, including enhanced structural and chemical stability and circulation

lifespan, and reduced renal clearance32. In addition, PEGylation has a shielding effect

on drugs, typically reducing drug immunogenicity, antigenicity, and toxicity32. Currently,

there are several PEGylated drugs in the clinic, including pegaptanib, which has been used
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for the treatment of age-related macular degeneration33. PEGylation has also been used in

a compstatin variant with modified backbone, but in that case, a large (40 kDa) Y-shaped

PEG structure was attached either at the N- or C-terminus34, compared to the small (423

Da) linear 8-PEG block structure attached at the C-terminus in our study.

Figure 7.1 shows the dose–response curves of the complement hemolytic assay for

the PEGylated Peptide 2 and the parent Peptide 1 (positive control). Peptides 1 and 2

have similar IC50 values within the confidence intervals from four replicate experiments,

and therefore similar potencies (Table 7.2).

Table 7.2: IC50 Values from hemolytic assay

Peptide Mean IC50(µm)
95% Confidence interval

Upper Lower

1 0.97 1.04 0.90
2 0.96 1.14 0.80

Competition 1.40 1.50 1.20

IC50: Ligand concentration at 50% maximal inhibition.
Data are from four replicate experiments (n=4). This ta-
ble is an updated version of the one presented in ref35.

We then tested our solubility objective. Figure 7.2A shows the difference between

the calculated and spectrophotometrically measured (observed) concentrations in the range

of 5–10 mg/ml. The concentration was experimentally measured using absorption spec-

troscopy at 280 nm and calculated using the weight per volume values of the dilution series,

as described in Methods. Peptide 2 is much more soluble than Peptide 1 at 5 mg/ml, as the

concentration difference is close to zero, the expected difference for nearly perfect solubility.

In addition, Peptide 2 remains soluble up to 10 mg/ml with a slight deviation from the

difference of zero, whereas the difference of Peptide 1 significantly deviates from zero and
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Figure 7.1: Concentration-dependent inhibition curves of compstatin peptides in four repli-
cate hemolytic assay experiments. The plotted data represent the mean percent inhibition
± standard error of the mean (SEM). The dashed line intersects each inhibition curve at the
IC50. Peptide 1 is the parent peptide (positive control), Peptide 2 is the PEGylated form
of the parent peptide, and third peptide is the unlabeled form of the Competition Peptide.
This figure is an updated version of the one presented in ref23.
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from constancy as the concentration increases. Figure 7.2B shows a different presentation of

the same data in the form of a correlation plot between the observed and calculated peptide

concentrations in millimolar. The data for Peptide 2 show much higher correlation than

those for Peptide 1. In addition, the fitted straight line of the data for Peptide 2 is closer

to a straight line with slope 1 that passes through the origin (Figure 7.2B). A straight line

with slope 1 represents perfect correlation, denoting the highest solubility and the lowest

aggregation. These data demonstrate that Peptide 2 has significantly higher apparent sol-

ubility, or significantly lower tendency to aggregate, than the parent Peptide 1. Figure B.2

also shows that both Peptide 1 and 2 demonstrate better solubility than the Competition

Peptide.

We measured direct binding of Peptide 2 to C3c using the microscale thermophore-

sis assay, described in Methods. Figure B.1 shows competitive binding of Peptide 2 to the

C3c-Competition Peptide complex, where the Competition Peptide was labeled with the

fluorophore Cy5 for detection of the thermophoresis signal. The unlabeled Competition

Peptide has reduced potency compared to Peptide 2 (Table 7.2 and Figure 7.1), and for

this reason was chosen for competitive replacement in the thermophoresis assay. This com-

petitive binding experiment shows that Peptide 2 binds to C3c with a dissociation constant

(KD) of 0.69 ± 0.24 µm.

We continued our study by testing the efficacy of Peptides 1 and 2 in a human

RPE cell–based assay36, which was used in previous optimizations of compstatin family pep-

tides21,22. The RPE cell-based assay, along with immunofluorescence and confocal imaging,
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Figure 7.2: Apparent solubility of compstatin peptides. A: The difference in concentration,
calculated – observed (measured), in mm, plotted against the expected concentration (in
mg/ml). The actual observables are plotted, the expected concentration (in mg/ml) of the
dilution series on the horizontal axis, and the observed (in mm, measured using tryptophan
absorbance) minus the calculated (in mm, from the mg/ml expected concentration values)
on the vertical axis. Peptide 2 is the most soluble, as the concentration difference is close
to zero and remains nearly constant in the dilution series. B: Correlation of the observed
concentration with the calculated concentration, with the concentrations presented in mm.
Peptide 2 is the most soluble, as indicated by the high correlation between the observed and
calculated concentrations (slope of 0.92). Each data point represents the mean measured
concentration and the corresponding expected concentration with a linear regression fit to
the data. A straight line of slope 1 passing through the origin is inserted to indicate the
closeness of the data to perfect correlation.
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as performed by our collaborators23 demonstrated that the inhibitory effect of Peptide 2

was significantly greater (p<0.001) than that achieved by Peptide 1.

In combination, the hemolytic assay, apparent solubility, microscale thermophore-

sis, and human RPE cell–based assay data indicate that Peptide 2 is a more promising

compstatin analog for further optimization and potential clinical translation, compared to

Peptide 1. The parent Peptide 1 had emerged to be the best analog until now in previous

studies, in terms of solubility and affinity balance and efficacy of complement inhibition in

the human RPE cell–based assay (see refs21,22 and references therein for earlier optimization

studies).

To gain insight into the molecular features that contribute to the structural sta-

bility and solubility of Peptide 2, we performed an extended molecular dynamics simula-

tion. Figure 7.3A shows representative conformations from the top (highest occupancy) five

structural clusters derived from the molecular dynamics trajectory, using backbone atom

RMSD-based clustering. These five clusters represent 79% of the conformations spanned

by the peptide. The PEG8 C-terminal extension demonstrates high local flexibility and

global mobility, in essence forming a dynamic polar shell around Peptide 2. Flexibility and

mobility of the PEG8 extension are expected, given its polar character and interactions

with water molecules of the solvent. This dynamic polar shell perhaps functions as a shield

from self-association and aggregation of Peptide 2 owed to peptide’s inherent hydrophobic

features, thus contributing to the solubility of the peptide.

Figure 7.3B shows the conformation of the representative peptide from the struc-

tural cluster with highest occupancy, depicting key amino acid side chains for the optimiza-
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Figure 7.3: Molecular structure of Peptide 2. A: Representative conformers of Peptide 2
from the five highest-populated root-mean-square deviation (RMSD) clusters of the molec-
ular dynamics trajectory, with occupancies of 38%, 12%, 10%, 10%, and 9%. The peptide
backbone is shown in a tube representation, colored by the amino acid property type: gray
for hydrophobic, green for polar, and brown for glycine. Cys2 and Cys12 are marked as hy-
drophobic because they form a disulfide bridge. The PEG8 C-terminal extensions are shown
in stick models of different colors for each conformer. The acetyl and amide terminal blocks
are shown in stick models, colored by atom type: gray for carbon, white for hydrogen, blue
for nitrogen, and red for oxygen. B: The major conformer of Peptide 2 (38% occupancy) in
backbone tube representation, with key side chains in compstatin peptide optimization in
stick representation. The location of all amino acids is marked. The following color code
is used: gray for hydrophobic, green for polar neutral, blue for basic, red for acidic, yellow
for cysteines and the disulfide bridge, and brown for glycine. The PEG8-NH2 C-terminal
extension is shown in stick representation without hydrogens, with carbons depicted in
brown, oxygens in red, and nitrogen in blue. C: Surface representation of Peptide 2, with
the PEG8-NH2 extension shown in stick representation (including hydrogens). The color
code is as in Panel B, with the added hydrogens of PEG8-NH2 shown in white. D: The
chemical structure of PEG8-NH2.
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tion of compstatin from research in the past 20 years. These amino acids are Arg(-1), Val3,

Trp4, Trp7, Ala9, and the disulfide bridge Cys2-Cys12. The Arg(-1) addition corresponds

to the Arg(-1)/Ser0 extension of Peptide 122, the parent analog of Peptide 2. Our latest

addition in this work is the PEG8-NH2 (Figure 7.3D) extension at the C-terminus (Figure

7.3A–C), which results in Peptide 2, our most promising, in terms of affinity and solubility

properties, lead peptide of the compstatin family until now.

7.4 Discussion

We report the design of a new compstatin peptide that has superior aqueous

solubility and comparable complement inhibitory activity characteristics, compared to pre-

viously known peptides of the compstatin family. The new peptide, Peptide 2 (Table 7.1), is

a PEGylated form of our previously most promising peptide in terms of inhibitory activity

and aqueous solubility, Peptide 1 (Table 7.1)22. Peptide 2 has eight PEG blocks attached to

the backbone C-terminus, accounting for an additional molecular mass of 423 Da compared

to Peptide 1 (Table 7.1). Since the original discovery of compstatin using a phage-displayed

random peptide library37, there have been many benchmarks in the optimization of the

sequence of compstatin. Initial structure-activity studies had derived a sequence template

with seven amino acids being indispensable for inhibitory activity and six amino acids being

optimizable17,38. Figure 7.3B shows the side chains of essential amino acids for the optimal

binding and inhibitory activity of compstatin, including benchmark residue-specific opti-

mization steps over the period of several years. Initial NMR, alanine scan, and inhibitory

activity studies indicated that Val3 and Trp7 are important for binding to C3 and inhibi-
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tion of complement activation39,40. A subsequent crystal structure of C3c in complex with a

compstatin analog confirmed these findings, showing that Val3 and Trp7 are inserted in hy-

drophobic cavities29. Benchmark optimization steps include the incorporation of (i) Ala at

position 9, which introduces helicity in the sequence and shifts a structural beta-turn from

the central toward the C-terminal portion of the sequence39,40; (ii) aromatic amino acids

at position 416 with Trp4 being optimal18, which was shown to participate in a hydropho-

bic clustering in the crystal structure29; (iii) dipeptide N-terminal extensions, with Arg

at position -1 being optimal because it increased solubility compared to previous peptides

and introduced a new intermolecular salt bridge as shown by molecular dynamics simula-

tions21,22; and in this work, (iv) C-terminal extension using an eight-block PEG construct,

which greatly increases aqueous solubility, unprecedented by any other compstatin analog.

In addition, acetylation at the N-terminus and amidation at the C-terminus contribute to

improved activity41. All active peptides contain a Cys2-Cys12 disulfide bridge.

Compstatin has two surfaces, a hydrophobic and a polar one, as was pointed out

by the original NMR studies39,40, but it is the hydrophobic surface that makes the main

contacts with the C3, as it was pointed out by the crystal structure29. It is likely that

the hydrophobic surface is responsible for the aggregation properties of the compstatin

analog that underwent the early clinical trials. This analog contained a methylated Trp4

residue, in which the hydrophobic methyl group had replaced the polar hydrogen of the

indole amide group, making the peptide even more hydrophobic. We had reasoned in

earlier optimization studies that incorporation of polar amino acid extensions at the termini

would increase solubility without perturbing binding properties, and this was shown to be
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the case for the N-terminus21,22 and C-terminus (Mohan RR, Gorham RD Jr, Morikis D,

unpublished data). However, the analog with the best aqueous solubility is Peptide 2 of this

work that incorporates an 8-PEG block construct at the C-terminus. Our earlier molecular

dynamics studies had shown that the C-terminus is mobile pointing outward from the C3-

peptide interface toward the solvent. Thus, we reasoned that the 8-PEG block construct

would not sterically interfere with the binding interface of the C3-peptide complex. This is

evident in Figure 7.3, where the 8-PEG construct shows mobility around the non-binding

site of Peptide 2, without specific contacts with the peptide. Therefore, PEGylation acts a

solubilizer of compstatin.

To determine the potential of Peptide 2 and its parent Peptide 1 as AMD ther-

apeutics, we evaluated the peptides in the human RPE cell–based assay (as performed by

our collaboratiors23). Our collaborators demonstrated that Peptides 1 and 2 significantly

inhibit the formation of C5b-9-rich sub-RPE deposits, with the PEGylated Peptide 2 ex-

hibiting a twofold greater inhibitory effect than the parent Peptide 1. This difference in

anti-C5b-9 effect may be attributed to lack of aggregation of Peptide 2, owing to its greater

solubility compared to Peptide 1, which is expected to result in a higher “effective” con-

centration in the RPE culture. At the molecular level, the optimal solubility of Peptide 2

results from the formation of a dynamic polar shell, introduced by PEGylation, which pre-

dominantly surrounds and enhances the polar surface, and to a lesser extent the nonpolar

surface of the peptide. This polar shell is designed to be a solubilizer, shielding Peptide 2

from self-association and higher-order aggregation, while leaving it unobstructed for binding

the nonpolar surface.
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In conclusion, we report the design of a new peptide analog of compstatin that

combines an arginine-serine N-terminal polar amino acid extension and an 8-PEG block C-

terminal extension. This peptide demonstrates significantly improved aqueous solubility and

efficacy in a human RPE cell–based assay that mimics the pathobiology of AMD, compared

to its parent peptide, while retaining comparable inhibitory activity against complement

activation as its parent peptide. The new peptide can lead to a therapeutic treatment of

dry AMD, as the peptide overcomes the aggregation limitation of a previous compstatin

analog that underwent clinical trials.
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Chapter 8

Virtual Screening of Chemical

Compounds for Discovery of

Complement C3 Ligands

8.1 Introduction

The complement system, consisting of over 40 soluble and cell-bound proteins, is

integral to innate immunity1–5. In the event of pathogen exposure or injury, cascading com-

plement response occurs resulting in opsonization, chemotaxis, phagocytosis, and lysis6,7.

Complement activity is also double-edged as a lack of regulation or balance in its response

can be observed in numerous autoimmune and inflammatory diseases, including age-related

macular degeneration, lupus, rheumatoid arthritis, multiple sclerosis, Sjögren syndrome,

scleroderma, chronic obstructive pulmonary disease, ischemia reperfusion injuries, and rare
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diseases such as paroxysmal nocturnal hemoglobinuria, atypical hemolytic uremic syndrome,

and C3 glomerulopathy, among others8–10. Currently, there are clinically available drugs

for only two targets within the complement cascade, variations of the natural protein in-

hibitor C1-INH and a C5 inhibiting monoclonal antibody eculizumab, both of them being

protein-based therapeutics9,10.

Compstatin11 is a cyclic peptide capable of inhibiting complement response

through C312, originally discovered using a phage-displayed peptide library screening13,

subsequently reaching clinical trials for age-related macular degeneration and other

complement-related diseases14,15. We have been involved in structure- and computation-

based optimization of compstatin family peptides, originally using a major structural con-

former of free compstatin from solution NMR studies (reviewed in refs16–21) and subse-

quently using bound structures from computational de novo design studies and molecular

dynamics (MD) simulations, on the basis of the crystal structure of a compstatin analogue

bound to C3c22 (e.g., see refs23–28). Although our most recent design has led to overcom-

ing solubility/aggregation issues of the previously most potent compstatin analogues26,28,

peptides in general suffer from low stability and bioavailability in vivo and often require

intravenous administration. Chemical compounds are typically orally administered and are

more cost effective for scaled-up industrial production. Therefore, there is a need for the

development of nonpeptidic low-molecular-mass inhibitors. Toward this goal, we launched a

pharmacophore-based virtual screening study, described here, to identify druglike chemical

compounds with the geometric and physicochemical characteristics of compstatin, which

are capable of binding to the compstatin binding site of target protein C3.
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Virtual screening has proven to be a valuable methodology for identifying po-

tential therapeutic candidates29 and an alternative to fragment-based chemical compound

design30 or rational peptide design31–33. Virtual screening has the benefit of being a high-

throughput method and can be used to screen millions of chemical compounds, while being

more time and resource efficient than experimental high-throughput screening methods,

thanks to the advances in computer hardware architecture and drug design-related algo-

rithms34–36. Small druglike compounds are desirable because they typically exhibit better

pharmacological properties, but at the expense of lower specificity, compared with peptide-

or protein-based therapeutics. In this study, we utilize virtual screening with the objective

to identify novel druglike compounds capable of binding in the compstatin binding site of

C3 and potentially inhibiting complement response. We use a molecular dynamics structure

of a potent compstatin analogue bound to C3c as the basis for the development of phar-

macophore models and docking of molecules. Our virtual screening framework is similar to

that used in a recent identification of 11 druglike ligands of complement fragment C3d, 10

of which are fluorescent markers of complement activation37.

8.2 Methods

8.2.1 Pharmacophore Models

A pharmacophore model is represented by a framework of features correspond-

ing to the spatial distribution of physicochemical properties (aromaticity, hydrophobicity,

hydrogen bond donor/acceptor capability, and positive/negative charge) of an active lig-

and. During screening, a database of molecules is compared against the pharmacophore
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model and if the molecule contains matching pharmacophore features, then it is considered

a positive hit.

The workflow of the primary approach procedure is shown in Figure 8.1. Pharma-

cophore models were developed using a molecular dynamics (MD) trajectory of the complex

between C3c and the RSI-compstatin analogue with sequence

Ac-RSI[CVWQDWGAHRC]T-NH2 (brackets denote cyclization through a disulfide

bridge)26. Pharmacophore features were primarily selected from earlier molecular dynam-

ics data of C3c-bound compstatin analogues27,38, with the aid of prior knowledge from MD

studies24,39 and optimization studies23–25,27 of C3c-bound compstatin analogues and opti-

mization studies of free compstatin analogues16. All MD simulations were based on the

crystal structure of C3c with the W4A9 analogue of compstatin22.

Mechanistic binding analysis of compstatin structure throughout the MD trajec-

tory was performed using the R package Bio3D, the Python library MDTraj, and

Chimera40–43 to identify significant physicochemical properties and nonpolar contacts at the

binding site. In addition, free-energy contributions of individual amino acids and hydrogen

bond occupancies from previous studies27,38 informed the selection of pharmacophore fea-

tures. Mean positions of centers of mass were calculated for the atoms identified in each

selected feature. The tolerance radii of each pharmacophore feature were defined by cal-

culating the conformational flexibility of the feature from the MD trajectory. In the first

round of screening, 473 pharmacophore models were developed using subsets of 3–5 features

identified to be of interest. The purchasable subset of the ZINC 12 database44, consisting

at the time of the study of ∼19 million molecules (190 million conformers) in stock or to
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Figure 8.1: Flowchart of the primary virtual screening approach.
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be made-to-order, was screened using ZINCPharmer45 with each of the 473 pharmacophore

models. A molecule was a positive hit during screening if its chemical moieties were spa-

tially distributed such that there was overlap with the tolerance radii of the specific features

of the pharmacophore model.

In the second round of screening, 40 new pharmacophore models consisting of

subsets of 3-6 features were developed with iterative improvements over the initial 473

models. A set of ∼7 million molecules with ∼1.1 billion conformers that was used in one of

our previous virtual screening studies37 was used for screening of these 40 pharmacophore

models using Phase46,47. This set of molecules was from the Drugs Now subset of the ZINC

12 database, consisting of molecules that were in stock at the time of the study, and the

conformers were generated using Phase.

8.2.2 Docking

Molecules identified to fulfill the selection criteria of the pharmacophore models

as positive hits during the pharmacophore screening were docked to C3c in the binding

region of RSI-compstatin. In the first round of pharmacophore screening and docking, the

molecules were docked to a single conformation of C3c (acquired from the final frame of

the MD trajectory of the C3c/RSI-compstatin complex). In the second round of screening,

representative conformational states of the binding site of C3c were extracted from the MD

trajectory of the C3c/RSI-compstatin complex to accurately capture the conformational

variations of the binding site. The conformational states of C3c observed in each frame of

the MD trajectory were superimposed on the basis of Cα atoms and hierarchical cluster-

ing was performed on the basis of the root-mean-square deviation (RMSD) of C3c amino
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acids identified to be involved in the interaction with RSI-compstatin27. Five clusters were

calculated, corresponding to five representative structures of C3c. Molecular docking was

performed using AutoDock Vina48 with preprocessing of structures using AutoDock Tools.

Each molecule was docked to the representative structures of C3c within a box (with di-

mensions of 28�A × 28�A × 28�A), encompassing the entire RSI-compstatin binding site of

C3c. The exhaustiveness parameter of AutoDock Vina was set to 20 to improve docking ac-

curacy, and the top 20 docked poses of each molecule, based on predicted binding energies,

were returned.

8.2.3 Scoring

Each of the docked poses were scored using the Vina scoring function, and the

predicted binding energies were reported. Mean predicted binding energies were calculated

for docked poses to each of the five representative structures of C3c. The predicted solubility

of the molecules was calculated using the partition coefficient (logP ) using the ChemmineR

package in R49. Molecules were also evaluated using ChemmineR, visually inspected with

Chimera, and verified through the ZINC 12 database for adherence to Lipinski’s Rule of

Five50. A combination of the above scoring methods, in addition to visual inspection of the

molecules for geometric properties and occurrence of specific pharmacophore features, were

utilized to select 58 compounds for ordering and experimental testing.

8.2.4 Alternative Approach

An alternative virtual screening approach was performed by our collaborators51.

The top 6 compounds from this approach were selected for experimental validation.
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8.2.5 Experimental Validation

Hemolytic Assays

Selected compounds were obtained from ChemBridge (compounds 1–55), Asinex

(compounds 57 and 58), MolPort (compounds 56, A–C, E, and F), and Specs (compound D).

Stock solutions were prepared by dissolving each compound in dimethyl sulfoxide (DMSO)

to concentrations of 4 mm.

Rabbit erythrocytes (Complement Technology, Inc.) were washed in phosphate-

buffered saline and resuspended in a veronal-buffered saline solution containing 5 mm MgCl2

and 10 mm ethylene glycol tetraacetic acid (EGTA) (VBS-MgEGTA). Each compound was

diluted in VBS-MgEGTA to end up with a final concentration of 1% DMSO and was added

to round-bottom 96-well plates. Normal human serum (NHS) diluted in VBS-MgEGTA

was added to each well, and the plates were incubated at room temperature for 15 min.

Thirty microliters of rabbit erythrocytes at a concentration of 1.25 × 108 cells/mL were

then added to each well. Positive controls for lysis included rabbit erythrocytes in deionized

water and rabbit erythrocytes in NHS diluted in VBS-MgEGTA, whereas negative controls

included rabbit erythrocytes in VBS-MgEGTA and VBS-EDTA (20 mm EDTA). Following

the addition of rabbit erythrocytes, the plates were incubated at 37 ◦C for 20 min and then

quenched with ice-cold VBS with 50 mm EDTA. After centrifugation at 1000g for 5 min,

the supernatant from the plates was diluted 1:1 with deionized water in flat-bottom 96-well

plates and the lysis was quantified spectrophotometrically at 405 405 nm. The assays were

performed in triplicate to ensure reproducibility.
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Microscale Thermophoresis

The binding affinity for C3c of the top 10 compounds identified in the primary

approach and the top 6 compounds identified in the secondary approach were evaluated in a

competitive microscale thermophoresis (MST) assay, using a Monolith NT.115 instrument

(NanoTemper Technologies GmbH, Munich, Germany). Competition was performed against

a competition peptide, synthesized by ELIM Biopharm (Hayward, CA). The competition

peptide was labeled with the cyanine fluorophore CY5, which was attached at the side

chain of the preceding lysine, and had sequence Ac-I[CVWQDWGAHRC]TAGK-(CY5)-

NH2. The peptide was cyclized by a disulfide bridge between the two cysteine amino acids

and acetylated at the N-terminus and amidated at the C-terminus. A 1:1 serial dilution

series of each of the selected compounds was performed in MST buffer (50 mm Tris–HCl, 150

mm NaCl, 10 mm MgCl2, and 0.05% Tween 20) with 5% DMSO. Each dilution series started

with a final concentration of 500 µm and ended in a final concentration of 15.3 nm. To each

dilution series of a compound, purified C3c (Complement Technology) and the competition

peptide (labeled with Cy5) were dissolved to a final concentration of 20.4 nm (C3c) and 50

nm (competition peptide). The resulting mixture was incubated for 15 min in the dark at

room temperature. Following incubation, the samples were loaded into standard capillary

tubes and the thermophoretic response of the fluorescently labeled marker was measured.

Each dilution series was performed in triplicate and estimation of the IC50 was performed

through nonlinear regression.

The fragment C3c that was chosen for the MST assay binds compstatin but it does

not contain the thioester domain. The choice of C3c for the MST assay is because the only
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cocrystal structure of a compstatin family peptide bound to C3/C3 fragment reported in

the literature is with C3c22, and the sequence of the peptide is Ac-I[CVWQDWGAHRC]T-

NH2. The bound compstatin analogue of the crystal structure is the parent peptide of the

competition peptide.

We utilized MST to determine protein–ligand binding affinities52,53.(59,60) MST

measures binding that occurs in a bulk solution, avoiding artifacts encountered in methods

similar to surface plasmon resonance where one binding partner must be immobilized onto

a chip. Although other methods such as isothermal titration calorimetry (ITC) and fluo-

rescent polarization (FP) can also be used to measure binding in solution, these methods

are not as suitable for our application as MST. ITC is a low-throughput method that com-

pensates for low sensitivity by increasing the amount of sample measured. This strategy

is prohibitive in cost for evaluating multiple protein–ligand pairs. FP, on the other hand,

can be performed in a high-throughput manner but would require fluorescent labeling of

small molecules to detect changes in polarization of emitted light when binding occurs. As

our molecules have small molecular weight, less than 500 Da, labeling is likely to perturb

protein–ligand interactions. In contrast to ITC and FP, MST is more sensitive, requir-

ing minimal sample volume (20 µL for a dilution series), and detects changes in surface

area, hydration entropy, and net charge. Our MST instrument requires fluorescent labeling

of one binding partner; labeling is less likely to perturb binding of a small molecule as

the target protein with a large molecular weight can be labeled. Although not strictly a

high-throughput device, our MST device is relatively fast and can determine a dissociation

constant for a single protein–ligand interaction within the period of an hour.
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8.3 Results and Discussion

8.3.1 Virtual High-Throughput Screening

The objective for our study was to identify low-molecular mass molecules that are

capable of binding complement protein C3 or its activation fragments, C3b/C3c, in the

binding site of compstatin. Our study was based on previous knowledge of the structure

of free and bound compstatin and many computational and experimental studies, which

pointed to key structural and physicochemical features of compstatin that are important

for binding to C3/C3b/C3c and for inhibiting the complement system. Our approach

involved the development of pharmacophore models, pharmacophore-based virtual screening

of conformationally flexible molecules, docking of pharmacophore-matched molecules to

multiple conformations of the C3/C3b/C3c binding site, and scoring of docking poses using

energetics, lipophilicity, and Lipinski’s rule of five criteria. Figure 8.2 shows a schematic

flowchart of our approach.

In the first round of virtual screening with the initial 473 pharmacophore models

(Appendices S1 and S2 of ref51), we were able to identify specific combinations of features

that were likely to yield molecules of interest. The screening of the purchasable subset of the

ZINC 12 database with the pharmacophore models suggested that features corresponding

to R(-1), V3, W4, Q5, W7, A9, and H10 on RSI-compstatin were necessary as those features

resulted in positive hits that had favorable predicted binding affinities as well as a proper

docked fit when visually inspected. A positive charge pharmacophore feature was chosen

at the position of R(-1). The R(-1)-S0 N-terminal modification was chosen to improve
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Figure 8.2: Diagram outlining an example of the pharmacophore model generation and dock-
ing output. (A) Molecular graphics showing the binding interaction between compstatin
and C3c. (B) A pharmacophore model generated through selection of features identified
from the C3c–compstatin interaction. (C) One of the molecules identified through the phar-
macophore model superimposed on the structure of compstatin. (D) The same molecule as
in (C) docked on C3c.

169



solubility and was found to retain inhibitory activity26,27. The addition of the R(-1) side

chain introduced an ionic interaction with E372 of C3c (Figure 8.3A), which contributed in

the binding affinity and stability of the C3/RSI-compstatin complex26,27. The hydrophobic

character of V3 was included as a pharmacophore feature, as V3 inserts into a hydrophobic

subcavity in C3c (Figure 8.3A). The amino acids W4 and W7 were observed in the MD tra-

jectory to participate in highly conserved hydrogen bonds with C3c (Appendix S3 of ref51)

and as a result, hydrogen bond donor and acceptor features at their corresponding positions

were included in pharmacophore models. Additionally, the aromatic and hydrophobic prop-

erties of W4 and W7 were utilized as pharmacophore features due to the pervasiveness of

these features in druglike molecules and their role in favorable interactions with C3c (Figure

8.3A). Amino acids Q5, A9, and H10 are participating in hydrogen bonds (Appendix S3 of

ref51) and were included as pharmacophore features. The specific locations of A9 and H10

elongate the pharmacophore models, therefore increasing the screening diversity.

On the other hand, specific features or combinations of features were identified to

be either too lenient as screening parameters or unlikely to exist in drug molecules. For

example, pharmacophores that included more than one hydrophobic feature resulted in too

many molecules matched. Features such as the hydrogen bond donor/acceptor capability of

D6 in compstatin were found to result in positive hits (∼10,000) during the pharmacophore

screen but did not result in viable predicted binding energies (>−6.5 kcal/mol) during

docking.

After screening, docking and scoring, features identified to result in potentially

viable molecules were used to iteratively improve upon the initial pharmacophore mod-
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Figure 8.3: Molecular graphics of (A) compstatin bound to C3c and (B–K) the top 10
compounds (of the selected 58 from the primary approach) docked to the corresponding
representative conformation of C3c. In (A), three main features of compstatin, V3, W4,
and W7, important to the interaction with C3c are identified with dashed circles.
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els, resulting in 40 new pharmacophore models. Upon screening the conformers generated

from the Drugs Now subset of ZINC and docking the resulted hits to C3c, we identified

∼81,000 docked conformer poses. We refined the list of molecules by applying a thresh-

old value of <−7 kcal/mol in predicted binding energies and a logP threshold of 5. In a

few cases, molecules exhibiting logP values >5 but significantly favorable predicted bind-

ing energies were considered as well. Further filtering was performed by evaluating the

molecules using Lipinski’s rule of five and visual inspection for physicochemical and geo-

metric properties. A final list of 167 molecules were identified (Appendix S4 of ref51), out of

which 58 (Appendices S5 and S6 of ref51) were purchased and tested experimentally. Fig-

ure 8.3B–K shows the top 10 compounds out of the selected 58 and displays the variety in

physicochemical properties and spatial placement when docked. The top 10 compounds are

ZINC72382898 (compound 58), ZINC72382894 (compound 57), ZINC67742743 (compound

29), ZINC29862046 (compound 56), ZINC14995377 (compound 6), ZINC67881194 (com-

pound 41), ZINC12000754 (compound 1), ZINC67605047 (compound 14), ZINC12079160

(compound 2), and ZINC67974289 (compound 51). Compstatin has three main features

of importance to the interaction with C3c: the V3 interaction with a smaller hydrophobic

subcavity, the W4 interaction with a steric wall-like structural feature, and the W7 inter-

action with a larger hydrophobic subcavity (Figure 8.2A). A few of the top 10 compounds

(compounds 56, 6, and 51) match all three of these features, whereas the other compounds

match at least one of these features. The other compounds in the selected 58 (Appendix

S7 of ref51) also match at least one of the main features of compstatin, except for two

compounds (compounds 28 and 16) that were docked to another region.
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8.3.2 Experimental Validation and Analysis

Hemolytic Assay

A standard rabbit erythrocyte assay was used to initiate complement activation

and to evaluate possible inhibitory effects of the virtual screening chemical compounds.

In this assay, complement, as part of normal human serum, is activated by the foreign

rabbit erythrocyte cells, resulting in cell lysis by the membrane attack complex. Addition

of chemical compounds with potential inhibitory activities would result in decreased lysis,

compared with experiments without inhibitors, as shown before in the case of compstatin

analogues26–28.

Despite demonstrating good predicted binding properties, none of the 58 selected

compounds from the primary approach and the 6 selected compounds from the alternative

approach exhibited inhibitory activity in the hemolytic assays (Figure 8.4). Compstatin

analogues are fairly long, cyclic, and bulky peptides (13-15 amino acids of 1500–1900 Da

molecular weight), so it may be unlikely for a single druglike compound (<500 Da molecular

weight) to retain the needed intermolecular contacts necessary for inhibition. It is possible,

however, that the identified compounds are capable of binding to C3c, without demonstrat-

ing inhibition of hemolytic activity. In such a case, possible combination of compounds

using chemical synthesis methods could result in a larger molecule with potential binding

affinity for C3c and complement inhibitory activity. Also, compound 29, and perhaps ad-

ditional experimentally untested compounds from the library, may be used as a scaffold to

design new and larger molecules with favorable binding and inhibitory properties.
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Figure 8.4: Evaluation of hemolytic assay results. The results of the hemolytic assays
are represented as a comparison of means using one-way analysis of variance between the
controls and the drug compounds. The bottom row of the figure shows the comparison
between the two controls for lysis (averaged from both types of positive controls for lysis)
and no lysis (see Methods), demonstrating a significant difference in means. The other
rows show that the difference between lysis and the inhibitory effects of the compounds is
negligible. The means are for data acquired through triplicate hemolytic assays.
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Microscale Thermophoresis Binding Assay

We measured direct binding of the top 10 compounds identified in the primary

approach and the top 6 compounds identified in the secondary approach 2 to C3c using

the microscale thermophoresis assay, as described in Methods. Of the selected compounds,

only compound 29 demonstrated binding to C3c. Figure 8.5 shows competitive binding

of compound 29 to the C3c–competition peptide complex, where the competition peptide

was labeled with the fluorophore Cy5 for detection of the thermophoresis signal. This

competitive binding experiment shows that compound 29 binds to C3c, albeit with a low

affinity. An accurate measurement KD was not possible because the dose–response binding

curve requires additional data points to reach a plateau at higher concentrations, and this

was limited by the stock concentration of the compound.

Figure 8.5: Concentration-dependent binding curve of compound 29 to C3c in competition
with the competition peptide. Thermophoretic data is plotted as mean ± standard error of
the mean (as error bars) from three replicate experiments, together with the fitted binding
curve in red and the 95% confidence interval of the fitted binding curve represented as blue
dots.
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8.4 Conclusions

In this manuscript, we provide a library of 274 molecules that were identified by

pharmacophore-based virtual screening and were computationally predicted to have bind-

ing affinities for the compstatin binding site of C3c. These molecules comply with phar-

macophore properties that are derived from the binding characteristics of compstatin with

C3c and are expected to follow a compstatin-like mechanism of binding to C3. A sub-

set of 64 chemical compounds from these 274 molecules was experimentally tested using

hemolytic assays and although they were not found to have inhibitory effects, compound

29 demonstrated binding to C3c, thus establishing a proof-of-concept for this methodology.

Despite complement being implicated in various autoimmune and inflammatory

diseases, very few complement-targeted therapeutics are currently in the clinic, such as

Cinryze (Shire Plc)54 and Soliris (Alexion Pharmaceuticals, Inc.)55. Both of them are

protein-based therapeutics, and they are two of the most expensive drugs in the market, an

aspect that makes them cost-prohibitive for most patients. Protein-based therapeutics are

typically administered intravenously and often suffer from low stability and bioavailability

and high production costs. On the other hand, low-molecular-mass chemical compound

therapeutics are typically orally available, have better stability and bioavailability proper-

ties, and are less costly for industrial production. Although the virtual screening chemical

compounds selected for experimental evaluation in this study did not demonstrate com-

plement inhibitory activity, it is possible that several of them retain binding capabilities.

Future binding and inhibitory activity studies are needed to further explore the entirety of

the library of 274 virtual screening molecules. If binding can be experimentally observed in

176



future studies, chemical combination of two or more C3-binding compounds may be suffi-

cient to reproduce the binding contacts of the long and bulky compstatin family peptides

and produce a molecule with compstatin-like complement inhibitory activity.
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D. New Compstatin Variants through Two De Novo Protein Design Frameworks.
Biophys J, 98(10):2337–2346, May 2010. ISSN 0006-3495. doi: 10.1016/j.bpj.2010.01.
057. 00034.
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Chapter 9

Conclusions

Through a combination of hardware and software advances in computing power

and accessibility, computational methods have been shown to complement experimental

methods and even capable of accurately reproducing and predicting biological phenomena,

provided appropriate parametrization is utilized1. Leveraging the synergy of computational

and experimental methods allows us to reinforce, validate and efficiently explore solutions

involving structure-dynamics-function relations and function inhibition. With the increased

popularity of computational methodologies, ensuring reproducibility2 and following best

practices for scientific code (such as version control3) is essential to conducting science.

Through the application of these principles and combining computational and experimental

methodologies, we map the druggability of C3 and its derivatives for inhibitor design and

biomarker discovery.

In pursuit of inhibitor and biomarker discovery targeting C3 and its derivatives,

we utilized a variety of computational approaches to explore the mechanisms driving the
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interaction between complement fragment C3d (a cleavage product of C3) and CR24. Using

computational methods such as electrostatic analysis5, explicit solvent molecular dynamics

(MD) simulations, MM-GBSA energetics analysis, and steered molecular dynamics simu-

lations, we identified key intermolecular interactions driving the overall C3d:CR2 complex

dynamics. We provide a theoretical basis on the physiological likelihood of one binding

mode6 over another7 and provided insight into the role of nonphysiological zinc ions in

crystal packing energetics. Given the role of C3d:CR2 in innate and adaptive immunity

conferral, it is crucial to have a clear understanding of the underlying mechanisms of the in-

teraction. Additionally, through our evaluation of the structure suggested to be an artifact

of crystallization7, we emphasize the importance of understanding the importance of proper

parametrization and evaluation of inputs (which has implications for both experimental and

computational work) while clarifying the mechanistic properties of the structure.

To further explore the significance of electrostatics in the C3d:CR2 interaction,

we incorporated Brownian Dynamics (BD) simulations to evaluate the role of electrostatic

steering in the formation of the encounter complex8. We establish the ionic-strength de-

pendence of the C3d:CR2 interaction thus establishing the role of electrostatic steering.

Additionally, we validate the importance of specific intermolecular interactions identified

previously4 through a combination of computational mutagenesis and BD simualations.

These results are particularly interesting as the presence of an acidic hotspot at the CR2-

binding site of C3d lead us to expect destabilization of local structure due to concentration

of like-charge amino acids. However, evolution favors speed9 and function over stability10

and that is exemplified here. Through these two studies, we have thoroughly character-
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ized the C3d:CR2 interaction which allows us to leverage these insights for for C3d-binding

biomarker discovery through a two-pronged approach: virtual screening of small molecules

and peptide design.

C3d’s role as an opsonin in complement response makes it amenable as a means of

tracking disease progression, specifically in the context inflammatory and autoimmune dis-

eases where complement response is implicated in their pathology. Although there have been

recent efforts to target C3d as a marker for complement-induced disease progression11,12,

these efforts have been limited to the development biopharmaceuticals which suffer from a

host of limitations (bioavailability, scalability, etc.). Small molecules allow for an alterna-

tive approach as they issues in bioavailability while remaining cost-effective in production

and capable of delivery through different mediums. Building off of the success of a prior

study13, we utilize a virtual screening workflow to develop robust pharmacophore models

and implement exhaustive conformer generation for a thorough pharmacophore screening

process. Subsequent to rigorous molecular docking with a representative conformational

ensemble, we identified a subset of small molecules exhibiting physicochemical properties of

interest. Our choice of specific pharmacophore features and models appear to have given us

the intended effect, for example, the inclusion of a hydrophobic feature in the cavity of the

CR2-binding site of C3d resulted in several small molecules docked deep into the cavity with

high predicted binding affinities. To verify the biological significance of these theoretical

results, further experimental testing to characterize activity and binding is needed.

Peptides serve as the middle ground to biopharmaceuticals and small molecules

with their scalability in production, specificity and oral delivery capability. Leveraging
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information gleaned from prior studies on the C3d:CR2 interaction4,8 and computational

methodologies, we explore peptidic design for the development of potential C3d biomarkers

for theranostics. During initial rational design, we aimed to identify CR2-based peptides re-

taining β-turns from CR2 to leverage structural stability and further rational design focused

on optimizing solubility of the peptides. Following the identification of two initial peptides

exhibiting binding to C3d, we explored additional optimization and design approaches. In

order to optimally and efficiently explore the mutation space possible with peptides of 20 -

22 amino acids in length, a combinatorial design approach was incorporated using a Rosetta

tool14,15. This allowed us to improve the KD of our peptides by an order of magnitude.

To evaluate the capabilities of these peptides as potential theranostics, we plan to attach

fluorophores and characterize binding and fluorescence. It is also possible that further op-

timization of binding may be needed as well. Through a combination of the peptidic design

approach and virtual screening of small molecules approach, we hope to provide a basis

for the development of theranostics and potential inhibitors targeting C3d and complement

response.

To explore another facet of the mechanistic properties and structural dynamics of

C3d, we investigated the C3d:CR3 interaction as well using computational methodologies as

previously outlined. We characterized significant intermolecular interactions and evaluated

the importance of the Mg2+ ion at the interface as well. Dissociative stability of the complex

was evaluated using steered MD simulations as well. The close proximity of the CR2 and

CR3 binding sites in addition to the lack of overlap in the binding sites suggests a potential

for peptide design targeting both the CR2 and CR3 binding sites16.
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We also applied the two prong (peptidic design and virtual screening) approach to

C3, the point of convergence for all three pathways of complement activation17. Building

on our expertise of compstatin and its analogs18–23, we improved solubility and retained

binding capabilities through the development of novel compstatin analogs24. The top per-

forming peptide (which incorporates PEGylation into its design) demonstrated improved

solubility over the prior optimal compstatin analog while retaining its binding capabilities.

Although PEGylation is a common measure for improving solubility, the application of a

shorter multimer of 8-PEG block is not common and we believe this chemical moiety allows

for binding of compstatin to C3 without steric hindrance while also creating a hydration

shell through the PEG block. We also verified the activity of these peptides in cell-based

assays through experimental assays with our collaborators24. Given the role of complement

activation in the pathology of age-related macular degeneration (AMD)25–28, our collab-

orators’ work verified the efficacy of the PEGylated peptide in inhibiting activation in a

human RPE cell-based assay that mimics AMD pathophysiological conditions.

We also incorporated virtual screening methodologies as a means to identify C3

ligands through the generation of pharmocophore models, molecular docking, scoring and fil-

tering, and experimental evaluation29. These methodologies were informed by prior molec-

ular dynamics studies30,31 and intermolecular interaction analysis as well. We also worked

with colloborators to explore additional virtual screening workflows to ensure a variety of

small molecules were identified. Our approach yielded at least one molecule capable of bind-

ing (albeit weakly) but further testing of hits from docking as well as iterative optimization

is needed as only a small subset of molecules were experimentally characterized. It may also
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be prudent to investigate fragment-based screening as there is a yet to be fully explored

virtual chemical library32 to be explored but limitations of computing power, time, and

experimental expertise persist.

In summary we utilized a variety of computational and experimental methodolo-

gies to explore the mechanistic and dynamic properties of C3 and its derivatives so that we

can map their druggability. Using electrostatic analysis and molecular and brownian dy-

namics simulations, we characterized the dynamics and structural stability of the C3d:CR2

interaction and established the role of electrostatic steering in the acceleration of the in-

teraction. We leveraged the insights gleaned from study of the C3d:CR2 interaction for

the identification of potential C3d-binding biomarkers through virtual screening of small

molecules and peptide design. We provided additional insight into the structural dynamics

of C3d through the evaluation of the C3d:CR3 complex using molecular dynamics simula-

tions and steered molecular dynamics simulations. We applied the two pronged approach

to biomarker and inhibitor discovery in the context of C3 as well and identified potential

candidates through peptide redesign and virtual drug screening. Through these studies

we have helped characterize the druggability of C3 and its derivatives and provide a basis

for the development of potential inhibitors and biomarkers for therapeutic and theranostic

applications.
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Figure A.1: Results of electrostatic analysis using mutants generated by a computational
alanine scan of all ionizable amino acids on C3d. Changes in free energies of binding
upon mutation are calculated using Equation 2.3. A positive value denotes loss of binding,
indicating that the mutated residue favors binding. A negative value denotes gain of binding,
indicating that the mutated residue opposes binding.
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Figure A.2: Results of electrostatic analysis using mutants generated by a computational
alanine scan of all ionizable amino acids on CR2. Changes in free energies of binding
upon mutation are calculated using Equation 2.3. A positive value denotes loss of binding,
indicating that the mutated residue favors binding. A negative value denotes gain of binding,
indicating that the mutated residue opposes binding.
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Figure B.1: Concentration dependent binding curve of Peptide 2 to C3c in competition
with the Competition Peptide. The labeled form of the Competition Peptide was used.
Thermophoretic data is plotted as mean ± SEM from 7 replicate experiments, together
with the fitted binding curve. The dotted lines in red indicate the 95% confidence interval
of the fitted binding curve. The black dotted line represents the baseline thermophoretic
response in the absence of binding. The inset table indicates the KD ± SEM.
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Figure B.2: Correlation of the observed concentration with the calculated concentration,
with the concentrations presented in mm. Peptide 2 is the most soluble, as indicated by the
high correlation between the observed and calculated concentrations (slope of 0.92). Each
data point represents the mean measured concentration and the corresponding expected
concentration with a linear regression fit to the data. A straight line of slope 1 passing
through the origin is inserted to indicate the closeness of the data to perfect correlation.
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Appendix C

AESOP: Analysis of Electrostatic

Structures of Proteins

Electrostatics have been shown to play a pivotal role in guiding the association of

a protein with its respective binding partner, forming the encounter complex1–4. Addition-

ally, electrostatic interactions can act to thermodynamically stabilize a protein complex4.

In attempts to improve protein activity, enhancing association rates is preferable to ther-

modynamic stabilization of the complex, as interactions are typically diffusion limited1. To

aid investigations into the electrostatics of protein interactions and to facilitate attempts to

re-engineer protein behavior, our lab previously developed a computational tool for analysis

of electrostatic structures of proteins (AESOP)5–8. Here, we present an implementation of

AESOP in Python 2.7 with increased functionality and the capability of parallel processing.

This framework may be used to both compare electrostatic similarity of protein families and
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dissect the electrostatic contribution of individual amino acids to the free energy of associ-

ation5–8.

Though several other computational tools have been developed for similar pur-

poses, AESOP is the only platform, to our knowledge, that is focused on protein elec-

trostatics and offers multiple computational methods for both family-based and single-

structure-based analyses. In comparison, Surface Diver and PIPSA have been developed to

compare electrostatic potentials across families of structurally homologous proteins. Surface

Diver accomplishes this quantitative comparison without prior structural superpositioning

through spherical harmonic decomposition9, whereas PIPSA requires superpositioning and

instead allows for comparisons between common structural regions that are functionally

similar10,11. Similar to PIPSA, AESOP requires superposed structures and quantitatively

compares electrostatic potentials in a common grid space. PIPSA performs this comparison

via calculation of a Hodgkin similarity index, a Carbo similarity index, or the average differ-

ence between electrostatic potentials in some specified spherical region or across the entire

protein shell region10,11, whereas AESOP uses a Reynolds linear similarity measure (vide

infra) for every grid point in the system7. A feature unique to AESOP, however, allows

for comparisons to be made for a library of mutants from an input protein structure. This

comparison is performed by mutating all ionizable amino acids within the protein structure

to alanine such that each mutant within the library has a single mutation. The end result

is a computational analysis that identifies electrostatic hotspots within protein structure.

Another computational tool named DrugScorePPI uses statistical potentials derived from a

database of experimental mutations to predict effects of alanine mutations at the interface

202



of protein complexes12. With this method, mutations may involve any type of amino acid.

In contrast, AESOP uses Poisson-Boltzmann electrostatics and a thermodynamic cycle of

solvation to predict effects of mutations involving ionizable amino acids on free energies of

association relative to the parent structure. Table C.1 provides a brief comparison of fea-

tures available across the computational tools discussed here and illustrates the flexibility

of AESOP in studying the role of electrostatics in protein structure.

Table C.1: Summary of features and methods across several computational tools

Feature AESOP Surface Diver PIPSA DrugScore PPI

Alanine scan Y N N Y
Directed mutagenesis Y N N N
Electrostatic similarity Y Y Y N
Local installation Y Y Y N
Cross-platform Y N N -
Parallelized implementation Y N Y -
Mutant generation Y N N -
Free energy predictions Y N N Y
Web server alanine scan N Y Y

AESOP implements family-based comparisons of electrostatic potentials with the

ElecSimilarity class and perturbation based analyses to gauge the contribution of single

amino acids with the Alascan and Directed mutagenesis classes. Compared to previous

iterations of the framework, the current implementation in Python has been coded in an

object-oriented manner with each computational method implemented as a unique class.

Furthermore, the current version of AESOP offers several additional features including en-

ergy minimization and structural superpositioning that are made possible through other

python libraries such as Modeller. The end result is a more streamlined, efficient computa-

tional method for comprehensive investigations of protein electrostatics.

203



Figure C.1: Thermodynamic cycle for binding of protein subunits in a reference (top) and
solvated (bottom) state. In the reference state, the dielectric constant, ε, is assumed to
be uniform in the protein, εp, and solvent, εs; however, in the solvated state, the uniform
dielectric constants may differ between the protein and solvent. For the solvent, we set the
dielectric coefficient to 78.5, the value for water at room temperature. A parameter for ion
accessibility, K, is held constant within each state. This variable is related to the ionic
strength of the solvent.

C.1 Electrostatic potentials

Our framework utilizes the PDB2PQR13,14 and Adaptive Poisson-Boltzmann

Solver (APBS)15 software to generate grid-based electrostatic potentials for protein sys-

tems in solvated and reference states. AESOP uses a linearized adaptation of the Poisson-

Boltzmann equation from APBS to calculate electrostatic potentials from unit or partial

charges located within the protein, the electric permittivity of the protein and solvent, and

the ionic strength and accessibility of the solvent. Furthermore, AESOP avoids grid arti-

facts where possible by using consistent grid specifications, canceling out artifacts according

to the thermodynamic cycle of Figure C.1.

C.2 Electrostatic similarity

Pairwise comparisons between grid-based potentials can be made according to
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ESD(ψA, ψB) =
1

N

N∑
k=1

|ψA − ψB|
max(|ψA|, |ψB|)

(C.1)

where N is the number of grid points, ψ is an electrostatic potential from system

A or B at the same grid point k, and ESD is the electrostatic similarity distance7. An ESD

of zero indicates identical electrostatic potentials at every grid point. Using this metric, we

can compare a family of proteins on the basis of their electrostatic potentials in consistent

grid dimensions.

C.3 Thermodynamic cycle

To predict the effect of mutations on the free energy of binding for some protein

complex, our framework computes Coulombic and solvation free energies in each state of

the thermodynamic cycle shown in Figure C.14–8. This task is accomplished by invoking

APBS multiple times for each state of the thermodynamic cycle with consistent grid-space

specifications. For each calculation, the ionic strength, protein dielectric coefficient, and

solvent dielectric coefficient are set according to the parameters of the solvated or reference

state. Each state includes a set of protein subunits, {1, ..., n}, and the resulting protein

complex, 1 − ... − n. Each protein subunit and the resulting complex is analyzed in a

reference state, {R1, ..., Rn, R1−...−n}, and a solvated state, {S1, ..., Sn, S1−...−n}. Although

the end user is able to adjust ionic strength and dielectric coefficients, we suggest that the

default values be used, since we have previously parameterized calculations to agree with

experimental data5.

205



Association free energies are calculated from mathematical operations on solvation

and Coulombic free energies. First, the free energies of solvation (vertical processes in Figure

C.1) are calculated according to

∆GS = GS −GR (C.2)

where ∆GS is the free energy of solvation calculated for each vertical process.

Then, ∆∆GS is calculated according to

∆∆GS = ∆G1−...−n
S −

n∑
k=1

∆G
(k)
S (C.3)

and it represents the difference in solvation free energy between the complex and

the sum of the individual subunits. The change in Coulombic free energy of complex

formation, ∆GC (upper horizontal process in Figure C.1), is calculated similarly according

to

∆GC = G1−...−n
C −

n∑
k=1

∆G
(k)
C (C.4)

where GC represents the Coulombic free energy for the complex or an individual

subunit. Finally, the free energy of association, ∆GA (lower horizontal process in Figure

C.1), is calculated according to

∆GA = ∆∆GS + ∆GC (C.5)

206



The resulting association free energy quantitatively describes the thermodynamic

behavior of the protein system when considering only electrostatic forces, neglecting hy-

drophobic interactions and entropic effects.

C.4 Materials and Methods

AESOP is implemented in Python 2.7 and consists of a class for each method

discussed here (three in total) and a number of accessory functions. In the spirit of

open access, the latest version of the framework is available to all users through PyPi

(https://pypi.python.org) and GitHub (https://github.com). Examples and walk-

throughs of real-world biological analyses, along with detailed documentation, can be found

on the AESOP webpage (http://aesop.readthedocs.io). AESOP primarily depends on

APBS15, PDB2PQR13,14, Modeller16,17, ProDy18, NumPy19, SciPy20, NetworkX21, and

Matplotlib22. Notably, the ProDy library facilitates VMD-style selection strings to easily

specify regions within a protein structure. In addition, AESOP currently uses the Python

library multiprocessing for parallel processing. The organization of AESOP is inspired by

libraries such as SciPy that encapsulate computational methods with programming ob-

jects20.

C.4.1 Electrostatic similarity

Within the AESOP framework, the ElecSimilarity class has been implemented to

set up and perform an analysis of electrostatic similarities within any family of protein

structures. We advise the user to superpose these structures before running them through
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AESOP analysis; however, the ElecSimilarity class can superpose or center coordinates

through the Modeller and ProDy libraries16–18. After the user provides structural files, the

ElecSimilarity class calls PDB2PQR to add hydrogen atoms, place charges, assign van der

Waals radii in each structure according to the PARSE force field, and convert the Protein

Data Bank file format to an APBS-readable PQR format13. In the case where only one

structural file is provided, the ElecSimilarity class will generate a family of alanine mutants

before converting structural files to PQR files. For each structure, electrostatic potentials

are calculated in the same grid space and compared in a pairwise manner by calculating

the ESD (Eqn. C.1). The results of this analysis can be returned as a distance matrix or a

dendrogram (Figure C.2). This analysis may take a significant amount of time to complete if

many structures are being compared or if the grid space contains a large number of vertices.

Electrostatic similarity studies are useful for comparison of global electrostatic properties of

families of homologous structures23,24 or structurally homologous repeat modules in protein

structures25.

C.4.2 Alanine scan mutagenesis

To predict whether electrostatic interactions contribute favorably or unfavorably

to association, AESOP implements a computational alanine scan with the Alascan class.

This method accepts a single structure file and generates a library of mutants through

side-chain truncation. Although the mutation scheme should not generate new clashes in

protein structure, the end user has the option to perform minimization of all structures

by implementing the conjugate gradient descent algorithm from Modeller. All mutations
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Figure C.2: (A) Example output from the plotESD function. ESD values closer to zero are
more similar in terms of electrostatics. (B) Example output from the plotDend function
where differences in ESD between family members are shown in a hierarchical dendrogram.
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involve only ionizable amino acids, and each mutant structure contains a single mutation.

Once generated, solvation and Coulombic free energies are calculated for each structure

in the structure library, including the parent structure. Afterward, the user will have the

option to view electrostatic free energies of association in a bar graph or a network, if the

NetworkX21 Python library is installed, or to return a matrix of free energies of association

or solvation corresponding to the mutant identifiers (Figure C.3). In the default bar graph

and network, we typically report relative free energies of association where the parent free

energy of association is subtracted from the association free energies of each mutant. Thus,

the resulting value for the parent will be zero. Mutations that have more significant effects

on complex formation will have larger magnitude deviations from the parent association

free energy, observed as outliers outside expected thermal fluctuations (kT∼± 2.5 kJ/mol).

The alanine scan is a perturbation method of identifying individual amino acids that have a

significant effect in the formation of the parent protein complex (loss of binding mutations).

It can also identify mutations or sites of mutations that will enhance association (gain of

binding mutations) in studies of design of protein-protein interfaces26–28.

C.4.3 Directed mutagenesis

Similar to alanine scan mutagenesis, the directed-mutagenesis class facilitates cal-

culation of free energies of association according to the same thermodynamic cycle. The

difference is that the end user must specify a list of exact mutations to be performed, al-

though only mutations involving ionizable amino acids should be considered. If AESOP

will be performing a mutation to alanine, it is best to use the Alascan class, as it will be
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Figure C.3: (A) Example output from plotScan for an alanine scan showing perturbations
of free energy of association relative to the wild-type. Perturbations below zero indicate
gain-of-binding mutations, and perturbations above zero indicate loss-of-binding mutations.
Effects that are significant are typically greater than or less than 2.5 kJ/mol compared to
the parent. (B) Example output from plotNetwork for an alanine scan showing electrostatic
interactions between residues with changes in free energy of association relative to parent
outside thermal effects (±2.5 kJ/mol). Edges indicate the presence of an interaction; nodes
represent individual amino acids; and node colors are scaled according to the free energy
of association. Each amino acid label consists of a one-letter amino acid code, the residue
number, and the chain identification, in that order.
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more efficient and will use a simple side-chain truncation method. To support more com-

plicated mutations, the directed-mutagenesis class depends on Modeller16,17. As a result of

the mutation process, backbone coordinates may be slightly perturbed around the mutated

residue(s). Thus, this method requires extra calculations that the Alascan class does not

require. Furthermore, each structure assessed with this method is minimized using the con-

jugate gradient descent algorithm in Modeller to remove clashes in protein structure. The

directed-mutagenesis class supports the same outputs as the Alascan class. The directed

mutagenesis studies provide information on the significance of the mutated amino acids in

the stability of the structure of the parent complex28, and they can also be used in the

design of tailored protein-protein interfaces29.

C.4.4 Web server portal

The AESOP alanine scan method is also implemented as a web server (http:

//biomodel.engr.ucr.edu/software) using the Django web framework

(https://djangoproject.com) to reduce technical barriers and allow for rapid analysis.

Results are also displayed with interactive graphs to simplify interpretation without manual

scripting. The modular implementation of AESOP and the high scalability of Django

facilitates the addition of new features into the framework and web server while servicing a

growing number of users.
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C.5 Conclusions

The AESOP framework provides a simple interface for quantitative comparisons

of electrostatic potentials generated by proteins and predicting electrostatic contributions

of ionizable amino acids to protein association. AESOP also contains accessory functions to

generate figures for each computational method. As a result, the framework has potential to

aid optimization of protein-protein interactions in redesigning protein interfaces as well as

to investigate evolution of electrostatics across protein families. In past studies, AESOP has

shown agreement with experimental mutagenesis studies involving protein interactions that

are known to involve electrostatic interactions5. The developers of AESOP welcome and

encourage collaboration through the AESOP GitHub repository (https://github.com/

BioMoDeL/aesop). Installation instructions and example cases are at the AESOP website

(https://aesop.readthedocs.io), and an archived version of the source code is deposited

on Zenodo (http://doi.org/10.5281/zenodo.269610).
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Appendix D

Compstatin: β-turn analysis

D.1 Introduction

Compstatin, a cyclic peptide of 13 amino acids in length, is capable of inhibiting

complement response through interaction with C3. Compstatin binds to C3 and sterically

prevent its cleavage into C3a and C3b by convertases, thus preventing downstream chemo-

taxis, opsonization and membrane attack complex formation.

The original compstatin has the sequence I[CVVQDWGHHRC]T-NH2, where

brackets denote cyclization through a disulfide bridge between C2 and C12, here and here-

after. The original NMR structural study in solution demonstrated the presence of an

ensemble of interconverting conformers, with a detectable conformer of estimated 42-63%

population comprising a Type I beta-turn1. The Type I beta-turn sequence segment is

Q5DWG8. Subsequent NMR structural studies of a number of compstatin analogs aimed at

detecting structural changes induced by strategically incorporated amino acid replacements

with goal to disrupt or enhance the observed beta-turn and surrounding residues2. Accord-
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ing to nuclear Overhauser effect (NOE) connectivity patterns (Figure 9 of Ref2, the following

structural observations were made: (1) linearization of the peptide through the C2A/C12A

replacements (resulting to abolishment of the disulfide bridge) showed that a Type I beta

turn structure in the segment D4/Q5DW7/G8 remains. (2) Introduction of the H9A re-

placement in an N-terminal acetylated original sequence of compstatin showed propensity

for Type I beta-turn formation in the segment Q5DWGAHRC12. This is attributed to the

helical propensity of the alanine amino acid. Given that a Type I beta-turn is one half of an

alpha-helical turn, this data suggests capability for multiple Type I beta-turn formations

in the C-terminal segment, Q5DWGAHRC12. (3) Introduction of the V3A replacement in

the N-terminal acetylated original sequence of compstatin showed propensity for multiple

Type I beta-turn formations in the opposite segment I1AVQDWG8. (4) Introduction of

the W7F replacement in the N-terminal acetylated original sequence of compstatin showed

that the propensity for Type I beta-turn formation in the segment Q5DWG8 remains, with

the possibility of an additional turn in the segment I1CVV4. Another solution NMR struc-

tural study of an N-terminal acetylated compstatin analog with the V4W/H9A replacement

(sequence Ac-I[CVWQDWGAHRC]T-NH2) suggested the presence of interconverting con-

formers, with a major conformer comprising a coil with a flexible type I beta-turn in the

segment Q5DWG8, based on NOE connectivity and chemical shift analysis3. Overall the

NMR data suggest mobile Type I beta-turn(s) depending on the sequence of compstatin

analogs. A subsequent cocrystal X-ray structure of the V4W/H9A compstatin analog in

complex with C3c (a cleavage product of C3)4, showed a bound conformation with a Type

I beta-turn in the segment G8AHR11.
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To evaluate if V4W/H9A-compstatin undergoes a conformational transition upon

binding or if the difference in the position of its Type I beta-turn compared to that of

the original compstatin depends on the V4W/H9A replacement, we performed microsecond

molecular dynamics simulations in explicit solvent. The initial structure of the MD simu-

lations was that of the V4W/H9A analog, extracted from the C3d-bound crystal structure.

D.2 Methods

D.2.1 Explicit-solvent molecular dynamics (MD) simulations

Explicit-solvent molecular dynamics (MD) simulations were carried out using the

structure of Compstatin from the cocrystal structure of C3c:Compstatin (chain G in PDB:

2QKI)4. Initial minimization of the structure in the absence of water was carried out using

NAMD5 and the CHARMM36 forcefield6. The structure was then solvated in TIP3P water

boxes with dimensions of 97�A × 97�A × 86�A and neutralized with sodium and chloride

counterions at an ionic strength of 150 mm. Subsequent to addition of solvent, the structure

underwent 25,000 steps of conjugate gradient energy minimization followed by heating from

0 to 300 K in 62 ps with all protein atoms constrained to their post-minimization positions.

Following heating, the system was equilibrated through five stages for 1 ns/stage with force

constants 41.84, 20.92, 8.368 and 4.184 kJ/mol/�A2 applied during the first four stages re-

spectively to harmonically constrain all protein atoms to their post-minimization positions.

During the final stage of equilibration a force constant of 4.184 kJ/mol/�A2 was applied

to constrain only protein backbone atoms to their post-minimization positions. Following

equilibration, two 2 µs production runs were carried out using AMBER167 with: periodic
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boundary conditions, Langevin dynamics, nonbonded interaction cutoff of 12�A, SHAKE

algorithm, and an integration timestep of 2 fs.

D.2.2 Trajectory analysis

Analysis of the trajectory was performed using MDTraj and pandas8,9. tICA

decomposition was performed on the phi and psi angles observed throughout the trajec-

tory using MSMBuilder10. The MiniBatchKMeans method in MSMBuilder was utilized to

cluster the components to 50 distinct clusters and cluster centers were extracted as repre-

sentative structures.

β-turn classification was performed using a custom Python script applying criteria

from Hutchinson et al.11 (as seen in Table D.1) with a tolerance of ±45°. The classification

was applied to each frame in the two simulation trajectories so that an occupancy of each

type of turn observed could be calculated. The classifiation was also applied to each rep-

resentative structure extracted through tICA clustering so that the turn-type occupancy

could be calculated.

220



Table D.1: Compstatin β-turn analysis - Representative Structures

Type Phi (i+1) Psi (i+1) Phi (i+2) Psi (i+2)

I -60 -30 -90 0
II -60 120 80 0

VIII -60 -30 -120 120
I’ 60 30 90 0
II’ 60 -120 -80 0

VIa1 -60 120 -90 0
VIa2 -120 120 -60 0
Vib -135 135 -75 160
IV Everything else

Rows represent the type of turn and the column headers
represent the ith amino acid (from the beta turn classi-
fication i, i+ 1, i+ 2, i+ 3). Classification analysis was
performed using 50 representative structures extracted
through clustering of

D.3 Results

Tables D.2, D.3, and D.4 show the results of beta-turn classification applied to

two 2-µs MD simulation trajectories and clustered representative structures, respectively.

Our discussion will focus on well-defined beta-turns of Type I, I’, II, and II’, and not on

generic turns of Type IV, VI, and VIII which may be considered as part of coiled struc-

tures. The Type I beta-turn at segment G8AHR11 of the original structure has been lost

(occupancies of 0.8% and 1.1%, Tables D.2 and D.3, respectively) and moved to segment

Q5DWG8 (occupancies of 20.6% and 5.4%, Tables D.2 and D.3, respectively), the same

segment where the Type I beta-turn was observed in the solution NMR structure of the

original non-acetylated compstatin. This is also observed in the data of the representative

clustered conformations with occupancy of 10% for the segment Q5DWG8 (Table D.4),

although these data, and data from Run 2 (Table D.3), also suggest an alternative Type I

beta-turn in the segment D6WGA9 with 6% occupancy. Overall, these are low occupancies
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Table D.2: Compstatin β-turn analysis - Production Run 1

Type ILE1 CYS2 VAL3 TRP4 GLN5 ASP6 TRP7 GLY8 ALA9 HIS10

I 0.1 0.5 3.3 1.1 20.6 0 0 0.8 0 0.5
I’ 0 0 0 0 0 0 0 0 0.1 0
II 0 0 2.8 0 0.2 0 0 0 0.5 0
II’ 0 0 0 0 0 0 0 0 0 0
IV 75.2 76.1 57.2 67 78.8 99.8 97.3 87.4 70 75.5

VIII 0.3 0.4 2.1 1.4 0.1 0.1 0.7 2.3 1.8 1.8
VIa1 0 2.1 0.6 26.2 0.1 0 0.4 5.3 1 1.3
VIa2 0 7.1 1.3 3.6 0.2 0 0.4 1.7 2.2 5
VIb 24.3 13.8 32.7 0.7 0 0 1.2 2.5 24.4 15.9

Rows represent the type of turn and the column headers represent the ith amino acid
(from the beta turn classification i, i+ 1, i+ 2, i+ 3).

and suggest flexibility in the compstatin analog, in line with the presence of ensemble of

interconverting conformers suggested by the NMR data. Nevertheless, the data suggest

that the solution conformation differs from that of the bound conformation, and support

the notion that compstatin undergoes a conformational transition upon binding. However,

a bound conformation influenced by crystallization conditions and crystal packing effects

cannot be excluded. Our conclusions, above, may be taken with caution because our MD

simulation data consist only of two MD trajectories. To obtain a more comprehensive pic-

ture of compstatin dynamics a larger sample of replicate MD trajectories may be necessary,

perhaps spanning longer timescales or performed using advanced sampling methods.
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Table D.3: Compstatin β-turn analysis - Production Run 2

Type ILE1 CYS2 VAL3 TRP4 GLN5 ASP6 TRP7 GLY8 ALA9 HIS10

I 1.5 0 0.3 2.5 5.4 5.7 2.5 1.1 1.9 1.7
I’ 0 0 3.7 0 0 0 0 0 0.1 0
II 0 0.2 0 0 0 0 0 0.2 0.8 0
II’ 0 0 0 0 0 0 0 0 0 0
IV 69.4 64.8 50.5 76.6 83.9 91.1 91.2 89.3 75.8 66.8

VIII 1.1 7.6 5.7 2.6 0.8 1.8 3 3.6 1.3 1.6
VIa1 4.3 2.5 6.3 9.8 5.1 1.1 0.4 0.5 0.1 2
VIa2 4.1 11.1 20.8 2.7 4.2 0.2 0.6 0.5 1.9 3.9
VIb 19.5 13.7 12.8 5.7 0.5 0.1 2.3 4.7 18.1 24

Rows represent the type of turn and the column headers represent the ith amino acid
(from the beta turn classification i, i+ 1, i+ 2, i+ 3).

Table D.4: Compstatin β-turn analysis - Representative Structures

Type ILE1 CYS2 VAL3 TRP4 GLN5 ASP6 TRP7 GLY8 ALA9 HIS10

I 2 2 2 4 10 6 2 0 2 8
I’ 0 0 2 0 0 0 0 0 0 0
II 0 0 2 0 0 0 0 0 4 0
IV 68 62 60 74 78 90 94 90 76 64

VIII 2 4 6 4 4 2 0 4 2 2
VIa1 8 0 4 14 4 0 0 4 0 4
VIa2 2 10 10 2 4 2 2 0 2 4
VIb 18 22 14 2 0 0 2 2 14 18

Rows represent the type of turn and the column headers represent the ith amino acid (from
the beta turn classification i, i + 1, i + 2, i + 3). Classification analysis was performed
using 50 representative structures extracted through clustering of
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Appendix E

Crosslinked flagella as a stabilized

vaccine adjuvant scaffold

Influenza, one of the most prominent infectious diseases, continues to be a persis-

tent global threat. Control of influenza is reliant on vaccines using conventional technology

relying on triggering of immune response in patients. The bacterial protein flagellin is

capable of triggering strong inflammatory responses and has, in the form of polymeric flag-

ellin, demonstrated potential as a vaccine adjuvant in the past1. In this study, we utilize

a computational approach for identifying potential crosslinking disulfide bridges to further

stabilize the flagellar filament.

Modeling of the flagellar filament was carried out in UCSF Chimera2 using an

R-type flagellar filament structure (PDB Code 1UCU3) with which a multimeric structure,

comprised of 26 monomers, was generated. The translation-rotation operation used to

generate the multimeric structure was kindly provided to us by Dr. Keiichi Namba (Osaka
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Figure E.1: Molecular graphics of a 11-mer subunit of R-type flagellin.
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University). The translation was performed in the z-axis using a value of 4.7058 angstroms

and the rotation was performed using an angle of 65.817°. A 11-mer subunit of the filament

structure can be visualized in Figure E.1, where we see the upward translation of monomers

and the consistency in intermolecular contacts. Through intermolecular interaction analysis

as well as structural and physicochemical analysis, potential sites for crosslinking flagellin

monomers through disulfide bridges were identified. Crosslinker sites were identified at the

D0 and D1 domains for their flexibility while the D2 and antigenic D3 domain were avoided

(Figure E.2). Sites were also chosen at locations so as not to disrupt the helical structures

of D0 and D1. Additionally, each crosslinker pair contains at least one mutation at a helical

terminus or at a loop for the steric accomodation of the disulfide bridge. Asparagine,

glutamine, and glutamic acid residues were selected for the introduction of disulfide bridges

as their side chain rotameric states are capable of interatomic distances necessary for the

formation of a disulfide bridge. The mutation pairs identified are E454(A)-N5(B), N430(A)-

N38(B), and Q97(A)-Q62(B).

Through experimental characterization (carried out by our collaborators), we were

able to characterize disulfide bridges’ impact on structural stability in flagellin. Results

demonstrated that the introduction of the disulfidge bridges retained the ability to form

flagellae while also having distinct impacts on bacterial motility and thermal stability.
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Figure E.2: (Left) Depiction of the helical translations and proposed locations to introduce
disulfide bonds between neighboring flagellin protofilaments. Domains N’D0 and N’D1
are colored dark and light blue respectively while C’D0 and C’D1 are orange and red, re-
spectively. (Right) Molecular graphic representation of sites of interest within neighboring
protofilament monomers. Insets show a zoomed and rotated view of the amino acid inter-
actions with the specific distances shown: 1) Glu454[Oε1] – Asn5[Nδ1], 2) Asn430[Oδ1] –
Asn38[Nδ1], and 3) Gln97[N] – Gln62[Oε1], Gln97[Nδ2] – Gln62[Oε1].
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Appendix F

General code utilized for analysis

Code for the following types of analysis and scripts will be available at the

BioMoDeL GitHub repository (https://github.com/BioMoDeL):

1. MD setup scripts

2. RMSD timeseries plots for trajectory analysis

3. SASA timeseries plots for trajectory analysis

4. Hydrogen bond analysis and occupancy heatmap plots for trajectory analysis

5. Salt bridge analysis and occupancy heatmap plots for trajectory analysis

6. Hydrophobic contact analysis and occupancy heatmap plots for trajectory analysis

7. Hydrogen bond heatmaps for CPPTRAJ output

8. Salt bridge heatmaps for CPPTRAJ output

9. Interatomic distance timeseries plots with confidence intervals
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10. Interatomic distance timeseries heatmaps

11. AESOP codebase

12. Featurize and cluster MD simulation trajectories to extract representative structures
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• Computational analysis of complement response and regulation

• Virtual Drug Screening

• Rational Peptidic Design

• Vaccine Design

• Co-development of electrostatic analysis framework AESOP

Visiting Graduate Student Researcher June 2015 - Sept. 2015
McCammon Lab and SDSC, University of California, San Diego

• Utilized supercomputing infrastructure to conduct accelerated
molecular dynamics and Brownian dynamics studies

Programmer May 2013 - Aug. 2013
Public Policy Center, University of Iowa

• Developed a specially instrumented bicycle workflow through a
collaborative project to validate the University of Iowa bike sim-
ulator.

• Designed a GUI using MATLAB and C# for intake of data (bio-
metric, video, and GPS) and incorporated UX design. Success of
project led to a novel pilot study.

Undergraduate Research Assistant Aug. 2011 - Aug. 2013
Dr. Beverly Davidson Lab, University of Iowa

• Investigated a potential transgene solution to SCA6 using molec-
ular techniques, managed a mouse model and performed cell and
tissue culture as well as brain tissue extraction.
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Industry R&D IT Intern June 2017 - Sept. 2017
Biogen, Cambridge, MA

• Characterized Parkinson’s disease through signal processing and
machine learning analysis of wearable device data

• Associated patient consent with biospecimens by implementing a
Python-based web portal for expediting researcher biospecimen
procurement

Teaching and Consultant June 2016 - June 2018

Mentoring GradQuant, University of California, Riverside

Teaching Assistant
BIEN001 - Bioengineering Colloquium Fall 2016
BIEN165 - Biomolecular Engineering Spring 2016
BIEN130L - Bioinstrumentation Lab Spring 2015
BIEN135 - Biophysics and Biothermodynamics Fall 2014, 2016, 2017

Awards and Outstanding Teaching Award, Bioengineering May 2018

Fellowships Graduate Division, University of California, Riverside

NSF Travel Award Oct. 2015
Macromolecular Simulation Workshop, CECAM, Jülich, Germany

SDSC-UC Graduate Student Summer Fellowship June 2015
San Diego Supercomputing Center, UCSD

Finalist, NVIDIA GPU Award March 2015
ACS National Meeting and Exposition, Denver, Colorado

Best Oral Presentation Award June 2014
UC Systemwide Bioengineering Symposium, UC Irvine

Dean’s Distinguished Fellowship 2013-2015
University of California, Riverside
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Skills

• Programming: Python, R, Perl, C, MATLAB, databases, shell
scripting, high performance computing, version control, LATEX,
and UNIX environment

• Computational Chemistry and Biology: Molecular Dynam-
ics (MD) (Conventional, Steered, Accelerated), Docking, Virtual
Screening, Poisson-Boltzmann Electrostatics, Brownian Dyan-
mics, Network Analysis, Schrödinger Suite, NAMD, VMD, AM-
BER, Rosetta

• Bioinformatics Tools and Databases: ExPASy, EMBL-EBI,
PDB, KEGG, BLAST, and NCBI

• Statistical Analysis: Statistical mechanics, validation, dimen-
sionality reduction

• Machine Learning: Clustering, classification, and regression

• Graph Theory and Network Analysis: Network robustness,
identification of communities

• Data Visualization: Plotly, ggplot, matplotlib, R-Shiny, Gephi,
Cytoscape, Chimera

• Experimental: Protein Binding Assays (Microscale Ther-
mophoresis, ELISA), Cell Culture, Tissue Culture, Mouse Per-
fusions and Surgery, Microarray Hybridization and Analysis

Publications

1. Rohith R. Mohan, Ronald D. Gorham Jr., and Dimitrios
Morikis. “A Theoretical View of the C3d:CR2 Binding Contro-
versy.” Molecular Immunology 64, no. 1 (March 2015): 112–22.

2. Rohith R. Mohan, Gary A. Huber, and Dimitrios Morikis.
“Electrostatic Steering Accelerates C3d: CR2 Association.” The
Journal of Physical Chemistry B, 2016 (April 2016).

3. Rohith R. Mohan, Andrea P. Cabrera, Reed ES Harrison,
Ronald D. Gorham, Lincoln V. Johnson, Kaustabh Ghosh, and
Dimitrios Morikis. “Peptide Redesign for Inhibition of the Com-
plement System: Targeting Age-Related Macular Degeneration.”
Molecular Vision 22 (October 2016): 1280–90.
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Publications
(contd.)

4. Reed ES Harrison, Rohith R. Mohan, Ronald D. Gorham Jr.,
Chris A. Kieslich and Dimitrios Morikis. “AESOP: A Python
Library for Investigating Electrostatics in Protein Interactions.”
Biophysical Journal (May 2017).

5. Rohith R. Mohan, Mark Wilson, Ronald D. Gorham, Jr., Reed
E. S. Harrison, Vasilios A. Morikis, Chris A. Kieslich, Asuka
A. Orr, Alexis V. Coley, Phanourios Tamamis, and Dimitrios
Morikis. “Virtual Screening of Chemical Compounds for Discov-
ery of Complement C3 Ligands.” ACS Omega 2018 3 (6), 6427-
6438.

6. Nehemiah Zewde, Rohith R. Mohan, and Dimitrios Morikis.
“Immunophysical Evaluation of the Initiating Step in the Forma-
tion of the Membrane Attack Complex”. (In revision)

7. Casey M. Gries, Rohith R. Mohan, Dimitrios Morikis, and
David D. Lo. “Crosslinked flagella as a stabilized vaccine adju-
vant scaffold”. (Submitted)

Conference
Presentations

1. Rohith R. Mohan, Ronald D. Gorham Jr., Dimitrios Morikis.
”Investigating the Binding Mode of C3d-CR2 Using Poisson-
Boltzmann Electrostatic Calculations and Molecular Dynamics
Simulations.” Oral presentation, 15th Annual UC Systemwide
Bioengineering Symposium, University of California, Irvine, June
2014.

2. Rohith R. Mohan, Ronald D. Gorham Jr., Dimitrios Morikis.
“Theoretical view of the C3d-CR2 binding controversy.” Poster
presentation, 249th ACS National Meeting, Division of Comput-
ers in Chemistry, Denver, Colorado, March 2015.

3. Rohith R. Mohan, Gary A. Huber, J. Andrew McCammon,
Dimitrios Morikis. “Interplay between Ionic Strength, Associ-
ation Rates and Electrostatic Interaction in the C3d:CR2 com-
plex” Poster presentation, Biophysical Society 60th Annual meet-
ing, Los Angeles, California, February 2016.
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Conference
Presentations
(contd.)

4. Rohith R. Mohan and Dimitrios Morikis. ”Peptide Design for
Thernaostic Applications.” Poster presentation, 19th Annual UC
Systemwide Bioengineering Symposium, University of California,
Riverside, June 2018.

5. Reed ES Harrison, Rohith R. Mohan , Ronald D. Gorham Jr.,
Chris A. Kieslich and Dimitrios Morikis. “AESOP: A Python
Library for Investigating Electrostatics in Protein Interactions.”
Gordon Research Conference: Computational Chemistry, West
Dover, Vermont, July 2018.

Outreach
Judge 2016, 2017
BioMoDeL community award, Riverside County Science Fair

President June 2015 - June 2016
Bioengineering Interdepartmental Graduate Student Association
University of California, Riverside

Parliamentarian June 2014 - June 2015
Bioengineering Interdepartmental Graduate Student Association
University of California, Riverside

Volunteer Test-writer and Examiner Feb. 2014 - Feb. 2017
Inland Empire Regional Science Olympiad
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