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Abstract

Essays in Applied Microeconomics

by

Luka Kocic

This dissertation uses reduced form techniques to causally answer questions of di-

rect importance in the fields of health economics, underage alcohol enforcement,

and education. The first chapter tests whether Randomized Control Trial evi-

dence showing a procedure to be ineffective substantially changes doctors’ treat-

ment decisions. Leveraging differential timing of publication of clinical trials that

show a currently used procedure is ineffective or potentially harmful, I implement

an event-study design to estimate how doctors respond to said evidence. I find

that the use of the procedures in question only declines modestly by 10% within

two years of publication and 30% within four years. Furthermore, focusing on a

subset of publications with more definitive findings, I find an effect size of sim-

ilar magnitude. The slow adoption of new evidence is similar between privately

and government insured patients, and there is only weak evidence that non-profit

hospitals abandon procedures at a higher rate than medical-school affiliated and

for-profit ones. That medical procedures are still commonly performed long after

the publication of evidence revealing they are ineffective or harmful suggests the

need for greater integration between research and practice.

The second chapter examines the impact of Minor Decoy (MD) citations (a

law enforcement strategy targeting liquor license holders rather than underage

consumers) in curbing underage alcohol-related crimes. Leveraging spatial vari-

ation in when and where citations occur, I use an event-study analysis to study

the impact of these citations on arrest rates per 10,000 people for 18-20 year olds,
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21-24 year olds and all adults 18 and over. I find suggestive evidence that there

is an increase in overall alcohol-related arrests on the day of citation across age

groups, mostly driven by liquor law violations. All other arrest categories show no

detectable impact of MD citations in curbing underage alcohol-related crime. This

suggests that the presence of police in licensed establishments greatly increases

likelihood of arrest across all age groups, but does not provide any evidence that

the MD programs curb underage alcohol-related arrests. This may be due to the

scope of the treatment itself rather than a true null effect.

The final chapter studies the interaction between for-profit college profitability

and partisan elections. Identification based on policy announcements is hindered

by market anticipation, whereas elections provide well-quantified shocks to the

policy environment. For-profit college stocks experienced large and immediate

abnormal returns after the 2012 and 2016 presidential elections, but little change

after presidential elections or midterm elections before 2016. Private student loan

stocks have been sensitive to presidential and congressional results over the last

four election cycles. The pattern of estimates is consistent with an important role

for recent gainful employment rules, greater data availability, and the expansion of

direct federal loans. The effects are largest for colleges with poor debt-to-earnings

ratios and high veteran enrollment rates, but abnormal returns are evident across

nearly all firms, suggesting that federal policies pose a threat to the profitability

and viability of a significant fraction of the industry.

x



To my parents Aleksandar Kocic, Vesna Radanovic, and my brother and sister

Marko and Aleks

xi



Acknowledgments

Throughout my Ph.D. journey countless people have helped get me over the

finish line and without their help I would not have been able to become the

researcher and person I am today. I would like to first thank my advisor professor

Carlos Dobkin, whose generosity, patience, and sharp intellect were instrumental

in my research path. Willing to meet with me every week, helping me through

each twist, turn, and topic I went through, and providing both encouraging and

thoughtful guidance made my Ph.D. and job market as fulfilling and pain-free as

possible. He cleared paths for me without which I would not have been able to

write this dissertation.

I would also like to thank my other committee members professors George

Bulman and Justin Marion. Professor George Bulman’s passion for applied mi-

croeconomics helped guide my interests through his coursework and as he worked

with me on my second year paper that eventually turned into a co-authored work-

ing paper that makes up the third chapter of this dissertation, entitled "The Effect

of Federal Policy on For-Profit Higher Education: Evidence From National Elec-

tions." Being able to work alongside him was an invaluable experience that gave

me a front-row seat to the process of paper writing and research design, teaching

me lessons that I still use to this day. Additionally, both he and professor Justin

Marion were incredible resources to bounce ideas off of as I started developing the

papers that would eventually culminate in my dissertation. Their keen eyes and

experience helped sharpen my research design and guide me through the peaks

and valleys of empirical research. Furthermore, they were generous with their

time at all stages of my career at UCSC, always willing to take time out of their

days to talk research or professional development.

Lastly, I would like to thank the many other faculty members that contributed

xii



to growing my curiosity and expertise in economics throughout my stay at Santa

Cruz. Professors Dan Friedman and Kristian Lopez Vargas gave me the oppor-

tunity to experience the world of experimental economics and develop an un-

derstanding of all the components and considerations that go into experimental

design. Professor Natalia Lazzatti, Sandra Reebie, and professor Jon Robinson

helped me coordinate the Ph.D. program at each step, translating an arduous

system into much more manageable steps. Professors Ajay Shenoy, Jeremy West,

Robert Fairlie, Nirvikar Singh, and Laura Guilliano helped me hone my presen-

tation and research skills in the field of economics both at the applied micro level

and in microeconomic theory through their teachings and constructive comments

during seminar presentations. They made me a better and more well-rounded

economist, broadening my interests and scope from just one sub-field.

Outside of lectures and school settings, I have had the luck to make amazing

friends who without which I would not have been able to survive these last seven

years. I want to thank my cohort David Zink, Fernando Chertman, Andrew Bar-

ber, Jiayi Xu, Zijing Zhu, Ruizhi Zhang, Kelsey Pilch, and Yifei Shang. Working

alongside each other through the first two years of coursework was a major reason

I was able to finish my Ph.D. Without them I would not have made it to where

I am today. I would also like to thank Sophie, Joey, Dan Solecki, Alberto, Zach,

Julian, Johnny, Jane, Drew, Rosie, Amanda, Sarah, Taylor, Niky and Kristina.

Making life outside of school exciting, fun, and a pleasure made the stresses of

grad school pale in comparison.

Lastly, I would like to thank my family. My parents Vesna and Aleksandar for

being the shining examples of people both morally and intellectually that allowed

me to even think pursuing a Ph.D. was achievable and my brother and sister

Marko and Aleks for being my best friends, therapists, and confidants during my

xiii



whole life.

Earning a Ph.D. has been the single greatest achievement of my life. It has

taken many twists, turns, pot-holes, dead ends, and any other obstacle analogy

one can think of. However, every day and every challenge has brought a new

lesson and I have constantly grown as a researcher, as an economist, and as an

intellectual as a result. I look forward to continuing to learn in the next chapter

of my career.

xiv



Chapter 1

The Impact of Negative

Experimental Evidence on the

Continued Use of Medical

Procedures

1.1 Introduction

Healthcare spending per capita in the U.S. is higher than in any other country,

having reached $3.8 trillion and $11,582 per person annually in 2019 (Martin et

al., 2020). Cost due to the continued use of low value care or overtreatment of

patients has been estimated to be over $100 billion annually (Shrank et al., 2019).

Procedures that are ineffective or harmful hurt patients financially and physically.

Every procedure comes with a financial burden either paid directly or indirectly

by the patient or employer in the form of the price of surgical procedures, for-

gone wages, or hospital stays. These costs are often a barrier to care, with 25%

1



of Americans in 2019 saying they or a family member avoided medical care for

a serious condition due to cost alone (Saad, 2019). Furthermore, surgeries often

require long recovery periods and can have complications that result in disability

or death. These risks are usually balanced against the benefit of an operation and

therefore justified. However, when care is ineffective patients suffer without re-

ceiving the treatment they need for their condition. Thus, the continuing practice

of procedures that are ineffective adds to wasteful spending in healthcare, subjects

patients to risks with little or no potential benefit, and may undermine trust in

the healthcare system.

The persistence of low-value treatments despite the burden it imposes may be

due to an incomplete evidence base on efficacy of care. As a 2012 study done by

the British Medical Journal: Clinical Evidence revealed, only one third of 3,000

treatments examined had empirical evidence showing that they were likely to be

beneficial and 50% were of unknown efficacy (Street et al., 2012). Treatments

may be adopted based on evidence from mechanistic models, observational stud-

ies, or analysis focused on surrogate outcomes rather than clinically meaningful

endpoints. Additionally, surgical procedures do not go through a federal or state

agency approval process. Rather, they are passed down by teaching hospitals.

As a result, it is not uncommon for physicians to use treatments with limited

knowledge of their true efficacy.

Given the lack of empirical support for many treatments, and surgical proce-

dures in particular, and with the goal to combat wasteful care, there has been an

emphasis on evidence-based practices since the 1980s. A core tenet of evidence-

based medicine is the use of randomized control trials (RCT)’s to inform practice.

However, in order for evidence-based medicine to be effective, the trials done need

to impact doctors’ decisions. This paper examines how physicians incorporate

2



evidence of efficacy when choosing a course of treatment by studying how the

publication of evidence showing a procedure is ineffective impacts the usage of it

in inpatient settings. I focus on 25 RCT’s published between 2002 and 2015 in

three of the top international medical journals. Each journal imposes significant

penalties for posting final results prior to publication, allowing me to treat the

release of each article as a negative information shock regarding a procedure. I

employ both an event-study framework in the years before and after publication,

and a staggered difference-in-differences design that exploits the differential tim-

ing of each publication. With these strategies, I am able to observe the dynamics

of procedure abandonment over time as well as implicitly test for any anticipatory

effects prior to publication. I separately consider a subset of 15 RCT’s with the

most definitive results to see if stronger conclusions lead to greater adherence.

This analysis is based on the universe of inpatient hospitalizations from Ari-

zona, Florida, California, Maryland, New Jersey, New York and Washington be-

tween 2000 and 2017, covering one third of the U.S. population. I observe both

the diagnosis and procedure for a patient throughout their hospital stay, allow-

ing me to track whether a patient received both the procedure found ineffective

in an article and the diagnosis it was meant to treat. I measure utilization of a

procedure as the natural log of the rate at which it is performed1. The intersec-

tion of both the diagnosis and procedure is the most targeted outcome from each

negative RCT, making a near 100% decrease the likely outcome if there was full

adherence to the implicit recommendation of each article. The primary analysis

examines the magnitude and timing of the deadoption of procedures in the years

after definitive research against their usage is published. I estimate both the short

and long-term trajectory of abandonment for all procedures and for those with
1I converted the count of patients who received the procedure and diagnosis it was meant to

treat into the rate per million people by dividing the quarterly count by the overall population
and multiplying by 1 million.
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strongest negative findings separately.

I find that the usage of procedures falls modestly by 10% in the first two

years after publication, with the decline starting in the first quarter and growing

over time. The reduction reaches 30% four years post-publication. Even when

focusing on events with the most definitive findings, I find a trajectory that is not

significantly different. These findings are consistent with far from a majority of

medical professionals failing to incorporate the results of these trials into practice

in inpatient settings.

To better understand to what extent these procedures persist in a variety of

medical settings, I analyze differential abandonment post-publication across two

channels, patient insurance provider and hospital ownership/medical-school affil-

iation. Hospitals are possible actors for implementing guidelines to better inform

physicians and protocols for insuring uniform practice across surgeries. However,

procedures are a significant source of revenue and reputation for hospitals, mak-

ing the incentives for abandonment complex. In addition, hospitals have different

levels of integration with research and therefore may also have a different degree

of connection to the medical literature and protocols for its dissemination and

incorporation. This paper compares non-profit hospitals, for-profit hospitals, and

medical-school affiliated centers to shed light on the role financial compensation

structures and research intensity may play in abandonment. For-profit hospitals

are investor-owned and have no built-in incentives to conduct medical research.

On the other hand, non-profit hospitals receive a federal tax break on the condition

that any profit earned will be used towards community benefit. One acceptable

form of this is to conduct health research within the hospital. Similarly, Medical-

school affiliated hospitals are teaching institutions meant to train physicians, and

therefore should be the most aware of the current evidence base in medicine.

4



I find suggestive evidence that non-profit hospitals abandon at the fastest rate,

with effect sizes similar to the overall impact observed in the event-study. For-

profit hospitals do not react to the literature, remaining at the same usage levels in

post-publication relative to pre, and medical schools are noticeably flatter in their

response relative to non-profit hospitals, although estimates are noisy and not

statistically distinguishable from each other. All three categories do not suggest

substantially greater abandonment than what was found in the primary results.

Insurers can drop coverage for ineffective procedures and therefore decrease

demand for their continued use by increasing the effective price patients pay.

Thus, they present a strong avenue for the translation of evidence to practice

through coverage determinations. The determination process, however, may be

subject to outside pressure from lobbyists, public interest groups, and other parties

that can slow down and weaken the efficacy of a determination. These issues are

more present in government insurance providers such as Medicare and Medicaid,

where determinations are often year long processes and open to public opinion

and input. Therefore, I compare deadoption of procedures between patients with

private vs. government insurance coverage to understand the magnitude of these

frictions in limiting coverage determination efforts.

The pattern of abandonment across insurance carrier is virtually identical and

does not depend on the strength of the finding in the underlying RCT. The event-

study coefficients are nearly identical, suggesting that the difference in coverage

determination processes does not explain the modest overall reaction to evidence

of the inefficacy of a procedure.

Each of the articles I’ve used shows inefficacy or harm of a procedure relative

to a less invasive treatment, a treatment with lower risk of complication, or rela-

tive to no treatment. Despite this, even in cases with the strongest evidence, the

5



procedures are still in use long after publication. The lack of a substantial re-

sponse highlights fundamental inefficiencies in the translation of medical evidence

to practice and suggests there is significant room for cost reductions and improved

medical outcomes through greater oversight from government agencies.

This paper contributes to the literature on doctor decision making by system-

atically evaluating the role negative evidence has on medical practice. I introduce

a new source of variation on information by exploiting the publication of a large

list of RCT’s whose results are likely unanticipated to the general public and med-

ical community before release. Most literature in economics exploiting the impact

of the publication of a negative trial on physician practice has focused on an in-

dividual treatment and specific dimensions of heterogeneity. For example, studies

have differentiated the effects of negative information shocks on the use of indi-

vidual treatments across hospitals (Greenwood et al., 2016; Howard et al., 2017;

Howard and Shen, 2011; Duffey and Farley, 1992), physicians (Gardner and Vish-

wasrao,2018), due to peer interactions (Berez et al., 2018; Huesch, 2011), and by

patient characteristics (Smith et al., 2020). These show that peer interactions are

positively correlated with abandonment rates, and board certified physicians and

those from higher rank residency programs are slower to abandon. The effect is

mixed for hospital ownership, with some studies finding evidence of greater aban-

donment in academic medical centers and others finding no discernible impact,

suggesting that the reasons for abandonment are multi-faceted across agents. The

medical literature includes numerous analyses of individual procedures, ranging

from single-center to national trend studies, and sometimes incorporating foreign

countries. The results are mixed across procedures in terms of whether there was

a decrease as a result of the publication of a given trial and its magnitude. These

studies are limited in their ability to infer the causal impact of publication on
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practice since they don’t have a good measure of a procedure’s trajectory absent

of publication. There have also been several studies on the impact of clinical

guideline information interventions such as Choosing Wisely and UK’s National

Institute for Health and Care Excellence’s (NICE) appraisal releases. These have

found the influence of information interventions to be mixed at best, with some

finding virtually no impact (Dietrich, 2009). This study builds on this literature

by using a large list of RCT’s to examine the overarching pattern of deadoption in

response to publication. This also allows me to use a new identification strategy

in the event-study and staggered difference-in-differences designs, which take ad-

vantage of the differential timing of article releases to obtain a causal estimate of

the overall impact of negative evidence on practices. Additionally, this paper uses

events that have not had the chance to be synthesized into clinical practice, unlike

other information interventions that are based on clinical guidelines. I strengthen

this contribution by examining the role insurance provider and hospital ownership

may play in abandonment across procedures.

The paper is organized as follows: section 2 covers defining the randomized trial

events and how these procedures came to exist, the journal publication process,

and the literature up to date on the topic; section 3 provides an overview of the

data; section 4 details the empirical design; section 5 describes results; and section

6 discusses potential explanations for the pattern of evidence seen.

1.2 Background

1.2.1 Ineffective Care

Each RCT examined in this paper was identified by doctors Adam Cifu and

Vinay Prasad, who have been at the forefront of identifying ineffective treatment
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in the medical literature. In their paper published in the Mayo Clinic Proceedings,

they and coauthors went through 1,344 original articles published in the New

England Journal of Medicine (NEJM) and identified 146 different papers where a

currently used practice was found, through RCT, to be ineffective or potentially

harmful relative to no therapy, as an addition to optimal treatment, compared

to a placebo, or compared to a previously obsolete/less-invasive therapy(Prasad

et al., 2013) 2. The RCT’s they observe span the range of medical treatments,

from surgical procedures to prescription drugs, diagnostic testing, and systems

in hospitals. They discover that greater than 10% of the original articles from

their sample resulted in the finding of a currently used procedure as harmful or

ineffective.

In order to understand why the use of ineffective treatment persists, it is im-

portant to keep in mind why these treatments were used in the first place. First,

treatments are often adopted based on flawed evidence that relies on relationships

that may not prove to be empirically causal. One major contributor in this process

has been creating treatments that target surrogate rather than clinical outcomes.

Goals like survival and comorbidity are harder to directly assess since they are

often less frequent events, and as a result a large amount of energy has been put

towards targeting measures that are correlated with them but do not necessarily

causally impact them. This creates cases where a therapy may treat a surrogate

outcome to the detriment of a clinical one. For example, consider the case of fle-

cainide in the early 1990’s. Flecainide was an anti-arrhythmic medication meant

to stabilize irregular heartbeats and prevent premature ventricular contractions,

which have a strong correlation with sudden death. In 1992 an RCT sought to test

the efficacy of medicine like flecainide to reduce risk of death. The study found
2They have since extended their work, writing a book entitled Ending Medical Reversals

published in 2015.
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that relative to a placebo, anti-arrhythmic drugs did indeed decrease premature

ventricular contractions. However, they also led to a higher risk of death (Prasad

and Cifu, 2015). Focusing on surrogate measures and assuming they have a causal

channel to the health outcome of interest can lead to practices that become com-

mon place but do not actually benefit, or in the worst cases, directly harm their

patients.

Second, medical practices are often assessed based on a mechanistic framework

rather than empirical evidence. These procedures are not adopted randomly,

but rather based on a theoretical framework, and are often taken as fact rather

than rigorously tested before usage. For example, the practice of vertebroplasty

was created in the late 1990’s as a way to treat osteoporotic spine fractures in

older patients. The procedure, where a physician injects medical grade cement

into the fractured vertebrae, was thought to create space for nerves to reduce

pressure caused by fractured bones. The procedure was quickly adopted in the

early 2000’s, lobbied heavily to be covered by Medicare, and since has become an

industry worth a billion dollars a year. In 2009 an article published in the NEJM

examined vertebroplasty against a saline solution in a 200 person blind placebo

trial. They found that vertebroplasty was no better than a placebo treatment,

despite the theoretical reasoning behind its acceptance.

Finally, the evidence base for currently used practices can be problematic as

well, with observational studies, rather than randomized trials, used to docu-

ment efficacy. One of the most famous instances of the downside of such studies

was the prescribing of estrogen and progestin in post-menopausal women. Post-

menopausal hormone therapy was common practice in the 80s and 90’s due to the

belief that it would decrease the risk of heart attack in women. This belief came

from the release of the Nurse’s Health Study (NHS), a large cohort study started
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in 1976 that followed 127,000 nurses every two years, filling out questionnaires

on their medical histories and major life events. The NHS found that estrogen

users had 40% fewer heart attacks than those who took no hormones, leading to

the widespread use of hormone therapy. In 1991, the Women’s Health Initiative

experimentally tested this relationship by implementing a large RCT meant to

span 15 years. The WHI published their results early in 2002 after they had to

discontinue the trial because women in the treated arms had higher risk of not

only heart attacks, but breast cancer and stroke as well.

The persistence of the evidence processes above that lead to the adoption and

continued practice of flawed therapies have direct financial and physical costs to

patients. Hospital stays, recovery costs, and forgone wages from time missed at

work can be substantial. For example, vertebroplasty is estimated to cost on

average $14,585 within the first quarter of treatment and close to $45,000 after

two years post surgery(Ong et al., 2013). Additionally, there is an opportunity

cost to ineffective treatment in terms of time that could be better used pursuing

empirically proven methods. The sustained use of ineffective care erodes trust

between patients and doctors, which can lead to worse health outcomes, as patients

may avoid seeking care even when beneficial treatments are available.

1.2.2 Publication Process of Clinical Trials

Two key factors in the publication process are crucial for there to be a large

and sudden response to newly released RCT’s showing a currently used practice is

ineffective. The first is that the information published in each journal article will

plausibly reach doctors. If the viewership of the medical journals in question is

low, new evidence will not impact doctor behavior because of a lack of awareness

rather than because physicians dismiss the results. The three journals I analyze
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are the NEJM, the Journal of the American Medical Association (JAMA), and the

Lancet. They are three of the four highest impact journals in the field and have

millions of readers weekly, with JAMA’s online viewership averaging 57 million

annually and the Lancet’s 84 million. The NEJM has a million readers weekly.

These are the most prominent journals in the field. Therefore, not only are their

results most likely to reach doctors, but articles in these journals are considered

the highest quality in the field, adding credibility to their findings.

The other important factor is that the results from the RCT’s are not antici-

pated pre-publication. If the information was available and fully integrated into

practice before release of the article, then it would be hard to conclude that any

change in doctor behavior is directly attributable to the results of the clinical

trials themselves. While the event-study design tests this implicitly by examining

trends prior to publication, it is also important to validate the assumption based

on the publication policies of the three medical journals in question.

At each journal, early release of the final results by the authors prior to publi-

cation is grounds for denial of publication. There are three main exceptions. The

first is the presentation of data at a scientific meeting. Authors are allowed to

present slides, an abstract, or a poster at conferences. However, authors should

not send out reports or finalized results to participants at conferences.

Authors are also allowed to post non-peer-reviewed manuscripts in non-profit

pre-print servers prior to the peer review process at both the NEJM and the

Lancet. These are meant to be viewed with the same amount of information

validity as an abstract and are not meant to be used for clinical decision making.

For JAMA, if there was a scientific meeting or previous pre-publication version of

the paper available, the article indicates this at the end of the text. None of the

articles originating in JAMA used in this paper have a pre-publication manuscript
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posted. Unfortunately, for the NEJM and the Lancet it is not possible to directly

check whether there was a pre-published manuscript. However, given the event-

study design, if the pre-print manuscript posting represented the true information

shock to the medical community, the impact should be visible in the pre-period

coefficients. Lastly, in times of public health crisis or for information related to

government agencies, the authors can release reports directly to the corresponding

authorities.

Each journal also has a media embargo pre-publication. Media journalists

receive access for the upcoming issue of each journal and are allowed to con-

duct interviews with authors and prepare stories. In order to have this access,

journalists must agree not to publish any story pertaining to the article until a

set time, usually the day before the journal is published. Similarly, during the

pre-publication process, authors are strongly discouraged from producing news re-

leases. For instance, JAMA states that "direct release of information through press

releases or news media briefings may preclude consideration of the manuscript by

this journal." (JAMA, 2016)

In summary, there are strong disincentives against publishing or making the

final peer-reviewed results widely known prior to publication. Additionally, jour-

nalists enter into agreements not to print stories about results prior to publication.

Scientific conferences may result in some anticipatory behavior within the first

year prior to publication, but given the strong penalties for release, treating each

publication as an unanticipated information shock to the medical community is

justified.
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1.2.3 Literature Review

Economics has a large literature examining technological diffusion in several

different settings, including in medicine. However, relatively little has focused on

the abandonment of technology in the medical setting. There is reason to believe

that there would be asymmetry between technology diffusion and abandonment

due to sunk costs, habit, and education and training. Medicine provides an in-

teresting lens by which to look at abandonment for several reasons. One is that

there are strong financial incentives for maintaining the practice of procedures in

lieu of less invasive alternatives. Unlike typical models where abandonment may

be due to a more profitable alternative being present, this is not necessarily the

case. Additionally, there is a level of subjectivity to interpretation of results, since

doctors can argue that their skill outranks the results they find. This makes the

impact of information potentially weaker than in a setting where skill does not

play a role. On the other hand, there are direct human costs to the continued

usage of a procedure that should factor strongly into a typical doctor’s objective

function.

In terms of the suspension of medical procedures due to the publication of neg-

ative findings, the economics literature has largely been focused on examining

the dissemination of negative RCT’s to practice through individual case studies.

These have taken the form of an analysis of the dissemination of evidence into

practice and differential abandonment based on a dimension of heterogeneity, such

as hospital ownership, physician certification, and physician peer effects. These

analyses have considered procedures such as percutaneous coronary intervention

(PCI), stenting, arthroscopic knee surgery, pulmonary artery catheter (PAC) us-

age, intermittent positive pressure breathing, and drugs such as fenofibrate and
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dronedarone.

The most common procedure studied in the literature has been coronary stent-

ing. (Huesch, 2011) and (Gardner and Vishwasrao, 2018)both examine the adop-

tion of bare metal stent utilization, the substitution of bare metal stents for drug-

eluting stents in 2003 and the subsequent abandonment of drug-eluting stents

after March 2006 once their efficacy was called into question when results from

the BASKET-LATE clinical trial showed that compared to bare metal stents,

drug-eluting stents had higher rates of death due to cardiac complications, non-

fatal heart attacks and thrombosis in the stent area. (Greenwood et al., 2016)

examines stenting more generally using a guideline published by the American

Hospital Association in 2005 calling into question the use of stents in general for

stable, low-risk coronary artery dissection patients. All three of these studies use

data from the Florida Agency of Health Care Administration’s (FLAHCA) inpa-

tient files. (Gardner and Vishwasrao, 2018) identifies differential discontinuation

rates of drug-eluting stents post-publication based on whether the physician was

board-certified or came from a top ranked residency program. (Greenwood et al.,

2016) analyzes the role hospital ownership plays in the abandonment of proce-

dures and (Huesch, 2011) examines if partner’s and competitor’s usage patterns

positively or negatively impact a physician’s continued use of drug-eluting stents.

In aggregate, the papers find that board-certified physicians and doctors from top-

ranked residency programs were slower to change their behavior after the event,

that academic medical centers abandon stent usage faster than non-profit and for-

profit hospitals, and that one’s usage of drug-eluting stents is negatively correlated

with competitor’s continued usage of the procedure and positively correlated with

partner’s usage. (Howard and Shen, 2011) also extended this analysis by exam-

ining the impact of the publication of the COURAGE Trial, which showed that
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PCI performed the same as medical therapy for stable angina patients, on relative

usage of PCI for stable versus unstable angina. They compare U.S. community

hospital deadoption to English hospital and Veteran hospital deadoption, finding

the results larger for U.S. community hospitals, despite the payment structure

following a fee-for-service schedule. They found no convincing evidence of differ-

ential abandonment across hospital ownership, whether a hospital was part of a

joint venture system, or whether the hospital offered cardiac surgery. They did

find a decline overall, but far from full adherence to COURAGE trial guidelines.

In addition to the papers that have examined coronary stenting, there are sev-

eral papers looking at other procedures. The first, (Duffy and Farley, 1992), looked

at the utilization of intermittent positive pressure breathing from 1980 to 1987,

in a period where much of the evidence coming out was warning clinicians against

the usage of it, including a large RCT done by the National Heart, Lung, and

Blood Institute. They examined differential cross-sectional practice in the proce-

dure across a variety of different hospital and patient characteristics, finding no

strong evidence of determinants of total abandonment. They concluded that the

issue of technological abandonment is multi-faceted, rather than being driven by

one set of incentives. They also found that the procedure persists to a significant

degree even four years after the publication of the trial.

(Howard et al., 2017) investigated the impact of the publication of two differ-

ent clinical trials showing that arthroscopic knee surgery is ineffective relative to

a sham procedure or as an addition to optimal therapy. The dimension of het-

erogeneity they exploit is physician oversight by looking at the differential usage

of hospital versus physician-owned outpatient centers in Florida. They find that

the decline in usage is slower for physician-owned service centers, in line with the

idea that doctors may face strong financial disincentives to abandonment.
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(Berez et al., 2018) studies the impact of a 1996 observational study that found

that PAC’s had a high association with mortality. In particular, they study how

the the entry of a new physician within hospital post-publication affected doctors

already working at a hospital. They break up the new entrants into ones who

have a high, medium or low PAC prescribing volume to see how it influences the

volume of PAC usage among longer tenured physicians. They find that newly

trained entrants do influence incumbent doctors’ use of PAC’s. Additionally, the

effect seems larger in deadoption rather than continued usage of PAC, although

both are statistically significant. This highlights the role experience may play in

the decision to abandon a procedure.

Pivoting to prescribing patterns for drugs rather than procedures, (Smith et al.,

2020) studies how the publication of the ACCORD trial, which found fenofibrate

to be ineffective when used with statins, and the PALLAS trial, which found

dronedarone to be unsafe for patients with permanent atrial fibrillation, impacted

the prescription of fenofibrate and dronedarone, respectively, in Medicare fee-for-

service claims data between 2008 and 2013. They find that there was a decrease

post-publication for both prescription drugs and suggestive evidence of a greater

decline in dually enrolled patients in Medicare and Medicaid relative to Medicare-

only patients.

Medical Literature

The medical literature on ineffective care falls into two broad categories, one

meant to identify the prevalence such publications, and the other the effect of

individual studies on trends in usage of the procedure in question. The first paper

to identify the existence and persistence of treatment that have been shown to

be ineffective through clinical trial was (Tatsioni et al., 2007). In this paper, the
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authors study how evidence against a commonly cited and once-held claim im-

pacts how that claim is discussed in the medical literature overall. They analyze

the citations in 1997, 2001 and 2005 for two highly-cited articles that, based on

observational evidence, found that vitamin E supplements decrease risk of cardio-

vascular disease. They track whether the research citing the work was favorable,

unfavorable, or equivocal towards the original work after three separate follow-up

studies. The first, in 1996, was an RCT that showed some effects consistent with

the original papers. The second, in 2000, was a large scale RCT that showed no

signs of effectiveness of vitamin E supplements on cardiovascular risk. The third,

in 2004, was a meta-analysis that showed that vitamin E supplements increased

risks of death. They found that the proportion of favorable citations decreased

after the two negative events, while the proportion of unfavorable citations in-

creased. However, surprisingly, the largest percentage of citations in all periods

remained favorable.

Following this work, (Prasad et al., 2011) reviewed one year of publication in

the NEJM (2009) and identified how many of the articles published identified a

currently used therapy as ineffective. The paper found that of the 124 original

articles that concern a medical practice published in the NEJM, 16 showed a

currently used practice to be of no benefit or potentially harmful. (Prasad et al.,

2013) extended this analysis to all the original articles published in the NEJM

from 2001 to 2010, and (Herrera-Perez et al., 2019) extended it to JAMA and the

Lancet from 2001 to 2017, and in the NEJM from 2011 to 2017. The frequency of

occurrence, as outlined in the background section, is remarkably consistent, with

each review revealing that greater than 10% of the published studies found that

a currently used practice is not beneficial. While this literature is important for

understanding the frequency of these findings across the medical field, it does not
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analyze the empirical consequences of the publication of these findings on practice.

Empirical evaluations of the impact of publications of negative evidence on

utilization of procedures has been done in a case-by-case basis in the medical

literature. These studies for the most part consist of a pre-post analysis of an

individual procedure in terms of annual or quarterly rates to see if the publication

of the negative finding influenced rates of practice. The procedures examined have

been carotid stenting and angioplasty (Bekelis et al., 2017 ; Hussain et al., 2016),

corticosteroid injections (Fujihara et al., 2018), humeral fracture surgery (Reeves

et al., 2020), PCI ( Deyell et al., 2011; Bangalore et al., 2015; Atwater et al., 2009;

Howard and Shen, 2014), manual aspiration thrombectomy ( Secemsky et al.,

2019; Buccheri et al., 2019), arthroscopic knee surgery (Adern et al., 2020; Kawata

et al., 2018; Mattila et al., 2016; Ghomrawi et al., 2017), vertebroplasty (Goz et al.,

2015; Leutmer and Kallmes, 2011; Smieliauskas et al., 2014), lymphandenectomy

for endometrial cancer (Melamed et al., 2015), PAC’s (Gershengorn and Wunsch,

2013; Wiener and Welch, 2007), and endovascular aneurysm repair for abdominal

aortic aneurysms (Jetty and Husereau, 2012). These papers range from single-

center analyses to national trends from within the U.S. to Japan, U.K. or Finland

and Sweden. The results are mixed across different procedures in terms of the

extent to which abandonment is observed.

Information Dissemination Literature

An important question to understand the probable impact that a publication

can have on the practice of a procedure is how that information is disseminated

to doctors and practitioners. Is the issue of continued usage of an ineffective

procedure due to a lack of knowledge of the evidence itself, or are there other

incentives that create inertia in the medical field? Two initiatives that publish
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clinical guidelines in the hopes of decreasing low-value care help provide insight

on this subject. Launched in the U.S. in 2012, Choosing Wisely was started by

the American Board of Internal Medicine (ABIM) in order to decrease overused

and low value care by having medical specialty organizations create their own

top-5 lists of practices that are inappropriate or provide low value. The National

Institute for Health and Care Excellence (NICE) in the U.K. publishes recom-

mendations for effective uses of clinical practices based on periodic analyses of the

literature by a committee of experts.

Evaluations of the effectiveness of these two programs have focused on individ-

ual guidelines, with three exceptions. (Rosenberg et al., 2015) studied the effect of

Choosing Wisely recommendations on seven low value services. Using claims data

from Anthem-affiliated commercial health plans, they find that there is a decline

in two of the services, increases in two, and three seeing no change post-Choosing

Wisely. (Sheldon et al., 2004) examines how appraisals published by NICE im-

pacted the use of prescription drugs and procedures as a function of whether the

appraisals were positive or negative. They found some evidence of adherence,

concentrated mainly in prescription drugs, with little evidence of changes to pro-

cedure counts. In the third paper,(Dietrich, 2009) reported how the publication

of 14 negative NICE evaluations concerning 34 prescription drugs from 2000 to

2004 influenced the number of prescriptions issued in NHS ambulatory settings.

They find no evidence of change for 33 of the drugs. The other literature on these

two settings concerning individual recommendations find mixed evidence, with

some having quite a bite and others not. The literature suggests that information

dissemination has at best a mixed impact on decreasing utilization of low-value

care. However, it is important to note that these interventions are based on years

of medical evidence, possibly already integrated into the field before the guidelines
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are created. As a result, lack of information may not be a primary driver in the

continued practice of ineffective procedures.

This project contributes to the literature on doctor decision making in light of

negative experimental evidence by examining a new source of variation. As out-

lined above, there have, to my knowledge, only been case studies examining either

overall trends or heterogeneous effects within the publication of individual RCT’s.

I extend this analysis by looking at usage across 25 RCT’s to better understand

the role of information in abandonment more generally. I also exploit the varia-

tion in publication date to employ a new identification strategy in the literature

in the event-study and staggered difference-in-differences designs. These provide

empirical advantages over the individual procedure analysis by estimating the

counterfactual trajectory of usage without publication. The event-study design

in particular also estimates the dynamics of abandonment across procedures over

time and tests for the empirical validity of the design through pre-trend analysis.

Additionally, using the publication of the results of a RCT as my event allows

me to leverage an information shock in the medical literature that is likely unan-

ticipated, leading to a stronger impact than the informational interventions that

have been covered in the Choosing Wisely and NICE literature. This project adds

to the understanding of sources of wasteful medical spending by empirically ana-

lyzing the persistence of a rich set of procedures found to be ineffective. Studying

the response to the publication of these RCT’s within inpatient settings and how

this may differ across agents in the healthcare decision making process, such as

insurers and hospitals, helps motivate possible next steps for policy targeted at

decreasing a major source of medical waste. I then extend this analysis by investi-

gating the role bureaucratic frictions have in abandonment by comparing private

versus government insured patients, and the impact different organizational mod-
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els may have by comparing hospital ownership groups’ differential abandonment

post-publication.

1.3 Data

1.3.1 Randomized Control Trials

I have sourced the publication of RCT’s for procedures from two meta-analyses

by doctors Adam Cifu, Vinay Prasad and their coauthors. The first,(Prasad et al.,

2013), sought to identify articles in the NEJM from 2001 to 2010 whose findings

found a treatment to be ineffective or potentially harmful. They examined 2,044

original articles and isolated 1,344 which pertained to a medical practice. They

then identified whether these examined new or existing practices and separated

out the methodology of the papers into RCT, prospective controlled intervention,

observational, or case-controlled studies. These were then given four designations:

replacement, reversal, back to the drawing board, and reaffirmation, with each

article reviewed by two separate authors to confirm findings. The authors found

146 instances of ineffective care out of the 1,344 original articles they examined.

(Herrera-Perez et al., 2019) extends the work that ,(Prasad et al., 2013) did to

the Lancet and JAMA articles from 2001 to 2017, as well as the NEJM from 2011

to 2017. They repeated the same process as above and also searched the Cochrane

Library’s database of systematic reviews to see if they refuted the claims of the

studies they identified. After excluding 19 articles due to this, they found 396

articles revealing a medical practice to be ineffective out of 3,000 RCT-based

publications.

From this combined list I identified 83 articles pertaining to a surgery or pro-

cedure published between 2003 to 2017. Of these, four were excluded because they
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were based on observational studies, nine were not the first publication concern-

ing that procedure-diagnosis combination, 11 had procedures or diagnoses that

could not be identified or separated from their comparison group with the current

International Classification of Diseases-9/10-CM coding system (ICD-9/10), two

were based on timing of a procedure, and nine pertained to procedure-diagnosis

combinations that in my sample happened too infrequently to be able to identify

their impact3. Additionally, endovascular therapy for acute ischemic stroke was

found to be effective after publication of the two articles identified in,(Prasad et

al., 2013), so they were excluded. For the articles examining PCI and coronary

revascularization for stable coronary artery disease, the time series almost mapped

1-for-1 on the decline with drug-eluting stents for stable coronary artery disease.

Given that the drug-eluting stents case has been well identified in the literature,

I therefore replaced the three articles pertaining to PCI and coronary revascular-

ization for stable coronary artery disease with the identified event in the literature

for drug-eluting stents. I additionally excluded 19 papers published after 2015 in

order to allow for at least two years of post-publication data for each event. Table

A1 in the supplemental files shows the list of the 25 unique procedure-diagnosis

combinations used for my subsequent analysis.

After reading each of the the original papers, I cross-checked each of the 25

RCT’s considered in this study against the Cochrane Library’s Database of Sys-

tematic Reviews. The Cochrane Library is meant to summarize the current results

of medical research from clinical trials to better inform medical practices. At the

core of its work are systematic reviews and meta-analyses for medical practices

that assess the level of evidence on efficacy for a treatment arm. The reviews

are a well-regarded source in medicine for synthesizing clinical research and are
3Specifically, the procedure is excluded if the pre-publication max procedure-diagnosis count

by quarter was less than 100 patients.
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peer-reviewed. As a result, these provide strong evidence for the assessment of

current knowledge on an intervention and when available are a good source by

which to check the quality of the findings from each paper assessed.

If there existed a systematic review for the procedure and it found that there

was no evidence to currently support the usage of that procedure for the diagnosis

it was meant to treat, I classified it as a strong event. If a Cochrane review did

not exist, I reread the original paper and categorized their findings into several

categories from strongest to weakest. If the paper’s findings were that the proce-

dure was no better than a placebo, potentially harmful, or of no additional benefit

when added to medical or standard treatment I considered it a strong event, since

all three of these entail the procedure should not be currently practiced. In table

A1 in the appendix, for each event I include the Cochrane Review conclusion and

the conclusion of the original study as well as the control group comparison.

1.3.2 State Inpatient Discharges

Procedures, diagnosis, and procedure-for-diagnosis counts were sourced from

the Healthcare Utilization Project’s (H-CUP) State Inpatient Databases (SID)

from 2000 to 2015 in New York and from 2000 to 2017 in Arizona, California,

Florida, Maryland, New Jersey, and Washington. The SID contains the universe

of inpatient hospitalizations for community hospitals within each participating

state and contains patient information on which diagnoses and procedures they

had during their stay as well as demographic characteristics such as race, gender,

and age, and expected payer information. The combined population of these seven

states makes up about one third of the total U.S. population, providing a large

sample for the identification of national trends in usage (HCUP. 2000-2017).

An important caveat to the data is that they only include inpatient discharges.
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According to the Agency for Healthcare Quality and Research, as of 2014 a ma-

jority of surgeries are done in outpatient settings (47.3 versus 52.7%) (Steiner et

al., 2014). Therefore, any conclusions drawn from this analysis only pertain to

inpatient cases. However, there is reason to believe the effects would be muted in

outpatient settings due to differential physician financial incentives in physician-

owned outpatient centers. Another important note is that all states covered here

have large metropolitan centers. Thus, the representation of rural hospitals is

potentially smaller and these results do not necessarily translate to that setting.

1.3.3 AHA Annual Survey

In order to examine deadoption heterogeneity across hospital ownership and other

hospital characteristics, I link SID hospitals from every state in my sample ex-

cept California to hospital information from the American Hospital Association’s

(AHA) Annual survey of hospitals, a voluntary questionnaire that covers nearly

6,300 hospitals in the U.S. The response rate for the AHA annual survey is 80%,

making it a strong source for understanding hospital characteristics. From this, I

use information on hospital ownership group (non-profit or for-profit) and medical

school affiliation in order to better understand how information integration and

organizational structure may play a role in abandonment of a procedure.

1.3.4 Outcome Variable

The primary outcome is derived from the intersection of the procedure in ques-

tion and the diagnosis that the procedure was meant to treat in the original article.

I identify procedures and diagnoses using ICD-9/10 coding, sourced from insur-

ance coverage determinations, medical literature or government reports to ensure
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their accuracy4. Each patient in a given year and state can have multiple pro-

cedures and diagnoses during their inpatient stay. As a result, I define a patient

as receiving the procedure if they have gotten the procedure at any point before

discharge and similarly for the diagnosis. The raw outcome is therefore defined

as a patient who received the reverse procedure as well as had the matching diag-

nosis at any point before discharge. In light of this, the interaction is not a direct

1-to-1 diagnosis and procedure pairing, and therefore may label certain patients

who had the diagnosis, received the procedure, but did not get treated for the

given diagnosis with the procedure as part of that outcome. Along the same lines,

each state varies in the number of unique procedure and diagnoses they record for

a patient from year to year, potentially leading to an upward trend in identifia-

bility between states in later years as more unique procedure categories become

available.5

I aggregate procedure-diagnosis intersections for each article up to the dis-

charge quarter-state level. I then map annual population estimates for each state

from the Surveillance, Epidemiology, and End Results Program (SEER) and ag-

gregate them up to the quarter level and divide the sum of the procedure-diagnosis

combination by the total population for my sample of states for a given year. I

then convert these into a rate per million and take logs of the rate. This is to take

into account the fact that some procedures are done more frequently than others

and to reduce noise in the outcome variable.
4In the fourth quarter of 2015, the SID switched from ICD-9 to ICD-10. I used the General

Equivalency Mapping from the U.S. Department of Health and Human Services to best identify
which ICD-10 codes matched the ICD-9 sourced codes. Table A2 in the supplemental files lists
the ICD-9 codes for each diagnosis and procedure for each event as well as the original documents
the codes were sourced from.

5For procedures where the ICD-9 code was created from 2000-2015, pre-publication their
values were marked as missing until the code became commonly used.
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1.4 Identification Strategy

1.4.1 Event Study Design

I implement an event-study design around the first publication of an RCT showing

a procedure to be ineffective or potentially harmful for treating a given diagnosis.

I leverage the staggered timing of publication as well as the strict information

embargo in medical journals to treat each paper as an information shock to the

practice of that procedure. The event-study framework not only tests whether

there is deadoption of the procedure post-publication, but additionally maps out

the dynamics of abandonment. For policy, it is not only important to assess

the degree but the pace of uptake in order to potentially target frictions in the

dissemination of these results.

The underlying assumption in my design is that the timing of publication is

uncorrelated with other unobservable factors that vary over time and influence

the use of a treatment. The event-study framework directly tests if there are

differential trends of abandonment before publication, to account for pre-trends.

Additionally, given the nature of the information embargo, it is important to assess

if article releases are unanticipated. The event-study design allows direct tests of

the pre-trend that reveal if physicians were discontinuing usage of a procedure

before publication.

The following specification is used in the event-study design:

Ymt =
+T∑︂

e=−T,̸=−1
βe i[Dt − Pmt = e]mt+

γa i[Dt − Pmt > T ]mt + γb i[[Dt − Pmt < −T ]mt+

λm + θt + ϵmt

26



The outcome Ymt is the log of the reversed procedure for diagnosis rate per

million people for event m in discharge quarter t. βe represents the impact of

being e quarters away from publication and is the effect of interest. For all periods

further out than two or four years I include one catch-all coefficient, γa for after two

or four years and γb for the before period. I also include procedure for respective

diagnosis fixed effects λm to account for inherent unobservable differences across

procedure and diagnosis combinations, and time fixed effects θt to account for

possible global shocks to the inpatient setting. Because SID data is available

from 2000-2017, I cut off the publication dates Pmt after December 2015. This

generates a balanced panel for two years pre- and post-publication as defined by

the indicator variables i[Dt − Pmt = e]mt. As I consider years further out in event

time, the panel is no longer balanced, losing 20% after four years. Thus, I run

two different time horizons for the event study, one with T = 8 quarters before

and after publication and one with T = 16 quarters. The former is the most

well defined specification with full balance, and the latter allowed me to trace out

possible later dynamics of discontinuation to see if the effects seen in the first two

years persist. Because of the modest number of events in my sample, my standard

errors face a small cluster problem. Thus, if I were to use the standard clustering

procedure it could lead to an underestimation of the bias from serial correlation

within each procedure-diagnosis combination. To account for this, I calculate

standard errors using a block bootstrap design at the procedure-diagnosis level.

I complement the event study with a staggered difference-in-differences design

around publication. I exploit the differential timing of articles to estimate the im-

pact of publication on the usage of procedures. Most of the literature has focused

on individual publication analyses making deriving a causal estimate challenging

because there is not a good sense of the counterfactual trajectory for the individ-
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ual procedure. This makes the estimates they derive sensitive to global shocks

or procedure-specific shocks in the post period. Both the difference-in-differences

design and the event-study estimate the treatment relative to a counterfactual

trajectory, and therefore are stronger strategies to causally estimate the impact

of publication.

The specification for the difference-in-differences design is as follows:

Ymt = β0 + β2yWithin Two years Postmt + βpostOver Two years Postmt + λm + θt + ϵmt

β2y measures the impact of article release on usage for the first two years after

publication and βpost captures the effect over all the subsequent years after pub-

lication. I split the traditional post coefficient into two different time periods to

map more closely with the two time horizons used in the event-study. I include

quarter fixed-effects and procedure-diagnosis fixed effects in this specification as

well.

I evaluate the impact of publication for all 25 events first and repeat the pro-

cess for the subset of 15 events with strong conclusions. To explore sources of

heterogeneity, the original procedure-diagnosis interaction is multiplied by indica-

tor variables that identify whether the patient is paying with government-covered

insurance or private insurance, as well as whether the hospital where the patient

is staying is for-profit, not-for-profit and/or affiliated with a medical school6.
6Other sources of heterogeneity such as uninsured patients, government-run hospitals,

Medicare-certified institutions and metropolitan vs. rural hospitals have been examined, but
were not particularly informative due to the lack of representation in the overall inpatient dis-
charge sample.

28



1.5 Results

1.5.1 Overall Impact

Figure 1.1 captures the impact of publication of the RCT’s on usage of pro-

cedures over the first two years before and after publication. When focusing on

the pre-trend, within the first two years it is flat and centered around zero, giving

credence to the idea that this information was not known before an article’s re-

lease. This is further reinforced by the timing of abandonment post-publication,

with the second quarter after beginning the statistically significant decline rela-

tive to pre-publication in the usage of reversed procedures. This trend flattens

slightly after the first year but starts to grow again halfway through the second

year, reaching a 10% decrease. When considering the four-year window before

and after publication in Figure 1.2, the pre-trend is still relatively flat, the effect

grows to between 20 and 30% after four years, and is statistically significant. The

curve itself is fairly linear, suggesting a slow, steady deadoption over time rather

than rapid uptake among some doctors. The abandonment of procedures is far

from full even four years after publication, being bounded by 40%. The process

is also slow, consistent with a large amount of inertia in changing behaviors for

physicians after the release of negative evidence.

In Figures 1.3 and 1.4, I turn my attention to the subset of stronger events as

discussed in the data section. The pre-trend in Figure 1.3 is not quite centered

at 0, but is not statistically significant over the two years before publication, and

when including all four years it exhibits no trend. The decline is similar post-

publication when compared to Figures 1.1 and 1.2, although more pronounced

and of greater statistical significance, reaching 20% after the first two years and

30-40% four years after publication. The estimates are less precise, as is to be
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expected given the sample has been cut down significantly. Therefore, figures

1.3 and 1.4 that even in the RCT’s with the most definitive evidence, medical

practices are slow to change.

In addition to the pre-trend staying flat, the event-study estimates are stable

with the inclusion of both fixed effects of procedure-diagnosis combinations, as

well as when adding quarterly timed fixed effects, as seen in figures 1.5 and 1.6.

All event-study coefficients across the two figures map remarkably close to the raw

coefficients, even with the full specification implemented. Thus, when combined

with a flat pre-trend in figures 1.1 through 1.4, it is likely that the event-study

design is picking up the true causal path of the impact of publication on abandon-

ment of a reversed procedure rather than other information shocks, global health

shocks, or differences between procedure-diagnosis combinations.

When examining other possible outcomes, the impact of publication is essen-

tially the same or more muted. Figures 1.7 and 1.8 show the effect of publication

on three different possible alternative outcomes. Panel a covers only the impact

of publication on procedures, rather than the intersection between procedure and

diagnosis. It could be the case that article release has some spillover to other

uses of a procedure and therefore looking at only the intersection may understate

the true impact of publication. However, the effect size is much smaller than the

overall effect seen in figure 1.2 and 1.4, reaching only about 10% after four years

in the case of all events and 15-20% in the case of those events with the strongest

evidence. This gives further credibility to the outcome of interest being the most

targeted version of the outcome possible.

Panel b in both figures looks at the diagnosis rate per million of the diag-

nosis that the procedure was meant to treat. Given that some alternatives in

these articles are medical or non-invasive therapies, it may be the case that the
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publishing of the article decreases likelihood of appearing in an inpatient setting

overall, decreasing diagnoses because people do not appear in the sample anymore.

Looking at panel b in both figures, there is a slight decline post publication in

all events and strong cases, but nothing that shows a clear pattern of people not

being admitted for a diagnosis in response to publication.

The preferred outcome for this analysis has been, as outlined in the data

section, the total patients who have received both the diagnosis and reversed

procedure, normalized by population. One other possible metric is the percentage

of each diagnosis that was treated with the reversed procedure. This normalizes

the pool of recipients across procedures potentially more accurately, since who is

eligible for a procedure is more likely to be captured by the overall diagnosis rate

rather than population rates. However, as discussed in the previous paragraph,

there is a possibility that likelihood of entering the sample under a given diagnosis

may decrease as a result of publication, impacting not only the numerator of this

measure but also the denominator, leading to an upward bias on the true impact

of publication. When analyzing panel c of figures 1.7 and 1.8, the impact does in

fact reach slightly smaller magnitudes relative to pre-publication means as what

is captured in the main outcome of interest. The pre-trend still remains flat,

furthering the idea that the true timing of the event is the release of the article

itself. Furthermore, the overall impact after four years is about three percentage

points and six percentage points for all events and strong events respectively.

Relative to the mean value for the two years before publication (17.05% for all

events, 21.02 for strong events), this translates to around a 17% and 28% decrease

post-publication, which is slightly smaller than what is observed for the main

specification. This consistency across both metrics further strengthens that the

impact and magnitude estimated captures the true causal path of abandonment,
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rather than operating as an artifact of outcome choice.

One possible reason for inertia in discontinuing use of a treatment is a need

for the creation of a more robust evidence base before being fully convinced.

While it is evident that there is partial abandonment post-publication, it could

be the case that doctors do not want to react fully until the evidence base grows

more substantially against a current practice. This level of evidence saturation is

partially captured by focusing on events with greater medical consensus around

them, as seen in the strong evidence sub-set. Additionally, figures 1.9 and 1.10

examine the impact of not just the first publication but a later publication time

within this time frame 7. If evidence saturation were the reason for this inertia,

using the publication date for later results would likely then result in a greater

decline post-publication than the initial article. However, it is evident across these

two figures that if anything the response is more muted, with a post-trend much

flatter than what is observed in figures 1.2 and 1.4. This evidence combined with

the reaction to strong events suggests that it is unlikely that the primary driver

of inertia seen in the original specification is entirely due to a need for reaching

an evidence saturation point in the literature.

The RCT’s examined here show inefficacy or harm of a procedure using strong

experimental evidence and published in highly regarded journals. As is evident

from the lack of pre-trends and consistency in results across several metrics,

the findings of these trials are not widely known beforehand. However, post-

publication we see modest declines of 10-20% two years out and 30-40% four years

out. The process to abandonment is slow and even four years later procedures

that have no evidence to support their use are still common practice.
7Several procedure-diagnosis combinations have additional articles in the sample showing

negative results. This analysis converted event time for those to the second publication rather
than the first article release
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1.5.2 Insurance Coverage

An important agent involved in the decision to assign a treatment plan is the

insurer. Given that they decide what is covered, insurance agencies have direct

incentives to limit what they are willing to pay for. Thus, we may expect that

insurance companies would respond most strongly to negative evidence. The main

mechanism by which this is done is through coverage determinations. The deter-

mination process, however, can be subject to outside pressure from patients and

other interests groups, potentially limiting the tool’s ability to restrict coverage.

This friction is likely more prominent in public insurance carriers such as Medi-

care and Medicaid, where the determination process is often longer and allows for

public input. For example, a national coverage determination in Medicare has to

be done through a process that lasts a year. These determinations are also fairly

rare and can be appealed in their final phase by the public. However, private

insurers may also be reluctant to abandon a procedure if patients and doctors no

longer adopt their plan as a result of the insurer’s coverage determination.

To shed light on this, Figures 1.11 and 12 present event-study estimates of the

impact of publication on use of a reversed procedure for overall and strong events,

respectively, by insurance status. The coefficients for government-insured and pri-

vately insured patients are overlaid on the overall impact captured in Figures 1.2

and 1.4. It can be seen that across insurance status the effects are virtually iden-

tical in magnitude and pattern over four years, with the size of the decline being

slightly more pronounced for private insurers. This is true in both Figures 1.11

and 1.12, suggesting that stronger evidence is not being deferentially considered

across insurance carrier and that frictions in the coverage determination process

do not primarily drive the lack of adherence to evidence observed in Figures 1.2

and 1.4.
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1.5.3 Hospital Ownership

Hospitals play a central role in the integration of evidence to practice. They

can create programs meant to educate physicians, systems that automate guide-

lines for procedure practice, and generate greater oversight to ensure that the

proper treatment is being done. On the other hand, hospitals can specialize in

procedures or surgeries as well, making the cost to abandonment hard to absorb

from a reputation and revenue perspective. Hospital ownership presents different

mission statements for the role of financial incentives in clinical decision making

as well as different levels of integration with medical research. For-profit hospitals

are investor owned and as a result respond most directly to profit-maximizing

incentives. Non-profit hospitals receive a federal tax exemption on the condition

that they use any profits earned for community benefit. This mutes the profit

incentives more than for-profit hospitals, and, additionally, one major category

of community benefit is investment in healthcare research, providing incentives

for non-profit healthcare centers to perform and integrate with current research.

Similarly, medical school-affiliated hospitals are meant to train physicians, and as

such should have the easiest access to current research on efficacy of practices,

often conducting research themselves. Therefore, we might expect the largest

abandonment to be among medical schools and then non-profit hospitals where

there is greater connection to clinical research and weaker financial incentives to

maintain ineffective care.

Figures 1.13 and 1.14 show the abandonment pattern of procedures in response

to publication by hospital ownership and medical school affiliation overlaid on the

overall impact. Non-profit and medical-school affiliated hospitals follow similar

deadoption patterns to the overall effect. However, the trend post-publication is

flatter and not statistically significant for medical schools, reaching only 20% after
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four years from publication versus 30-40% for non-profit hospitals. This holds in

the case of stronger events as well, as evidenced by Figure 1.14. Medical-school

affiliated hospitals seem to be slower to abandon a procedure, despite the expec-

tation that they would be more greatly integrated with current medical evidence.

The hospital ownership group that most starkly deviates from the overall aban-

donment path seen in Figures 1.2 and 1.4 is for-profit hospitals. Across both strong

and overall RCT’s, the event study is virtually flat, although noisily measured,

suggesting that stronger financial disincentives may play a role in abandonment.

Non-profit hospitals have the largest response. None of these three exhibit paths

that suggest larger effects than what was seen in Figures 1.2 and 1.4, implying that

across these hospital types procedures are still common practice after publication.

1.5.4 Difference-in-Difference Estimates

Tables 1.1 and 1.2 represent the difference-in-differences equivalent of the event

study for all events and those with stronger findings, respectively. The event-study

trend we see translates to a 5.8% decrease in overall procedures relative to the

pre-period within the first two years after article release and 19.3% for all years

after, as seen in Table 1.1. When we compare across all events (Table 1.1) and

those with definitive findings (Table 1.2), the effect sizes are of similar magnitude.

However, the two-year window exhibits a smaller impact for more definitive find-

ings (3.7% versus 5.8% ) across each column relative to Table 1.1, and a larger

impact further out (26.9 versus 19.3% decline), although the estimates are more

noisily measured. All coefficients across these two tables are consistent in magni-

tude to what is shown in the event-study figures, but few of the coefficients are

statistically significant. This is likely due to the different excluded category across

the two models. The difference-in-differences model uses the whole pre-period as
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the counterfactual comparison whereas only the quarter before publication is the

reference in the event-study design. Consequently, although the effect is statisti-

cally significant and meaningfully larger in the event-study, including the whole

pre-period, where some procedures may be getting adopted or have different pre-

period lengths, the effect is of similar magnitude to the average of the event

dummies and not statistically significant.

When comparing the heterogeneity analysis between the two models, in Tables

1.1 and 1.2 private and publicly insured procedures decline at a similar rate post-

publication, just as in the event-study figures. Focusing on columns 4 to 6 in

both tables, the greatest abandonment among hospitals occurs within non-profit

hospitals, and for-profit hospitals show coefficients that are if anything positive

within the first two years post-publication. The effects are also more muted for

medical school affiliated hospitals relative to non-profit hospitals, consistent with

the event-study analysis. This seems particularly true in the case of events with

stronger findings, where the coefficient goes from negative (-5.5%) for the first two

years in Table 1.1 to slightly postie in Table 1.2 (1.6%). However, the estimates

are fairly noisy and all within one standard deviation of each other. All coefficient

sizes do not suggest substantially larger abandonment in one group relative to the

overall effect size, shown in column 1 in both tables, no matter the strength of

the findings, consistent with the conclusions drawn from the event-study figures.

1.6 Conclusion

The U.S. has a healthcare spending problem that is exacerbated by the contin-

ued use of unnecessary practices. The acceptance of procedures that are ineffective

increases the financial burden of healthcare for patients and exposes them to fur-

ther harm without the usual benefit of care. Each of the medical RCT’s considered
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in this paper shows inefficacy or harm of the procedures in question relative to

a previously thought-to-be obsolete procedure, a less invasive treatment, when

added on to standard treatment, or relative to no treatment. Despite this, even

in the RCT’s with the strongest conclusions, the procedures sustain much longer

than the evidence supports they should, and the process to deimplement them is

slow. Additionally, there is no strong pattern of differential abandonment across

hospital ownership or insurance status, suggesting the need for greater translation

of research to practice across medicine. Future work can attempt to shed light on

why these procedures continue to be used, whether the results generalize to out-

patient settings, the role physician characteristics may play in the abandonment

of procedures, and how this may differ in the prescription drug context.

Much of the focus in the popular press, medical editorials, and in work done

by Dr. Prasad and Dr. Cifu has been on the role of physician bias and incentives

in the continued practice of ineffective procedures. Hospitals and doctors face the

highest financial and reputation cost from abandonment of a procedure. Surgeons

often make a career specializing in a given procedure, making deadoption difficult

professionally. Furthermore, doctors have their own experiences that may confirm

their biases, such as patients who became healthy after procedures they performed,

even if that response was unrelated to the procedure. There is also a subjective

measure of skill in a surgeon that further amplifies this heuristic. Physicians can

view themselves as more skillful than the surgeons in the trial, therefore justifying

that the results do not generalize to them.

This study highlights the lack of federal infrastructure for assessing procedures

and translating this information into practice. Unlike devices and drugs, the

FDA does not regulate procedures. Rather, these are passed on through teaching

institutes and other doctors before there is strong clinical evidence of their usage,
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often allowing them to become entrenched in medical practice. The burden of

information dissemination and implementation is then left up to local hospitals

and physicians, creating room for significant heterogeneity in adherence.

Insurance providers are important decision makers in whether to cover treat-

ment. As seen in the heterogeneity section, it does not seem that insurance carrier

is a main driver of implementation, with a majority of procedures still sustaining

across insurance carriers to a similar magnitude. This is puzzling considering that

insurers foot the bill for the cost of the procedures in most cases in my sample,

with uninsured patients only accounting for 3% of the overall procedure-diagnosis

pairs.

One reason might be that determinations are not trivial to pass and enforce.

For example, in Medicare the protocol for instituting a national coverage deter-

mination can be multi-year and subject to public input. Furthermore, national

determinations are not common, only covering a few of the procedures involved

in this study. Even where they are done, there is no evidence of these insurance

determinations impacting the usage of a procedure ( Howard et al., 2017).8 En-

forcement of coverage determination policies requires detailed clinical information

that is not necessarily in claims files, giving physicians significant discretion in

determining coverage. Furthermore, the restriction of coverage is often subject

to strong public opposition, making it possibly politically infeasible to pursue

(Garber, 2008).

Further research can examine how federal regulation may play a role in aban-

donment of a treatment by focusing on ineffective care in the case of prescription
8As (Howard et al., 2017) points out, insurance claims may not report whether a surgery

is the primary method to treat a condition or a secondary treatment. This gets around some
of the conditions of non-coverage and potentially allows the continued propagation of these
procedures. This is further evidenced by (Foote et al., 2008), which examined eight different
procedures subject to Medicare local coverage determinations and only found a 13% decline for
one of the procedures.
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drugs, where the FDA has stronger oversight. Likewise, additional research is

needed studying the role of financial incentives and physician characteristics on

differential abandonment. This can be achieved by comparing inpatient settings

to the practice of ineffective procedures in outpatient settings where financial

incentives are stronger.
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Figure 1.1 Event-Study: Impact of Publication of on Reversed Procedures (All-
Events 2 Year Window)

55



Figure 1.2 Event-Study: Impact of Publication of on Reversed Procedures (All-
Events 4-Year Window)
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Figure 1.3 Event-Study: Impact of Publication of on Reversed Procedures
(Strong Evidence 2 Year Window)
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Figure 1.4 Event-Study: Impact of Publication of on Reversed Procedures
(Strong Evidence 4 Year Window)
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Figure 1.5 Event-Study: Robustness to Controls (All Events)
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Figure 1.6 Event-Study: Robustness to Controls (Strong Evidence)
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Figure 1.7 Robustness Tests: Impact of Publication on Other Outcomes (All
Events)
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Figure 1.8 Robustness Tests: Impact of Publication on Other Outcomes
(Stronger Evidence)
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Figure 1.9 Robustness Test: Impact of 2nd Publication on Reversed Procedures
(All Events)
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Figure 1.10 Robustness Test: Impact of 2nd Publication on Reversed Procedures
(Strong Evidence)

64



Figure 1.11 Event-Study: Heterogeneity by Insurance Provider (All Events)
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Figure 1.12 Event-Study: Heterogeneity by Insurance Provider (Strong Evi-
dence)
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Figure 1.13 Event-Study: Heterogeneity by Hospital Ownership (All Events)
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Figure 1.14 Event-Study: Heterogeneity by Hospital Ownership (Strong Evi-
dence)
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Chapter 2

The Effect of Point-of-Sale Law

Enforcement Efforts on Underage

Drinking: Evidence from Minor

Decoy Citations

2.1 Introduction

According to the U.S. National Institute of Health, people between the ages of

12 to 20 account for 11% of all the alcohol consumed domestically. Additionally,

this age group makes up 90% of all binge drinking nationally. This dangerous

amount and pattern of consumption has both short and long term consequences,

from hurting brain development to increasing the risk of injury and risky behavior,

resulting in over 188,000 alcohol-related emergency room visits for people under

21 (NIAAA, 2022).Thus, underage drinking has become a major public health

concern in the U.S.
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Policies targeting curbing underage alcohol consumption are often oriented

towards making its procurement more difficult for consumers. Minimum legal

drinking age restrictions (MLDA), stricter identification laws, and zero-tolerance

alcohol driving penalties have all been implemented to make it more difficult for

an individual to purchase alcohol if they are not of age. While there is a rich

literature tackling these laws, relatively little has been studied about the efficacy

of programs that target alcohol furnishers. Targeting the supply of underage

alcohol sellers may decrease consumption through a minor’s ability to purchase

from a previously selling establishment. However, people under 21 may substitute

to another supply channel, such as parental access or from peers, potentially

mitigating any measurable impact these interventions would have on drinking.

This makes the impact of these policies ambiguous. Thus, this paper estimates

the impact of minor decoy citations, a policy focused on the point-of-sale, on

alcohol-related crime in order to better understand how a reduction of one channel

of supply works to curb illicit behavior directly related to alcohol.

Minor decoy operations implemented by local law enforcement agencies consist

of sending a minor to attempt to purchase alcohol from a liquor licensed establish-

ment. If the minor is able to successfully purchase alcohol, the establishment is hit

with heavy penalties that include fines in the thousands, multi-week suspensions,

and even the revoking of licenses. This paper takes advantage of the fact that these

fines are large and therefore likely to be a strong deterrent to alcohol furnishing

as well as spatial variation in citations across California to examine the impact of

an establishment in a jurisdiction getting cited on the local crime rate for 18 to 20

year olds, 21 to 24 year olds, and all adults over the age of 18 separately. Minor

Decoy citation events are sourced from the universe of successful liquor license

citations in California through California’s Alcohol Beverage Control (ABC) from
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2000 to 2006 and the near universe of arrests for California from the California

Department of Justice’s Monthly Arrest and Citation Registry (MACR). I use an

event study design around the day of citation within a 14 day window before and

after to capture the immediate impact of said supply shock and implicitly test

through pre-period trend analysis if any decline estimated in arrests is directly

tied to the citation itself.Furthermore, I separately consider several categories of

alcohol-related and alcohol-adjacent crimes as well as look for spillovers across

illicit drug, violent, and property crimes. I compliment this analysis with a stag-

gered difference-in-differences estimation strategy to get the average impact of a

minor decoy on underage arrests the first month after the citation occurred.

I find evidence that alcohol-related crimes greatly increase the day of citation

across all three groups, and seem to persistently increase for a week after for 18

to 20 year olds. This is primarily driven by liquor law violations,likely capturing

a monitoring effect in local jurisdictions. Having law enforcement present in these

establishments increases the likelihood of discovery of other violations. The per-

sistence for minors within the first week also suggests that minor decoy citations

are part of a greater initiative to crack down on minor underage alcohol access,

focusing on enforcing laws such as false identification violations. When studying

other alcohol-related and alcohol adjacent outcomes, I find no evidence of a de-

crease in arrests across jurisdictions as a result of a potential decrease in underage

alcohol supply. This may be due to the nature of the treatment itself, as outlined

in the conclusion, rather than evidence of no impact.

This paper adds to the literature on underage alcohol enforcement efforts by

systematically studying the impact of minor decoy laws. Most of the literature on

underage alcohol policy has studied laws targeting underage consumers, such as

MLDA laws (Carpenter and Dobkin, 2009a; 2009b; 2015; 2017; Crost and Guer-
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rero, 2012), and other ID restriction laws(Bellou and Bhatt, 2013, Yoruk, 2014;

2018; Zheng, 2018). These papers generally find that minimum legal drinking age

is effective in curbing crime, mortality, and morbidity among underage people.

The efficacy of ID orientation laws is mixed, with (Zheng, 2018) finding no evi-

dence of a decline as a result of the policy intervention and (Yoruk, 2014; 2018)

finding a decline in average days of drinking. The literature examining supply

interventions is relatively more scarce and has followed mostly pre-post analyses

of local community coalitions that are not uniform policies, but rather tailored

to specific communities (Lewis et al, 1996; Wagenaar et al 1999; 2000a; 2000b;).

These papers have found some evidence of reduction in alcohol consumption as a

result of the intervention, but are mixed to the size of effect and whether the im-

pact is statistically significant. This paper takes advantage of spatial variation in

citations across jurisdictions to examine the impact of a similar policy on a larger

scale, furthering to our understanding of the efficacy of penalty-based underage

alcohol policies. The paper is organized as follows: section 2 covers the minor

decoy program policy instituted by the California ABC; section 3 provides an

overview of the data and outcomes used to measure alcohol-related crime; section

4 details the empirical strategy; section 5 describes results; and section 6 discusses

why the minor decoy policy resulted in no significant reduction in underage crime.

2.2 Background: Minor Decoy Program

The minor decoy program has been a large component of ABC’s strategy to

combat underage alcohol behavior, with the organization issuing grants to local

law enforcement agencies of $10.7 million in funding toward projects related to and

including Minor Decoy operations, as well as $2.1 million specifically for Minor

Decoy initiatives between 2000 and 2006. It has been used in California since 1987
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and from 2002 to 2007 an average of 4,000 to 6,000 establishments were visited

by a minor decoy operation (CA ABC, 2007).

In a minor decoy program, local law enforcement or ABC agents send in a

person under 20 years of age in order to purchase alcohol from a liquor licensed

establishment. If the licensee is caught selling they receive three penalties of

varying degrees of severity depending on whether this instance was their first,

second, or third offense within three years. For the first offense licensees pay

a fine from $750 - $3000 and potentially face up to 15 days of liquor license

suspension. Their second infraction institutes a mandatory 25 day suspension

of an establishment’s license and license holders get their license revoked for the

third instance. For places where alcohol is a major source of revenue this can lead

to a strong financial blow to their profits, making the penalty of being caught

quite harsh.

It’s important to note that the stated goals of the program are to reduce alcohol

consumption and access of minors, not to target license holders specifically. Critics

of the program have painted these as "sting operations" meant to trick a license

holder to sell alcohol to a minor. This view was prominent enough that the decoy

program was assessed by California’s Supreme Court on the grounds of whether

it was considered entrapment in 1994. In light of this, there has been regulation

put in place to ensure that the decoys participating are in no way meant to trick

establishments into assuming they are of age. Under California Law, they must

be under 20 years old, they can’t lie about their age, they must present their

correct ID if asked for it, and must display an appearance which could generally

be expected of a person under 21 years old. For example, they are not able to wear

college apparel or have facial hair. Additionally, jurisdictions announce in a local

paper the time-frame when they are planning to start performing minor decoy

76



visits. This is issued with the hope that it will restrict alcohol supply without the

need to penalize license holders.

The percentage of license holders who received a violation decreased over

time,with a 29.4 % hit-rate of all cited establishments in 1994 that has dropped

steadily to less that 16 % by the end of the 2006-2007 fiscal year. In parallel,

the number of citation visits has increased from 4,262 in 2002 to between 6,000

and 8,000 from 2004-2007. As such this program seems to deter license holders

from at minimum being detected by law enforcement agencies. Therefore un-

derstanding how this translates to the curbing of alcohol consumption itself and

downstream outcomes such as crime is key toward understanding the true efficacy

of this program in regards to its primary goals.

2.3 Data

2.3.1 California Alcohol Beverage Control Citations

Minor Decoy citations are sourced from California’s ABC Citation registry,

consisting of the universe of all liquor license citations from 1996 to 2006 in the

state. Included in this information is the name of the establishment cited, the date

the successful citation was issued, and the police department or jurisdiction under

which the citation was issued. It’s important to note that some of these citations

are not only done by local police departments, but by ABC officers themselves.

In these instances, jurisdictions were marked by the location of the premises that

were targeted by citation, since the treatment is a reduction of supply of underage

alcohol for the surrounding area.

I collapsed individual citations to the citation date/jurisdiction level to account

for cases where multiple stores in the same jurisdiction were hit on the same
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day. For the purpose of events, I treated the first citation within a 7 day period

in the same jurisdiction as the start of any minor decoy program, since it is

unlikely that events within the same week and area can be considered separate

treatments. Rather, these probably make up a larger scale effort towards curbing

underage alcohol furnishing. Given the potential network effects and likely inter-

connectivity of local stores, I did not differentiate by number of successful citations

within a 7 day period. Local store owners likely know when another store is

cited within their own district, therefore adding an information shock component

to a successful citation that may have spillover effects to other stores within a

jurisdiction.

2.3.2 Arrest Records

Arrest rates are constructed using arrest data from the California’s department

of Justice’s Monthly Arrest and Citation registry from 1996 to 2006. The MACR

consists of the near universe of all arrests for both misdemeanor and felony charges

in the state during this time period. Of direct importance, we also have for each

arrest the date of birth of the perpetrator, date of arrest and arresting organization

jurisdiction code. This allows us to map one to one between MACR and minor

decoy citations date/locations.

For each arrest observe the level of crime and code for arrest category. A

breakdown of each arrest code is available upon request. In the main analysis, I

distinguish between alcohol-related arrests, alcohol-adjacent arrest, and summary

crimes for illicit drugs (such as use and sale), property crimes (such as theft), and

violent crimes (such as assault). Alcohol related crimes include liquor law viola-

tions(LLV)1, public intoxication, vagrancy, driving under the influence (DUI), and
1These include sale to minors as well as minor possession
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disorderly conduct. Alcohol-adjacent crimes include county ordinances (typically

include public urination, open container laws), traffic violations, hit-and-run’s,

vandalism, and weapons possession. Once these are identified, they are collapsed

to the daily level by jurisdiction for each of the three age groups examined, and

then converted into arrest rates per 10,000 people (2).

2.4 Identification Strategy

As the main identification strategy for this paper, I implemented an event study

around the first citation within a seven-day span. I leverage spatial variation in

the number and frequency of citations in order to map out the path of arrests

in response to a supply shock from the suspension or penalty of a liquor license

holder as a result of said citation. The staggered event study approach estimates

the impact of the citation relative to a counterfactual jurisdiction with no ci-

tation, creating a more plausible causal estimate than a pure pre-post analysis.

Furthermore, the advantage of the event-study design over a standard difference-

in-differences estimate is its ability to not only determine the average impact

post-citation, but also the trajectory pre and post. This is particularly important

in this case because Minor Decoy programs often release newspaper warnings in

local press prior to implementation. Given one major channel by which citations

may curb underage alcohol is through spread of information, it is important to

empirically test whether the true event is the citation itself or any warning prior.

Having a sufficient enough pre-period that covers this allows the event-study de-

sign implicitly tests for this. Furthermore, it also important to understand not

only the average impact post-citation but how persistent any change in arrests is
2Population estimates by age at the jurisdiction level from California’s 2000 Census(U.S.

Census Bureau, 2002)
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across the time period in question. Breaking up the post-period into multiple time

periods allows an estimation of not only the overall impact but also the trend,

which is of direct interest for policy analysis. The main specification is as follows:

Arrestsjt =
14∑︂

e=−14,̸=−1
βei[Dt − Cjt = e]jt +

βprei[−30 ≤ Dt − Cjt < −14]jt +

βposti[14 < Dt − Cjt ≤ 30]jt +

λj + θt + ϵjt

The outcome Arrestsjt captures arrests rates per 10,000 people for each arrest

category mentioned in the data section for individuals 18-20 years old, 21 to

24 years old, and 18 and older, respectively. If the arrest impact is operating

through the channel of underage alcohol, the group that is most affected are those

underage, making the 18 to 20 year olds the most likely group to be impacted

by the mechanism of interest. In contrast, 21 to 24 year olds present a natural

placebo group considering that the age range covered is similar, but individuals

within it are not directly under the minimum legal drinking age and therefore

the supply effects of the citations would unlikely have a strong spillover effect to

them. Lastly, I examine everyone over 18 to see whether the impact of a decline

in underage alcohol consumption translates to a measurable decline in arrest for

all adults.

The main effect of interest is captured by the βe coefficients, which represent

being e number of days away from a citation in jurisdiction j in time t. The

excluded period is the day immediately before citation. Given the fact that each

jurisdiction receives treatment multiple times from 2000 to 2006, treating the

entire pre period or post period as after or before an individual citation runs the
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risk of contamination of coefficients from other previous minor decoy programs.

Given this constraint, I defined the event window as one month before and one

month after citation. Two months gives enough time to capture the general trend

of arrests over this period, important for identifying any pre-period effects, as

well as capturing how transitory the impact of supply is in the post period over

this window. I break up this event window into indicator variables for each day

14 days before and after citation, since the causal claim of the impact of these

events on arrests is stronger the closer to the citation date the estimation is. I

then allow for a catch all impact of being greater than two weeks before or after

citation within the month, whose effect is captured by βpre and βpost. I include

jurisdiction fixed effects to account for general arrest rate levels and non-time

varying differences between jurisdictions as well as day fixed effects to account

for any California global shocks that might bias my estimates. I cluster standard

errors at the jurisdiction level to account for possible intra-serial correlation that

might cause an underestimation of the true standard errors.

I further compliment this analysis with a staggered difference-in-differences

design to get an estimate of the average impact of minor decoy citations within

the first 30 days post citation. The specification is as follows:

Arrestsjt = β0 + β1 i[0 ≤ Dt − Pjt ≤ 30]jt + λj + θt + ηjt

The main effect is captured by β1, which measures the impact of being within

the first month after a minor decoy citation on jurisdiction level arrest rates. This

model also includes fixed effects at the jurisdiction and time level, as captured by

λj and θt, and standard errors are clustered at the jurisdiction level.

The sample of jurisdictions only includes ones who received at least one minor
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decoy citation from 2000 to 2006. Additionally, I exclude any big cities such as

Los Angeles, San Francisco and San Jose, since crime rates there are not repre-

sentative of the average jurisdiction within the state. The primary assumption

within this model is that, conditional on having received at least one citation be-

tween 2000 and 2006, timing of successful citations are uncorrelated with other

unobservable time varying factors that could bias our estimates. By conditioning

on having received a minor decoy operation, the counterfactual control groups are

more plausibly similar in their need for the program. Additionally, by zooming

in on the immediate impact within the first two weeks to a month, it becomes

more reasonable to assume any change seen in the post period in highly targeted

outcomes is likely due to that event. Lastly, by including 21 to 24 year olds

as placebo, we have a comparable counterfactual that would likely pick up any

time varying differences that are unrelated to underage access but correlated with

arrests and timing of citation.

2.5 Results

2.5.1 Primary Results: Alcohol Related Crimes

Figure 2.1 presents] the event-study estimates of the impact of minor decoy

citations on all alcohol-related arrests split between the three age groups of inter-

est. Across all three it is evident that pre-citation trends are flat and centered at

0, adding validity to the idea that true event is the day of citation, rather than

any earlier announcements. In contrast to what one would expect, 18 to 20 years

see a large increase in arrests Starting in the day the citation occurred, reaching

0.4 arrests per 10,000 underage individuals and steadily declining back down to

0 within a week. This constitutes an increase of about 40% relative to the mean.
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This increased arrest rate is also present in the 21-24 year old and all adults, but

only on the day of citation.

If the primary channel by which the citations impacted arrests was a reduction

of supply of underage alcohol to minors, it should result in a decline post-citation.

However, if anything the event-study illustrates an increase across age groups.

This is in line with an increased overall law enforcement presence due to citations,

particularly in the case of the of-age groups. Minor decoy citations bring officers

into a jurisdiction and setting where underage alcohol supply is present, increasing

the likelihood that any other alcohol violations will be discovered as well. The

persistence of arrest increase for underage individuals within the first week post-

citation also highlights that minor decoy citations may not just be a standalone

program, but part of a greater police force initiative to target underage drinking.

This increase in alcohol-related crimes is driven primarily by liquor law vio-

lations increasing the day of and week after citations. As figure 2.2 highlights,

the impact of citations on liquor law violations follows the same trend across age

groups seen in figure 2.1, although less pronounced in the week after citation in

the case of 18 to 20 year olds. The transitory nature of the impact across 21 to

24 year olds and all adults is particularly stark in panels b and c, where there

is a large pronounced increase the day of, but virtually flat trends pre and post

citation day.

This pattern does not persist across any of the other alcohol-related arrest

sub-categories, as captured in figures 2.3 to 2.7. illustrate. Each event study for

underage groups and of-age groups is noisy, with no distinct pattern that could

be tied to the day of citation, and is virtually flat when looked at the arrest rate

for all adults within the jurisdiction, highlighting that the primary driver behind

the increases seen in overall arrests related to alcohol is liquor law violations.
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These violations include sale to minors, fake id laws, underage drinking, and

furnishing of alcohol to minors. Given the concentration of these events so strongly

among this category, it’s likely that the arrests are occurring at the liquor license

holding premises themselves, rather than throughout the whole jurisdiction. The

persistence throughout the week for minors may also be capturing the impact of

other establishments that were targeted by a minor decoy program in the following

days, or ones where there was presence of an officer but the citation itself was not

successful.

2.5.2 Difference-in-Differences Estimates

The difference-in-difference estimates follow a similar pattern to what is shown

in the event-study figures. Tables 2.1 to 2.3 show how the minor population is

impacted by citations within the first 30 days after a citation occurs. Looking

at Table 2.1, we see no statistically significant impacts on alcohol-related arrests.

Interestingly, the coefficient corresponding to the impact on liquor law violations

is the only effect that is positive, although most of the coefficients are close to

zero. Given that most other categories are negative, this is suggestive of a potential

supply side decrease resulting in less crime among underage people, but the impact

is not large enough to be detectable. This is further enforced by the first column

of table 2.3, which shows that there is a negative, but not statistically significant

impact on overall alcohol-related arrests. When focusing in on table 2.2 that

covers alcohol-adjacent crimes, the signs are less consistently negative and all not

statistically significant, reiterating that there is no detectable impact of minor

decoy citations on crime through a reduction of underage alcohol supply. There

is also no detectable spillover or pattern across other crime categories, as seen in

columns 2 to 4 in table 2.3.
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When focusing on the other two age groups, 21 to 24 year olds and all adults

over 18, the difference-in-difference estimate corroborates clearly the analysis

found in the event study. In both columns 1 in tables 2.4 and 2.7 there is a

statistically significant impact of citation on liquor law violations. For 21 to 24

year olds arrests increase in jurisdictions where a minor decoy citation occurred by

0.015 arrests per 10,000 people, about a 50 % increase relative to the mean. When

focusing on all adults, the impact is 0.0083 arrests per 10,000 people, which is also

corresponds to an over 33 % increase. Furthering this narrative, there is virtually

no measurable impact on any other outcomes across each of the six tables for these

two groups. For alcohol-related arrests, besides liquor law violations, there is a

marginally statistically significant decrease in vagrancy arrests for 21 to 24 year

olds. However, considering the lack of statistical significance seen in any of the

other arrest categories, this is like a spuriously statistically significant coefficient

rather than a truly measured impact of citations on vagrancy.

As seen in tables 2.5 and 2.6, there are no statistically significant impacts

on the 21 to 24 year old groups in alcohol-adjacent crimes or when looking at

summary crime categories. This pattern holds when looking at the impact for all

adults as well. Additionally, in separate analysis that is available upon request,

each sub-category of illicit drugs, property crime, and violent crimes has been

examined and there has been no meaningful decrease or increases measured in

jurisdictions post-minor decoy citations across each of the three age groups in

question. For 21 to 24 year olds this is not surprising considering they act as

placebo tests for the channel of interest. For the underage population, this is in line

with the results seen in those arrests most related to alcohol. Given the primary

mechanism by which this policy operates is by decreasing supply of alcohol to those

under 21, it would be unlikely to see an impact other types of arrests without also
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seeing a measurable effect in arrests directly tied to alcohol consumption.

2.6 Conclusion

Through the event-study and difference-in-differences analysis, it is clear that

arrests rates for liquor law violations increase as a result of minor decoy citations.

In the event-study design there is a clear increase the day of citation across all

age groups that dissipates almost immediately for adults and people of age. This

translates to a statistically significant increase of 0.0153 arrests per 10,000 21 to

24 year olds and 0.0083 arrests per 10,000 adults within a jurisdiction the first

month after a citation. The increase estimated is likely due to police presence

within establishments that are successfully cited. Law enforcement entering the

vicinity of a licensed establishment increased the likelihood of detection of not

just selling to minors but other liquor law violations as well.

When examining whether a decrease in underage supply of alcohol had a mea-

surable impact on alcohol consumption for minors and therefore crime as a result,

there is no clear sign of reduction. Each event-study for alcohol-related crimes

of underage people is noisily measured and shows no clean pattern of reduction

within the first month of citation. Furthermore, when there is no statistically

significant estimates post-citation for minors in the difference-in-differences de-

sign, although all alcohol-related arrests and sub-categories show a decline post-

citation. These findings may be due to the size of the treatment rather than the

inefficacy of the treatment itself. In order to find a detectable effect of citation

for each sub-category of arrest, the reduction in each category relative to its mean

would have to range from 4 to 15 %. However, as illustrated by Figure 2.7, for the

majority of jurisdictions hit by a minor decoy citation, less than 1% of all liquor

license holders are hit with a citation. Furthermore, according to the National
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Survey of Drug Use and Health, 11.1% of 18-20 year old alcohol users get their

alcohol from a liquor-licensed establishment(SAMSHA, 2019). This bounds the

first stage impact of citation on underage alcohol supply between 0.11%(If every

licensed establishment sold alcohol to minors) to 11.1% (if the one cited was the

only source of underage alcohol within a jurisdiction) , unlikely large enough to

translate into a reduction in crime that can be observable.

Furthermore, there are also compounding factors that may muddy the esti-

mate. The first, clearly seen in liquor law violations, is a monitoring effect that

might increase the likelihood of police observing a crime compared to a counter-

factual where there was not a successful citation. This increase would attenuate

any impact a reduction of supply may have as result. Secondly, the potential

spillovers to other stores may result in a larger or smaller shock to supply de-

pending on the reaction of store owners. Underage alcohol furnishers may hear

from local networks and information channels of a fellow store in their jurisdiction

being hit and as a result also could cut back their sales to minors, causing the

supply to decrease further than within one store and therefore likely leading to a

greater decrease in crime. On the other hand, these suppliers may be competitors

for underage alcohol demand, resulting in a substitution away from one store that

was hit into another supplier, mitigating any supply effects.

Further research is needed to evaluate the cost-effectiveness of minor decoy

operations as a result of the information above. There is no discernible impact

of citation on underage alcohol-related arrests that would result from a reduc-

tion in alcohol access. This is likely due to the scope of the treatment itself,

and therefore minor decoy operations may simply be operating through a channel

that has only a small possible impact on alcohol access for minors. Understand-

ing how this balances with the costs of operations is paramount to helping local
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jurisdictions more effectively curb underage drinking in their area and its nega-

tive consequences. Additionally, focusing on other metrics related to alcohol may

reveal downstream outcomes besides crime by which a reduction in supply may

operate. Studying morbidity and mortality as a result of citation could be a more

targeted outcome, particularly considering the binge-drinking nature of underage

alcohol consumption.
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(1) (2) (3) (4)
Alcohol Illicit Drugs Violent Property

Post Citation -0.0068 0.0106 -0.0024 0.0111
(0.023) (0.021) (0.009) (0.016)

Jur FE’s: X X X X
Time FE’s: X X X X
Jur’s: 365 365 365 365
Obs: 933305 933305 933305 933305
Mean: 1.064 1.128 0.676 1.107

Note: Standard errors are clustered at jurisdiction level. Each arrest category
is measured as crime rate per 10,000 18 to 20 year olds. Regressions are also
weighted by the 18-20 year old population of a jurisdiction. The symbols *, **,
and *** represent statistical significance at 10, 5, and 1 percent respectively.

Table 2.3: D-in-D: Impact of Minor Decoy Cits. on 18-20 year old Summary
Arrests
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(1) (2) (3) (4)
Alcohol Illicit Drugs Violent Property

Post Citation 0.0052 -0.0132 0.0008 -0.0073
(0.019) (0.019) (0.009) (0.011)

Jur FE’s: X X X X
Time FE’s: X X X X
Jur’s: 365 365 365 365
Obs: 933305 933305 933305 933305
Mean: 1.240 1.131 0.781 0.774

Note: Standard errors are clustered at jurisdiction level. Each arrest category
is measured as crime rate per 10,000 21 to 24 year olds. Regressions are
also weighted by the 21 to 24 year old population of a jurisdiction. The
symbols *, **, and *** represent statistical significance at 10, 5, and 1 percent
respectively.

Table 2.6: D-in-D: Impact of Minor Decoy Cits. on 21-24 year old Summary
Arrests
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(1) (2) (3) (4)
Alcohol Illicit Drugs Violent Propert

Post Citation 0.0006 -0.0058 0.0026 0.0005
(0.008) (0.008) (0.003) (0.004)

Jur FE’s: X X X X
Time FE’s: X X X X
Jur’s: 365 365 365 365
Obs: 933305 933305 933305 933305
Mean: 0.556 0.534 0.387 0.298

Note: Standard errors are clustered at jurisdiction level. Each arrest category
is measured as crime rate per 10,000 over 18 year olds. Regressions are also
weighted by the over 18 year old population of a jurisdiction. The symbols *,
**, and *** represent statistical significance at 10, 5, and 1 percent respec-
tively.

Table 2.9: D-in-D: Impact of Minor Decoy Cits. on Summary Category Arrests
for People over 18 years old
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Chapter 3

The Effect of Federal Policy on

For-Profit Higher Education:

Evidence From National Elections

3.1 Introduction

The for-profit sector plays a significant role in higher education through for-profit

colleges and private student loan companies. As of 2016, for-profit colleges en-

rolled 1.4 million students and private lenders serviced the majority of student

loans (U.S. DOE, 2017a). Policies introduced over the last three decades by the

executive and legislative branches of government have significantly altered the

role and oversight of these industries. Concerns that for-profit colleges saddle

students with high levels of debt and poor employment prospects have prompted

policy proposals to address recruiting practices, online classes, accreditation, debt

and earnings of graduates, reliance on military aid, and borrower protections.

Enacted policies typically carry the threat of losing eligibility for federal student
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grant and loan aid, which accounts for more than 70 percent of revenue among for-

profit colleges (U.S. DOE, 2017b). Likewise, the role of private loan companies has

been fundamentally altered by the introduction of federal direct student loans, the

elimination of federally guaranteed private loans, and legal action against servicers

that provide fraudulent advice. Despite this active policy environment, there is

limited direct empirical evidence about how these policies affect the profitabil-

ity and viability of for-profit colleges and private student loan companies. This

paper examines changes in the stock prices of publicly traded companies in the

days immediately following the last four presidential and midterm congressional

elections to shed light on several important questions.1 Specifically, we examine:

1) the sign and magnitude of the stock price responses of for-profit colleges and

student loan companies for each national election since 2004; 2) differences in the

responses to the party controlling the executive and legislative branches; and 3)

the distribution of effects for companies that are more or less exposed to federal

policy. The abnormal returns after elections are compared to those generated by

policy announcements and other major events.

Identification in this paper exploits three important factors. First, support for

policies affecting for-profit colleges and private student lenders is largely divided

on party lines. Democratic administrations and congresses have introduced the

majority of rules and regulations concerning performance standards, recruiting

practices, and dependence on federal revenue for colleges. Likewise, they have

consistently pushed for increases in grant aid, direct federal loans, and oversight

of private loan companies. Second, a number for-profit college and student loan
1While there was limited media attention given to postsecondary education stocks in prior

elections, the 2016 election was followed by significant coverage. The effect on for-profit college
stocks was noted by, for example, Barron’s, CNN, Forbes, Fortune, and the Wall Street Journal.
A New York Times piece discussed several policy factors that could be driving investor response
(Dynarski, 2016). Likewise, the impact on private student loan companies was noted by Barron’s,
Time, and the Washington Post.
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companies are publicly traded, making it possible to estimate responses using

stock prices. Fourteen publicly traded companies account for approximately half

of for-profit college enrollment during the period of interest, and three publicly

traded student loan companies currently service half of all student loans.2 Stock

prices provide a measure of performance that captures expected future profitability

and makes it possible to estimate the immediate effect of an election or other event.

Observing immediate responses to shocks is crucial due to the large number of

other factors that can affect stock prices over time and because there is no natural

control group for publicly traded for-profit colleges or student loan companies.3

Third, national election results represent a sudden and well-quantified shock. The

timing of the shock is known and win probabilities are documented through online

betting markets in the days leading up to the elections. This is in contrast to,

for example, the announcements of rules and regulations that may be anticipated

or known to the market or to insiders, and thus could be reflected in stock prices

prior to the date of record.4

The analysis reveals several interesting results. Among for-profit colleges, the

average change in stock prices is similar to that of the market as a whole after
2These statistics are based on data from the National Center for Education Statistics Inte-

grated Postsecondary Education Data System and the quarterly reports published by private
student loan companies (U.S. DOE, 2016; Navient, 2018; Nelnet, 2018; and Sallie Mae, 2018).
The number of publicly traded for-profit college companies, the enrollment of the colleges and
universities that they own, and the volume of student loans serviced by publicly traded com-
panies vary over time, especially in response to the sales and acquisitions of new companies
and institutions. For example, Apollo Education Group, which owns the University of Phoenix,
went private in 2016, while the publicly traded lending company Nelnet acquired Great Lakes
Higher Education Corporation, one of the largest student loan servicing companies, in 2017.

3The challenge of identifying a suitable control group for for-profit colleges is evident from
the fact that their daily price fluctuations do not strongly covary with those of other consumer
services or education stocks. Finding a suitable comparison index for student loan companies is
somewhat less problematic, as their stock price changes have a stronger relationship with those
of banks and other finance stocks.

4Binder (1985) found little effect of regulatory announcements on stock prices and noted that
it is “extremely difficult to find announcements in the regulatory process that are unanticipated
by the market,” thus limiting the usefulness of stock returns for studying the effects of regulation
when “the dates that market expectations change are not known exactly.”
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the 2004 and 2008 presidential elections, while the Democratic win in 2012 and

the Republican win in 2016 generated significant negative and positive abnormal

returns, respectively. The magnitudes of the changes in stock prices exceeds the

volatility adjusted responses of the U.S. market, the consumer services sector, and

other education companies. After adjusting for win probabilities, the effect of hav-

ing one party win the executive branch rather than the other generated five-day

cumulative abnormal returns among for-profit colleges of about 30 percent after

both the 2012 and 2016 elections. There is not, however, evidence of meaningful

responses to changes in the balance of power in Congress during midterm elec-

tions despite several unanticipated changes in the majority party. This suggests a

limited role for the legislative branch relative to the executive branch for shaping

policies relevant to the viability of for-profit colleges.

We find little evidence of changes in stock prices in the days immediately fol-

lowing the announcement of the proposed gainful employment rule in June 2010.

There is also no response in the days following the publishing of the final rule in

October 2010, but there is a large positive return when a revised version of the pol-

icy is released in June of 2011. These inconsistent results highlight the potentially

important role of market anticipation and the challenges it poses for interpreting

responses to formal announcements as a valid measure of policy importance. Es-

timating the response to the initial policy announcement is further complicated

by the the release of a Government Accountability Office (GAO) report on for-

profit college recruiting fraud seven days later, and the release of student debt

repayment data by the Department of Education (DOE) fifteen days later. Each

of these events generated large and immediate negative abnormal returns.5 Het-

erogeneity analysis indicates that abnormal returns are highly correlated with the
5Thus, while changes in stock prices in the days immediately following the gainful employment

announcement may be interpreted as stemming from the policy, changes observed in subsequent
weeks will reflect these additional information shocks.
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debt-to-earnings ratios of the colleges owned by a publicly traded company, as well

as the fraction of students receiving financial aid from the military – two measures

of policy exposure. However, nearly all post-secondary education companies ex-

perienced abnormal returns exceeding market averages in the last two elections,

after the GAO report, and after the debt repayment data release, indicating con-

cerns with the viability of the industry, rather than just those companies that

appear most exposed to federal laws and regulations.

Republican presidential wins in 2004 and 2016 resulted in clear and immediate

20 percent positive abnormal returns for private student loan companies relative

to other finance companies after adjusting for win probabilities. In contrast, the

closely contested Democratic win in 2012 generated little or no abnormal return

despite a Republican candidate who favored a greater role for private lenders. The

modest effect in 2012 may have been a result of the mediating effects of a Repub-

lican controlled House of Representatives, whereas the Republicans controlled the

executive branch and both chambers of the legislative branch in 2004 and 2016.

An examination of midterm elections supports the hypothesis that the legislative

branch plays an important role, as a narrow Democratic victory in the House and

Senate in 2006 was followed by a 6 percent negative abnormal return one day after

the election. The response of publicly traded student loan stocks to both presiden-

tial and congressional elections indicate that a policy environment that favors an

expanded role for federal direct loans substantially decreases the value of private

loan companies. This explanation is supported by an examination of the release

of the 2010 proposed federal budget. The budget proposed eliminating federally

guaranteed private loans in favor of direct loans, and resulted in an immediate

40 percent stock price decline. In contrast, we find no evidence of abnormal re-

turns after the introduction of borrower defense rules or the announcement of a
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lawsuit by the Consumer Federal Protection Bureau alleging fraud by one of the

three lending companies. These results suggest that the viability of this sector

may be most strongly tied to Republican support for reducing the role of direct

federal student loans, rather than the stricter regulatory environment. Consistent

with this, we find large election responses for each of the private student loan

companies, not just those under the most regulatory scrutiny.

This paper provides systematic evidence of the importance of federal policies

for the value of for-profit colleges and private student loan companies. The analysis

reveals that: 1) the value of both for-profit colleges and student loan companies is

strongly tied to the federal policy environment; 2) for-profit colleges have become

more responsive to the party in control of the executive branch, indicating the

importance of recent regulations, while private lenders have been consistently re-

sponsive to both executive and legislative control; 3) nearly all for-profit education

company stocks respond to major shocks, indicating that investors believe that a

significant fraction of players in the market are unlikely to meet the standards set

out by federal policy. The sensitivity of for-profit colleges to national elections

adds market-based evidence to the broader literature examining the quality of for-

profit colleges and their effect on earnings and debt (Lang and Weinstein, 2013;

Cellini and Chaudhary, 2014; Darolia, Koedel, Martorell, Wilson, and Perez-Arce,

2015; Denice, 2015; Cellini and Darolia, 2015; Cellini and Turner, 2016; Deming,

Yuchtman, Abulafi, Goldin, and Katz, 2016; Goodell, 2016; Armona, Chakrabarti,

and Lovenheim, 2017). The paper also contributes to studies examining the fac-

tors affecting the growth and viability of the for-profit postsecondary education

sector (Cellini, 2010; Chung, 2012; Deming, Goldin, and Katz, 2012; Gilpina,

Saunders, and Stoddard, 2015; Goodman and Henriques, 2015; Eaton, Howell,

and Yannelis, 2018). The role of elections on for-profit postsecondary education
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companies adds to the literature that examines the stock price implications of

national elections and political parties (Wolfers and Zitzewitz, 2016; Born, Myers,

and Clark, 2017; Kundu, 2018; Wagner, Zeckhauser, and Ziegler, 2018).

The paper proceeds as follows. Section 2 provides an overview of the for-profit,

publicly traded education sector and the role of partisan politics in shaping regu-

lation. Section 3 discusses how for-profit campuses are linked to their stocks and

summarizes the national election winners and probabilities. Section 4 introduces

the empirical design and challenges to interpretation. Sections 5 and 6 present

evidence on the effects of presidential and congressional elections, and other major

events, on for-profit colleges and student loan companies. Section 7 concludes.

3.2 Background

Enrollment in private for-profit institutions grew from 0.7 million students in 2000

to 2.4 million students in 2010, accounting for 40 percent of private postsecondary

enrollment at its peak. The growth of the sector is likely to have stemmed from

various factors, including the early adoption of fully online programs and the

use of advertising and recruiting practices targeted to non-traditional students

(Gilpina et al., 2015; Deming, Lovenheim, and Patterson, 2018). However, by

2016, enrollment had fallen to 1.4 million, a decline that may have stemmed from

economic conditions, the greater availability of information about student debt

and labor market outcomes, negative media coverage, increased oversight of re-

cruiting practices, and expanded offerings from public and non-profit institutions.

Research has found that attending for-profit colleges is generally associated with

modest benefits when measured using outcomes such as interview call back rates

and earnings (Lang and Weinstein, 2013; Cellini and Chaudhary, 2014; Darolia et

al., 2015; Denice, 2015; Cellini and Turner, 2016; Deming et al., 2016; Armona et
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al., 2017). Further, they generally charge higher tuition than their public college

and university counterparts, resulting in greater debt accumulation and default

rates (Cellini, 2012; Deming et al., 2012; Cellini and Darolia, 2015; Armona et

al., 2017).

In the political realm, both the legislative and executive branches have played

a significant role in shaping rules and regulations affecting for-profit colleges. In

the early decades of for-profit institutions, Republican politicians often opposed

the use of tax dollars to support students attending for-profit colleges (Rothman,

1988). Over the course of the 1990s, however, the current status quo of Re-

publican support and Democratic opposition to for-profit colleges took shape. A

Democratic Congress passed the Higher Education Amendments of 1992, which

restricted commission-based recruiting practices by colleges and limited the share

of an institution’s students who could attend class online to 50 percent while main-

taining eligibility for federal student aid (US Congress, 1992).6 In contrast, the

Republican majority in Congress in 1998 increased the fraction of college revenue

that could come from federal sources from 85 to 90 percent (U.S. Congress, 1998).

In 2002, the Deputy Secretary of Education in a Republican administration sent

a widely reported memo stating that the department would not pursue colleges

that compensated recruiters on a commission basis, thus undermining the 1992

law. Further, in 2005, a Republican administration proposed eliminating the 50

percent rule regarding online education, and this was introduced into law by a

Republican controlled Congress in 2006 (Dillon, 2006).

The political division over for-profit colleges has continued over the last 10
6Specifically, with respect to recruiting, the law states that colleges “will not provide any

commission, bonus, or other incentive payment based directly or indirectly on success in securing
enrollments or financial aid.” With respect to online education, the law states that a college
“shall not be considered to meet the definition of an institution of higher education” if it “offers
more than 50 percent of such institution’s courses by correspondence” or if it “enrolls 50 percent
or more of its students in correspondence courses.”
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years. A Democratic administration introduced the gainful employment rule in

2010 that restricts access to federal student aid for college programs whose gradu-

ates have low loan repayment rates or high debt-to-earnings ratios. Shortly after

the announcement of the proposed gainful employment rule, the GAO released

a report detailing widespread recruiting fraud among for-profit colleges, and the

DOE released data on the debt repayment rates of college programs (U.S. GAO,

2010). Democratic legislators have introduced bills, unsuccessfully, to restore the

85 percent federal revenue maximum and have proposed including military aid

(GI Bill and Department of Defense Tuition Assistance) in the total.7 In June

of 2016, the DOE chose not to renew recognition of the Accrediting Council for

Independent Colleges and Schools (ACICS), which accredited many for-profit col-

leges. Most recently, in August of 2018, the DOE under a Republican president

announced a proposal to rescind the gainful employment rule (U.S. DOE, 2018).

This regulatory history reveals that: a) there is a clear division between the Re-

publican and Democratic parties in terms of their support for policies that are

likely to affect for-profit colleges; and b) the executive and legislative branches

have both played a role in shaping policies that may affect the potential viability

of the for-profit college industry.

The role of private student loan companies has varied significantly over time

in response to federal rules and regulations. Currently, publicly traded student

lenders service approximately one-half of all outstanding student loan debt and

include the largest issuer of private student loans. Similar to for-profit colleges,

there is a clear division between parties with respect to policies affecting this in-
7Specifically, a Democratic senators released a commissioned study detailing the pursuit of

veterans by for-profit colleges in 2012, and introduced a bill that would close the loophole that
treats military aid as non-federal for the purposes of the 90-10 calculation (U.S. Senate, 2012).
Additionally, Barack Obama proposed closing the military aid loophole in his 2016 budget
(Zillman, 2015).
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dustry. Most notably, Republican politicians favor reducing the role of the federal

government in the student loan market and expanding the role of private compa-

nies, while Democratic politicians favor an expanded role for direct federal loans.

A Democratic administration introduced direct federal loans in 1994 that would

compete with the privately issued federally guaranteed loans. The College Cost

Reduction and Access Act of 2007 (CCRAA), which was introduced and passed

by a Democratic Congress, increased Pell Grant levels, reduced and fixed the in-

terest rates of private federally guaranteed loans, and reduced annual repayment

minimums for these loans. Also in 2007, the Democratic Attorney General of

New York announced an investigation into corruption in the private student loan

market, including the publicly traded companies Sallie Mae and Nelnet.

Perhaps the most dramatic policy change occurred in 2010, when a Democratic

administration and Congress eliminated federally guaranteed private student loans

altogether in favor of direct federal loans, eliminating one of the primary compo-

nents of the private student lending business. Thus, currently, the role of private

loan companies is to service federal loans and to issue private loans. Under the

same administration, the Consumer Financial Protection Bureau has investigated

and sued private lenders for providing advice to students that increases company

profits but is not in the best interests of the borrower (CFPB, 2017). In the sum-

mer of 2016, the DOE introduced a rule providing loan forgiveness for borrowers

who attended (primarily for-profit) colleges that committed recruiting fraud. This

history reveals that: a) there has been a sharp partisan divide about the role of

private lenders for the past three decades; and b) both branches have played an

active role in shaping relevant policies.
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3.3 Data

The empirical analysis is based on three data sources. First, publicly traded for-

profit college companies are identified and linked to the college and university

campus brands they own and the branch campuses of each of these brands. Sec-

ond, for-profit college and student loan companies, as well as all companies in

potential control indices, are linked to their daily closing stock prices. Finally, we

document the results and predicted win probabilities for each presidential elec-

tion, the majority party and win margins for each congressional election, and the

dates of major policy announcements and other notable events relating to for-

profit postsecondary education. This section details several of the key steps in

this process.

We begin by constructing the list of for-profit postsecondary education com-

panies that are publicly traded as shown in Table 3.1. In some cases, for-profit

college companies operate a single university brand, while in others they operate

several for-profits colleges and universities with different names.8 Each for-profit

college or university brand is then linked to all branch campuses for which data

is submitted to the National Center for Education Statistics Integrated Postsec-

ondary Education Data System (NCES IPEDS). In total, this process reveals 14

publicly traded companies that own 40 college brands that range from small bricks

and mortar institutions to regional networks of branch campuses and national on-

line programs. During the peak of for-profit college attendance, these companies

accounted for nearly 600 branch campuses and 50 percent of reported for-profit

enrollment. Relative to other for-profit postsecondary institutions reporting data
8Table 3.1 lists the college brand with the highest enrollment for each publicly traded com-

pany. A complete list of college brands owned by each company is presented Appendix Table
3.8. Laureate Education is not included because it became publicly traded in 2017, after each
event presented in this study.
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to the NCES, campuses owned by publicly traded companies have, on average,

larger enrollments, are more likely to be degree rather than certificate granting,

and have slightly lower fractions of black and Hispanic students. Publicly traded

for-profit colleges received approximately 76 percent of their revenue from non-

military federal grants and loans in 2014 and 2015, which is slightly higher than

the total for all reporting for-profit campuses.

There are three publicly traded companies whose primary business is issuing

or servicing student loans: Sallie Mae, Navient, and Nelnet. Sallie Mae was a

government sponsored private enterprise that issued and serviced federally guar-

anteed student loans for three decades. It gradually transitioned to being a private

company between 1997 and 2004, and created Navient as a separate company in

2014. While a large number of major banks issue private student loans, these

loans represent a small fraction of their overall revenue and thus shocks to this

market are unlikely to be clearly reflected in their stock prices. The publicly

traded student loan companies Nelnet and Navient service 700 billion dollars in

loans, or approximately half of all outstanding student loan debt, while Sallie Mae

is now the largest originator of private student loans.9

The closing stock prices of each company are measured at the end of each

trading day. The majority of the companies are traded on the Nasdaq, so this is

used as the market of interest for estimating abnormal returns. However, attention

is restricted to U.S. companies on this exchange since we are interested in the

effect of U.S. elections on U.S.-based postsecondary education companies. The

closing stock prices are adjusted to account for stock splits and dividend payouts.

Treatment of the day of the election is of particular importance. National elections

are held on the first Tuesday after November 1st. Thus, the closing price on
9Note that the average market capitalization for Sallie Mae presented in Table 3.1 includes

the period prior to the branching off of Navient, so the current market capitalization is much
smaller.
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Monday should reflect expectations about the election rather than realized results.

While the closing prices on Tuesday could reflect election results (if exit polls or

other information is known to investors), we do not observe such anticipation, and

therefore use the closing price on Tuesday as the pre-shock baseline price.

Presidential election years included in the analysis are 2004, 2008, 2012, and

2016, while midterm congressional elections occur in each intervening even year.10

Appendix Tables 3.9 and 3.10 present presidential results and probabilities and

congressional election margins. The relevant shock of an election stems from the

probability of the realized results. That is, an election result that is highly ex-

pected is likely to have already been capitalized into stock prices, so the response

may be small, while an unexpected result may generate a much larger effect.

Therefore, translating the stock price response into a comparable measure across

elections requires an estimate of the probability of each event. Thus, in addition

to presidential election results, we consider the probability of the realized elec-

tion result in the days leading up to the election using betting markets including

Betfair, PredictIt, and Intrade. For congressional elections, historical data on win

probabilities is of lower quality and is complicated by the presence of multiple

chambers. Thus, we aid interpretation by documenting whether each chamber

experienced a change in the majority party and the margin of the win.

3.4 Empirical Strategy

The analysis examines the abnormal returns of student loan and for-profit college

stocks in the days immediately following national elections. We present daily ab-

normal returns for the days before and after the election or event, as well as the
10We start the analysis with the 2004 election due to the fact that the 2000 presidential

election generated an unclear shock, with a contested recount in Florida, and because there was
only one publicly traded student loan company prior to 2004.
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cumulative change relative to the time of the event. Focusing on short-run changes

is possible due to the fact that markets appear, in practice, to quickly incorporate

information shocks in a way that is consistent with the efficient market hypothesis.

This is important due to the fact that, in the longer run, postsecondary educa-

tion stocks may be affected by earnings reports, policy announcements, product

announcements, mergers and acquisitions, and various other factors. That is, the

longer the time horizon that is being considered, the greater is the concern that

the observed price changes are not being driven by the shock of interest. Further,

there is no natural control group or subgroup of colleges and loan companies that

is unaffected by national elections, regulatory announcements, and other industry-

specific factors. Thus, the most credible estimates of the effects of elections and

other events are measured in the short run, while longer-run estimates require

much stronger assumptions.

3.4.1 Abnormal Returns

A rich finance literature examines methods of using stock market returns to es-

timate the effects of presidential elections, regulatory announcements, and other

events, as well as the challenges of considering longer-run returns (Schwert, 1981;

Huang, 1985; Campbell, Lo, and MacKinley, 1997; Santa-Clara and Valkanov,

2003; Snowberg, Wolfers, and Zitzewitz, 2007). The Trump election of 2016

spawned a particularly large literature examining various market outcomes (Wolfers

and Zitzewitz, 2016; Born et al., 2017; Fan, Talavera, and Tran, 2018; Kundu,

2018; Wagner et al., 2018). In the context of for-profit colleges, Eaton et al. (2018)

estimate cumulative abnormal returns in the 60 days after the announcement of

the gainful employment rule and attribute a 40 percent reduction to this policy.

The abnormal return of a stock is the change in price relative to a comparison
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index after accounting for differences in volatility. If a stock is more volatile

than its comparison index, then it would spuriously appear that the stock had

experienced an excess return in response to an event. Thus scaling the returns of

the index by a measure of the volatility of each stock of interest, beta, captures

the abnormal return. We estimate this measure, βEd, for each student loan and

for-profit college stock based on two years of daily returns prior to the election or

event of interest, thus allowing the volatility of a company relative to the index

to vary over time.11 A value of beta exceeding one indicates that the education

stock of interest is more volatile than the index, while a value of less than one

indicates that it is less volatile. The abnormal daily return (DAR) can then be

computed by adjusting the daily return of the index to reflect the volatility of the

specific stock in question: DAREd
t = rEd

t − β̂
Ed

rInd
t .12

The daily abnormal return is presented for student loan and for-profit college

companies in the five days before and after each election or announcement. Stock

prices will fully capitalize well-publicized shocks in the short-run under the semi-

strong and strong forms of the efficient market hypothesis.13 Estimates based on

longer response windows are more likely to be biased by unobserved factors, as

well as overlapping treatments. For example, the announcement of the gainful

employment rule was followed by the widely publicized GAO report and DOE

debt data release within a three week period, thus making it highly problematic
11The estimates are not sensitive to the number of trading days prior to the event used to

estimate beta. This is due to the fact that the results in the short run are driven by changes in
the stocks of interest and not by large fluctuations in the broader market, sector, or industry.

12The estimates are nearly identical when also adjusted for fixed differences in the daily return
αEd between the stock of interest and the index (the constant term from the regression of stock
daily returns on index daily returns), as this constant is generally close to 0. Further, the
estimates are very similar when βEd is computed using the Fama-French three factor model
that takes into account the differential returns of larger and smaller companies, measured using
total market capitalization (Fama and French, 1993).

13The immediate capitalization of shocks into stock prices is observed in several presidential
elections and after earning reports. That is, in cases where we know the timing of the shock,
the evidence is consistent with stock prices adjusting rapidly to new information.
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to interpret longer-run stock price changes as stemming from the policy. The

cumulative return is the sum of the daily returns after the day of the election,

announcement, or event. The resulting estimates reveal the additional return of

postsecondary education stocks relative to the index of interest after accounting

for differences in volatility. The standard errors are cluster at the stock and day

levels to reflect the potential for significant variation in the distribution of stock

returns after major events such as presidential elections.14

The index used to estimate the abnormal return essentially plays the role of

the control group. For both student loan companies and for-profit colleges, the

abnormal returns and estimates are computed using three different indices. First,

we use the Nasdaq as the baseline comparison index due to the fact that the ma-

jority of the stocks of interest are listed on that index. Because we are interested

only in domestic student loan and for-profit colleges and their response to na-

tional elections, we exclude non-U.S. based companies. A concern with using the

market index to estimate abnormal returns is that these companies may belong

to sectors and industries that are sensitive to other policies associated with po-

litical parties. Thus, as a second approach, we compute the abnormal returns at

the sector level by comparing student loan companies to other finance stocks and

for-profit colleges to other domestic consumer services companies. This exercise

isolates the additional effect of an election or event beyond its impact on the sector

as a whole. Finally, we compute the abnormal return of student loan companies

relative to publicly traded banks, and for-profit colleges to other companies oper-

ating in the education sector, including those that produce educational software,
14An alternative method for conducting statistical inference is to empirically construct the

distribution of returns for portfolios of the relevant size for each day. Comparing the returns of
the for-profit college and student loan company stock portfolios to these empirically estimated
distributions reveals statistical significance similar to that generated by the standard asymptotic
approach.
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publishing and services, and training services. However, abnormal returns rela-

tive to any of these three comparison indices are only likely to be credible in the

short run. This is evident empirically, as no subset of stocks appears to provide

a close counterfactual for the stocks returns of for-profit college and student loan

companies.15

3.4.2 National Elections

The magnitude of the stock price response will depend on the extent to which

the event, whether it be an election, policy announcement, or data release, is

unexpected. That is, the estimated abnormal return should be scaled by the

probability of an event in order for it to be easily interpreted and comparable

across events. The probabilities associated with presidential elections are captured

by betting markets as detailed in Appendix Table 3.9. Online markets reveal

that, for example, the winners of the 2004, 2012, and 2018 elections had win

probabilities ranging from 54 to 58 percent, 70 to 76 percent, and 21 to 22 percent,

respectively. We note that in 2008, the election was not close, with online markets

putting the probability of a Democratic win at 92 to 94 percent, limiting the

usefulness of the shock.16 The full effect of having the winning party in power

rather than the alternative can be computed as the daily abnormal return divided

by one minus the win probability, DAREd
t /(1 − WinProb), and likewise for the

cumulative abnormal return. The extent to which a policy announcement or other

event is anticipated by the market, and the day when such anticipation occurs, is
15This relationship is examined by regressing the daily price changes for student loan com-

panies against other sector and industry stocks for all dates not included in the analysis, and
similarly for for-profit colleges. The exercise reveals that for-profit college stock price changes
are not strongly correlated with any sector or industry, while student loan stock price changes
are only slightly more strongly correlated with banks and financial stock price changes.

16The 2008 election also occurred during a period of high volatility (which is evident graphi-
cally in the analysis) in the market due to the subprime mortgage crisis and Great Recession.
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generally unknown. Thus the resulting stock price changes may be a lower bound

effect. The empirical evidence in this study strongly suggests that many formal

policy announcements generated little or no shock.

Examining which national elections generate effects sheds light on which rules

and regulations are likely to be driving the estimates. In the case of for-profit

colleges, the partisan divide over the 90-10 federal aid limit, college recruiting

practices, and the 50 percent online rule existed prior to each of the presidential

and congressional elections we examine. Thus, stock prices should reflect con-

cerns about these policies in each national election estimate. By contrast, the

introduction of the gainful employment rule and the release of debt and earnings

data occurred in 2010 and subsequent years, and efforts to include military aid in

the 90-10 rule gained traction in 2012. Thus the impact of these policies should

only be reflected in later elections. In the case of student loan companies, the role

of direct federal loans has been debated since the early 1990s and thus should be

reflected in each election. More recent elections should reflect the elimination of

private, federally guaranteed loans, borrower defense rules, and recent legal action

against private lenders.

A second challenge for interpretation is that each presidential election is ac-

companied by a congressional election, so unexpected election results for the House

or Senate could generate an additional treatment that amplifies or attenuates the

presidential estimates. Two factors aid in addressing this issue. First, some presi-

dential election years are not characterized by close congressional election results

or changes in the majority party. For example, there was no change in the major-

ity party, nor a close result, in either chamber in 2004 and 2012. Thus, the change

in stock prices after these elections is likely to stem from the presidential election.

Second, midterm election years shed light on whether control of the legislative
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branch affects postsecondary education stocks without the confounding effect of

presidential elections. For example, in 2006, the Democratic Party won a narrow

51-49 majority, generating a shock to the policy environment in Congress.

In addition to national elections, we consider several policy announcements

and major events that put the magnitude of the election effects into context,

and that highlight the challenge of identification when the timing and probability

of a shock is not well known. For colleges, we examine the dates of the DOE

announcements of the proposed, final, and revised gainful employment rule, the

release of a GAO report detailing widespread recruiting fraud by for-profit colleges,

and the release of student debt and earnings data for college programs.17 For loan

companies, we examine the announcement of an investigation into fraud by the

New York Attorney General, the introduction of the CCRAA of 2007, the release

of the President’s Fiscal Year 2010 Budget, the announcement of a CFPB lawsuit

against Navient, and the announcement of the borrower defense rule.

3.5 For-Profit Colleges

This section presents estimates of the effect of national elections on the daily and

cumulative abnormal returns of publicly traded for-profit colleges. Estimates are

also presented for announcements relating to the roll out of the gainful employment

rule and several high profile events. The importance of the party winning control of

the executive or legislative branch is shaped by the partisan nature of the policies

affecting for-profit colleges. As detailed in Section 3.2, the Democratic Party has

been systematically responsible for the introduction of policies increasing oversight
17We also examine the effect of two shocks to specific for-profit college companies that may

have spillover effects on other companies. The first is the withdrawal of earnings estimates by
Apollo Education Group shortly after the gainful employment announcement, GAO report, and
debt repayment data release in 2010. The second is the announcement that ITT Tech has lost
eligibility for federal aid in 2016.
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of these colleges under the threat of lost eligibility for federal student aid.

While the 2004 presidential election was closely contested, there is little evi-

dence of any impact of the resulting Republican win on the stock prices of for-profit

colleges. Figure ?? reveals that the average cumulative change in stock prices

closely tracks those of the Nasdaq, consumer services sector, and other education

companies for five days after the election. The estimates presented in Table 3.2

confirm this result, with an initial negative abnormal return relative to the sector

of less than 3 percent and no significant cumulative abnormal return five days

after the election. The magnitudes are confirmed by abnormal return estimates

relative to the market and other education companies.18 As noted in Section 3.4,

the result of the 2008 election was widely anticipated, so observed changes in

stock prices are unlikely to stem from an election shock. The resulting estimates

from this election are not consistent across comparison indices, which may stem

from the high level of volatility at the time. Specifically, for-profit colleges reveal

zero abnormal return the day after the election, counterintuitive positive returns

in subsequent days relative to the market and sector, and no significant change

relative to other education stocks.

The lack of an effect after a Republican win in 2004 is in stark contrast to the

large and sudden increase in prices associated with the Republican presidential

win in 2016. Relative to the rest of the market, sector, and industry, for-profit

colleges had cumulative abnormal returns exceeding 20 percent. While the mar-

ket as a whole moved upward, the for-profit sector vastly exceeded these returns.

Though not as sharp, the Democratic win in 2012 resulted in three consecutive

days of statistically significant negative abnormal returns, resulting in a cumula-

tive abnormal return of negative 8 percent relative to the rest of the sector, and
18As shown in Appendix Table 3.11, there is no statistically significant abnormal return three

days after the 2004 election.
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negative 7 and 12 percent relative to the market and industry, respectively. Ad-

justing the 2012 and 2016 three day cumulative abnormal returns by their Betfair

win probabilities suggests a 32 percent negative effect of a Democratic win in 2012

and a 28 percent positive effect of a Republican win in 2016. That is, the two

elections in the post gainful employment rule era reveal similar net effects of the

party in control of the executive branch on the value of for-profit college stocks.

The magnitude of these effects indicates that investors view the industry as highly

vulnerable to federal policies.

The congressional elections in 2006, 2010, and 2014 shed light on whether the

House and Senate impact for-profit college stocks. The 2006 midterm election

was characterized by a switch from Republican to Democratic control in both

chambers, with a narrow majority of 51-49 in the Senate. Despite the fact that the

outcome was unlikely to have been predicted with high probability, the estimates

in Table 3.3 reveal no large or statistically significant abnormal return among

for-profit stocks. Likewise in 2010, when the Democrats retained a narrow Senate

majority but lost the House majority, and in 2014 when Republicans won a new

Senate majority, there is no evidence of any statistically significant abnormal

returns among for-profit colleges in the days following the elections. That is,

despite narrow wins and switching majorities, control of Congress appears to

have little effect on this industry. This is an interesting result in and of itself, as

it suggests that investors do not perceive the legislative branch as having a strong

influence on for-profit colleges. Further, the midterm results suggest that, during

the presidential election years of 2004, 2008, 2012, and 2016, when there were no

changes in the majority of either chamber, the estimated effects are likely to be

driven primarily by the executive branch.

The roll out of the gainful employment rule in 2010 generated very modest
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short-run effects. Figure ?? reveals a small and gradual change in the price of

for-profit college company stocks in the five days after the announcement, which

is not consistent with investors perceiving the regulation as a significant threat

to firm value. The estimates in Table 3.4 support this, with a negative 2 percent

cumulative abnormal return after three days. Likewise, the announcement of the

final rule in October had no significant effect. This lack of a response could stem

from anticipation of the policy or from investors not perceiving that the rule would

be binding due to a lack of information about the debt and earnings of student

who attend for-profit colleges. One year later, however, when the final rule was

revised and weakened (allowing a multi-year period before offending programs are

closed), stock prices immediately increased by 10 percent, which indicates that

the policy change was at least partially unexpected and that investors perceived

significant implications for the industry. In 2018, the release of the notice of

proposed rulemaking to rescind the gainful employment rule again generated no

notable effect on for-profit colleges, suggesting that this was fully anticipated by

the market and capitalized into stock prices.19 The difficulty of interpreting the

response to policy announcements highlights the advantage of national elections,

which are characterized by shocks that are well-defined in terms of both magnitude

and timing.

In contrast to the initial introduction of the gainful employment rule, several

events that occurred in the subsequent weeks did generate a sizable stock price re-
19The lack of response to government announcements is not restricted to those associated

with gainful employment. The announcement in 2016 that ITT Tech had lost eligibility for
federal student aid, leading to its immediate bankruptcy, had little effect on the stocks of other
for-profit colleges. This may indicate that this event was fully anticipated by the market or
that, by this time, investors were fully aware of the financial health and likelihood of action
against each of the publicly traded for-profit colleges. There is also no evidence of a significant
stock price effect following the DOE decision not to recognize the accreditation agency ACICS
in 2016. The possibility of anticipation of policy changes is evident in, for example, a letter
from several prominent economists to the Department of Education in 2017 (Cellini, Deming,
Looney, Matsudaira, 2017).
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sponse. First, the release of a GAO report documenting recruiting fraud resulted

in an immediate abnormal negative return of 12 percent. This effect is likely to

reflect the new information it revealed to investors about the health and business

practices of these companies, and fears of additional regulatory action.20 Of inter-

est is that even this significant event generated a reduction in stock price that was

about one-third of the magnitude of changing the party in control of the executive

branch. Shortly after the GAO report, the DOE released debt and earnings data

for each for-profit college program, generating an immediate 11 percent negative

abnormal stock return. Again, this is likely to reflect both the direct effect of new

information, and the interaction of this information with the new rule.21 That

is, while there was no notable effect of the gainful employment rule in the short

run, a series of subsequent information revelations about the industry generated

several sharp negative abnormal returns that are likely to be partially attributable

to their interaction with the rule.

There is evidence that the for-profit colleges that are most exposed to poten-

tial changes in federal regulation experience the largest changes. After the 2016

election, the largest single shock to the industry, there is a strong positive corre-

lation between a for-profit college company’s average debt-to-earnings ratio and

the price change they experienced.22 Appendix Table 3.12 presents the change

in stock price after the election, the debt-to-earnings ratio in 2015, and the de-
20For example, during the hearing when the GAO report was released, Senator Tom Harkin

expressed his desire to examine the accreditation procedure for all for-profit colleges, stating ex-
plicitly that the problem was unlikely to be limited to just those campuses that were investigated
as part of the report (Lewin, 2010).

21In addition to the release of information by government agencies, investors also responded
strongly to new information from the for-profit colleges themselves. Two months after the GAO
report, Apollo Education Group, whose University of Phoenix has the largest enrollment in the
sector, withdrew its earnings outlook for the next year, resulting in an additional 14 percent
abnormal negative return that spilled over and generated negative returns for each other for-
profit college stock.

22The sole exception to this relationship is American Public University, which depends heavily
on the GI Bill and Department of Defense Tuition Assistance.
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pendence on military aid for each company in 2015.23 A regression of the price

change on the debt-to-earnings ratio and percentage of students receiving military

aid reveals a strong positive relationship for both predictors of policy exposure.

However, it is notable that responses to election shocks and other unanticipated

events are not restricted to the most exposed companies. As shown in Appendix

Figure 3A.1, nearly every company exhibits an abnormal return of the same sign

after each of the four largest shocks. Specifically, nearly every for-profit college

company has cumulative price changes exceeding the market immediately follow-

ing the release of the GAO report in 2010, the release of DOE data in 2010, and

the 2012 and 2016 presidential elections. This would not be the case if some

for-profit colleges were highly unlikely to be affected by federal policy, or if they

could benefit from reduced competition if other colleges became ineligible for aid.

That is, investor responses reveal that they believe that the industry as a whole

is sensitive to federal policies, not just those campuses that seem most likely to

experience significant sanctions.

3.6 Student Loan Companies

As detailed in Section 3.2, the Democratic and Republican parties are associated

with fundamentally different policies relating to student loans. Most notably,

Democratic politicians favor direct student loans administered by the govern-

ment over guaranteed loans and subsidies for private loan companies. In addition,

Democratic administrations have taken legal action against private loan companies

that provide incorrect and costly information to borrowers, and have implemented

rules to protect borrowers who have debt after attending colleges that commit re-
23The debt-to-earnings ratio and fraction of student receiving military aid are computed by

collapsing DOE data across all branch campuses owned by a publicly traded company weighted
by enrollment.
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cruiting fraud. In contrast, Republicans in the executive branch and Congress

have favored a greater role for private lenders, limiting the level of federal un-

dergraduate grants and loans, and reducing regulatory oversight. This section

examines how the stocks of publicly traded private student loan companies re-

spond to the results of presidential elections, congressional elections, and several

other major events that have affected the industry.

Figure 3.3 presents graphical evidence of changes in stock prices after each

presidential election, showing sharp increases after Republican wins in 2004 and

2016. Using the finance sector as the comparison index, Table 3.5 reveals that the

2004 Republican presidential win resulted in an immediate 8.4 percent positive

abnormal return. Adjusting for the win probability, this indicates that a Repub-

lican administration increased the value of these companies by 20 percent on the

day after the election. Similarly, the 2016 Republican election win resulted in an

immediate 15 percent increase, also corresponding to a 20 percent increase after

accounting for the win probability. The effects are even larger when the abnormal

returns are relative to the market rather than the financial sector (see Appendix

Table 3.13). That is, both the 2004 and 2016 Republican presidential wins indi-

cate that a policy environment that favors an expanded role for private loans and

reduced oversight increase the value of the industry by approximately one-fifth.

While Obama was heavily favored in 2008, making a modest response pre-

dictable, it is notable that private lender stocks did not drop after a Democratic

win in 2012. This is interesting due to the fact that the Republican candidate

favored a greater role for private lenders in the student loan market.24 One po-

tentially mitigating factor during this election was that Congress was split, with

the Republicans retaining control of the House, which is in contrast to the 2004
24Republican candidate Mitt Romney’s education policy proposal, “A Chance for Every

Child," explicitly laid out a plan to reverse the “nationalization of the student loan market”
and to “welcome private sector participation” (Romney, 2012).
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and 2016 elections when the Republicans controlled the executive and legislative

branches. The midterm election estimates in Table 3.6 provide some evidence of

the importance of Congress, revealing an immediate 6 percent reduction in abnor-

mal returns after the Democrats retained the House and won a narrow majority

in the Senate in 2006. This suggests that the legislative branch, through its role

in determining the level of Pell Grants and federal loans, may play a greater role

for the student loan market than it does for regulating for-profit colleges.

Table 3.7 presents evidence of three types of policy events that could affect

the profitability of private student loan companies. Most notably, the President’s

Fiscal Year 2010 Budget detailed a plan for reverting from private banks adminis-

tering loans that were guaranteed by the federal government to direct loans made

by the Department of Education. This plan, which fundamentally challenged the

business model of for-profit lenders, was clearly unanticipated and resulted in an

immediate 40 percent abnormal decrease in stock prices. Figure 3.4 shows that

this change occurred immediately in the day of the budget release. The subse-

quent laws and implementation of this change did not generate additional changes,

suggesting that the information revelation in the budget was the primary shock.

However, several key announcements that are likely to affect private lenders did

not generate significant abnormal returns. For example, there is no evidence that

the introduction of the College Cost Reduction and Access Act of 2007, which

undermined the profit margins of private issuers of federally guaranteed loans, re-

sulted in a significant change in stock price.25 Likewise, the DOE announcement

of proposed borrower defense rules had no notable affect in 2016. In addition

to policy announcements, there have been several major investigations and law-

suits into corruption and fraud by student loan companies. Two of the most high
25Similarly, examining the dates when the CCRAA was passed by the House and Senate and

the date it was signed by the president reveal no abnormal returns.
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profile cases were the investigation into the six largest private lenders by the At-

torney General of New York in 2007, and the CFPB’s lawsuit against Navient for

predatory lending servicing practices in 2015. There is no evidence of stock price

reductions after the announcement of either of these events. The lack of responses

to these major announcements supports the concern that they may be anticipated

by the market.

Appendix Figure 3A.2 presents the distribution of abnormal returns for the

four events with the largest effect on the stock prices of private student lending

companies. This reveals that the change after the 2004 presidential election, 2006

midterm election, 2010 presidential budget, and 2016 presidential election were

very similar across each publicly traded private student loan company. This is

interesting due to the fact that these companies perform fundamentally different

functions (issuing loans versus servicing loans) and have faced differing levels

of legal oversight. This is consistent with the stocks responding to the overall

policy environment generated by administrations that are more or less in favor of

increasing the role of direct government involvement in the student loan market.

3.7 Conclusion

The for-profit sector plays a significant role in postsecondary education through

for-profit colleges and the student loan market. This paper exploits abnormal

changes in stock prices in order to provide direct empirical evidence of the effect of

federal policies on the profitability and viability of publicly traded postsecondary

education companies. Stock prices reflect the immediate, efficient market updating

of investors’ expectations and thus limit bias from confounding factors that change

over time. An inconsistent pattern of results indicates that responses to policy

announcements are difficult to interpret due to the possibility that they were
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anticipated by the market. In contrast, national elections provide a well-quantified

exogenous shock to the regulatory environment. Both the executive and legislative

branches are characterized by clear partisan differences in terms of the policies

they support.

The analysis reveals that, over the last two elections, the for-profit college

industry has become highly sensitive to control of the executive branch, accounting

for approximately 30 percent of company value. However, there is little evidence

of that Congress has a significant impact on this industry. In contrast, private

student loan companies are sensitive to both branches of government and this

has been the case over the last two decades. There is evidence that the effects

of changes in party control of the federal government are strongest for companies

that are most exposed to federal rules and regulations. That is, that federal policy

isolates the lowest performing companies. However, shared positive and negative

shocks are typically evident across all for-profit colleges and private lenders. Thus

investors also appear to believe that a significant fraction of for-profit colleges will

struggle to meet federal regulatory standards and that private companies that

issue or service student loans are dependent on favorable federal grant and loan

environment.
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(c) 2008 Election
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(d) 2004 Election

Figure 3.1 For-Profit College: Cumulative Price Change

Note: Each graph presents the average cumulative change in prices among for-profit college
stocks, the Nasdaq index, the consumer services sector, and publicly traded education companies.
The change is measured as a fraction of the baseline closing price on election day (day 0). The
comparison indices include only U.S.-based companies and the returns are adjusted by the
average beta of the for-profit college stocks in order to match their volatility. Stock prices are
daily closing prices adjusted for stock splits and dividends. The presidential election dates were:
November 2, 2004; November 4, 2008; November 6, 2012; and November 8, 2016.
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(a) Proposed Gainful Employment
(July 26, 2010)
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(b) GAO Report (August 4, 2010)
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(c) DOE Debt Data (August 16,
2010)
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(d) Revised Gainful Employment
(June 2, 2011)

Figure 3.2 For-Profit Colleges: Major Events and Policy Announcements

Note: Each graph presents the average cumulative change in prices among for-profit college
stocks, the Nasdaq index, the consumer services sector, and publicly traded education com-
panies. The change is measured as a fraction of the baseline closing price on the day before
the announcement could be capitalized in prices (day 0). The comparison indices include only
U.S.-based companies and the returns are adjusted by the average beta of the for-profit college
stocks in order to match their volatility. Stock prices are daily closing prices adjusted for stock
splits and dividends. The four events include: a) a proposed rule making for gainful employment
on July 26, 2010; b) the release of a GAO Report on August 4th, 2010, based on an undercover
investigation and detailing fraud by for-profit colleges; c) the release of student debt informa-
tion for each college by the Department of Education on August 16th, 2010; and d) revised final
regulations for gainful employment on June 2, 2011.
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(b) 2012 Election
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(c) 2008 Election
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(d) 2004 Election

Figure 3.3 Student Loan Companies: Cumulative Price Change

Note: Each graph presents the average cumulative change in prices among student loan com-
pany stocks, the Nasdaq index, the finance sector, and major banks. The change is measured as
a fraction of the baseline closing price on election day (day 0). The comparison indices include
only U.S.-based companies and the returns are adjusted by beta in order to match the volatility
of the student loan companies. Stock prices are daily closing prices adjusted for stock splits and
dividends. Presidential election dates were: November 2, 2004; November 4, 2008; November 6,
2012; and November 8, 2016.
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(a) College Cost Reduction and Ac-
cess Act (June 12, 2007)
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(b) 2010 Budget Proposal (February
26, 2009)
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(c) Notice of CFPB Legal Action
Notice (August 24, 2015)
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(d) Proposed Borrower Defense
Rule (June 16, 2016)

Figure 3.4 Student Loan Companies: Major Events and Policy Announcements

Note: Each graph presents the average cumulative change in prices among student loan com-
pany stocks, the Nasdaq index, the finance sector, and major banks. The change is measured as
a fraction of the baseline closing price on the day before the announcement could be capitalized
in prices (day 0). The comparison indices include only U.S.-based companies and the returns
are adjusted by beta in order to match the volatility of for-profit colleges. Stock prices are
daily closing prices adjusted for stock splits and dividends. The four events include: a) the
introduction of the College Cost Reduction and Access Act in congress on June 12, 2007; b) the
release of the President’s Proposed 2010 Federal Budget on February 26, 2009; c) the mandatory
announcement by Navient that it had been notified by the Consumer Financial Protection Bu-
reau of pending legal action on August 24, 2015; and d) the DOE announcement of a proposed
borrower defense rule on June 16, 2016.
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3.10 Tables

For-Profit Colleges
Company Primary College Ticker Publicly TradedAvg Mkt Cap

Adtalem Education Group DeVry U ATGE1991 - current $2,316m
American Public Education Am. Public U APEI 2007 - current $607m
Apollo Education Group U of Phoenix APOL 1994 - 2016 $7,560m
Bridgepoint Education Group Ashford U BPI 2009 - current $728m
Capella Education Co. Capella U CPLA 2006 - current $783m
Career Education Co. Am. InterContinental U CECO1998 - current $1796m
Corinthian College Everest College COCO1999 - 2015 $1,042m
Education Management Co. Argosy U, The Art Inst EDMC2009 - current $1,325m
Grand Canyon Education Grand Canyon U LOPE 2008 - current $1,442m
ITT Educational Services ITT Tech Inst ESI 1996 - current $1,897m
Lincoln Ed Services Co. Lincoln Tech Inst LINC 2005 - current $284m
National American U HoldingsNational American U NAUH2007 - current $96m
Strayer Education Inc. Strayer U STRA 1996 - current $1,386m
Universal Technical Institute Universal Tech Inst UTI 2003 - current $285m

Student Loan Companies
Company Primary Service Ticker Publicly TradedAvg Mkt Cap

Navient Co. Service fed & private loansNAVI 2014 - current $5,713m
Nelnet Inc. Service fed & private loansNNI 2003 - current $1,380m
Sallie Mae Co, Originate private loans SLM 1983 - current $11,017m

Note: This table presents information about publicly traded for-profit college and student
loan companies. Column 2 includes the primary college or university brand owned by each
for-profit college company. A full list of colleges and universities provided in Appendix Table
3.8. Column 2 lists the primary services provided by the three student loan companies.
Column 3 presents each company’s stock ticker, and column 4 shows the range of years during
which the company was publicly traded. Column 5 presents the average market capitalization
during the period of thus study, though these values frequently vary substantially due to
fluctuation in stock price. Only companies that operate primarily in the U.S. are included in
this table and the analysis. Laureate Education is not included because it became publicly
traded in 2017, after each event examined in the study.

Table 3.1: Publicly Traded Postsecondary Education Companies
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(1) (2) (3) (4) (5) (6) (7) (8)
Daily Abnormal Return Cumulative Abnormal Return

Election 2016 2012 2008 2004 2016 2012 2008 2004
Day -5 -0.008 0.019 0.027∗∗∗ -0.007 0.021 0.028 0.039∗ -0.013

(0.022) (0.018) (0.009) (0.012) (0.040) (0.025) (0.023) (0.031)

Day -4 0.008 0.013 0.013 0.024∗ 0.029 0.009 0.012 -0.005
(0.005) (0.008) (0.008) (0.013) (0.020) (0.016) (0.024) (0.023)

Day -3 0.025∗∗∗ 0.019∗∗ -0.002 -0.013 0.021 -0.004 -0.001 -0.029∗

(0.008) (0.009) (0.018) (0.009) (0.019) (0.015) (0.020) (0.016)

Day -2 -0.011 -0.008 0.006 -0.007 -0.005 -0.023 0.001 -0.017∗

(0.017) (0.012) (0.011) (0.006) (0.018) (0.015) (0.017) (0.010)

Day -1 0.006 -0.015 -0.005 -0.010∗∗ 0.006 -0.015 -0.005 -0.010∗∗

(0.009) (0.010) (0.010) (0.004) (0.009) (0.010) (0.010) (0.004)

Day 1 0.161∗∗∗ -0.028∗∗∗ 0.003 -0.024∗∗∗ 0.161∗∗∗ -0.028∗∗∗ 0.003 -0.024∗∗∗

(0.054) (0.005) (0.005) (0.005) (0.054) (0.005) (0.005) (0.005)

Day 2 0.050∗∗∗ -0.023∗∗∗ 0.046∗∗∗ -0.004 0.211∗∗∗ -0.051∗∗∗ 0.050∗∗∗ -0.028∗∗∗

(0.014) (0.006) (0.016) (0.006) (0.062) (0.009) (0.017) (0.009)

Day 3 -0.011 -0.032∗∗ 0.010 0.004 0.201∗∗∗ -0.083∗∗∗ 0.060∗∗∗ -0.025∗∗

(0.007) (0.015) (0.007) (0.006) (0.065) (0.020) (0.022) (0.011)

Day 4 -0.011 -0.001 0.040∗∗∗ 0.039∗∗∗ 0.190∗∗∗ -0.084∗∗∗ 0.100∗∗∗ 0.014
(0.010) (0.004) (0.008) (0.009) (0.056) (0.021) (0.026) (0.012)

Day 5 0.014 -0.017∗∗ 0.014∗∗∗ -0.015∗∗∗ 0.204∗∗∗ -0.100∗∗∗ 0.114∗∗∗ -0.001
(0.009) (0.007) (0.005) (0.005) (0.063) (0.025) (0.026) (0.016)

R-Squared .384 .243 .293 .447 .476 .426 .43 .192
Mean Dep .018 -.004 .013 -.002 .094 -.032 .034 -.012
Observations 121 154 121 77 121 154 121 77

Note: This table presents the daily and cumulative abnormal returns of for-profit college
stocks relative to other U.S.-based consumer service stocks traded on the Nasdaq. Estimates
are presented for the five days before and after presidential elections, with Day 0 representing
election day and acting as the baseline date for cumulative returns. The daily and cumulative
returns of the comparison index are adjusted by beta in order to account for differences
in volatility. Stock prices are daily closing prices adjusted for stock splits and dividends.
Presidential election dates were: November 2, 2004; November 4, 2008; November 6, 2012;
and November 8, 2016. Standard errors are clustered at the stock and day level. The symbols
*, **, and *** represent statistical significance at 10, 5, and 1 percent respectively.

Table 3.2: For-Profit Colleges: Presidential Elections
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(1) (2) (3) (4) (5) (6)
Daily Abnormal Return Cumulative Abnormal Return

Election 2014 2010 2006 2014 2010 2006
Day -5 0.021 -0.034∗∗ 0.007 0.013 -0.009 -0.009

(0.014) (0.016) (0.005) (0.021) (0.026) (0.007)

Day -4 -0.007 0.008 -0.011∗∗∗ -0.008 0.025 -0.016∗

(0.007) (0.008) (0.004) (0.023) (0.016) (0.008)

Day -3 0.006 0.005 0.012∗∗∗ -0.000 0.017 -0.005
(0.011) (0.005) (0.004) (0.020) (0.014) (0.009)

Day -2 -0.000 0.007 -0.013∗∗∗ -0.006 0.012 -0.017∗∗

(0.012) (0.007) (0.004) (0.019) (0.010) (0.007)

Day -1 -0.006 0.005 -0.004 -0.006 0.005 -0.004
(0.012) (0.006) (0.004) (0.012) (0.006) (0.004)

Day 1 -0.009 -0.013 0.019 -0.009 -0.013 0.019
(0.015) (0.016) (0.013) (0.015) (0.016) (0.013)

Day 2 0.005 -0.024 -0.025 -0.004 -0.037 -0.005
(0.018) (0.016) (0.018) (0.025) (0.028) (0.026)

Day 3 0.014 0.001 -0.023∗∗∗ 0.011 -0.036 -0.029
(0.014) (0.005) (0.007) (0.024) (0.025) (0.028)

Day 4 -0.013∗∗ 0.018∗∗∗ -0.001 -0.003 -0.018 -0.030
(0.006) (0.004) (0.004) (0.025) (0.023) (0.030)

Day 5 0.002 0.022 0.003 -0.001 0.004 -0.026
(0.006) (0.016) (0.004) (0.029) (0.029) (0.032)

R-Squared .089 .138 .284 .008 .072 .116
Mean Dep .004 0 -.003 -.001 -.005 -.011
Observations 154 154 88 154 154 88

Note: This table presents the daily and cumulative abnormal returns of for-profit college
stocks relative to other U.S.-based consumer service stocks traded on the Nasdaq. Estimates
are presented for the five days before and after congressional elections, with Day 0 repre-
senting election day and acting as the baseline date for cumulative returns. The daily and
cumulative returns of the comparison index are adjusted by beta in order to account for
differences in volatility. Stock prices are daily closing prices adjusted for stock splits and
dividends. Congressional election dates were: November 7, 2006; November 2, 2010; Novem-
ber 4, 2014. Standard errors are clustered at the stock and day level. The symbols *, **,
and *** represent statistical significance at 10, 5, and 1 percent respectively.

Table 3.3: For-Profit Colleges: Congressional Elections
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(b) 2010 DOE Data Release
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(c) 2012 Presidential Election
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(d) 2016 Presidential Election

Figure 3A.1 For-Profit Colleges: Cumulative Stock Returns

Note: Each graph presents the average cumulative change in prices for each for-profit college
stock, the Nasdaq index, the consumer services sector, and education companies. The change
is measured as a fraction of the baseline closing price on election day or the day before the
announcement could be capitalized in prices (day 0). The comparison indices include only U.S.-
based companies and the returns are adjusted by beta in order to match the volatility of the
for-profit colleges. Stock prices are daily closing prices adjusted for stock splits and dividends.
Presidential election dates were: November 2, 2004; November 4, 2008; November 6, 2012; and
November 8, 2016.
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(a) 2004 Presidential Election
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(b) 2006 Congressional Election
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(c) 2010 Obama Budget

-.5
-.4

-.3
-.2

-.1
0

.1
.2

.3
.4

.5
.6

C
um

ul
at

iv
e 

Pr
ic

e 
C

ha
ng

e

-5 0 5
Day Relative to Election

Student Loan Companies Indices

(d) 2016 Presidential Election

Figure 3A.2 Student Loan Companies: Cumulative Stock Returns

Note: Each graph presents the average cumulative change in prices for each student loan com-
pany stock, the Nasdaq index, the finance sector, and major banks. The change is measured as
a fraction of the baseline closing price on election day or the day before the announcement could
be capitalized in prices (day 0). The comparison indices include only U.S.-based companies and
the returns are adjusted by beta in order to match the volatility of the student loan companies.
Stock prices are daily closing prices adjusted for stock splits and dividends. Day 0 corresponds
to the day of the presidential election and is used as the baseline closing price for measuring
the cumulative change. Presidential election dates were: November 2, 2004; November 4, 2008;
November 6, 2012; and November 8, 2016.
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(1) (2) (3) (4) (5)
Cumulative Abnormal Return

GE GAO Debt GE GE
Proposed Report Data Final Revised

Day -5 0.007 -0.047∗∗∗ -0.144∗∗∗ 0.001 0.019
(0.014) (0.009) (0.031) (0.024) (0.013)

Day -4 -0.004 -0.049∗∗∗ -0.092∗∗∗ 0.005 -0.010
(0.012) (0.008) (0.027) (0.024) (0.013)

Day -3 -0.059∗∗∗ -0.039∗∗∗ -0.027∗∗ -0.022 -0.013∗∗

(0.014) (0.006) (0.010) (0.022) (0.005)

Day -2 -0.053∗∗∗ -0.033∗∗∗ -0.020∗∗ -0.026 -0.005
(0.010) (0.004) (0.008) (0.021) (0.007)

Day -1 -0.021∗∗ -0.037∗∗∗ 0.002 0.008 -0.009
(0.008) (0.006) (0.004) (0.008) (0.005)

Day 1 -0.019∗∗∗ -0.052∗∗∗ -0.055∗∗∗ 0.007 0.114∗∗∗

(0.006) (0.014) (0.005) (0.007) (0.021)

Day 2 -0.022∗∗ -0.118∗∗∗ -0.122∗∗∗ 0.012 0.120∗∗∗

(0.009) (0.025) (0.029) (0.010) (0.021)

Day 3 -0.020∗∗ -0.125∗∗∗ -0.154∗∗∗ 0.017 0.108∗∗∗

(0.009) (0.030) (0.027) (0.013) (0.019)

Day 4 -0.030∗∗ -0.146∗∗∗ -0.112∗∗∗ 0.004 0.099∗∗∗

(0.012) (0.031) (0.029) (0.019) (0.018)

Day 5 -0.036∗∗∗ -0.144∗∗∗ -0.111∗∗∗ -0.020 0.092∗∗∗

(0.013) (0.031) (0.029) (0.032) (0.019)
R-Squared .395 .621 .59 .041 .654
Mean Dep -.023 -.072 -.076 -.001 .047
Observations 154 154 154 154 154

Note: This table presents the daily and cumulative abnormal returns of for-profit college
stocks relative to other U.S.-based consumer service stocks traded on the Nasdaq. Estimates
are presented for the five days before and after the event or announcement. The daily and
cumulative returns of the comparison index are adjusted by beta in order to account for
differences in volatility. Stock prices are daily closing prices adjusted for stock splits and
dividends. In chronological order, the following events and announcements are examined: 1)
a proposed rule making for gainful employment on July 26, 2010; 2) the release of a GAO
Report on August 4th, 2010, based on an undercover investigation and detailing fraud by for-
profit colleges; 3) the release of student debt information for each college by the Department
of Education on August 16, 2010; 4) the final regulations for gainful employment on October
29, 2010; and 5) revised final regulations for gainful employment on June 2, 2011. Standard
errors are clustered at the daily level. The symbols *, **, and *** represent statistical
significance at 10, 5, and 1 percent respectively.

Table 3.4: For-Profit Colleges: Major Events and Policy Announcements
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(1) (2) (3) (4) (5) (6) (7) (8)
Daily Abnormal Return Cumulative Abnormal Return

Election 2016 2012 2008 2004 2016 2012 2008 2004
Day -5 0.011 0.001 -0.001 -0.002 0.026 0.012∗∗ -0.066∗∗∗ 0.017

(0.011) (0.004) (0.005) (0.010) (0.016) (0.004) (0.010) (0.021)

Day -4 0.013 0.001 0.046∗∗ 0.020 0.014 0.011∗∗∗ -0.065∗∗∗ 0.019
(0.009) (0.004) (0.017) (0.025) (0.011) (0.000) (0.015) (0.031)

Day -3 0.000 0.005 -0.004 -0.007 0.001 0.010∗∗ -0.111∗∗∗ -0.001
(0.005) (0.004) (0.034) (0.006) (0.009) (0.004) (0.032) (0.006)

Day -2 0.001 0.007 -0.035∗∗∗ 0.003 0.001 0.005 -0.108∗∗∗ 0.006∗∗∗

(0.003) (0.007) (0.004) (0.006) (0.005) (0.008) (0.001) (0.000)

Day -1 -0.000 -0.002∗∗∗ -0.073∗∗∗ 0.003 -0.000 -0.002∗∗∗ -0.073∗∗∗ 0.003
(0.005) (0.001) (0.006) (0.006) (0.005) (0.001) (0.006) (0.006)

Day 1 0.104∗∗∗ -0.005 0.019 0.084∗∗∗ 0.104∗∗∗ -0.005 0.019 0.084∗∗∗

(0.031) (0.008) (0.025) (0.015) (0.031) (0.008) (0.025) (0.015)

Day 2 0.033∗∗∗ 0.013 0.012 0.001 0.138∗∗∗ 0.008 0.031∗∗ 0.085∗∗∗

(0.007) (0.014) (0.013) (0.002) (0.025) (0.006) (0.012) (0.014)

Day 3 -0.020∗∗∗ 0.018 -0.007 0.009 0.118∗∗∗ 0.026 0.024∗∗∗ 0.094∗∗∗

(0.005) (0.017) (0.016) (0.022) (0.021) (0.023) (0.004) (0.008)

Day 4 0.016∗∗∗ 0.021 -0.041 0.004 0.134∗∗∗ 0.047 -0.017 0.098∗∗∗

(0.003) (0.026) (0.025) (0.003) (0.020) (0.050) (0.021) (0.006)

Day 5 0.011 0.025 -0.063 0.019 0.145∗∗∗ 0.072 -0.079 0.117∗∗∗

(0.009) (0.015) (0.035) (0.017) (0.020) (0.064) (0.056) (0.023)
R-Squared .823 .509 .689 .814 .927 .539 .890 .950
Mean Dep .015 .008 -.01 .012 .062 .017 -.04 .048
Observations 33 22 22 22 33 22 22 22

Note: This table presents the daily and cumulative abnormal returns of student loan com-
pany stocks relative to other U.S.-based finance stocks traded on the Nasdaq. Estimates are
presented for the five days before and after presidential elections, with Day 0 representing
election day and acting as the baseline date for cumulative returns. The daily and cumula-
tive returns of the comparison index are adjusted by beta in order to account for differences
in volatility. Stock prices are daily closing prices adjusted for stock splits and dividends.
Presidential election dates were: November 2, 2004; November 4, 2008; November 6, 2012;
and November 8, 2016. Standard errors are clustered at the day level. The symbols *, **,
and *** represent statistical significance at 10, 5, and 1 percent respectively.

Table 3.5: Student Loan Companies: Presidential Elections
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(1) (2) (3) (4) (5) (6)
Daily Abnormal Return Cumulative Abnormal Return

Election 2014 2010 2006 2014 2010 2006
Day -5 0.001∗∗∗ -0.011 0.017∗∗∗ 0.036∗∗∗ -0.036 0.009

(0.000) (0.011) (0.005) (0.004) (0.054) (0.018)

Day -4 0.010∗∗∗ -0.004 -0.001 0.035∗∗∗ -0.025 -0.008
(0.001) (0.012) (0.005) (0.004) (0.043) (0.024)

Day -3 -0.000 -0.008 -0.001 0.025∗∗∗ -0.020 -0.007
(0.005) (0.020) (0.010) (0.003) (0.031) (0.019)

Day -2 0.011∗∗∗ -0.010∗∗ 0.005 0.025∗∗∗ -0.013 -0.005
(0.002) (0.004) (0.006) (0.002) (0.010) (0.009)

Day -1 0.013∗∗∗ -0.003 -0.010∗∗∗ 0.013∗∗∗ -0.003 -0.010∗∗∗

(0.003) (0.014) (0.003) (0.003) (0.014) (0.003)

Day 1 0.006∗ 0.005 -0.054∗∗∗ 0.006∗ 0.005 -0.054∗∗∗

(0.003) (0.007) (0.004) (0.003) (0.007) (0.004)

Day 2 0.009 -0.000 -0.006∗∗ 0.016 0.004 -0.060∗∗∗

(0.007) (0.001) (0.002) (0.010) (0.008) (0.006)

Day 3 -0.001 0.008 -0.000 0.014 0.012∗∗ -0.060∗∗∗

(0.005) (0.013) (0.002) (0.014) (0.005) (0.008)

Day 4 -0.003 -0.009∗∗ 0.007 0.011 0.004∗∗ -0.053∗∗∗

(0.004) (0.003) (0.004) (0.017) (0.001) (0.003)

Day 5 0.001 0.016 -0.013 0.012 0.020 -0.066∗∗∗

(0.002) (0.014) (0.016) (0.019) (0.013) (0.019)
R-Squared .561 .523 .881 .695 .328 .906
Mean Dep .004 -.004 -.005 .018 -.005 -.029
Observations 33 22 22 33 22 22

Note: This table presents the daily and cumulative abnormal returns of student loan com-
pany stocks relative to other U.S.-based finance stocks traded on the Nasdaq. Estimates are
presented for the five days before and after congressional elections, with Day 0 representing
election day and acting as the baseline date for cumulative returns. The daily and cumula-
tive returns of the comparison index are adjusted by beta in order to account for differences
in volatility. Stock prices are daily closing prices adjusted for stock splits and dividends.
Congressional election dates were: November 7, 2006; November 2, 2010; November 4, 2014.
Standard errors are clustered at the day level. The symbols *, **, and *** represent statis-
tical significance at 10, 5, and 1 percent respectively.

Table 3.6: Student Loan Companies: Congressional Elections
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(1) (2) (3) (4) (5)
Cumulative Abnormal Return

NY AG CCRAA 2010 CFPB Borrower
Investigation Introduction Budget Lawsuit Defense

Day -5 -0.018∗∗∗ -0.007 0.149∗∗∗ -0.033∗∗∗ -0.081∗∗∗

(0.000) (0.015) (0.031) (0.004) (0.012)

Day -4 -0.018∗∗∗ 0.001 0.124∗∗∗ -0.031∗∗∗ -0.079∗∗∗

(0.005) (0.006) (0.039) (0.006) (0.013)

Day -3 -0.021∗∗∗ -0.002 0.139∗∗∗ -0.026∗∗∗ -0.072∗∗∗

(0.005) (0.007) (0.034) (0.009) (0.014)

Day -2 -0.003∗∗ -0.009 0.102∗∗∗ -0.026∗∗ -0.058∗∗∗

(0.001) (0.010) (0.031) (0.010) (0.009)

Day -1 0.009 -0.008 0.059 -0.013 -0.042∗∗∗

(0.010) (0.005) (0.061) (0.008) (0.013)

Day 1 -0.005 0.011∗∗ -0.409∗∗∗ -0.042∗∗ -0.006
(0.006) (0.004) (0.118) (0.018) (0.005)

Day 2 -0.016 0.014∗∗ -0.484∗∗∗ -0.017 -0.004∗

(0.012) (0.006) (0.004) (0.016) (0.002)

Day 3 -0.011 0.020∗∗ -0.560∗∗∗ -0.008 0.002
(0.013) (0.007) (0.005) (0.014) (0.008)

Day 4 -0.006 0.008∗∗∗ -0.481∗∗∗ -0.015 -0.004
(0.021) (0.001) (0.048) (0.017) (0.015)

Day 5 -0.025 0.006∗ -0.442∗∗∗ -0.021 -0.010
(0.022) (0.003) (0.085) (0.015) (0.012)

R-Squared .611 .659 .974 .669 .902
Mean Dep -.01 .003 -.164 -.021 -.032
Observations 22 22 22 33 33

Note: This table presents the daily and cumulative abnormal returns of private student
loan stocks relative to other U.S.-based finance stocks traded on the Nasdaq. Estimates
are presented for the five days before and after each event and announcement of interest.
The daily and cumulative returns of the comparison index are adjusted by beta in order
to account for differences in volatility. Stock prices are daily closing prices adjusted for
stock splits and dividends. The following events and announcements are examined: 1)
the 2007 announcement of a New York Attorney General Investigation of private student
lenders on March 16, 2007; 2) the introduction of the College Cost Reduction and Access
Act in congress on June 12, 2007; 3) the release of the President’s Proposed 2010 Federal
Budget on February 26, 2009; 4) the mandatory announcement by Navient that it had been
notified by the Consumer Financial Protection Bureau of pending legal action on August
24, 2015; and 5) the DOE announcement of a proposed borrower defense rule on June 16,
2016. Standard errors are clustered at the day level. The symbols *, **, and *** represent
statistical significance at 10, 5, and 1 percent respectively.

Table 3.7: Student Loan Companies: Major Events and Policy Announcements
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Ticker Company Colleges and Universities
APOL Apollo Education Group Axia College

College for Financial Planning
University of Phoenix
Western International University

ATGE Adtalem Education Group Becker Professional Education
Carrington College
Chamberlain University
DeVry University
Keller Graduate School of Management
Ross University School of Medicine

APEI American Public Education American Public University
American Military University
Hondros College of Nursing

BPI Bridgepoint Education Group Ashford University
University of the Rockies

CPLA Capella Education Co. Capella University
Capella Learning Solutions
DevMountain & Hackbright Academy
Sophia Online

CECO Career Education Co. American InterContinental University
Colorado Technical University

COCOQ Corinthian College Everest College and University
Heald College
WyoTech

EDMC Education Management Co. Argosy University
The Art Institutes
Brown Mackie College
South University

ESI ITT Educational Services Daniel Webster College
ITT Technical Institutes

LINC Lincoln Ed Services Co. Euphoria Institute of Beauty Arts & Sciences
Lincoln College of New England
Lincoln College of Technology
Lincoln Culinary Institute
Lincoln Technical Institute

LOPE Grand Canyon Education The Coangelo College of Business
Grand Canyon University

NAUH National American U Holdings National American University
STRA Strayer Education Inc. Strayer University
UTI Universal Technical Institute Universal Technical Institute

Note: This table presents a full list of college and universities owned by publicly traded
postsecondary education companies. The colleges and universities are order alphabetically.
In some cases new colleges are introduced or acquired after the company is already public.

Table 3.8: For-Profit Colleges and Universities by Company
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Election Year Winning Party Probability Source

2016 Republican 22% Betfair
21% PredictIt

2012 Democrat 76% Betfair
70% Intrade

2008 Democrat 94% Betfair
92% Intrade

2004 Republican 58% Betfair
54% Tradesports
56% Iowa Electronic Market

Note: This table presents presidential election probabilities based on betting markets and
prediction websites. The betting websites that were open and have active trading vary across
elections, and include Betfair, PredicIt, Intrade, Tradesports, and IEM. FiveThirtyEight
generated widely cited election prediction for the 2012 and 2016 elections. The probabilities
for the winning candidate are based on data for the day before the election. The probabilities
reveal the extent to which the election results were unexpected.

Table 3.9: Presidential Election Winning Parties and Probabilities
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Election Year Chamber Change Majority Party

2016 Senate Democrats gain 2 seats Republicans retain majority (52-48)
2016 House Democrats gain 6 seats Republicans retain majority (241-194)

2014 Senate Republicans gain 9 seats New Republican majority (54-46)
2014 House Republicans gain 13 seats Republicans retain majority (247-188)

2012 Senate Democrats gain 2 seats Democrats retain majority (55-45)
2012 House Democrats gain 8 seats Republicans retain majority (234-201)

2010 Senate Republicans gain 6 seats Democrats retain majority (53-47)
2010 House Republicans gain 63 seats New Republican majority (242-193)

2008 Senate Democrats gain 8 seats Democrats retain majority (59-41)
2008 House Democrats gain 21 seats Democrats retain majority (257-178)

2006 Senate Democrats gain 5 seats New Democratic majority (51-49)
2006 House Democrats gain 31 seats New Democratic majority (233-202)

2004 Senate Republicans gain 4 seats Republicans retain majority (55-45)
2004 House Republicans gain 3 seats Republicans retain majority (232-202)

Note: This table presents the results of Senate and House of Representatives elections for
each midterm and presidential election year from 2004 to 2016. Column 3 indicates the net
change in seats that occurs between the period immediately before and after the election.
Column 4 indicates whether a party retained its majority or became the new majority party
and the size of its majority. Note that prior election results plus gains during the election may
not equal the new total due to changes during the intervening period, including retirements
and special elections. Independents who do not align with the Democratic or Republican
parties are included with their caucus party.

Table 3.10: Congressional Election Majority Parties and Seat Margins
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(1) (2) (3) (4) (5) (6) (7) (8)
Nasdaq (U.S. Companies) Education Stocks

Election 2016 2012 2008 2004 2016 2012 2008 2004
Day -5 0.018 0.039 0.061∗∗ -0.004 0.027 0.066∗∗∗ 0.181∗∗∗ 0.020

(0.040) (0.025) (0.024) (0.031) (0.041) (0.025) (0.028) (0.031)

Day -4 0.032 0.016 0.027 0.001 0.031 0.039∗∗ 0.098∗∗∗ 0.019
(0.020) (0.016) (0.025) (0.024) (0.020) (0.017) (0.025) (0.024)

Day -3 0.018 -0.000 -0.002 -0.024 0.023 0.015 0.054∗∗∗ -0.020
(0.019) (0.015) (0.021) (0.016) (0.019) (0.015) (0.020) (0.016)

Day -2 -0.008 -0.019 -0.008 -0.014 -0.005 -0.013 0.024 -0.014
(0.018) (0.015) (0.017) (0.010) (0.018) (0.015) (0.017) (0.010)

Day -1 0.005 -0.018∗ -0.012 -0.008∗ 0.010 -0.000 -0.012 -0.006
(0.009) (0.010) (0.010) (0.004) (0.009) (0.010) (0.010) (0.004)

Day 1 0.150∗∗∗ -0.022∗∗∗ 0.001 -0.021∗∗∗ 0.155∗∗∗ -0.014∗∗ -0.027∗∗∗ -0.013∗∗∗

(0.054) (0.006) (0.005) (0.005) (0.054) (0.006) (0.006) (0.005)

Day 2 0.196∗∗∗ -0.045∗∗∗ 0.043∗∗ -0.020∗∗ 0.212∗∗∗ -0.077∗∗∗ -0.001 -0.005
(0.063) (0.009) (0.018) (0.009) (0.063) (0.009) (0.016) (0.008)

Day 3 0.186∗∗∗ -0.075∗∗∗ 0.059∗∗ -0.017 0.203∗∗∗ -0.134∗∗∗ 0.027 0.003
(0.066) (0.020) (0.023) (0.011) (0.065) (0.020) (0.021) (0.010)

Day 4 0.174∗∗∗ -0.078∗∗∗ 0.093∗∗∗ 0.023∗ 0.204∗∗∗ -0.153∗∗∗ 0.047∗ 0.044∗∗∗

(0.058) (0.021) (0.026) (0.011) (0.057) (0.021) (0.024) (0.011)

Day 5 0.186∗∗∗ -0.088∗∗∗ 0.105∗∗∗ 0.010 0.223∗∗∗ -0.152∗∗∗ 0.038 0.038∗∗

(0.065) (0.025) (0.026) (0.016) (0.063) (0.025) (0.023) (0.015)
R-Squared .429 .384 .413 .147 .491 .662 .557 .248
Mean Dep .087 -.026 .033 -.007 .098 -.038 .039 .006
Observations 121 154 121 77 121 154 121 77

Note: This table presents the cumulative abnormal returns of for-profit college stocks rel-
ative to: a) all U.S.-based stocks traded on the Nasdaq, and b) all education stocks traded
on the Nasdaq or New York Stock Exchange, including software, publishing, and training
companies. Estimates are presented for the five days before and after presidential elections,
with Day 0 representing election day and acting as the baseline date for cumulative returns.
The cumulative returns of the comparison indices are adjusted by beta in order to account
for differences in volatility. Stock prices are daily closing prices adjusted for stock splits and
dividends. Presidential election dates were: November 2, 2004; November 4, 2008; November
6, 2012; and November 8, 2016. Standard errors are clustered at the stock and day levels.
The symbols *, **, and *** represent statistical significance at 10, 5, and 1 percent respec-
tively.

Table 3.11: Alternative Index Comparisons: For-Profit College Cumulative Ab-
normal Returns
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Stock 2016 Election Debt-to-Earn Receive
Company Ticker 3-Day Change Ratio Pass Rate Military Aid

Adtalem Education Group ATGE 19% 7.90 0.84 0.17
American Public Education APEI 52% 3.42 1.00 0.69
Bridgepoint Education Group BPI 25% 6.00 0.83 0.22
Capella Education Co. CPLA 12% 6.36 0.99 0.30
Career Education Co. CECO 29% 8.97 0.59 0.25
Education Management Co. EDMC 83% 12.83 0.35 0.13
Grand Canyon Education LOPE 13% 4.58 0.94 0.13
Lincoln Ed Services Co. LINC 9% 7.17 0.82 0.06
National American U Holdings NAUH 0% 9.11 0.60 0.15
Strayer Education Inc. STRA 17% 6.27 0.95 0.28
Universal Technical Institute UTI 39% 8.23 0.67 0.18

Note: This table presents several policy-relevant characteristics of for-profit colleges and the
change in stock price they experienced after the 2016 election. The debt-to-earnings ratio is
based on 2015 data reported by the Department of Education. The value for each company
is weighted by enrollment in each program for each college or university brand. The same
method is used to determine the fraction of students enrolled in programs that are deemed
passing by DOE policy. The fraction of student receiving GI Bill or DOD aid is based on
2015 data reported by the National Center for Education Statistics Integrated Postsecondary
Education Data System.

Table 3.12: Stock Price Changes, Debt-to-Earnings Ratios, and Military Aid
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(1) (2) (3) (4) (5) (6) (7) (8)
Nasdaq (U.S. Companies) Bank Stocks

Election 2016 2012 2008 2004 2016 2012 2008 2004
Day -5 0.041∗∗ 0.005 -0.106∗∗∗ 0.022 0.023 0.015∗∗∗ -0.041∗∗∗ 0.020

(0.017) (0.005) (0.006) (0.020) (0.015) (0.004) (0.004) (0.021)

Day -4 0.029∗∗ 0.002∗∗ -0.131∗∗∗ 0.019 0.014 0.013∗∗∗ -0.045∗∗∗ 0.020
(0.011) (0.001) (0.015) (0.030) (0.010) (0.000) (0.011) (0.031)

Day -3 0.014 -0.003 -0.146∗∗∗ -0.002 0.003 0.010∗∗ -0.090∗∗∗ 0.001
(0.010) (0.003) (0.031) (0.006) (0.009) (0.004) (0.029) (0.005)

Day -2 -0.003 -0.003 -0.113∗∗∗ 0.005∗∗∗ 0.006 0.002 -0.092∗∗∗ 0.008∗∗∗

(0.006) (0.008) (0.003) (0.000) (0.004) (0.008) (0.004) (0.000)

Day -1 0.001 -0.009∗∗∗ -0.077∗∗∗ 0.003 0.002 -0.003∗∗∗ -0.068∗∗∗ 0.004
(0.006) (0.000) (0.006) (0.006) (0.005) (0.001) (0.006) (0.006)

Day 1 0.112∗∗∗ -0.012 0.023 0.085∗∗∗ 0.103∗∗∗ -0.002 0.010 0.083∗∗∗

(0.030) (0.008) (0.026) (0.015) (0.032) (0.008) (0.026) (0.015)

Day 2 0.164∗∗∗ 0.003 0.061∗∗∗ 0.089∗∗∗ 0.137∗∗∗ 0.007 0.011 0.085∗∗∗

(0.023) (0.005) (0.013) (0.012) (0.026) (0.006) (0.015) (0.013)

Day 3 0.155∗∗∗ 0.022 0.058∗∗∗ 0.098∗∗∗ 0.117∗∗∗ 0.025 0.003∗∗ 0.094∗∗∗

(0.018) (0.022) (0.004) (0.010) (0.022) (0.023) (0.001) (0.009)

Day 4 0.178∗∗∗ 0.048 0.020 0.101∗∗∗ 0.135∗∗∗ 0.047 -0.050∗ 0.100∗∗∗

(0.017) (0.048) (0.022) (0.007) (0.021) (0.050) (0.025) (0.006)

Day 5 0.182∗∗∗ 0.069 -0.017 0.118∗∗∗ 0.142∗∗∗ 0.073 -0.118∗ 0.118∗∗∗

(0.017) (0.063) (0.056) (0.024) (0.021) (0.064) (0.061) (0.023)
R-Squared .958 .526 .930 .953 .921 .541 .868 .951
Mean Dep .079 .011 -.039 .049 .062 .017 -.044 .049
Observations 33 22 22 22 33 22 22 22

Note: This table presents the cumulative abnormal returns of student loan company stocks
relative to: a) all U.S.-based stocks traded on the Nasdaq, and b) all banks traded on
the New York Stock Exchange. Estimates are presented for the five days before and after
presidential elections, with Day 0 representing election day and acting as the baseline date
for cumulative returns. The cumulative returns of the comparison indices are adjusted by
beta in order to account for differences in volatility. Stock prices are daily closing prices
adjusted for stock splits and dividends. Presidential election dates were: November 2, 2004;
November 4, 2008; November 6, 2012; and November 8, 2016. Standard errors are clustered
at the day level. The symbols *, **, and *** represent statistical significance at 10, 5, and
1 percent respectively.

Table 3.13: Alternative Index Comparisons: Student Loan Company Cumulative
Abnormal Returns
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