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Abstract 

 

New Advances in Spectroscopy: Applications to Aqueous Interfaces and Liquid Carbon 

by 

Hikaru Mizuno 

Doctor of Philosophy in Chemistry 

University of California, Berkeley 

Professor Richard J. Saykally, Chair 

 

This dissertation comprises two major projects. The first is the study of ions and molecules 

at the air/water interface using second-order nonlinear spectroscopy to measure interfacial 

electronic |χ(2)|2-spectra. The second is the investigation of the liquid state of carbon using time-

resolved soft X-ray free electron laser spectroscopy. 

The nature of ions and molecules at and near aqueous interfaces is central in many chemical 

systems including atmospheric chemistry, electrochemistry, and biochemistry, but remains 

incompletely understood. Contrary to widely held earlier views, recent studies have 

unambiguously shown that some ions adsorb strongly to the air/water interface, with compelling 

evidence for enhanced surface concentrations of larger, more polarizable, weakly solvated anions. 

While the mechanism of selective ion adsorption has been shown to correlate strongly with ionic 

radii and hydration properties, considerable debate remains. 

In this dissertation, I describe the development and application of femtosecond broadband 

deep ultraviolet electronic sum frequency generation (DUV-ESFG) spectroscopy which allows 

quantitative analysis of peak positions, linewidths, and relative intensities that can be directly 

compared with theoretical calculations to yield new insights into the nature of ions and molecules 

at aqueous interfaces. Under the electric dipole approximation, the second-order nonlinear 

susceptibility vanishes in centrosymmetric media, and SFG spectroscopy is a surface-sensitive 

probe with a probe depth of ca. 1 nm, corresponding to a few outermost monolayers. 

In Chapter 2, I present the interfacial charge-transfer-to-solvent spectrum of thiocyanate 

(SCN−), a prototypical chaotropic anion, and discuss selection rules and salient differences 

between interfacial and bulk solvation that contribute to the observed spectral differences. 

In Chapter 3, we investigate the lowest energy charge-transfer-to-solvent bands of aqueous 

iodide using broadband DUV-ESFG and two-photon absorption spectroscopy and assign the 

observed transitions using atomic selection rules within a Rydberg transition model based on the 

jj-coupling limit. We find that DUV-ESFG signal at the air/water interface arises from symmetry 

breaking and solute-solvent vibronic coupling effects that relax the selection rules. 

In Chapter 4, we revisit the π→π* transition of the nitrite ion at the air/water interface and, 

together with MD simulations and electronic structure calculations, find no evidence of a 

previously reported contact ion pair induced redshift and strongly favorable bimolecular 
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adsorption mechanism. However, the presence of a distribution of local solvation environments at 

the interface, including solvent separated ion pairs, solvent shared ion pairs, contact ion pairs, and 

small ion clusters is not ruled out. 

In Chapter 5, I present the |χ(2)|2-spectra of phenol at the air/water interface in the deep UV 

(5.4-6.3 eV) and find an apparent redshift of the electronic transitions relative to the bulk aqueous 

spectrum. MD simulations and electronic structure calculations suggest stabilization of the excited 

states due to the highly specific hydration structure effected at the interface. Additional work is 

ongoing to elucidate the role of selection rules and solvent environment on the observed spectral 

differences. 

In Chapter 6, I discuss my efforts to attempt heterodyne-detected DUV-ESFG spectroscopy 

and future directions, including incorporating a flat-jet that would enable measurements at low 

concentrations and liquid/liquid interfaces. 

The liquid state of carbon is of fundamental chemical significance and has potential 

practical applications, but it remains very poorly characterized. For example, studies suggest that 

carbon nanotubes and Q-carbon are formed through liquid intermediates. Moreover, novel carbon 

materials and routes for synthesizing them are of great interest, as some proposed carbon allotropes 

may have exciting new properties for technological applications, and better understanding of the 

liquid properties may suggest new routes for synthesizing them. In this dissertation, I present our 

recent efforts to characterize liquid carbon using pump-probe soft X-ray free electron laser 

spectroscopy at the carbon K-edge. 

In Chapter 7, I detail time-resolved resonant inelastic X-ray scattering (tr-RIXS) and X-ray 

emission spectra (tr-XES) of non-thermally melted carbon films measured at the Pohang 

Accelerator Laboratory X-ray Free Electron Laser in South Korea. An initial decrease in tr-RIXS 

signal intensity at short delay times was observed, corresponding to a decrease in the absorption 

cross-section of sp2-hybridized carbon atoms as structural reorganization occurs to form liquid 

carbon. Additional theoretical work is ongoing to further elucidate the dynamics of the melting 

and ablation processes. 

In Chapter 8, I present and discuss our recent attempts to demonstrate optical & soft X-ray 

sum frequency generation spectroscopy at the carbon K-edge, building upon soft X-ray second 

harmonic generation spectroscopy demonstrated by our group at FERMI in Italy. 
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Chapter 1 Femtosecond Broadband Deep Ultraviolet 

Electronic Sum Frequency Generation Spectroscopy 

The behavior of ions at and near aqueous interfaces is of central importance in many 

chemical systems, including atmospheric chemistry,1,2 electrochemistry,3–5 and biochemistry,6 but 

remains incompletely understood. Contrary to widely held earlier views, recent experimental and 

theoretical studies have unambiguously shown that some ions adsorb to the air/water interface, 

with compelling evidence for enhanced surface concentrations of larger, more polarizable, weakly 

solvated anions.7–10 

Recent advances have also revealed mechanistic details of the adsorption of the 

prototypical anion thiocyanate to air/water,7,8 dodecanol/water,11 and graphene/water12 interfaces, 

focused on thermodynamic properties, viz. adsorption free energy, enthalpy, and entropy. While 

the mechanism of selective ion adsorption to the air/water interface has been shown to correlate 

strongly with ionic radii and hydration properties, considerable debate remains, with conflicting 

interpretations of theoretical models which can be significantly affected by the choices of 

parameters, initial conditions, thermodynamic constraints, and simulation sizes.8,13–19 

To further our understanding of the behavior of ions at aqueous interfaces, directly 

measuring and interpreting detailed spectra of interfacial ions is of much interest. While several 

“surface sensitive” spectroscopic techniques are widely used in this context, their probe depths 

vary, ranging from the outermost few layers (e.g., second-order nonlinear spectroscopy7,20,21) to 

greater than ca. 5 nm (e.g., mass spectrometry,22 photoelectron spectroscopy23) depending on 

experimental conditions. 

Second-order nonlinear spectroscopy is a powerful tool in surface and interfacial 

spectroscopy.24 Under the electric dipole approximation, the second-order nonlinear susceptibility 

(χ(2)) vanishes in centrosymmetric media, and second harmonic generation (SHG) and sum 

frequency generation (SFG) spectroscopies are surface-sensitive probes of the air/water interface 

with a probe depth of ca. 1 nm, corresponding to a few outermost monolayers.24–26 

Our group has recently developed femtosecond broadband deep ultraviolet electronic sum 

frequency generation (DUV-ESFG) spectroscopy27 which produces a broad, continuous, 

interfacial electronic |χ(2)|2-spectrum in a single ultrafast measurement. Compared to time-

consuming, error-prone pointwise measurements with resonant deep ultraviolet electronic second 

harmonic generation (DUV-ESHG) spectroscopy7,28 developed by our group in the 2000s, 

broadband DUV-ESFG spectroscopy allows a more quantitative analysis of peak positions, 

linewidths, and relative intensities that can be directly compared with theoretical calculations to 

yield additional insights into the nature of ions at aqueous interfaces. When one or both of the 

input frequencies (ω1, ω2) and/or sum frequency (ωSF = ω1 + ω2) are resonant with an allowed 

transition(s), the detected SF signal can be strongly enhanced.24 

The experimental design of broadband DUV-ESFG spectroscopy is based on the 

homodyne ESFG experiment of Yamaguchi & Tahara.29 The experimental design is shown in 

Figure 1. A commercial Ti:Sapphire regenerative amplifier (Spitfire Ace, Spectra Physics) seeded 

by a Ti:Sapphire oscillator (Mai Tai, Spectra Physics) and pumped by an Nd:YLF laser (Empower, 
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Spectra Physics) is used to produce 800 nm, 100 fs pulses (1 kHz, 4 mJ/pulse). The output of the 

amplifier is split into two beam paths to generate the ω1 and ω2 pulses. 

 

Figure 1. Experimental design for femtosecond broadband DUV-ESFG spectroscopy. The 

narrowband UV pulse (ω1) can be generated by (a) a series of nonlinear crystals to obtain the 

frequency tripled fundamental at 267 nm or (b) a commercial optical parametric amplifier. (BS: 

beam splitter, BBO: β-barium borate crystal, Calcite Δt: calcite delay plate, HWP: 800-nm half-

wave plate, OPA: optical parametric amplifier, SM: spherical mirror, FL: focusing lens, CCD: 

charge-coupled device camera) 

A series of nonlinear crystals (Figure 1a) or an optical parametric amplifier (Figure 1b) is 

used to generate the narrowband UV pulse (ω1). The frequency-tripled fundamental at 267 nm is 

generated by directing the 800 nm output of the amplifier through a β-barium borate (BBO) crystal, 

a calcite delay plate, an 800-nm half-wave plate, and a second BBO crystal. To generate a 

narrowband UV pulse at other frequencies, a commercial optical parametric amplifier (TOPAS 

Prime, Spectra Physics) is used. The ω1 pulse is then directed through a bandpass filter and a time 

delay stage before being focused onto the solution surface using a lens at an angle of ca. 57° with 

respect to the surface normal. 
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To generate the broadband pulse (ω2), the 800 nm output of the amplifier is attenuated and 

then directed through an 800-nm half-wave plate before being focused into a 5-mm quartz cell 

containing a continuous water flow to generate a white light continuum,30 which is then directed 

through a 600-nm longpass filter (BLP01-594R-25, Semrock). The ω2 pulse is then collimated and 

focused onto the sample surface using a spherical mirror to avoid chromatic aberration effects, at 

an angle of ca. 50° with respect to the surface normal. 

When the ω1 and ω2 pulses are spatially and temporally overlapped at the solution surface, 

a coherent sum frequency (SF, ωSF) signal is generated at the interface at the phase-matched angle. 

The reflected SF signal and fundamental beams are collimated by a UV fused silica plano-convex 

lens (LA4907, Thorlabs) and spatially filtered with an iris. The SF signal is then focused using a 

calcium fluoride plano-convex lens (PLCX-25.4-70.6-CFUV, CVI Laser Optics), passed through 

a bandpass filter, directed onto the entrance slit of a spectrograph (SP-300i, Princeton Instruments) 

with 500 grooves/mm and 240 nm blaze wavelength grating (53-069R, Richardson Gratings), and 

detected by a thermoelectrically cooled charge-coupled device camera (PIXIS 2KBUV, Princeton 

Instruments). 

For all spectra presented herein, the background (i.e., scattered light, CCD readout, and 

dark charge noise) is subtracted and baseline correction is performed. The background spectra are 

measured with a delay time of ca. 2 ps between the two incident pulses because there is no SFG 

without temporal overlap. The raw ESFG spectra are normalized by the non-resonant SFG 

spectrum of gallium arsenide (GaAs) or z-cut quartz (ZCQ), to correct for distortion in the raw 

ESFG spectra due to the spectral intensity and positive temporal chirp of the white light continuum 

(ω2) pulse and the spectral sensitivities of the optics and CCD detector. The non-resonant SFG 

spectra and raw ESFG spectra are acquired under the same experimental conditions. 

Under the two-photon on-resonance, one-photon off-resonance condition of broadband 

DUV-ESFG spectroscopy employed herein, the normalized intensity (IESFG) can be expressed as 

𝐼ESFG ∝ |𝜒
(2)|

2
∝∑

|𝜇0𝑛(𝛼0𝑛)TPA|
2

(𝜔𝑛 − 𝜔SFG)2 + Γ𝑛2
𝑛

 

where χ(2) is the second-order nonlinear susceptibility, μ0n is the transition dipole matrix element 

and (α0n)TPA is the two-photon absorption polarizability tensor element connecting the ground state 

and excited state n, Γn is the linewidth of the transition, ωn is the transition energy between the 

ground and excited state n, and ωSFG is the sum frequency of the incident photons.31 By plotting 

|χ(2)|2 vs. ωSFG, the interfacial electronic |χ(2)|2-power spectrum is obtained. The non-resonant 

background signal from the solvent is assumed to be negligibly weak because no SFG signal is 

observed from neat water. 
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Chapter 2 Interfacial Charge-Transfer-to-Solvent 

Spectrum of Aqueous Thiocyanate 

Adapted with permission from Mizuno, H.; Rizzuto, A. M.; Saykally, R. J. “Charge-Transfer-to-

Solvent Spectrum of Thiocyanate at the Air/Water Interface Measured by Broadband Deep 

Ultraviolet Electronic Sum Frequency Generation Spectroscopy.” J. Phys. Chem. Lett., 2018, 9 

(16), 4753–57. Copyright (2018) American Chemical Society.32 

Introduction 

In investigating the behavior of halides, pseudohalides, and biologically relevant anions in 

aqueous systems, many studies have focused on charge-transfer-to-solvent (CTTS) transitions—

the precursors of solvated electrons.33–39 CTTS states are short-lived excited states that comprise 

a neutral parent atom and an excited electron in a dipole bound state supported by the surrounding 

solvent network. Because the initial and final states are defined by the parent ion and its 

corresponding neutral species, as well as the surrounding solvent molecules, CTTS spectra are 

highly sensitive to the local environment, e.g., solvation, temperature, pressure, and 

electrolytes.33,37,40,41 CTTS spectra of anions typically comprises broad, intense, and typically 

featureless bands in the deep UV (< 250 nm).33 The high sensitivity to the local chemical 

environment and large extinction coefficients of CTTS transitions make them excellent probes of 

anion solvation dynamics in complex systems. Here, we report the interfacial CTTS spectrum of 

aqueous thiocyanate at the air/water interface. 

Thiocyanate (SCN−) is a highly surface-active anion and one of the most chaotropic in the 

anion Hofmeister series.6,42 

CO3
2− > SO4

2− > S2O3
2− > H2PO4

− > F− > Cl− > Br− ~ NO3
− > I− > ClO4

− > SCN− 

The asymmetric solvation shell of thiocyanate, a linear triatomic ion (Figure 2), differs from those 

of often studied halides and other ions (e.g., I−, NO3
−, CO3

2−) that possess symmetric structures 

and charge distributions. 

 

Figure 2. Lewis structure of thiocyanate ion. 

The bulk aqueous CTTS spectrum of 100 μM sodium thiocyanate (NaSCN) is shown in 

Figure 4a. Fox et al. measured the bulk absorption spectrum of aqueous tetramethylammonium 

thiocyanate (N(CH3)4SCN) and assigned two bands in the deep UV, viz. a higher energy band 

centered near 187 nm and a lower energy band centered at 216 nm, with no observed cation 

dependence at low concentrations.43 Solvent and temperature dependence properties were used to 

assign the lower energy band as a CTTS transition.44 The higher energy band resembles similar 

higher energy bands observed in CTTS spectra of halides.45 Thus, the higher energy band is 

proposed to originate from higher energy solvated electron states or higher states of the 

corresponding thiocyanate radical.43 Upon irradiation with UV wavelengths, two competing 

photochemical pathways, depending on the incident wavelengths, are proposed: 
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SCN−(𝑎𝑞)
𝜆<240 nm
→       [SCN−(𝑎𝑞)]∗ → SCN(𝑎𝑞) + e−(𝑎𝑞) 

SCN−(𝑎𝑞)
𝜆>240 nm
→       CN−(𝑎𝑞) +∙ S(𝑎𝑞) 

wherein first is an external CTTS transition and the latter is an intramolecular transition.46 

Materials and Methods 

Sodium thiocyanate was obtained from J.T. Baker (≥98.0%, ACS Reagent, Baker 

Analyzed). 

For bulk measurements, the salt was used as is and dissolved in ultrapure water (18.2 

MΩ.cm at 25 °C, TOC < 5 ppb, Milli-Q, EMD Millipore). The bulk UV-Vis absorption spectrum 

of sodium thiocyanate was measured using a UV-Vis spectrophotometer (UV-2600, SHIMADZU) 

in a 10-mm pathlength quartz cuvette at a bulk concentration of 100 μM. 

For interfacial measurements, solutions were prepared in glassware soaked in 

NOCHROMIX (Godax Laboratories, Inc.) and concentrated sulfuric acid solution overnight and 

rinsed with copious amounts of ultrapure water. Sodium thiocyanate was baked in an oven 

overnight prior to being dissolved in ultrapure water and allowed to equilibrate to room 

temperature (293 K) before spectroscopic measurements. The sample solutions were contained in 

a Teflon Petri dish during the measurement. Each sample was limited to 120 seconds of laser 

exposure time to reduce effects of photodegradation, photoproduct formation, and surface 

contamination by airborne particulates. The broadband DUV-ESFG spectra was measured with 

ppp-polarization scheme (p-polarized SFG, p-polarized 266 nm, and p-polarized white light 

continuum) using the experimental setup described in Chapter 1. 

Results and Discussion 

Figure 3 shows the unnormalized broadband DUV-ESFG spectra of interfacial thiocyanate 

at the air/water interface and the non-resonant SFG spectra of gallium arsenide (GaAs). To obtain 

the |χ(2)|2-spectra, the thiocyanate spectra are normalized by the GaAs spectra measured under 

identical conditions. Due to the positive chirp in the white light continuum generation process of 

the ω2 pulse,30 spectral overlap with shorter and longer wavelength components of the white light 

continuum were obtained by adjusting the time delay (±60 fs) between the two input pulses. 

Figure 4 compares the bulk linear absorption spectrum and the interfacial |χ(2)|2-spectra 

obtained by broadband DUV-ESFG spectroscopy and previously measured pointwise resonant 

DUV-ESHG spectra.7 Compared to the pointwise ESHG spectra obtained at five different input 

frequencies at molar concentrations (1-3 M) by Petersen et al.,7 the broadband DUV-ESFG 

spectrum ([NaSCN]bulk = 3 M) is consistent and of much higher quality. The most striking 

difference is that the lower energy CTTS band observed in the bulk spectrum is not observed at 

the air/water interface. This can be attributed to differences in the local solvation environment 

and/or selection rules which will be further discussed below. 
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Figure 3. (a) Unnormalized broadband DUV-ESFG spectra of 3 M aqueous sodium thiocyanate 

measured at 293 K. (b) Non-resonant SFG spectrum of gallium arsenide. Red (λWLC = 700-1200 nm) 

and blue (λWLC = 800-1400 nm) lines indicate spectra measured with different time delay between 

the two incident pulses corresponding to different spectral overlap due to the positive chirp of the 

white light continuum pulse. The top axis corresponds to the wavelength of the white light 

continuum pulse mixing with the narrowband 266 nm pulse (ω1) to generate the sum frequency at 

the wavelength on the bottom axis. 

 

Figure 4. (a) Bulk charge-transfer-to-solvent (CTTS) spectrum of 100 µM aqueous sodium 

thiocyanate measured at 293 K. Dotted black lines indicate Gaussian fits centered at 185 nm and 

216 nm. (b) Interfacial |χ(2)|2-spectra of aqueous thiocyanate CTTS measured by resonant DUV-

ESHG (200, 212, 219, 227, and 241 nm; 1-3 M, black markers)7 and broadband DUV-ESFG (3 M, 

red and blue solid lines) spectroscopy. The red and blue lines indicate spectra measured with 

different time delay of the two input pulses corresponding to different spectral overlap due to the 

positive chirp of the white light continuum pulse. 
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The interfacial solvation environment of thiocyanate is distinctly different from that of the 

bulk. In bulk solution, neutron diffraction experiments predict an eggshell-like solvation shell with 

2-3 water molecules hydrogen bonded to N and weakly correlated to S at 1-3 M concentrations 

with no significant concentration dependence.47 Ab initio calculations with DFT-based interaction 

potentials predict the local solvation around the S-terminus to resemble that of iodide and around 

the N-terminus to be similar to fluoride.48 

As thiocyanate repartitions from the bulk to the interface region, it will shed water 

molecules from its solvation shell. Additionally, thiocyanate is also predicted to alter its charge 

distribution as the ion moves to the interface.48 Furthermore, thiocyanate also possesses an 

asymmetry and a significant dipole moment that drives the ion to favorable orientations at aqueous 

interfaces. Previous experiments that probed the thiocyanate C−N stretch by homodyne-detected 

vibrational SFG spectroscopy predict an average tilt angle of 45° with respect to the surface normal 

at the air/water interface, although the absolute orientation was unable to be determined.49,50 A 

recent MD study predicts that the S-terminus has a greater affinity for the interface than does the 

N-terminus, yielding an average tilt angle of 45° in the outermost surface layer, but more 

perpendicularly oriented with respect to the surface in the subsurface region (0.1-0.5 nm).51 The 

different solvation environments experienced by the thiocyanate ion at the air/water interface 

likely contributes to the observed spectral differences. 

Another key difference between the bulk and interfacial spectra presented here are the ion 

concentrations. At the bulk concentration (3 M) in DUV-ESFG measurements, the ratio of all ions 

to water molecules is ca. 1:10; thus, ion-ion effects are expected to be present. These ion-ion 

interactions can influence the electronic states involved in the CTTS transitions and the water 

hydrogen bonding structure in the interfacial region. At the interface, the dielectric constant is 

lower than that of the bulk;52 thus, there is a stronger propensity for ions to form contact ion pairs, 

solvent separated ion pairs, and ion clusters. Simulations have predicted unexpected water-bridged 

configurations at high ion concentrations at and near the interface, wherein a few hydration water 

molecules are shared by like-charged ions.53 In the bulk, ultrafast 2D infrared pump-probe 

experiments have shown evidence of ion cluster formation at concentrations greater than ca. 10−3 

M in aqueous thiocyanate solutions.54 For a 2 M potassium thiocyanate solution, ca. 35% of 

thiocyanate anions in bulk were reported to be present in some cluster form, with dilute solutions 

having fewer, smaller, and tighter ion clusters.54 Gas phase cluster experiments also support the 

existence of ion clusters in concentrated aqueous sodium thiocyanate solutions.55 Vibrational SFG 

spectroscopy measurements that probed the water O−H stretch suggest the presence of thiocyanate 

strongly perturbs the interfacial hydrogen bonding network.49,50 Moreover, the induced ordering 

of water molecules due to the formation of an electric double layer at the air/water interface56,57 

may also contribute to the differences in bulk and interfacial CTTS spectra. 

Broadband DUV-ESFG spectra of 3 M aqueous potassium thiocyanate (KSCN) showed 

nearly identical interfacial CTTS spectra to that of the sodium salt (NaSCN). Thus, cation effects 

on interfacial CTTS spectra appear to be minimal between sodium and potassium; this is consistent 

with molecular dynamics simulations by Tesei et al. at high concentrations (ca. 5 M) that predicted 

cations (Na+, K+) to have negligible influence on the interfacial properties of thiocyanate at the 

air/water interface.51 However, lithium or cesium may show stronger cation effects due to the 

larger differences in ionic radii and charge densities. Recent homodyne-detected vibrational SFG 

measurements by Hao et al. probing the C−N stretch of thiocyanate suggest cation effects manifest 
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in the tilt angle of thiocyanate at higher concentrations.58 However, this result could be due to 

variations in probe depths at higher concentrations as the interfacial thickness is expected to 

increase at higher salt concentration which can complicate the interpretation of vibrational SFG 

spectra. As previously predicted by a theoretical study, there may be depth dependence in the 

orientation of thiocyanate near the interface.51 Further experimental and theoretical studies are 

necessary to elucidate the cation effects on the interfacial spectrum of thiocyanate and its 

implications for selective ion adsorption at aqueous interfaces. 

The upper limit of concentrations used for broadband DUV-ESFG measurements is limited 

by formation of photoproducts leading to turbidity in the solution and concomitant signal 

interference. Upon UV irradiation of solutions with bulk concentrations greater than 3 M, 

formation of sulfur oligomers and elemental sulfur has been observed,46,59 consistent with the 

second reaction in the photochemical scheme presented above. On the other hand, the lower limit 

of usable concentration is established by the ESFG signal intensity and acquisition time. Because 

SFG is a second-order process, the signal is inherently weak and reducing the bulk concentration 

below 3 M would lower the signal count, leading to decreased signal-to-noise ratio of the spectra. 

Longer acquisition times would increase the possibility of introducing contaminants from the lab 

environment (e.g., oils, dust particles) that would affect the ESFG signal from the solution 

interface. The use of a flat jet system60 (Chapter 6) is a promising direction as it would allow for a 

continuously refreshing surface and longer acquisition times at lower concentrations. 

From a selection rule standpoint, in the two-photon resonant, one-photon non-resonant case 

for broadband DUV-ESFG spectroscopy as used here, the normalized ESFG intensity is 

proportional to the square modulus of the product of the transition moment (μ0n) and the two-

photon absorption polarizability tensor ((α0n)TPA):31 

𝐼ESFG ∝ |𝜒
(2)|

2
∝∑

|𝜇0𝑛(𝛼0𝑛)TPA|
2

(𝜔CTTS − 𝜔SFG)2 + ΓCTTS
2

𝑛

 

For thiocyanate at the air/water interface, the ground and/or excited states corresponding 

to the CTTS transitions may be shifted due to the different local solvation environments and/or the 

charge distribution within the ion as discussed above. This could lead to significant changes in the 

numerator of the above expression and would be consistent with the observed differences between 

the bulk and interfacial spectra. The increased inhomogeneity of solvation environments61 and 

orientational constraints in the interfacial region49–51,58 may also affect the population distribution 

of the ground and excited states of the thiocyanate ion. 

Conclusions 

In light of the results presented here, previously reported results for the thermodynamics 

associated with thiocyanate adsorption to aqueous interfaces obtained via pointwise ESHG 

spectroscopy measurements as a function of concentration and fit to a Langmuir adsorption 

model7,8,11,12 should be re-examined to determine if the spectral changes observed herein may have 

affected the interpretation of those data. In resonant ESHG spectroscopy, as developed in our 

group, the CTTS transition is two-photon resonant with the second harmonic of the input 

fundamental frequency.28 The Langmuir adsorption model assumes that the orientation of surface 

species and the magnitude of the microscopic nonlinear polarizability remain constant over the 
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entire concentration range and that multiple adsorbing species do not interact with each other, 

which may not be valid at molar concentrations.7,28 

Furthermore, as discussed above, thiocyanate clusters are reported to form in bulk solution 

at moderate to high concentrations (> 10−3 M).54 Formation of contact ion pairs, solvent separated 

pairs, and clusters in the interfacial region could result in non-negligible ion-ion effects and 

concentration dependence in the measured free energy, enthalpy, and entropy of adsorption. In 

other words, thiocyanate in very dilute solution may have different thermodynamic driving forces 

for interfacial adsorption compared to a higher concentration solution wherein significant ion-ion 

interactions and perturbations to the water structure are present. 

Though the exact physical origins of the observed differences in the interfacial and bulk 

CTTS spectra of thiocyanate are not yet certain, it is clear that concentration dependent parameters 

to account for ion-ion interactions are necessary in elucidating the complex thermodynamics 

associated with ion adsorption at aqueous interfaces. Further experiments and associated 

theoretical studies are necessary to extract the interesting chemical details responsible for these 

salient observations. 
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Chapter 3 New Insights into the Charge-Transfer-to-

Solvent Spectrum of Aqueous Iodide: Surface vs. Bulk 

Adapted with permission from Bhattacharyya, D.#; Mizuno, H.#; Rizzuto, A. M.; Zhang, Y.; 

Saykally, R. J.; Bradforth, S. E. “New Insights into the Charge-Transfer-to-Solvent Spectrum of 

Aqueous Iodide: Surface vs. Bulk.” J. Phys. Chem. Lett., 2020, 11 (5), 1656-1661. Copyright 

(2020) American Chemical Society.62 

#These authors contributed equally. Two-photon absorption spectra were measured by the 

Bradforth Group at University of Southern California. 

Introduction 

In investigating the behavior of halides, pseudohalides, and biologically relevant anions in 

aqueous systems, many studies have focused on charge-transfer-to-solvent (CTTS) transitions—

the precursors of solvated electrons.33–39 CTTS states are short-lived excited states that comprise 

a neutral parent atom and an excited electron in a dipole bound state supported by the surrounding 

solvent network. Because the initial and final states are defined by the parent ion and the 

surrounding solvent, CTTS spectra are highly sensitive to the environment.33,37,40,41 Excitation to 

a CTTS state can lead to the formation of solvated electrons with high quantum yield;63,64 the high 

sensitivity to the local environment and large extinction coefficients of CTTS transitions make 

them excellent probes of anion solvation dynamics in complex systems. 

Iodide (I−) has served as a prototypical anion in probing local solvation structure due to its 

favorable spectroscopic properties. The lowest energy CTTS transitions of iodide in the deep UV 

wavelengths (~190-260 nm) are relatively easily accessible experimentally, as compared to those 

of lighter halides that exhibit CTTS bands at higher energies. Furthermore, iodide is a spherical, 

monoatomic anion with only electronic degrees of freedom, thus making theoretical calculations 

and modeling more straightforward than for polyatomic ions, which become further complicated 

by the presence of overlapping intramolecular valence excitations and orientational effects. 

At room temperature, the bulk one-photon absorption (1PA) spectrum of the aqueous 

iodide CTTS band exhibits well-resolved doublet components at 226 nm (5.5 eV) and 193 nm (6.4 

eV) with similar intensities (Figure 5).65 Because the doublet splitting roughly matches the energy 

difference (0.9 eV) between the ground state (2P3/2) and spin-orbit excited state (2P1/2) of the neutral 

iodine atom (I), they are commonly referred to as “J=3/2” and “J=1/2” bands, respectively. 

Previously, the 1PA spectrum has been fit with sets of overlapping log-normal bands derived from 

spectra in various solvents and conditions, suggesting that the iodide CTTS spectrum consists of 

several additional overlapping transitions at higher energies (Figure 5).45,66,67 The higher energy 

bands have not yet been assigned definitively, but are speculated to arise from higher-lying CTTS 

excited states.45,66 Here, we focus on elucidating the nature of the transitions that make up these 

CTTS bands. 
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Figure 5. Bulk one-photon absorption spectrum of the charge-transfer-to-solvent bands of aqueous 

tetramethylammonium iodide at 318 K (solid red curve).45 Dotted lines are log-normal bands used 

to deconvolute the overall absorption spectrum into individual CTTS bands. The lowest energy 

bands are commonly referred to as “J=3/2” and “J=1/2” bands. 

Resonant one-photon excitation into the lower energy CTTS band (J=3/2) detaches an 

electron on a 200-fs time scale, which in turn, relaxes in ~800 fs,68,69 consistent with theoretical 

results from Sheu & Rossky.70,71 Upon resonant one-photon excitation into the higher-lying CTTS 

state (J=1/2), an additional autodetachment channel for hydrated electron formation is proposed,72 

characterized by a different electron ejection length compared to the lower energy J=3/2 band.73,74 

Phase-sensitive transient ESHG spectroscopy measurements by Verlet and co-workers 

reveal that the lower CTTS state of iodide at the air/water interface is asymmetrically solvated in 

the plane of the surface and that the electron solvation dynamics at the interface are very similar 

to those observed in the bulk, although slightly faster.75,76 The asymmetry of the lowest CTTS 

wavefunction arising from the thermal fluctuation of the local solvation environment is also 

predicted by Bradforth & Jungwirth.73 Their calculations suggest that the lowest CTTS states 

comprise a mixture of valence s (~30%), diffuse s (~50%), and p (~17%) type orbitals. This result 

contrasts with the calculations by Sheu & Rossky that predicted ~45-80% d orbital character in the 

lowest CTTS states.77 This discrepancy most likely arises from the one-electron model used by 

Sheu & Rossky which did not account for all valence shell electrons of iodide,77 resulting in 

artificial lowering of the virtual d orbitals. The Configuration Interaction Singles (CIS) calculation 

by Bradforth & Jungwirth73 in fact predicted promotions involving orbitals with considerable d 

orbital character are situated much higher in energy compared to the lowest CTTS states. 

Although the lowest energy CTTS transition of aqueous iodide has been studied 

extensively using linear absorption spectroscopy (i.e., 1PA spectroscopy), very little is known 

about the character of the higher lying CTTS states because of their overlapping nature and the 

onset of the lowest-lying water electronic absorption (ca. 6.4 eV). The latter increasingly interferes 

with the shorter wavelength region of 1PA spectra.41 Herein, we present aqueous iodide CTTS 

spectra measured with interface-sensitive femtosecond broadband DUV-ESFG spectroscopy and 

bulk-sensitive two-photon absorption (2PA) spectroscopy, and discuss the salient selection rules 

and symmetry arguments within a Rydberg transition model to provide insight into the aqueous 

iodide CTTS spectrum, specifically in the region of overlapping transitions. Moreover, the 

interference from water electronic absorption is avoided by virtue of using nonlinear processes to 

access the halide electronic absorption. None of the input photon energies overlaps with the onset 

of water electronic absorption and the 2PA threshold for bulk water absorption lies even higher in 

energy (ca. 7.8 eV) as shown previously,78 indicating that water is two-photon transparent in the 

energy region explored in this work. 
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Materials and Methods 

Sodium iodide (ACS Reagent ≥ 99.5%) was obtained from Sigma-Aldrich. 

The detailed experimental design for broadband DUV-ESFG spectroscopy is presented in 

Chapter 1. Briefly, a narrowband 100-fs tunable UV pulse (ω1) is spatially and temporally 

overlapped with a white light continuum pulse (ω2) at the solution surface, generating coherent 

sum frequency (ωSFG = ω1 + ω2) photons at the phase-matched angle in reflection geometry. The 

white light continuum pulse enables the acquisition of a broadband spectrum in a single 

measurement without having to tune the input frequencies. The broadband DUV-ESFG spectra 

were measured with ppp-polarization scheme (p-polarized SFG, p-polarized UV, and p-polarized 

white light continuum) using the experimental setup described in Chapter 1. Spectra were 

measured with ω1 = 267 nm and 295 nm, ω2 ≈ 600-1400 nm. 

For interfacial spectra measurements, solutions were prepared in glassware soaked in 

NOCHROMIX (Godax Laboratories, Inc.) and concentrated sulfuric acid solution overnight and 

rinsed with copious amounts of ultrapure water (18.2 MΩ.cm at 25 °C, TOC < 5 ppb, Milli-Q, 

EMD Millipore). Sodium iodide was baked in an oven overnight prior to being dissolved in 

ultrapure water and allowed to equilibrate to room temperature (293 K) before spectroscopic 

measurements. The sample solutions were contained in a Teflon Petri dish during the measurement. 

Each sample was limited to 120 seconds of laser exposure time to reduce effects of 

photodegradation, photoproduct formation, and contamination of the solution surface by airborne 

particulates. 

For bulk 2PA spectra measurements performed by the Bradforth Group, two different 

pump wavelengths (266 and 400 nm) were mixed with the visible portion of the white light 

continuum (~310-700 nm) to cover the spectral range of the iodide CTTS doublet. Both pump and 

probe beams were overlapped spatially and temporally on a wire-guided gravity jet.79 Differential 

absorbance (ΔA) of the broadband continuum probe was recorded with and without the pump pulse 

using a 256-channel silicon photodiode array. The detailed experimental design is described 

elsewhere.78,80 

Results and Discussion 

Pointwise interfacial |χ(2)|2-spectra of iodide were measured with resonant DUV-ESHG 

spectroscopy developed in the Saykally Group in 2006.81 By fitting to a Langmuir adsorption 

model, Petersen & Saykally obtained the Gibbs free energies of adsorption (ΔGads) for iodide at 

the air/water interface to be −6.1 ± 0.2 and −6.3 ± 0.2 kcal/mol for sodium iodide and potassium 

iodide, respectively.82 However, noisy, time-consuming, and error-prone pointwise ESHG spectra 

present a challenge for quantitative analysis of spectral shapes and shifts. Our group also 

previously published CTTS spectrum of iodide ([NaI]bulk = 5 M) at the air/water interface measured 

by broadband DUV-ESFG spectroscopy with ω1 = 266 nm and ω2 ≈ 600-1400 nm. The interfacial 

|χ(2)|2-spectrum (Figure 6b, red) revealed a small redshift of the CTTS doublet, a slight narrowing 

of the linewidths, and a large relative intensity difference between the upper (J=1/2) and lower 

(J=3/2) CTTS bands compared to the bulk 1PA spectrum (Figure 6a).27 In the present work, we 

supplement this |χ(2)|2-spectra with broadband DUV-ESFG spectra measured with ω1 = 295 nm. 
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Figure 6. Charge-transfer-to-solvent spectra of aqueous iodide. (a) 1PA spectrum of potassium 

iodide in water at 298 K. The literature deconvolution of the overall absorption spectrum into 

individual CTTS bands is shown in Figure 5. The vertical dashed lines correspond to the 1PA peak 

positions for the two lowest CTTS transitions at 298 K and 1 atm for aqueous iodide. (b) Normalized 

DUV-ESFG spectra of aqueous sodium iodide for two different pump wavelengths (ω1 = 266 nm 

and ω1 = 295 nm, ω2 ≈ 600-1400 nm; [NaI]bulk = 5 M) measured at 293 K. For ω1 = 266 nm pump, 

the ESFG data is truncated in the lower energy region. (c) 2PA spectra of aqueous sodium iodide 

for two different pump wavelengths (ω1 = 266 nm and ω1 = 400 nm, ω2 ≈ 310-700 nm; [NaI]bulk = 

700 mM) measured at 293 K. The sharp features in the 400 nm pump 2PA spectrum are due to the 

instantaneous Raman signals from water. 

The interfacial |χ(2)|2-spectrum measured with ω1 = 295 nm and ω2 ≈ 600-1400 nm exhibits 

no significant resonance enhancement for the lower (J=3/2) CTTS band under the strictly two-

photon resonance condition (Figure 6b, blue) where the intensity of the normalized SFG intensity 

can be expressed as 

𝐼 ∝ |𝜒(2)|
2
∝∑

|𝜇0𝑛(𝛼0𝑛)2PA|
2

(𝜔CTTS −𝜔1 − 𝜔2)2 + ΓCTTS
2

𝑛

 

where χ(2) is the 2nd-order nonlinear susceptibility, μ0n is the 1PA transition dipole matrix element 

and (α0n)2PA is the 2PA polarizability tensor element connecting the ground state to excited state n, 

ΓCTTS is the linewidth of the CTTS transition, ωCTTS is the transition energy between the ground 

state and CTTS excited state, and ω1 and ω2 are the frequencies of the input radiations. Under the 
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one-photon off-resonance two-photon on-resonance ESFG spectroscopy condition here, the 

selection rules require that the transition be simultaneously active for both 1PA and 2PA.31,83 

Hence, large relative intensity difference observed in the previously reported ESFG spectrum (ω1 

= 266 nm) is attributed to a double resonance effect, wherein the narrowband ω1 pulse is also one-

photon resonant with the tail of the J=3/2 CTTS band, leading to an additional resonance 

enhancement term in the denominator as shown in the equation below:31,83 

𝐼ESFG ∝ |𝜒
(2)|

2
∝∑

|𝜇0𝑛(𝛼0𝑛)2PA|
2

[(𝜔CTTS − 𝜔1 − 𝜔2)2 + ΓCTTS
2 ][(𝜔CTTS − 𝜔1)2 + ΓCTTS

2 ]
𝑛

 

This is consistent with the fact that aqueous iodide has been used as a precursor of solvated 

electrons by employing a 266 nm laser to excite the lower energy CTTS band.84,85 

The fact that the J=3/2 CTTS band of iodide has no ESFG intensity under the strictly two-

photon resonant condition (ω1 = 295 nm), suggests that the transition must be two-photon inactive. 

To verify this hypothesis, broadband 2PA spectra of 700 mM bulk aqueous sodium iodide solution 

were measured (Figure 6c). Interestingly, continuous 2PA spectra have not been reported before 

for any aqueous alkali halide salt. Although the 1PA spectrum shows similar intensities for the 

J=3/2 and J=1/2 bands, the former is absent in the 2PA spectra, consistent with the broadband 

ESFG interfacial spectra presented above. The nature of the orbital excitations resulting in the 

CTTS transitions in aqueous iodide and the reasons for the absence of the lowest CTTS band in 

2PA are discussed below. 

Several studies dating back to work by Franck & Scheibe86 suggest that the promoted 

electron in the vertical excited state of aqueous iodide is spatially extended over the solvent shell 

but still centered on the parent iodine atom.87,88 Hence, in the simple Rydberg transition model,89 

the excited electronic configuration is [Kr]4d105s25p56s1 which gives rise to four excited states: 
3P2,

 3P1,
 3P0 and 1P1, in the Russell-Saunders (R-S) coupling limit (Figure 7a). However, for a heavy 

atom like iodine, the significance of the R-S term symbols is obscured because the orbital angular 

momentum (L) and spin angular momentum (S) are no longer good quantum numbers. Instead, 

the jj-coupling language is more relevant and the total angular momentum (J = L + S) should be 

used to more accurately describe the atomic energy levels.90 

In the jj-coupling limit, the selection rule for 1PA requires ΔJ = 0, ±1 with the restriction 

that the transition between J = 0 to J = 0 state is not allowed, and for 2PA, ΔJ = 0, ±1, ±2 holds. 

From the J = 0 ground state of iodide, 1PA transitions to both upper and lower spin-orbit split 

components are allowed (Figure 7b, red arrows).90 The selection rules further dictate that both of 

these transitions would also be allowed in 2PA, which fails to explain our experimental findings. 

However, it is also important to consider the parity of the states involved in the electronic 

transitions. We resort to the spectroscopic database compiled by Moore,91 wherein the excited state 

energies and their corresponding term symbol notations for xenon are tabulated (Table 1). 
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Figure 7. Energy levels of xenon (isoelectronic with iodide); transitions from ground to excited 

states are also shown (arrows).92 Two different coupling schemes are shown: (a) R-S coupling and 

(b) J-J coupling. The Paschen notations, as shown in Table 1, are used to designate the energy levels. 

The red arrows and the blue arrows are used to show the 1PA and 2PA excitations, respectively. (c) 

The 1PA and 2PA spectra of aqueous iodide are zoomed-in to the region of the higher energy CTTS 

transition to clearly show the shift in the peak position. The 1PA spectrum is reproduced from Ref.41 

measured at 298 K and 250 bar. 

 

Table 1. Electronic excited states of xenon as adapted from the database compiled by Moore.91 

Paschen 

Notation 
Configuration Designation J Energy (eV) 

p0 5p6 5p6 1S 0 0.00 

1s5 5p5(2Po
1½)6s 6s [1½]o 2 8.32 

1s4    1 8.44 

1s3 5p5(2Po
0½)6s 6s′ [0½]o 0 9.45 

1s2    1 9.57 

2p10 5p5(2Po
1½)6p 6p [0½] 1 9.58 

2p9 " 6p [2½] 2 9.69 

2p8 " 6p  3 9.72 

2p7 " 6p [1½] 1 9.79 

2p6 " 6p  2 9.82 

2p5 " 6p [0½] 0 9.93 

2p4 5p5(2Po
0½)6p 6p′ [1½] 1 10.96 

2p3 " 6p′  2 11.05 

2p2 " 6p′ [0½] 1 11.07 

2p1 " 6p′  0 11.14 
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Since iodide (I−) is isoelectronic with xenon (Xe), the energy ordering of the excited states 

and the corresponding term symbols are similar in both cases. The ground state of xenon is of even 

parity. The overall parities of the excited states corresponding to 5p5(2P3/2)6s (6s[3/2]o
2,1) and 

5p5(2P1/2)6s (6s'[1/2]o
0,1) electronic configurations are odd, which dictates that both transitions 

should be 1PA allowed and 2PA inactive (the superscript (o) indicates the overall odd parity of the 

excited state wavefunction, Table 1). The presence of 1S0→5p5(2P3/2)6s transition in the three-

photon excitation of xenon further supports this parity argument, as 1PA and 3PA excitations 

follow similar selection rules.93 This means that transitions to the 5p5(2P3/2)6s (6s[3/2]o
2,1) or 

5p5(2P1/2)6s (6s'[1/2]o
0,1) state is not responsible for the band centered at ~6.5 eV in the 2PA spectra 

of aqueous iodide. However, excited states corresponding to the 5p5(2P3/2)6p electronic 

configurations are of even parity and hence, transitions to these states (particularly the J = 2 and J 

= 0 subcomponents) from the ground state are 2PA parity allowed. Moore’s compilation further 

suggests that 5p5(2P3/2)6p levels start ~100 cm−1 above the transition to 5p5(2P1/2)6s (Table 191 and 

Figure 792). Based on the excited state energies of xenon, the lowest energy 2PA allowed transition 

(1S0→5p5(2P3/2)6p) is expected to be centered ~0.12-0.25 eV above the upper CTTS transition in 

1PA originating from the 1S0→5p5(2P1/2)6s excitation. This is consistent with the measured 2PA 

spectra (Figure 7c), which peaks ~0.14 eV higher in energy, as compared to the upper component 

of the 1PA spectra.41 

It is worth pointing out that the literature 1PA spectrum of aqueous potassium iodide used 

for this comparison is measured at high pressure (250 bar). Lowering the pressure from 250 bar to 

1 bar has only a small effect on the iodide 1PA transition energies (~20 meV redshift),94 and the 

peak positions for the CTTS transitions are the same for aqueous sodium and potassium iodide 

salts.95 The 2PA bandwidth also appears to be different from that of the two 1PA transitions, 

implying different excited state character. Combined evidence thus suggests that the lowest energy 

band in the 2PA spectrum of aqueous iodide is due to the 1S0→5p5(2P3/2)6p transition and is 

unrelated to either peak observed in the 1PA spectrum. Our assignments of the 1PA and 2PA 

transitions in aqueous iodide is consistent with the calculated cross-sections for multiphoton 

ionization of isoelectronic xenon atom in the jl-coupling limit.96 

In broadband DUV-ESFG spectra, under the two-photon resonant one-photon off-resonant 

condition (Figure 6b, ω1 = 295 nm, blue), the intensity is proportional to the product of the 1PA 

and 2PA absorption cross-sections at the sum frequency.31,83 It has been established above that for 

bulk iodide, both 1S0→5p5(2P1/2)6s and 1S0→5p5(2P3/2)6s transitions are 1PA allowed and 2PA 

forbidden, and 1S0→5p5(2P3/2)6p is only 2PA allowed, i.e., no electronic transition is 

simultaneously 1PA and 2PA active. Thus, no ESFG intensity should be observed for iodide unless 

the symmetry is perturbed at the interface. 

In bulk solution at room temperature, there is instantaneous asymmetry in the local 

solvation environment,73 but upon moving to the interface, iodide is expected to lose ~1-2 water 

molecules from its first solvation shell and thus experiences far greater asymmetry.8,75,97,98 In 

addition, at the high salt concentrations used in the ESFG spectroscopy experiments ([NaI]bulk = 5 

M), solvent-shared and contact ion-pairs, solvent orientational effects, and electric double-layer 

formation are expected.53,56,57 The external electric field experienced by the iodide ion at the 

interface strongly perturbs the symmetry and relaxes the 1PA and 2PA parity selection rules 

established for bulk aqueous iodide. When strictly resonant at only the sum frequency, ESFG 

intensity is observed at the interface only for the upper energy band (Figure 6b, blue). Here, the 
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external electric field effects at the air/water interface are predicted to be more strongly affecting 

the upper excited states with p-like symmetry than the lower s-like excited states, allowing 

sufficient mixing of the 1PA and 2PA allowed transitions in the higher energy band, and resulting 

in an ESFG-allowed transition. In addition, solute-solvent vibronic coupling may also enhance 

mixing between excited states that are energetically near-degenerate. A molecular dynamics 

simulation of the water molecules in the first solvation shell of the iodide ion predicts fast 

relaxation dynamics (~100 fs) corresponding to the intermolecular vibrations of the ion-water 

hydrogen bonds.99 Such vibronic interactions occur within the timescale of our ultrafast laser pulse 

durations and potentially contribute to the perturbation of the symmetry of the excited states. 

Conclusions 

We, to the best of our knowledge, are the first to report the broadband 2PA spectra of 

aqueous iodide and to combine ESFG with 2PA spectroscopy, where the bulk-sensitive 2PA 

spectra provide crucial information that aids in the interpretation of the surface-sensitive ESFG 

spectra. By analyzing the subtle difference in band positions in the 1PA and 2PA spectra, and 

considering the selection rules for these two complementary spectroscopic techniques, we show 

that both the 1S0→5p5(2P3/2)6s and 1S0→5p5(2P1/2)6s transitions of bulk aqueous iodide which are 

allowed in 1PA, are 2PA inactive; the 2PA band is assigned to the 1S0→5p5(2P3/2)6p transition. It 

is quite unprecedented that the electronic spectra measured in a highly condensed environment can 

be accurately explained using the atomic selection rule for an isolated molecule, signifying that 

the symmetry of the lower lying excited orbitals of s and p character are not perturbed to a great 

extent in the bulk liquid phase. The observed signal in the DUV-ESFG spectra must originate from 

symmetry breaking and solute-solvent vibronic coupling effects at the air/water interface. Further 

experiments and associated theoretical modeling will be necessary to extract additional details 

regarding these complex transitions observed in 1PA, 2PA, and ESFG spectra. 
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Chapter 4 Revisiting the π→π* Transition of the Nitrite 

Ion at the Air/Water Interface: A Combined 

Experimental and Theoretical Study 

Adapted with permission from Mizuno, H.#; Oosterbaan, K. J.#; Menzl, G.#; Smith, J.; Rizzuto, A. 

M.; Geissler, P. L.; Head-Gordon, M.; and Saykally, R. J. “Revisiting the π→π* Transition of the 

Nitrite Ion at the Air/Water Interface: A Combined Experimental and Theoretical Study.” Chem. 

Phys. Lett. 2020, 751, 137516.100 

#These authors contributed equally. Molecular dynamics simulations were performed by the 

Geissler Group and electronic structure calculations were performed by the M. Head-Gordon 

Group at UC Berkeley. 

Introduction 

To further advance our fundamental understanding of the mechanism of selective ion 

adsorption at the air/water interface, measuring and interpreting detailed electronic spectra of 

interfacial ions presents a compelling prospect. Toward that end, our group has recently developed 

femtosecond broadband DUV-ESFG spectroscopy27,32 that produces a broad, continuous, 

interfacial electronic |χ(2)|2-spectrum in a single measurement. Compared to time-consuming, error-

prone pointwise measurements made with resonant DUV-ESHG spectroscopy7,8,28 that yield 

incomplete spectra, broadband DUV-ESFG spectroscopy allows a more quantitative analysis of 

interfacial electronic |χ(2)|2-spectra. Herein, we employ broadband DUV-ESFG spectroscopy, MD 

simulations, and SOS-CIS(D0) calculations to re-examine the π→π* transition of the nitrite anion 

(NO2
-) at the air/water interface and compare the results with those from our previous DUV-ESHG 

spectroscopy study.101 

Since nitrite is a major component of marine and terrestrial nitrogen cycles, nitrite 

photochemistry both directly and indirectly affects the global carbon cycle, marine habitats, and 

atmosphere, thus making this system of central interest and importance. In the atmosphere, for 

example, photolysis of nitrite in seawater can form highly reactive hydroxyl (·OH) and nitric oxide 

(·NO) radicals, which can further react with volatile compounds.102–104 Nitrite is a relatively 

kosmotropic anion in the Hofmeister series:42 

F− > Cl−> NO2
− > NO3

− > Br− > I− > SCN− 

As a weak kosmotrope, nitrite is not expected to exhibit strong surface concentration 

enhancement at the air/water interface. In 2009, Brown et al. used X-ray photoemission 

spectroscopy on a liquid jet to measure the depth profile of nitrite and nitrate at the air/water 

interface and found both to be depleted relative to bulk concentrations; however, nitrite and nitrate 

were still present in the interfacial region (outermost ~2.5-3.0 nm, determined by photoelectron 

kinetic energy).23 

The bulk UV-Vis spectrum of aqueous nitrite (Figure 8) exhibits an intense absorption 

band (ε ≈ 5800 L mol−1 cm−1) centered at 210 nm (5.90 eV) assigned to a π→π* molecular 

transition.105–107 Previous studies of the bulk spectrum have suggested that this band may engender 

transfer of an electron to the surrounding solvent, i.e., is a charge-transfer-to-solvent (CTTS) 
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band.108,109 However, the observation of this band in crystalline sodium nitrite and the absence of 

CTTS-like solvent dependence in other solvents provide evidence against this CTTS 

assignment.105–107 

 
Figure 8. Bulk UV-Vis absorption spectrum of aqueous sodium nitrite ([NaNO2] = 180 µM). The 

peak centered at 210 nm is assigned to an intramolecular π→π* transition. Spectrum was measured 

at 293 K and 1 atm. 

In 2012, Otten et al. reported pointwise DUV-ESHG spectra of sodium nitrite at the 

air/water interface and used a bimolecular Langmuir adsorption model to extract a surprisingly 

large and favorable Gibbs free energy of adsorption (ΔGads = −17.8 kJ mol−1), suggesting 

adsorption as a Na+-NO2
− contact ion pair.101 The ESHG spectra measured at three wavelengths 

(λSHG = 200 nm, 247 nm, and 255 nm) showed strong resonance enhancement only at 247 nm, 

which led Otten and co-workers to report a significant redshift (~0.75 eV) of the interfacial π→π* 

transition relative to bulk that was attributed to contact ion pair formation and solvent effects.101 

In the interest of re-examining the nitrite π→π* transition at the air/water interface, the 

|χ(2)|2-spectrum of nitrite was measured with broadband DUV-ESFG spectroscopy between ~230-

260 nm, but no significant resonance enhancement was observed.110 The vibrational SFG spectrum 

of the nitrite solution showed sharp features at 2870 cm−1 and 2933 cm−1, corresponding to the 

−CH3 symmetric stretch and its Fermi resonance, indicating the presence of hydrocarbons at the 

solution surface.110 In solution, hydrocarbon impurities partition to the air/water interface and can 

contribute large non-resonant and/or resonant signals in SHG and SFG spectra.111 The strong 

resonance enhancement observed exclusively at 247 nm in ESHG spectra by Otten et al.101 may 

have resulted from aromatic structures and/or conjugated π-bond systems of hydrocarbon 

contaminants at the surface. Herein, we report broadband DUV-ESFG spectrum of interfacial 

nitrite in the ~200-220 nm region. 

Materials and Methods 

Ultrahigh purity sodium nitrite salt (99.999% trace metals basis, Aldrich), baked overnight, 

was used to reduce effects of hydrocarbon and other contamination. 

All glassware was soaked in NOCHROMIX (Godax Laboratories, Inc.) and concentrated 

sulfuric acid solution overnight and washed with copious amounts of ultrapure water (18.2 MΩ.cm 

at 25 °C, TOC < 5 ppb, Milli-Q, EMD Millipore). Solutions were prepared with ultrapure water 

immediately before measurements. 
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The broadband DUV-ESFG spectroscopy setup has been described in detail in Chapter 1. 

Briefly, a 100-fs UV pulse (ω1 = 266 nm) and a white light continuum pulse (ω2 ≈ 600-1400 nm) 

are temporally and spatially overlapped at the solution surface in reflection geometry, generating 

coherent sum frequency radiation (ωSF = ω1 + ω2) at the phase-matched angle.27,32 The continuum 

pulse is generated by focusing the 800 nm output of a Ti-Sapphire amplifier into a quartz cuvette 

containing a continuous flow of water. This process gives rise to a positive temporal chirp of the 

broadband pulse.30 Here, the longer wavelength portion (ω2 ≈ 800-1400 nm) of the broadband 

pulse is overlapped with the narrowband UV pulse (ω1). 

Computational Methods 

To examine the effects of contact ion pairing on the π→π* transition, MD simulations and 

electronic structure calculations were performed. Computing the π→π* transition energy of nitrite 

in a contact ion pair configuration with a sodium cation from electronic structure calculations 

requires equilibrium configurations of the non-electronic degrees of freedom, i.e., the atomic 

nuclei, as a starting point. Using empirical interaction potentials, such configurations from MD 

simulations of an ion pair in dilute bulk solution were harvested. 

Ions were modeled as Lennard-Jones particles with a point charge at their center and the 

geometry of the nitrite ion was realized via harmonic potentials acting on the N−O distances and 

the O−N−O angle (ion parameters were taken from Refs.112,113). Simulations were performed using 

the rigid, non-polarizable SPC/E water model.114 The effects of electronic polarization were taken 

into account in a mean-field approximation by applying an electronic continuum correction.115 In 

practice, this entails rescaling the ionic (partial) charges by the square root of the high-frequency 

dielectric constant of water, qeff = q/εel
1/2, where εel = 1.78. Consequently, the dielectric constant 

of the solvent is enhanced by a factor of εel, to about 130.116,117 Taking the electronic polarizability 

into account in this manner provides consistency between the ions’ charges and the parametrization 

of the employed water models. 

To assess the influence of the employed water model on the obtained configurations, 

additional simulations with the rigid, non-polarizable TIP4P water model as the solvent were 

conducted.118 Because the dielectric constant of TIP4P is significantly lower than that of SPC/E 

(about 90 for TIP4P after applying the electronic continuum correction), these calculations help 

illuminate its influence on the effective ion-ion interaction (Figure 9). Our results show that contact 

ion pairs are free-energetically more favorable in TIP4P than in SPC/E solvent, as expected from 

TIP4P’s lower dielectric constant. This is also reflected in the respective dissociation equilibrium 

constants, which are Keq = 0.62 mol L−1 for SPC/E and Keq = 0.42 mol L−1 for TIP4P, where the 

location of the first maximum in w(r) was chosen as the boundary of the associated state.119 

Nevertheless, the location and shape of the minimum in w(r) is almost identical between the two 

models; in conjunction with the similar radial distribution functions between ions and water, this 

suggests that the local structures of contact pairs is not strongly affected by the choice of water 

model in our simulations. 
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Figure 9. The potential of mean force, w(r), as a function of N–Na distance for SPC/E and TIP4P, 

respectively. The increased likelihood of encountering ion pairs in TIP4P water due to its lower 

dielectric constant is reflected in the deeper minimum when compared to SPC/E. For distances 

beyond ca. 1 nm, the smooth decay of w(r) is dominated by the dielectric constant of the respective 

water models. 

Simulations were performed for a Na+-NO2
− ion pair solvated at the equilibrium density of 

SPC/E in a 5×5×5 nm3 cubic box under periodic boundary conditions.116 Configurations were 

propagated with a time step of 2 fs and water molecules were kept rigid using LINCS.120 Constant 

temperature of 300 K was ensured by use of the stochastic v-rescaling thermostat,121 and long-

range interactions were treated using a particle mesh Ewald technique.122 Simulations were 

performed using GROMACS 2019123 and sufficient sampling of contact pair configurations was 

facilitated via umbrella sampling along the N–Na distance using PLUMED 2.5.124 

 

Figure 10. At low concentrations, the potential of mean force, w(r), as a function of N–Na distance 

exhibits a minimum at ~0.3 nm that indicates the formation of contact ion pairs. 

In order to identify contact ion pairs, the potential of mean force as a function of the N–Na 

distance r, w(r) = −kBT ln[P(r)/(4πr2)], where kB is Boltzmann’s constant and P(r) is the 

equilibrium probability distribution of the distance r between ions was computed (Figure 10). The 

potential of mean force encodes the effective Na+-NO2
− interaction as a function of distance when 

the ions’ relative orientations and the solvent degrees of freedom are canonically averaged over all 



22 

configurations.119 The minimum in w(r) at r ≈ 0.3 nm corresponds to contact ion pair 

configurations; based on these data, configurations within 0.5kBT of the minimum were selected 

as inputs for the electronic structure calculations. To limit the computational cost of those 

calculations, only the water molecules in the first solvation shell of the ions, determined from the 

respective radial distribution functions, were taken into account. 

SOS-CIS(D0) calculations125,126 were performed for the Na+-NO2
− contact ion pair and the 

isolated NO2
− ion in vacuum and surrounded by its first solvent shell. This is the most extreme 

example of the potential effect of solvation and any difference here should be greater than what 

would be observed experimentally. SOS-CIS(D0) was chosen because it has N4 scaling and it was 

well-validated for nitrite against EOM-CCSD,127,128 which is accurate for single-electron valence 

excited states within 0.25 eV, while TDDFT129–133 with various functionals was not. Calculations 

were performed in the Def2-SVPD basis set.134,135 

Results and Discussion 

The interfacial electronic |χ(2)|2-spectrum (Figure 11c, red) measured with broadband DUV-

ESFG spectroscopy appears strikingly similar to the bulk absorption spectrum (Figure 8). Thus, 

we confirm the presence of nitrite at the air/water interface (outermost ~1 nm); however, we do 

not observe the previously reported drastic redshift in the interfacial π→π* transition, attributed to 

contact ion pairs and solvent effects.101 

In XAS of aqueous sodium nitrite measured previously by our group, no appreciable ion 

pairing was observed in bulk solution.136 However, the lower dielectric constant at the air/water 

interface137,138 will increase the propensity for ion pair formation. Simulations by Venkateshwaran 

et al. have shown that ion pairing near the interface can be enthalpically and entropically favorable 

for oppositely charged ions, as it releases some hydrating waters to the bulk and reduces pinning 

of capillary waves.53 At the concentrations used for the surface spectroscopy measurements 

discussed here, solvent separated, solvent shared, and contact ion pairs are likely to be present in 

the interfacial region. In addition, an electric double layer can form in the interfacial region at 

moderate-to-high salt concentrations,56 which can induce ordering of water molecules and further 

alter the solvation environments at the interface. This induced ordering of water can increase the 

sampled “interfacial region” and thus may increase the probe depth of second order nonlinear 

spectroscopy techniques (e.g., SHS, SFG) at higher electrolyte concentrations.139 
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Figure 11. (a) Non-resonant SFG spectrum of gallium arsenide, (b) raw ESFG spectra of aqueous 

sodium nitrite and neat water, and (c) interfacial |χ(2)|2-spectrum measured by broadband DUV-

ESFG spectroscopy (red, [NaNO2]bulk = 3.4 M) and neat water (blue). All spectra measured at 293 

K. 

Under the two-photon on-resonance, one-photon off-resonance condition employed here, 

the normalized ESFG intensity (ISFG) can be expressed as  

𝐼𝑆𝐹𝐺 ∝ |𝜒
(2)|

2
∝∑

|𝜇0𝑛(𝛼0𝑛)2PA|
2

(𝜔𝑛 − 𝜔SFG)2 + Γ𝑛2
𝑛

 

where χ(2) is the 2nd-order nonlinear susceptibility, µ0n is the transition dipole matrix element and 

(α0n)2PA is the two-photon absorption polarizability tensor element connecting the ground state to 

excited state n, Γn is the linewidth of the transition, ωn is the transition energy between the ground 

state and excited state n, and ωSFG is the sum frequency of the input photons.31,62,83 By plotting ISFG 

vs. ωSFG, the interfacial electronic |χ(2)|2-spectrum is obtained. We note that the obtained |χ(2)|2-

spectrum is a power spectrum and that a more rigorous approach would be required to measure 

Im(χ(2)) by heterodyne-detected or phase-sensitive ESFG spectroscopy; here, the non-resonant 
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contribution from the solvent (water) is assumed to be negligibly weak because no SFG signal is 

observed from the neat water surface (Figure 11b,c). 

Theoretical Results and Discussion 

In vacuum, the π→π* transition of isolated nitrite occurred at 5.71 eV. The π→π* transition 

of Na+-NO2
- contact pair showed some character at 5.37 eV and 5.80 eV in vacuum. However, 

when just two water molecules were added to a plane parallel with the contact ion pair, the energy 

of the transition stabilized to 5.69 eV, which we believe is closer to an accurate representation of 

the interface. 

 
Figure 12. Representative snapshots and calculated π→π* transition energies of (a) Na+-NO2

− 

contact ion pair in a solvent shell and (b) isolated NO2
− ion in a solvent shell. 

In order to get reproducible results, the geometry of NO2
− in the solvent shell snapshots 

was slightly modified to be consistent with the vacuum geometry and five randomly selected 

snapshots for the Na+-NO2
- contact pair and six for NO2

− were calculated. While all NO2
− 

snapshots had one distinct transition energy at which the π→π* transition was found, the contact 

pair sometimes contained multiple transition energies with π→π* character. The average energy 

was determined by averaging all states for which π→π* character was observed. The π→π* 

transition for the solvated Na+-NO2
− contact pair was found to be on average 5.70 eV (Figure 12a), 

and the π→π* transition for solvated NO2
− to be at 5.82 eV (Figure 12b). The differences between 

these values (0.12 eV), as well as the contrast between in vacuum and in solvation shell, are 

substantially smaller than the value reported by Otten et al., which was ~0.75 eV.101 

Conclusions 

We have employed broadband DUV-ESFG spectroscopy, MD simulations, and SOS-

CIS(D0) electronic structure calculations to re-examine the π→π* transition of nitrite at the 

air/water interface. Our results, which reveal no significant shift in the π→π* transition for the 

contact ion pair, revise our previously reported conclusions from pointwise DUV-ESHG spectra101 

that suggested a large redshift at the surface and a bimolecular adsorption mechanism via contact 

ion pair formation. Although no evidence of a contact ion pair induced redshift and strongly 

favorable bimolecular adsorption mechanism were found herein, our results do not rule out the 

presence of a distribution of local solvation environments at the interface, including solvent 

separated, solvent shared, contact ion pairs, and small ion clusters, under the experimental 

conditions discussed here.  
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Chapter 5 Electronic Spectra of Aqueous Phenol 

Unpublished material in this chapter is included with permission from Shivalee Dey, Katherine J. 

Oosterbaan, Nathan Odendahl, Shane W. Devlin, Dirk R. Rehn, Andreas Dreuw, Phillip L. 

Geissler, Martin Head-Gordon, Stephen E. Bradforth, and Richard J. Saykally. 

Two-photon absorption spectra were measured by the Bradforth Group at University of Southern 

California, molecular dynamics simulations were performed by the Geissler Group at UC Berkeley, 

and electronic structure calculations were performed by the M. Head-Gordon Group at UC 

Berkeley and the Dreuw Group at Heidelberg University. 

Introduction 

Understanding the behavior of ions and molecules at aqueous interfaces is key to central 

processes in electrochemistry, atmospheric chemistry, and biochemistry, and is assuming an 

increased level of attention.1,3,6 Recent experimental advances have facilitated the measurement of 

broadband electronic spectra of ions at the air/water interface by broadband deep ultraviolet 

electronic sum frequency generation (DUV-ESFG) spectroscopy.27,32,62,100 Here, we apply this new 

technique for the study of a prototypical organic molecule, phenol (C6H5OH), at the air/water 

interface. 

Phenol is an amphiphilic organic molecule with a hydrophilic hydroxyl group and a 

hydrophobic phenyl ring. The phenol motif is present in many biochemical systems, most 

prominently in the amino acid tyrosine, which plays a central role in the water-splitting reaction 

in photosynthesis.140 In the environment, phenol is a commonly occurring pollutant in industrial 

wastewater.141 Phenol contributes to secondary organic aerosol formation via oxidation by triplet 

organic compounds in the atmosphere142 and can affect reactions occurring on ocean surfaces.143 

“On-water” catalysis studies have reported orders of magnitude increases in reaction rates of 

certain organic reactions in droplets and thin films that have been attributed to partial solvation of 

reagents at the interface.144 Recent work by Tahara et al. showed that photoionization of phenol 

occurs ca. 104 times faster at the air/water interface than in bulk, reflecting the different solvation 

environment at the interface.145 Hence, studying the behavior of organic molecules at aqueous 

interfaces is of central current interest. 

The bulk UV-Vis absorption spectrum of aqueous phenol exhibits two main bands near 4.6 

eV (270 nm) and 5.9 eV (210 nm) that correspond to transitions from the electronic ground state 

to the lowest two 1ππ* excited states. Additionally, there is a 1πσ* state that lies between the two 
1ππ* states. The S2(1

1πσ*) potential energy surface (PES) of phenol is dissociative with respect to 

the O−H bond stretching coordinate and crosses the bound PESs of the electronic ground state (S0) 

and first excited state S1(1
1ππ*) to produce two conical intersections (CIs).146,147 Previous pump-

probe studies in the gas phase148,149 and in cyclohexane150,151 have reported phenoxy radical and 

hydrogen atom products on a femtosecond timescale upon directly populating the dissociative 

S2(1
1πσ*) state by photoexcitation above the 11ππ*/11πσ* CI. In aqueous solution, Oliver et al.152 

reported phenoxy radical and solvated electron formation, but with orders of magnitude difference 

in timescales for photoexcitation of the higher energy 21ππ* state (~200 fs timescale) compared to 

below the 11ππ*/11πσ* CI (~2 ns time scale), and they proposed a near-threshold autoionization 

mechanism. Upon photoexcitation above the 11ππ*/11πσ* CI, Riley et al.149 observed a proton-
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coupled electron transfer mechanism leading to solvated electron formation. In a recent cluster 

study, Sandler et al.153 proposed a sequential proton-coupled electron transfer mechanism where 

the solvent reorganization stabilizes the charge-transfer state in addition to O−H bond elongation. 

At the air/water interface, monolayer formation with no concentration dependence on the 

molecular orientation has been reported for bulk concentrations below 200 mM.154–156 Electronic 

second harmonic generation (ESHG) spectroscopy experiments have reported a highly favorable 

adsorption free energy to the air/water interface (ΔG° = −14.7 ± 0.4 kJ mol−1)157 with a favorable 

orientation, tilted 50 ± 5° relative to the surface normal.156 Herein, we present the surface-specific 

electronic |χ(2)|2-spectrum of phenol at the air/water interface in the deep UV (ca. 5.4-6.2 eV), 

preliminary two-photon absorption (2PA) spectral data, and employ MD simulations and 

electronic structure calculations to elucidate the effects of aqueous solvation in the bulk and at the 

interface. 

Materials & Methods 

Phenol (99%, ACROS Organics) was used without further purification. All solutions were 

prepared in glassware washed and soaked in NOCHROMIX (Godax Laboratories, Inc.) and 

concentrated sulfuric acid solution overnight, then rinsed with copious amounts of ultrapure water 

(18.2 MΩ.cm at 25 °C, TOC < 5 ppb, Milli-Q, EMD Millipore). Sample solutions were prepared 

immediately before measurements. 

The bulk linear one-photon absorption spectrum was measured in a spectrophotometer 

(UV-2600, SHIMADZU) in a 10-mm pathlength quartz cuvette at a bulk concentration of 100 μM. 

The broadband DUV-ESFG spectrum of phenol at the air/water interface was measured 

with ssp-polarization (s-polarized SFG, s-polarized 285 nm, and p-polarized white light 

continuum) using the experimental setup described in Chapter 1. The bulk concentration (100 mM) 

used corresponds to a surface concentration of ca. 4.4 M.156 Here, a commercial optical parametric 

amplifier (Spectra Physics, TOPAS Prime) is used to generate the UV narrowband pulse at ω1 = 

285 nm (4.35 eV, 8 μJ/pulse, FWHM = 2 nm), which is then spatially and temporally overlapped 

with a spectrally broad white light continuum pulse (50 μJ/pulse, ω2  600-1400 nm) at the solution 

surface. The generated coherent sum frequency radiation in reflection geometry at the phase-

matched angle is spatially and spectrally filtered and then directed into a spectrograph and CCD 

detector. Samples were contained in a Teflon Petri dish and measured at 293 K. Each sample was 

exposed to the laser for a total of 20 minutes with no visible photodegradation, photoproducts, or 

changes in the signal. 

Bulk 2PA spectra were measured by the Bradforth Group at University of Southern 

California by mixing 673 nm (1.84 eV) pump with the visible portion of the white light continuum 

(~300-600 nm) to cover the spectral range of the lowest energy excitations. Both pump and probe 

beams were overlapped spatially and temporally 1-mm flow cell. Differential absorbance (ΔA) of 

the broadband continuum probe was recorded with and without the pump pulse using a 256-

channel silicon photodiode array. The detailed experimental design is described elsewhere.78,80 
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Computational Methods 

To examine the effects of aqueous solvation on the electronic transitions of phenol, 

molecular dynamics simulations were performed by the Geissler Group and electronic structure 

calculations were performed by the M. Head-Gordon Group and the Dreuw Group. Computing the 

transition energies of phenol requires equilibrium configurations of the non-electronic degrees of 

freedom, i.e., the atomic nuclei, as a starting point. Using empirical interaction potentials, such 

configurations from MD simulations were harvested. 

A series of configurations were taken of one phenol molecule surrounded by 267 SPC/E1 

molecules. The LAMMPS molecular dynamics package158 was used to simulate a likely molecular 

geometry of a phenol in either bulk liquid or near an air-water interface. The phenol was 

parameterized with the Amber ff99159 force field and was kept rigid and planar (i.e., CCOH 

dihedral angle = 0°, point group: Cs). SPC/E molecules were kept rigid using the SHAKE160 

algorithm, while the phenol was kept rigid using the LAMMPS rigid/nvt command.161 

“Bulk-like” and “interface-like” configurations were both generated by using a spring 

relative to the center of mass to secure the phenol either to the center or to the edge of the water 

droplet. The atomic coordinates of the phenol and nearest water molecules were extracted for 

deeper electronic structure analysis. 

In aqueous solution, there are three dominant phenol-water interactions: phenol can act as 

a hydrogen bond donor and/or hydrogen bond acceptor, and a weaker OH−φ interaction can occur 

between water and the π-electron cloud of the ring.162 At the air/water interface, a highly specific 

hydration structure is predicted by Tahara and co-workers wherein one water molecule forms a 

weak OH−φ bond with the phenol π-ring and a second water molecule accepts a hydrogen bond 

from the phenol −OH group,163 consistent with the partial hydration proposed by Girault and co-

workers.157 In order to harvest “bulk-like” and “interface-like” configurations for electronic 

structure calculations, snapshots where phenol was donating, accepting, or donating and accepting 

hydrogen bonds were selected from the simulation results. A water-phenol contact was classified 

as a hydrogen bond if the oxygen-oxygen distance was less than 3.5 Å and the angle made by the 

O−H bond vector with the oxygen-oxygen displacement vector was less than 30°. 

 

Figure 13. Representative snapshots of (a) bulk-like solvation and (b) interfacial solvation 

configurations used for ADCMAN electronic structure calculations. 

To limit the computational cost of the electronic structure calculations, only two water 

molecules nearest to the phenol −OH group were taken into account. The OH−φ interaction was 

found to not significantly affect the transition energies and the water molecule interacting with the 

ring was not explicitly included in the electronic structure calculations to limit the computational 

cost of those calculations. Algebraic Diagrammatic Construction (ADC)164–166 calculations were 

performed for an isolated phenol in the gas phase, bulk-like solvated, and interface-like solvated 
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phenol configurations to obtain 1PA oscillator strengths and 2PA cross-sections for degenerate 

excitation, 3.64 eV + broadband, and 4.35 eV + broadband energies to match experimental 

conditions. ADC was chosen because of its high accuracy where TDDFT calculations had failed, 

and because it is one of the few methods in Q-Chem currently capable of calculating the 2PA 

cross-sections. Calculations were performed in the Def2-TZVPD basis set.  

Results & Discussion 

In 1PA spectra, a band near 275 nm (4.5 eV) assigned to the S0→S1(1
1ππ*) transition is 

observed in gas phase and bulk aqueous phenol. Interestingly, the bulk 2PA spectrum (Figure 14) 

measured by the Bradforth group shows relatively lower intensity in this region compared to the 

1PA spectrum. The S0→S1(
1ππ*) transition was not observed in in our interfacial broadband DUV-

ESFG measurements (data not shown) due to signal interference from bulk fluorescence. 

 

Figure 14. One-photon (blue) and two-photon (red) absorption spectra of bulk aqueous phenol 

measured by the Bradforth Group. Two-photon absorption was measured with 673 nm pump and 

continuum (~300-600 nm) pulses. [PhOH] = 851 mM. 

In the case of the two-photon (i.e. sum frequency) on-resonance and one-photon off-

resonance homodyne-detection condition employed here, the normalized ESFG signal intensity is 

proportional to |χ(2)|2, where χ(2) is the second-order nonlinear susceptibility: 

𝐼ESFG ∝ |𝜒
(2)|

2
∝∑

|𝜇0𝑛(𝛼0𝑛)2PA|
2

(𝜔𝑛 − 𝜔SFG)2 + Γ𝑛2
𝑛

 

Here, µ0n is the one-photon absorption (1PA) transition dipole matrix element and (α0n)2PA is the 

two-photon absorption (2PA) polarizability tensor element connecting the ground state to excited 

state n, Γn is the linewidth of the transition, ωn is the transition energy between the ground state 

and excited state, and ωSFG is the sum frequency of the input photons.31,83 The selection rules for 

interface specific ESFG spectroscopy under this condition require a transition to be simultaneously 

1PA and 2PA active.31,62,83 The low absorption of the S0→S1(
1ππ*) transition in 2PA and 

broadband DUV-ESFG spectra suggests a weak 2PA cross-section for the lowest electronic 

excitation. 

The absorption spectra at higher energies are shown in Figure 15. The fine structure 

observed in the gas phase167 (Figure 15a) is lost in the bulk aqueous 1PA absorption spectrum 

(Figure 15b), due to inhomogeneous broadening, as solvent fluctuations create a continuum of 

possible local solvation environments.168 A shoulder arising from higher energy transitions is 
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present; however, measuring 1PA at these higher energies in aqueous solution presents a challenge 

experimentally because the water electronic absorption onset begins near ~6.4 eV (194 nm). 

Further experiments are underway to measure 2PA spectra at these higher energies by mixing 340 

nm (3.64 eV) and a continuum pulse. 

 

Figure 15. Electronic spectra of phenol. (a) Gas-phase absorption spectrum at room temperature 

reproduced from Ref.167, (b) bulk one-photon absorption spectrum of aqueous phenol 

([PhOH]bulk=100 µM), and (c) interfacial |χ(2)|2-spectrum measured with broadband DUV-ESFG 

spectroscopy ([PhOH]bulk=100 mM). All spectra were measured at room temperature (293 K). 

Compared to the gas phase167 and bulk 1PA spectra, the interfacial |χ(2)|2-spectrum (Figure 

15c) measured with broadband DUV-ESFG spectroscopy appears to exhibit a redshift and a slight 

change in the spectral shape. The spectral differences likely arise from the differences in selection 

rules in the spectroscopy techniques and the solvation environments. 

As presented above, ESFG intensity is proportional to the product of the 1PA and 2PA 

cross-sections. The 2PA spectra at higher energies (ca. 5.7-6.3 eV) have yet to be measured so we 

cannot definitively say whether the differences in the spectral shape in the 5.4-6.2 eV region are 

purely due to selection rules. However, we can elucidate the effects of solvation by comparing 

with MD simulations and electronic structure calculations. The highly specific hydration structure 

at the interface and differences in local solvation environment relative to bulk will lead to some 

shifts in the electronic spectra. In 4-methylphenol (p-cresol), Fornander et al. found that discrete 

hydrogen bonding motifs (viz. phenol as a hydrogen bond donor vs. acceptor, or both) can cause 

small spectral shifts (~2-4 nm, ~0.05-0.1 eV) in the S0→S1(1
1ππ*) and S0→S3(2

1ππ*) 

transitions.169 Molecular orbitals from the ADC calculations of phenol in representative solvation 

environments are presented in Figure 16 and the transition energies and associated oscillator 

strengths and 2PA cross-sections are presented in Table 2 and Table 3. 
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Figure 16. Molecular orbitals of dominant transitions and assignments for phenol in gas phase (top), 

bulk-like solvation (middle), and interface-like solvation (bottom) environments. The symmetry 

labels for the orbitals and excitations in the gas phase are in the Cs point group.  
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Table 2. Gas phase electronic transition energies and associated one-photon absorption oscillator strengths and two-

photon absorption cross-sections for (a) degenerate 2PA excitation, (b) 3.64 eV + broadband excitation, and (c) 4.35 

eV + broadband excitation. 

(a) Exc 

State 

# 

Transition 

Energy (eV) 
1PA Osc 

2PA 

(par) 

2PA 

(per) 

pol. 

ratio 
Assignment 

 

1 4.9 0.0295 8.59 6.39 1.34 

π→π* 

a”→a” 

A’→A’ 

 

2 5.8 0.0002 0.57 0.42 1.33 

π→σ* 

a”→a’ 

A’→A” 

 

3 6.1 0.0970 110.78 38.05 2.91 

π→π* 

a”→a” 

A’→A’ 

 

4 6.4 0.0032 36.91 27.68 1.33 

π→σ* 

a”→a’ 

A’→A” 

 

5 6.8 0.0000 11.80 8.85 1.33 

π→σ* 

a”→a’ 

A’→A” 

 

(b) Exc 

State 

# 

Transition 

Energy (eV) 
1PA Osc 

2PA 

(par) 

2PA 

(per) 

pol. 

ratio 
Assignment 

 1 4.9 0.0295 12.08 9.53 1.27 π→π* 

 2 5.8 0.0002 0.75 0.85 0.88 π→σ* 

 3 6.1 0.0970 118.12 40.40 2.92 π→π* 

 4 6.4 0.0032 38.22 28.86 1.32 π→σ* 

 5 6.8 0.0000 11.90 8.93 1.33 π→σ* 

 

(c) Exc 

State 

# 

Transition 

Energy (eV) 
1PA Osc 

2PA 

(par) 

2PA 

(per) 

pol. 

ratio 
Assignment 

 1 4.9 0.0283 25.70 23.68 1.09 π→π* 

 2 5.8 0.0003 2.82 3.95 0.71 π→σ* 

 3 6.1 0.0983 151.64 50.15 3.02 π→π* 

 4 6.3 0.0029 48.74 38.41 1.27 π→σ* 

 5 6.8 0.0001 12.89 9.89 1.30 π→σ* 
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Table 3. Electronic transition energies and associated one-photon absorption oscillator strengths and two-photon 

absorption cross-sections for (a) bulk-like solvated 3.64 eV + broadband excitation, (b) bulk-like solvated 4.35 eV + 

broadband excitation, and (c) interface-like solvated 4.35 eV + broadband excitation. 

(a) Exc 

State 

# 

Transition 

Energy (eV) 
1PA Osc 

2PA 

(par) 

2PA 

(per) 

pol. 

ratio 
Assignment 

 1 4.9 0.0257 10.9 8.5 1.28 π→π* 

 2 5.9 0.0013 2.9 1.5 1.92 π→σ* 

 3 6.1 0.0977 118.6 38.6 3.07 π→π* 

 4 6.4 0.0039 42.4 31.9 1.33 π→σ* 

 5 6.8 0.0002 13.5 9.4 1.44 π→σ* 

 

(b) Exc 

State 

# 

Transition 

Energy (eV) 
1PA Osc 

2PA 

(par) 

2PA 

(per) 

pol. 

ratio 
Assignment 

 1 4.9 0.0257 22.5 20.1 1.12 π→π* 

 2 5.9 0.0013 5.9 5.9 0.99 π→σ* 

 3 6.1 0.0977 153.9 48.0 3.21 π→π* 

 4 6.4 0.0039 52.5 40.6 1.29 π→σ* 

 5 6.8 0.0002 21.5 14.7 1.46 π→σ* 

 

(c) Exc 

State 

# 

Transition 

Energy (eV) 
1PA Osc 

2PA 

(par) 

2PA 

(per) 

pol. 

ratio 
Assignment 

 1 4.8 0.0368 54.6 56.1 0.97 π→π* 

 2 5.4 0.0011 12.2 15.4 0.79 π→σ* 

 3 5.9 0.1367 256.7 78.1 3.29 π→π* 

 4 6.1 0.0035 69.2 46.6 1.49 π→σ* 

 5 6.2 0.0006 36.4 25.4 1.43 π→σ* 

 

 The ADC results predict redshifts in the excitation energies for phenol in the “interface-

like” configuration wherein phenol acts as a hydrogen bond donor relative to bulk-like 

configurations wherein phenol is both hydrogen bond donor and acceptor. These results align with 

our measured broadband DUV-ESFG spectra that shows an apparent redshift in the |χ(2)|2-spectrum 

and are also consistent with theoretical results of Fornander et al.169 

Conclusions 

The results of our broadband DUV-ESFG spectroscopy measurements of phenol at the 

air/water interface, combined with measured bulk 2PA spectra, suggest that the lowest electronic 

excitation (11ππ*) is not strongly 2PA active. At higher energies corresponding to 11πσ*and 21ππ* 

transitions, the highly specific hydration structure at the interface leads to an apparent redshift in 

the spectrum. Further work is necessary to elucidate the role of selection rules on the interfacial 

|χ(2)|2-spectrum of phenol.  
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Chapter 6 Future Directions for Broadband DUV-ESFG 

Spectroscopy 

Homodyne- and Heterodyne-detected ESFG Spectroscopy 

As of Spring 2021, the optical design of the broadband DUV-ESFG spectroscopy setup in 

the Saykally Group employs a homodyne detection reflection geometry (Figure 17) based on the 

homodyne ESFG experiment of Yamaguchi & Tahara.29 

 

Figure 17. Simplified diagram of homodyne-detected broadband DUV-ESFG spectroscopy setup in 

the Saykally Group as of Spring 2021. Complete diagram of setup is presented in Chapter 1. 

In homodyne-detected ESFG spectroscopy, the background-subtracted and normalized 

intensity is proportional to the square modulus of the second-order nonlinear susceptibility, 

𝐼ESFG ∝ |𝐸SFG|
2 ∝ |𝜒(2)|

2
= 𝑁2|〈𝛽(2)〉|

2
 

where χ(2) is the macroscopic nonlinear susceptibility and β(2) is the molecular hyperpolarizability. 

Thus, phase information from the complex χ(2)-spectrum is lost in the homodyne-detected |χ(2)|2-

spectrum—the “power spectrum”. Because of this limitation, homodyne-detected SFG spectra has 

proven to be challenging to interpret, as was the case for homodyne-detected vibrational SFG 

power spectra of the water O−H stretch region,170,171 and cannot provide absolute orientational 

information without serious assumptions at aqueous interfaces, which is important in 

understanding mechanistic details of interfacial systems.49,50 In recent years, several research 

groups have successfully developed heterodyne-detected (or phase-sensitive) SFG spectroscopy 

methods in the infrared170–174 and visible175–177 wavelengths. Typically, a local oscillator and phase 

delay plate are introduced in the beam paths to obtain interference between the local oscillator 

field and the signal field. The intensity of heterodyne-detected ESFG spectra can be expressed as: 

𝐼HDESFG ∝ |𝐸SFG + 𝐸LO|
2 = |𝐸SFG|

2 + |𝐸LO|
2 + 2|𝐸SFG||𝐸LO| cos ∆𝜙 

where ESFG is the signal field, ELO is the local oscillator field, and Δϕ is the phase difference 

between the two fields. The complex χ(2) can be extracted by isolating the cross-term using a 

Fourier transform to obtain the spectrum in the time domain, with the time delay set by the delay 

plate. The homodyne contributions to the signal occur at t = 0 and the heterodyne contributions 

exist at t = ±Δt, where Δt is determined by the thickness and material of the delay plate. The cross-

term can be extracted using a step function filter, then an inverse Fourier transform is performed 
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to return to the frequency domain. After normalization, the intensity is proportional to χ(2) wherein 

the imaginary components, Im(χ(2)), are absorptive at resonances and the real components, Re(χ(2)), 

are dispersive at resonances. Additionally, orientational information can be extracted from the 

signs: 

𝐼 ∝ |𝐸SFG||𝐸LO| cos ∆𝜙 ∝ 𝜒
(2) ∝ 𝑁〈𝛽(2)〉 

Because ESFG signals are inherently weak due to being generated from only a few 

monolayers at the interface, relatively long acquisition times are necessary to obtain sufficient 

signal-to-noise ratios. The cross-term that oscillates at the phase difference between the two fields 

can be strongly amplified and thus reduce acquisition times and significantly improve signal-to-

noise ratio, which would allow for measurement of interfacial spectra at low concentrations and/or 

with analytes that possess only weakly resonant signals. 

In 2008, the Tahara Group demonstrated heterodyne-detected ESFG spectroscopy wherein 

the local oscillator was placed in non-collinear reflection geometry after the sample to measure the 

interfacial spectra and absolute surface orientation of p-nitroaniline and coumarin dye 

molecules.175,178 More recently, the Roberts Group generated the local oscillator in non-collinear 

transmission geometry before the sample through a thin z-cut quartz crystal to probe a thin organic 

semiconductor material.177 Both the Tahara and Roberts Groups mixed a broadband continuum 

pulse (~540-1200 nm, ~450-800 nm) and a narrowband up-conversion pulse centered near 800 nm 

to generate broadband sum frequency near 410 nm and 340 nm, respectively. To the best of our 

knowledge, heterodyne-detected ESFG spectroscopy in the deep ultraviolet (~200 nm) has not yet 

been successfully demonstrated. 

To incorporate heterodyne-detection in our broadband DUV-ESFG setup, several efforts 

were made. The initial attempt was modeled following the Tahara Group, viz. a non-collinear 

reflection geometry, wherein the local oscillator was placed after the sample (Figure 18). Here, the 

signal field is generated at the sample and only the sum frequency field was transmitted through 

the delay plate (CaF2 window) to generate the phase difference. The fundamental and sum 

frequency fields were then re-focused onto the local oscillator. This design suffered from 

significant alignment challenges after the sample, as it required re-establishing spatial and 

temporal overlap of three beams using a single spherical concave mirror. Furthermore, the 

reflectance of optics drops precipitously in the ultraviolet. 

 

Figure 18. Heterodyne-detected broadband SFG design following Tahara et al. (FL: focusing lens, 

SM: spherical mirror, Δt: delay plate, LO: local oscillator, CCD: charge-coupled device camera) 
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To simplify the alignment, two off-axis parabolic mirrors were installed to replace the 

single spherical mirror (Figure 19). This simplified the alignment procedure for the three beams, 

but the increased number of reflections severely attenuated the intensity when working with UV 

wavelengths. 

 

Figure 19. Adapted HD-ESFG spectroscopy design with off-axis parabolic mirrors. (FL: focusing 

lens, Δt: delay plate, LO: local oscillator, OAP: off-axis parabolic mirror, CCD: charge-coupled 

device camera) 

To limit attenuation of the local oscillator signal in reflection geometry, a transmission 

geometry, placing the local oscillator before the sample, was incorporated. A z-cut quartz crystal 

(20 μm thickness, Crystran Ltd.) was used as the local oscillator in transmission geometry (Figure 

20). 

 

Figure 20. HD-ESFG spectroscopy design with local oscillator in transmission geometry. (FL: 

focusing lens, Δt: delay plate, LO: local oscillator, OAP: off-axis parabolic mirror, CCD: charge-

coupled device camera) 

To confirm the alignment, homodyne- and heterodyne-detected ESFG spectra of GaAs 

were measured (Figure 21), mixing the white light continuum pulse (~600-1400 nm) and 800 nm 

narrowband pulse using the setup as shown in Figure 20. The homodyne ESFG spectrum (Figure 

21a) was measured without the local oscillator and delay plates in the beam paths. For the 

heterodyne-detected ESFG spectrum (Figure 21b), the delay plate acts to insert a temporal delay 

in the local oscillator, which results in spectral fringes, with the spacing corresponding to the phase 

difference between the local oscillator and sample signal fields. The fringes can be further 

enhanced by optimizing the alignment. 
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Figure 21. (a) Homodyne-detected ESFG spectrum of GaAs measured with the local oscillator and 

delay plate removed from the beam paths and (b) heterodyne-detected ESFG spectrum of GaAs 

measured with the local oscillator and delay plate in the beam path. 

Using the design as described above, the frequency-doubled 400 nm was used as the 

narrowband up-conversion frequency and mixed with the white light continuum pulse, resulting 

in an SFG spectrum centered near 267 nm. When the SFG spectrum generated through the local 

oscillator (z-cut quartz) was measured, there were certain frequencies where the amplitude of the 

local oscillator signal was significantly decreased, viz. near 257 nm and 271 nm, as shown below 

(Figure 22). 

 

Figure 22. Non-resonant SFG spectrum of z-cut quartz (local oscillator) measured in transmission 

geometry. 

The constructive and destructive interference in the spectrum is attributed to the temporal 

walk-off due to different group velocities of the input and sum frequencies as they travel through 

the 20 μm z-cut quartz crystal (this is consistent with observations by Moon et al.177 who observed 

similar spectral patterns with the SF spectrum centered near 400 nm). A thinner z-cut quartz 

window could be used to reduce the effects of the temporal walk-off. However, the tradeoff is the 

decrease in the interaction length, which will reduce conversion efficiency. Furthermore, handling 

such a thin crystal can be experimentally challenging. Petersen and co-workers employ a 150 nm 
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thin film of zinc oxide deposited on soda lime glass to generate the local oscillator for heterodyne-

detected vibrational SFG spectroscopy, which might be a viable alternative method to generate the 

local oscillator with reduced spectral modulation.174 

Probing the Air/Water and Liquid/Liquid Interface using a Flat-Jet 

One of the shortcomings of ESFG spectroscopy is its inherently weak signal strength due 

to the signal being generated from only a few monolayers at the interface when probing planar 

aqueous interfaces. Thus, relatively long acquisition times (ca. 1-10 minutes) are necessary to 

obtain sufficient signal-to-noise ratio. Furthermore, concentrations typically used in the 

experiments range from 1-5 M to generate sufficient SFG photons. However, as described in 

previous chapters, long acquisition times risk surface contamination from airborne particulates and 

formation of laser-induced photoproducts. Moreover, ion-ion interactions become prominent at 

such high concentrations at the interface, which can complicate spectral interpretation. 

A continuously flowing flat-jet sheet allows for ESFG spectroscopy of a continuously 

refreshing aqueous interface that circumvents the issues presented above for a static aqueous 

sample surface contained in a conventional Petri dish. Roke et al. demonstrated vibrational SFG 

spectra in the −CH3 stretch region of the ethanol/air interface of a cylindrical microjet.179 However, 

a limitation of the cylindrical jet setup is its inherently curved interface. Recently, Koralek et al. 

developed ultrathin liquid flat-jets, utilizing microfluidic technology that allows for stable liquid 

jets ranging in thickness from microns to tens of nanometers.60 Furthermore, Koralek and co-

workers have developed two-component flat-jets that would allow studies of liquid-liquid 

interfaces180 with nonlinear spectroscopy which has not yet been extensively explored. 

Incorporating a flat-jet in the broadband DUV-ESFG spectroscopy system would allow for 

measurements of low concentration solutions or analytes with lower ESFG cross-sections. For 

example, azide,181 carbonate species,182 hydroxide,183 iron-chloride complexes,184 sulfur 

dioxide,185 and other sulfur species.186 

Lastly, measuring concentration effects in broadband DUV-ESFG spectra could better our 

understanding of how ion pair and ion cluster formation are manifested in interfacial electronic 

spectra. Additionally, the mixing capabilities of the two-component flat-jet system could be used 

to mix two reactant solutions and study reaction kinetics or to probe liquid/liquid interfaces. 
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Chapter 7 Probing Liquid Carbon with Soft X-ray Free 

Electron Laser Spectroscopy: An Overview 

Liquid Carbon 

The liquid state of carbon is of fundamental chemical significance and has potential 

practical applications, but it remains very poorly characterized (see Ref187 for a recent review by 

our group). As a time-honored prototype of tetrahedral bonding, which generates important solid 

structures, the study of liquid carbon could lead to the discovery of novel forms of carbon, much 

as the study of small carbon clusters led to the serendipitous discovery of fullerenes and carbon 

nanotubes.188 Evidence suggests that carbon nanotubes are formed in carbon arcs by nucleation 

from a liquid carbon precursor.189 A recent study reports that a new, metastable state of carbon (Q-

carbon) is formed through a liquid intermediate.190 Novel carbon materials and routes for 

synthesizing them are of great interest, as some proposed carbon allotropes may have exciting new 

properties for technological applications, and better understanding of the liquid properties may 

suggest new routes for synthesizing known carbon materials of technological significance with 

improved control of product properties. 

To reliably model such processes requires a far more detailed understanding of the liquid 

state than is currently available. As extreme pressures and temperatures are required for the 

generation of equilibrium liquid carbon, transient methods, including pulse electrical heating and 

ultrafast laser-induced non-thermal melting191,192 must be exploited to prepare liquid samples for 

characterization. Some electrical properties of liquid carbon have been deduced from pulse 

electrical heating experiments,193 and both X-ray and optical reflectivity experiments have been 

performed on non-thermally melted samples.191,192 The results of these experiments on carbon have 

proven controversial, with different studies reaching different conclusions regarding the properties 

of the liquid state. 

Previous X-ray absorption spectroscopy (XAS) studies of non-thermally melted liquid 

carbon were hampered by limited time and energy resolution.194 Data obtained in these 

experiments demonstrated a large change in the XAS from the initial solid. This change was 

ascribed to a weakening of bonds between carbon atoms. By fitting the spectra, the authors were 

able to predict the number of π-bonds per carbon atom, which exhibited a dramatic and density-

dependent change upon melting. X-ray scattering studies of shock-compressed liquid carbon also 

show complex bonding, but were limited in terms of accessible scattering angles and by requiring 

extremely high pressures.195 In 2020, FERMI scientists published results of time-resolved XAS on 

non-thermally laser melted amorphous carbon films and found a transient equilibrium condition at 

14,200 K and ~0.5 Mbar in ~300 fs before ablation.196 Recent ab initio molecular dynamics 

studies197 have modeled the liquid and its position in the carbon phase diagram, as well as the 

evolution of carbon under extreme conditions, but have had their own inconsistencies. 

As there is currently so little known about the structure of liquid carbon, the ability to 

identify its structures and properties in different pressure and density regimes is of immense 

scientific interest. Additionally, gaining insight into the dynamical evolution and cooling of the 

carbon fluid following heating by the optical melting pulse will aid in validating physical models 

that are used in hydrodynamic modeling of high-energy density physics experiments at free 
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electron laser facilities. Historically, experiments have focused on acquisition of data in the 

compression regime198 and equation of state models are often well-validated for compression, but 

data regarding ablation and recrystallization of liquids generated from strong interaction with 

lasers are generally lacking. 

Herein, we present results of pump-probe soft X-ray free electron laser spectroscopy 

studies on laser-induced non-thermally melted carbon samples and accompanying theoretical 

calculations. 

Soft X-ray Free Electron Laser Spectroscopy 

Recent technological advances have opened new venues for spectroscopy at soft X-ray 

energies (ca. > 0.1 nm, < 10 keV). The development of X-ray free electron lasers has enabled 

researchers to probe systems using ultrafast and tunable soft X-ray beams with high coherence and 

brilliance.199 Currently, there are several operating soft X-ray beamlines around the world: PAL-

XFEL (South Korea), LCLS (SLAC National Accelerator Laboratory), SPring-8 and SACLA 

(Japan), FLASH DESY (Hamburg, Germany), SwissFEL (Switzerland), and FERMI Elettra (Italy), 

with some existing beamlines undergoing upgrades and new facilities in construction. 

Due to their high intensities and short pulse lengths, soft X-ray free electron laser sources 

provide an exciting and novel way to study materials. Specifically, PAL-XFEL200 in Pohang, South 

Korea (Figure 23) is well-suited to probing the carbon K-edge because of its high performance at 

the relevant photon energy range as well as its short pulse duration, which allowed for the study 

of the time evolution of carbon electronic structure as it undergoes melting, expansion, cooling, 

and ablation. 

 

Figure 23. Soft X-ray scattering and spectroscopy endstation at PAL-XFEL in Pohang, South Korea. 

Photo by Hikaru Mizuno. 
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Time-Resolved X-ray Emission Spectroscopy and Resonant Inelastic X-ray 

Scattering Spectroscopy of Liquid Carbon 

Unpublished material in this section is included with permission from Rebecca K. Lindsey, 

Sebastien Hamel, Kamal Chinnathambi, Sumana L. Raj, Christopher J. Hull, Soonnam Kwon, 

Sang Han Park, Jason K. Cooper, Feipeng Yang, Yi-Sheng Liu, Jinghua Guo, Dennis Nordlund, 

Walter S. Drisdell, Heather D. Whitley, Michael Odelius, Craig P. Schwartz, and Richard J. 

Saykally. 

XPS measurements of unmelted samples were performed by J.K.C. at Lawrence Berkeley National 

Lab, XES and RIXS spectra of unmelted samples were measured by F.Y., Y.L., and J.G. at the 

Advanced Light Source, XAS measurements of unmelted samples were measured by D.N. at 

SLAC National Accelerator Laboratory, MD simulations were performed by R.K.L., S.H., and 

H.D.W. at Livermore National Laboratory, electronic structure calculations were performed by 

K.C. and M.O. at Stockholm University. 

Introduction 

Due to its elemental specificity and sensitivity to the local structure and bonding, time-

resolved soft X-ray free electron laser spectroscopy is a powerful tool to explore the melting 

dynamics of carbon as it evolves and cools to the glassy state or ablates. X-ray emission 

spectroscopy (XES) and resonant inelastic X-ray scattering (RIXS) spectroscopy are photon-in 

photon-out spectroscopy techniques (Figure 24). In the case of carbon, absorption of an X-ray 

photon promotes an electron from the core level into the continuum (XES) or to an empty valence 

band state (RIXS), resulting in an excited intermediate state with a core hole. Subsequently, an 

electron from an occupied valence shell fills the core hole (2p→1s), resulting in an emission of an 

X-ray photon. Generally, XES probes the occupied electronic structure of a material in an element-

specific manner. In RIXS spectroscopy, tuning the incident X-ray photon energies allows one to 

simultaneously obtain information of both the empty electronic states and occupied states. 

 

Figure 24. Energy diagram of (a) X-ray emission process and (b) resonant inelastic X-ray scattering 

process at the carbon K-edge. Incident X-ray photon excites a 1s core electron to continuum (XES) 

or an empty 2p valence band (RIXS) state. An electron from an occupied valence state fills the core 

hole, resulting in an emission of an X-ray photon. 
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Theoretical results for liquid carbon simulated under nominally identical conditions can 

generate vastly different electronic structure predictions due to differences in functionals, electron 

temperature treatment, and levels of theory.201 XES and RIXS are highly sensitive to the 

underlying electronic and atomic structure and can probe bond strength, average number of bonds, 

and the nature of interactions between carbon atoms, and can distinguish between different carbon 

compounds.202 XES can also be used to characterize the temperature of a material. Such 

experiments were recently demonstrated for aluminum at FLASH by measuring XES as a function 

of temperature.203 Time-resolved RIXS (tr-RIXS) has also been demonstrated at FLASH for liquid 

silicon, a metastable tetrahedral system, in providing detail into the structure and relevant phase 

changes; a phase change between solid and liquid, and subsequent liquid-liquid phase transition 

between high- and low-density liquids were identified, only made possible with detailed electronic 

and structural information gained from tr-RIXS data.204 

Our group recently obtained ultrafast grazing incidence X-ray scattering data from laser-

ablated silicon at SACLA, showing that large-scale structures are formed after ~20 ps.205 While 

this is similar to what occurs in conventional explosions, the effects occur significantly more 

rapidly than previously observed and may provide valuable insight into the nature of liquid carbon. 

Herein, we report the first tr-RIXS and tr-XES experiments performed on liquid carbon and 

accompanying theoretical calculations. Different temperature/pressure conditions are obtained by 

probing at different delay times between the melting pulse and soft X-ray probe pulse. 

Materials & Methods 

Samples comprising of amorphous carbon (a-C) thin films (thickness 100 nm, roughness 

0.80 nm, ρ = 2.1 g cm−3) deposited on a silicon <100> wafer were purchased from Incoatec GmbH 

(Germany) for tr-RIXS experiments. Ultrananocrystalline diamond (UNCD) thin films (thickness 

ca. 400 nm) deposited on silicon <100> wafer were purchased from John Crane (USA) for tr-XES 

and tr-RIXS experiments. 

The pump-probe tr-RIXS and tr-XES experiments were performed at the soft X-ray 

scattering and spectroscopy beamline at Pohang Advanced Laboratory (Pohang, Republic of South 

Korea).200 The liquid was prepared by non-thermal melting of carbon targets with a femtosecond 

laser and then probed as a function of delay time between the melting and soft X-ray FEL pulses 

(and thus as a function of temperature, as determined by both the experiment and modeling). 

The experimental design is shown in Figure 25. The PAL-XFEL and optical melting laser 

were nearly-collinearly focused onto the sample surface with an incidence angle of ca. 45° with 

respect to the sample surface normal. Experimental parameters are presented in Table 4. The larger 

melting laser spot size ensures that the FEL beam probes a nearly homogeneously excited sample. 

Samples were mounted on a 4-axis stage and rastered shot-to-shot so that each FEL shot probed a 

pristine surface. The scattered X-ray photons were collected in reflection geometry, perpendicular 

to the incoming beams, using a RIXS/XES spectrometer and Newton DO 940 CCD detector 

(Andor Oxford Instruments). A CCD image was recorded as a 1×2048-pixel image file for each 

shot. 

Tr-RIXS spectra of non-thermally melted a-C samples were collected at incidence energies 

of 289 eV, 297 eV and 298 eV as a function of time delay between the melting pulse and PAL-

XFEL pulse, ranging from Δt = +1 to +50 ps with a time resolution of ca. 150 fs. 
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Tr-XES and tr-RIXS spectra of non-thermally melted UNCD thin film samples were 

collected at incident energies of 308 eV, 303 eV, and 294 eV as a function of time delay between 

the melting pulse and PAL-XFEL pulse, ranging from Δt = −1 to +100 ps with a time resolution 

of ca. 150 fs. 

 

Figure 25. The experimental design for time-resolved resonant inelastic X-ray scattering and X-ray 

emission spectroscopy at the soft X-ray scattering and spectroscopy beamline at Pohang Accelerator 

Laboratory. Some optics are omitted for clarity. (KB: Kirkpatrick-Baez mirror; LIC: laser in-

coupling mirror). 

Table 4. Laser parameters for tr-RIXS and tr-XES experiments at PAL-XFEL. 

 
PAL-XFEL 

Melting Laser 

 tr-RIXS a-C tr-RIXS/XES UNCD 

Spot size, fwhm (μm) 80 μm 200 μm 200 μm 

Energy 
289, 294, 297, 298, 303, 308 eV 

(pink beam) 
1.55 eV / 800 nm 1.55 eV / 800 nm 

Pulse duration (fs) < 50 65 65 

AOI 45° 45° 45° 

Pulse Energy (μJ) -- 528 565 

Peak Fluence (J cm-2) -- 0.82 0.88 

Peak power (W cm-2) -- 1.3×1013 1.4×1013 

 

For further characterization and comparisons to benchmark theoretical calculations, 

additional measurements were performed. XAS of unmelted a-C thin films were performed at 

Stanford Synchrotron Radiation Lightsource (SLAC National Accelerator Laboratory, Menlo Park, 

CA, USA).206 XES and RIXS of unmelted a-C and UNCD thin films were performed at Advanced 

Light Source (Lawrence Berkeley National Laboratory, Berkeley, CA, USA).207 XPS of unmelted 

a-C and UNCD thin films were measured with a commercial Kα X-ray photoelectron spectrometer 

(Thermo Fisher Scientific). 
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Theoretical Methods 

 To obtain MD snapshots of carbon at extreme temperature and pressure conditions, the 

Chebyshev Interaction Model for Efficient Simulation (“ChIMES”)208 was employed. ChIMES 

accounts for two- and three-body interactions by fitting linear combinations of Chebyshev 

polynomials through force matching to trajectories from Kohn-Sham density functional theory 

(DFT).209 Trajectories were obtained at 7000 K, 14000 K, and 17000 K. 

 For electronic structure calculations, periodic DFT209,210 based calculations were 

performed using the CP2K package211 to simulate the carbon K-edge XAS and XES spectra for 

diamond, graphite, and amorphous carbon from MD trajectories. A Gaussian Augmented Plane 

Wave (GAPW) method to perform all-electron calculations with 6-311Gdp basis set and an energy 

cut-off of 500 Ry with multi-grid consisting of five grids was employed. A supercell of 5×5×5 

(1000 atoms), 8×8×3 (768 atoms), and ~17 Å sized cubic box (500 atoms) for diamond, graphite, 

and a-C was used. Calculations were performed at 0 K and for the Γ point of super cells using the 

transition potential method; the half core-hole (TPHH) approximation to include C 1s core hole 

relaxation effects on spectra was used. Separate spectrum simulations were performed for each 

carbon atom present in the a-C cell and only for inequivalent atoms in diamond and graphite cells. 

Data Analysis 

Time-resolved RIXS. Each dataset comprised 20,000-72,000 FEL shots, with each shot 

saved as a 1×2048-pixel image file. A representative raw RIXS spectrum of unmelted carbon from 

a single dataset is shown in Figure 26a. To display the RIXS spectrum, background removal and 

signal filtering were performed based on the methods developed by Nowak et al.212 Initially, the 

baseline background intensity was estimated using the minimum value for each pixel within the 

dataset and subtracted from all frames. Then, to account for sharing of X-ray photons depositing 

energy among neighboring pixels, a 3-pixel re-clustering of the pixels was performed (i.e., each 

pixel was the sum of itself and its neighboring pixels). When the re-clustered pixel intensity was 

below a user-defined threshold, the central pixel of the 1×3-pixel block was identified as a 

background. The median value was calculated from the background identified pixels to obtain the 

optimized background, which was subtracted from each frame. After optimized background 

subtraction, a 3-pixel re-clustering of the resulting data was performed. When the value of the re-

clustered intensity was above a user-defined threshold, then the central pixel was identified as an 

X-ray photon event and all but the X-ray pixels and their neighboring pixels were set to zero. The 

filtered RIXS spectra were normalized by the number of shots and FEL intensity, binned, and 

smoothed using a smoothing spline fit. Spectra obtained at the same delay times were averaged 

after normalization and smoothing. 
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Figure 26. An overview of data analysis steps employed to remove background and isolate RIXS 

signal. (a) Raw RIXS spectrum of unmelted amorphous carbon comprising 72000 FEL shots with 

input energy 298 eV. (b) Histogram of raw pixel intensities with baseline/background peak at ~300 

ADU and RIXS photons at ~350 ADU (analogue-to-digital-units, i.e., counts). (c) Histogram of 

baseline-subtracted intensities (red) and 3-pixel re-clustered intensity (blue). (d) Histogram of 3-

pixel re-clustered intensity after subtracting optimized background. (e) Filtered RIXS spectrum (×, 

red) with spline smoothing (solid line, red). 

Time-resolved XES. Each dataset contained 10,000-100,000 FEL shots, with each shot 

saved as a 1×2048-pixel image file. Lower and upper limits were set to remove noise. The filtered 

XES spectra were normalized by the number of shots and FEL intensity, binned, and smoothed 

using a smoothing spline fit. Spectra obtained at the same delay times were averaged after 

normalization and smoothing. 

X-ray Photoelectron Spectra. XPS spectra were fit using CasaXPS (Casa Software Ltd). 

  



45 

Results & Discussion 

XAS, XES, RIXS, and XPS spectra of unmelted a-C at room temperature were measured 

to benchmark theoretical results (Figure 27, Figure 28). The XAS spectrum shows the 

characteristic 1s→π* transition near 286 eV from sp2-carbons and the broad 1s→σ* band at higher 

energies (>290 eV) from sp3-carbons. The XES/RIXS spectra shows features near 277 eV and a 

shoulder at 282 eV corresponding to states with 2s and 2p character. 

 

Figure 27. Carbon K-edge XES, RIXS, and XAS spectra of unmelted amorphous carbon film. The 

sharp peaks present in the RIXS and XES spectra are elastic scattering peaks. 

The XPS spectrum of unmelted a-C (Figure 28) was deconvoluted to determine the sp3 

content (%sp3) and the sp2/sp3 ratio.213–215 The binding energy peaks at 284.3 eV (FWHM 1.05 

eV) and 285.2 eV (FWHM 1.37 eV) correspond to sp2- and sp3-carbon atoms, respectively. The 

difference (0.9 eV) is consistent with the energy difference between the C 1s core levels of graphite 

and diamond. Other peaks present in the spectrum with much smaller intensity are attributed to 

surface oxygen contamination (C-O, C=O). The %sp3 content is calculated as the area over the 

total C 1s peak area, which is ca. 26%, and the sp2/sp3 ratio was calculated to be ~2.1. These values 

are consistent with those reported by Ref.214 from a-C samples with similar densities as used here. 

It should be noted that XPS is considered a surface-selective technique (probe depth ~3 nm, 

depending on incident photon energy). Haerle et al.214 reported that values obtained from XPS are 

similar to those obtained measuring plasmon resonance in EELS spectrum. 

 

Figure 28. Deconvolution of X-ray photoelectron spectra of C 1s peaks of unmelted amorphous 

carbon. Peaks at 284.3 eV (FWHM 1.05 eV) and 285.2 eV (FWHM 1.37 eV) correspond to sp2- and 

sp3-carbon atoms. 
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XES, RIXS, and XPS spectra of unmelted UNCD thin films at room temperature were 

measured to benchmark theoretical results (Figure 29). The XES spectra shows a broad feature 

near 279 eV corresponding to states with 2s character and a small shoulder near 272 eV. 

 

Figure 29. Carbon K-edge XES and RIXS spectra of unmelted ultrananocrystalline diamond thin 

film. The sharp peaks present in the spectra are elastic scattering peaks. 

The XPS of UNCD (Figure 30) was fit to obtain %sp3 of ca. 54% and sp3/sp2 ratio of ca. 

22.216 The relatively large contribution from C-O-H in the near-surface region probed by XPS is 

likely from surface termination and grain boundaries.217 The grain boundaries of nanocrystalline 

diamond will contain sp2-carbon, defects, and hydrogen so the XPS spectrum is not expected to 

exactly match that of a pristine diamond crystal.218 

 

Figure 30. (a) Deconvolution of X-ray photoelectron spectra of C 1s peaks of unmelted 

ultrananocrystalline diamond thin film. (b) First and (c) second derivatives of the XPS spectral 

profile. Area (sp3) = 23391, area (sp2) = 1043, area (C-O-H) = 19129. 
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Tr-RIXS spectra of liquid carbon generated from a-C samples were collected at 289 eV, 

297 eV, and 298 eV (Figure 31). The RIXS spectra of unmelted carbon (Figure 27) show a broad 

main peak centered at 278 eV, assigned to emission from σ-orbitals, and a higher energy shoulder 

near 281 eV, assigned to emission from π-orbitals. Upon melting, the normalized integrated tr-

RIXS intensity (Figure 32) shows a sharp initial decrease (+1-2 ps), subsequent recovery (+4 ps), 

and eventual decrease at long delay time. 

 

Figure 31. Time-resolved RIXS spectra of amorphous carbon measured at (a) 298 eV, (b), 297 eV, 

and (c) 289 eV at various time delays. Spectra are filtered, normalized, and smoothed. 

 

Figure 32. Normalized integrated RIXS intensity as a function of delay time for amorphous carbon. 

The area of unmelted RIXS spectrum for each excitation energy is normalized to 1. 
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Tr-XES spectra of liquid carbon from UNCD thin films were collected at 308 eV (Figure 

33). Because the UNCD samples were thicker than a-C samples that were previously used, 

contributions from both melted and unmelted sample in the measured spectra are expected, hence 

the changes in the tr-XES spectra upon melting are not as obvious as those of a-C. The total 

integrated area and difference spectra are shown in Figure 34. Upon melting, there is an initial 

increase in the integrated XES intensity followed by a decrease. Spectral features at 286 eV, 282 

eV, and 277 eV at short delay times, corresponding to similar features in the spectrum of highly 

oriented pyrolytic graphite (sp2) are observed (Figure 34b). At +20 ps, the XES intensity increases, 

then returns to initial intensity levels at longer delay time. 

 

Figure 33. Time-resolved XES spectra of ultrananocrystalline diamond thin film measured at 308 

eV at (a) short, (b) intermediate, and (c) long delay times. Spectra are filtered, normalized, and 

smoothed. 
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Figure 34. (a) Integrated XES intensity (total area between 265 eV and 288 eV) vs. delay time for 

ultrananocrystalline diamond thin film samples. XES difference spectra for (b) short and (c) long 

delay times. 

Tr-RIXS spectra of liquid carbon from UNCD measured at FEL incidence energies of 294 

eV (Figure 35) and 303 eV (Figure 36) are presented below. 

 

Figure 35. (a) Time resolved RIXS spectra measured from ultrananocrystalline diamond thin film 

samples with FEL energy 294 eV, (b) RIXS difference spectra, and (c) integrated RIXS intensity vs. 

delay time. 
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Figure 36. (a) Time resolved RIXS spectrum measured from ultrananocrystalline diamond thin film 

samples with FEL energy 303 eV, (b) RIXS difference spectra, and (c) integrated RIXS intensity vs. 

delay time. 

In the short time regime (Δt = 0-2 ps), the liquid is expected to be in a non-equilibrium 

state with high electronic temperature and low lattice temperature. The initial decrease in the RIXS 

signal intensities for a-C (289, 298 eV; Figure 32) and UNCD (294 eV, Figure 35c) is likely due 

to a decrease in the absorption cross-section. At low densities, the liquid is expected to be primarily 

sp-hybridized carbon chains, with increasing coordination with increased fluid density. The results 

of our experiments are consistent with time-resolved XAS measurements on a-C made at 

FERMI.196 In tr-XAS spectra measured by Principi and co-workers, the absorption cross-section 

of sp2 carbons corresponding to absorption >290 eV was observed to decrease rapidly (within 150 

fs) due to increasing sp-hybridization as structural reorganization occurred to form the liquid 

phase.196 With a decrease in absorption cross-section of the incident X-ray photons at higher 

incident energies during short delay times, the RIXS intensity concomitantly decreases. 

Beyond +5 ps, the liquid will begin to expand, cool, and/or ablate. This time regime is 

especially relevant to the production of novel carbon materials, as both carbon nanotubes and Q 

carbon are speculated to nucleate from liquid carbon as it cools.189 Further efforts, including AFM 

and TEM, to examine whether novel structures have actually formed in in the laser melt craters 

are underway. Our group’s recent ultrafast grazing incidence X-ray scattering data for laser-ablated 

silicon showed large-scale structure formation attributed to development of nanoscale 

inhomogeneities typically associated with nanoparticles and structures +20 ps after non-thermal 

melting.205 Similar behavior could be occurring in the a-C and UNCD samples, as recovery of 

RIXS and XES signal intensity at intermediate delay times are observed. 

Preliminary calculations of XAS (Figure 37) and XES (Figure 38) spectra are shown below. 

At high temperatures, the XAS cross-section decreases at higher energies (>290 eV) and increases 

at lower energies (<290 eV), with decreasing coordination number, consistent with our observed 

tr-RIXS measurements at short delay times. The calculated XES shows a prominent feature near 

285 eV for carbons with low coordination numbers, which also appears to be consistent with tr-

XES data at short delay time (+0.5 ps). Further work is needed here, as the calculated spectra do 

not exactly match those of the experiments. Here, it is important to note that there is not just a 

single species of carbon in the probe volume at various delay times as special and structural 
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reorganization occurs. There may be neutral C atoms and radicals in the generated plume;219 short-

lived polymer-like, nano-, and/or glassy structures,220 and even novel structures (e.g., pseudo-sp3 

“diaphite” configurations221) in the probe volume that are challenging to deconvolute. 

 

Figure 37. Calculated XAS at carbon K-edge for different groups of carbon based on different 

number of nearest neighbors at 7000 K. 

 

Figure 38. Calculated XES at carbon K-edge for different groups of carbon based on different 

number of nearest neighbors (neighbors defined by cutoff radius of 1.6 Å) at 7000 K. 

Conclusions 

Tr-RIXS and tr-XES spectra of liquid carbon were measured from a-C and UNCD thin 

film samples at PAL-XFEL. An initial decrease in tr-RIXS signal intensity at short delay times 

was observed, consistent with tr-XAS measurements, corresponding to the decrease in XAS cross-

section of sp2-hybridized carbon atoms as structural reorganization occurs to form liquid carbon. 



52 

In tr-XES spectra, features near 285 eV corresponding to low coordinated carbon atoms at short 

delay times were observed. With additional theoretical work, we hope that these results can be 

used to examine and validate theoretical studies that indicate the possible failure of widely applied 

models for the ionic contribution to specific heat in the warm dense matter regime.198 These data 

would also be useful in validating atomic physics codes, like CRETIN222 that are frequently 

applied to analyze and model experiments in this regime, which are based on atomic physics 

models that do not account for details of the electronic structures arising from strong correlations 

between atoms. 

Ultrafast electron diffraction measurements on non-thermally melted freestanding films of 

single crystal (100) facing diamond at the Warm Dense Matter endstation at LCLS (SLAC National 

Accelerator Laboratory) are planned for late 2021 to further our understanding of the liquid phase. 

  



53 

Chapter 8 Optical & Soft X-ray Sum Frequency 

Generation Spectroscopy 

Unpublished material in this chapter is included with permission from Sumana L. Raj, Lars 

Hoffmann, Royce K. Lam, Riccardo Mincigrucci, Laura Fogli, Emiliano Principi, Dennis 

Nordlund, Walter S. Drisdell, Michael W. Zuerch, Craig P. Schwartz, and Richard J. Saykally. 

XAS measurements of unmelted samples were measured by D.N. at SLAC National Accelerator 

Laboratory. 

 

 

Introduction 

In 2018, the Saykally Group at FERMI223 and the Matsuda Group (The University of 

Tokyo) at SACLA224 independently demonstrated soft X-ray second harmonic generation 

(SXSHG) spectroscopy for the first time. In the FERMI experiments, the input fundamental energy 

(ω) was resonant with the carbon K-edge and the SXSHG signal at 2ω was detected in transmission 

geometry through thin graphite film samples. Resonance enhancement was observed when the 

fundamental was tuned above the K-edge; the signal was determined to be interface specific by 

measuring carbon films of different thicknesses.223 Recently, our group has successfully probed 

the boron K-edge at a buried boron/Parylene-N interface using the element-specific and interface-

sensitive SXSHG spectroscopy at FERMI.225 

The high coherence, short pulse duration, high brilliance, and tunable energy of the FERMI 

soft X-ray free electron laser at ELETTRA226 in Trieste, Italy is well-suited for these ultrafast X-

ray measurements. 

In 2019, building upon the successful demonstration of SXSHG, our group attempted to 

measure soft X-ray sum frequency generation (SXSFG) spectroscopy at the carbon K-edge at 

FERMI by mixing an optical laser pulse and soft X-ray laser pulse of EIS-TIMEX. Like SHG 

spectroscopy, SFG spectroscopy is a surface sensitive probe under the electric dipole 

approximation.24,25 In contrast to VSFG and ESFG spectroscopies that probe vibrational and 

electronic transitions with interface specificity, the elemental sensitivity of X-rays to local 

structure would make SXSFG spectroscopy a powerful tool for probing interfacial electronic and 

atomic structure. Hard X-ray (8 keV) + optical (800 nm) SFG had been successfully demonstrated 

previously in 2012 at LCLS on a diamond crystal sample;227 however, the technique lacks the 

interfacial sensitivity of soft X-ray nonlinear spectroscopy. 

Proof-of-concept SXSFG spectroscopy experiments in transmission and reflection 

geometries were attempted at FERMI-ELETTRA but were ultimately unsuccessful. Additionally, 

some beamtime was spent attempting soft X-ray difference frequency generation (SXDFG) 

spectroscopy, another second-order nonlinear technique, but were similarly unsuccessful. Below, 

we discuss the details and possible reasons as to why we were unable to observe signal from the 

mixing of optical and soft X-ray beams for SXSFG and SXDFG spectroscopies. 
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Materials & Methods 

For SXSFG and SXDFG spectra measured in transmission geometry, free-standing 

graphite films (thickness 80 nm, 100 nm, and 200 nm; ρ = 2.0-2.2 g cm−3) were purchased from 

Lebow Company (USA). For SXSFG spectra measured in reflection geometry, amorphous carbon 

on silicon (thickness 100 nm, roughness 0.80 nm, ρ = 2.1 g cm−3) were purchased from Incoatec 

GmbH (Germany). 

The experiments were performed at the EIS-TIMEX endstation of FERMI at ELETTRA 

in Trieste, Italy.228,229 The energies used for the measurements are presented in Table 5 below. The 

energies were chosen to be below, at, and above the carbon K-edge (Figure 39), similar to the 

previous SXSHG experiments. 

Table 5. Experimental details for soft X-ray sum frequency generation (SXSFG) and soft X-ray difference frequency 

generation (SXDFG) spectroscopy measurements performed at FERMI. 

Experiment Sample 
Optical laser 

30 μJ/ pulse, 100-fs 

FEL 

< 28 μJ/pulse, 25-fs 
Signal 

SFG (transmission) C film 
400 nm 

3.10 eV 

4.01 nm / 309.2 eV 3.97 nm / 312.3 eV 

4.74 nm / 261.6 eV 4.68 nm / 264.7 eV 

DFG (transmission) C film 
400 nm 

3.10 eV 
4.34 nm / 285.7 eV 4.39 nm / 282.6 eV 

SFG (reflection) a-C on Si 
400 nm 

3.10 eV 

4.34 nm / 285.7 eV 4.29 nm / 288.8 eV 

4.74 nm / 261.6 eV 4.68 nm / 264.7 eV 

 

 

Figure 39. X-ray absorption spectra of 500-nm graphite film (black) and 100-nm amorphous carbon 

film on silicon substrate. Arrows indicate the FEL energies chosen below, at, and above the carbon 

K-edge for SXSFG measurements. 

The collinear transmission geometry design for SXSFG is similar to the SXSHG 

experiment previously performed at EIS-TIMEX (Figure 40).223 The FEL (25-fs, spot size ca. 12 

× 12 μm2) and optical laser (400 nm, 100-fs, spot size ca. 60 × 60 μm2) pulses were spatially and 

temporally overlapped at the carbon sample in vacuum (ca. 10−7 mbar) in collinear geometry at 

normal incidence. After the sample, the fundamental beams and SFG signal beams directed onto 
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a grating (HZB 1603-2, 1000 grooves/mm) and then onto a CCD detector (Andor iKon-M SO). 

The sample was rastered shot-to-shot so each spectrum was measured on a pristine sample. Some 

beamtime was spent measuring SXDFG, which was done by adjusting the alignment of the grating 

and position of the detector. 

 

Figure 40. The experimental design of soft X-ray sum frequency generation spectroscopy in 

collinear transmission geometry at the EIS-TIMEX endstation of FERMI at ELETTRA in Trieste, 

Italy. Some optics are omitted for clarity. (LIC: laser in-coupling mirror). 

Non-collinear reflection geometry SXSFG was also attempted during the beamtime (Figure 

41). This design allows for the reflected SXSFG signal and input fundamental beams to be spatially 

separated. The FEL is focused onto the amorphous carbon sample at an incidence angle of 78° 

with respect to the surface normal. The optical laser (400 nm) is focused onto the sample at an 

incidence angle of 12° with respect to the surface normal, from the opposite side. The FEL and 

optical laser are approximately perpendicular. Both FEL and optical lasers were horizontally 

polarized (i.e., p-polarized). The reflected SXSFG photons will then be ca. 75° from the surface 

normal, according to the phase-matching equation for 4.34 nm FEL and 400 nm optical laser. The 

reflected FEL and SXSFG will be spatially separated by ca. 3.1°. A multichannel plate detector is 

mounted on a circular rail, ca. 12 cm away from the sample so the signal at different angles can be 

measured. Samples were unable to be rastered during reflection SXSFG measurements. 

 

Figure 41. The experimental design of soft X-ray sum frequency generation spectroscopy in 

reflection geometry at the EIS-TIMEX endstation. The FEL is focused onto the sample at an 

incidence angle of 78° with respect to the surface normal and the optical laser is focused onto the 

sample at an incidence angle of 12° with respect to the surface normal. The SXSFG signal should 

be ca. 75° from the surface normal. A multichannel plate (MCP) detector is mounted on a circular 

rail approximately 20 cm from the sample. Diagram is not drawn to scale. 

Each datafile collected contained 100-500 shots and each shot was saved as a 1024 × 600 

pixel image file; using diagnostics data from the Photon Analysis, Delivery, and Reduction System 

(PADReS),230 the spectra were filtered to reduce noise arising from FEL instability. Spatial and 
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spectral filters and a low energy cutoff filter for the FEL shots were applied to spectral data based 

on methods developed by Lam et al.223 

Results & Discussion 

A representative raw CCD image is shown in Figure 42 for a transmission SXSFG 

measurement (FEL 4.01 nm, optical 400 nm). The first and second harmonics of the FEL are 

visible on the spectra and are used to calibrate the energy axis. The spectra were then filtered by 

looking at the spectral and spatial profiles from PADReS diagnostics information (Figure 43). 

 

Figure 42. Representative raw CCD image for transmission SXSFG measurement. This spectrum 

consists of 376 shots with FEL 4.01 nm and 400 nm optical laser. The broad shoulder on the left of 

the image is the FEL fundamental. The first and second FEL harmonics are visible at 450 pixels and 

850 pixels; the peaks corresponding to FEL harmonics were used to calibrate the energy axis. 

 

Figure 43. Representative (a) spectral and (b) spatial profiles of FEL shots from Photon Analysis, 

Delivery, and Reduction System for 376 shots. Full width at half maximum (FWHM) and standard 

deviations were used to filter FEL shots for further analysis. Shot-to-shot fluctuations are due to 

FEL instability. 
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After filtering FEL shots and removing those that were outside filter cutoffs and thresholds, 

the spectrum below is obtained (Figure 44). The broad shoulder from scattering of the FEL 

fundamental (309.4 eV) is visible at lower energies. In the collinear transmission geometry, we 

were hampered by temporal and spatial mismatch in the pulse durations (~20-fs soft X-ray and 

~100-fs optical) and spot sizes (60 × 60 μm optical pulse was ca. 30 times larger than 12 × 12 μm 

soft X-ray pulse). Furthermore, some scattered light on the spectrometer (Figure 44), which may 

be attributed to the grating or the sample itself, complicated the data filtering and analysis in 

searching for SXSFG signal. Input energies were chosen in off- and on-resonance conditions (see 

Table 5 and Figure 39) near the carbon K-edge. In the measurements at and above the K-edge, 

resonance enhancement of the SXSFG signal was expected, but also some re-absorption of the 

SXSFG photons as it passed through the sample. Thin film samples (80-200 nm) were used to 

reduce significant re-absorption, but no evidence of SXSFG signal in the data was observed. 

 

Figure 44. Filtered SXSFG spectrum. Peaks at 314.2 eV and 318.9 eV correspond to first and second 

harmonics of the FEL. SXSFG photons should occur near 312.5 eV, corresponding to FEL 309.4 

eV and optical 3.1 eV input energies. 

A representative spectrum from reflection geometry SXSFG experiments is shown in 

Figure 45. There was no evidence of SXSFG signal observed in the spectra.  

 

Figure 45. Representative spectrum of SXSFG measured in non-collinear reflection geometry. The 

reflected fundamental is at ca. 78° and the SXSFG signal should occur at ca. 75° with respect to the 

surface normal. 

While ultimately promising, the non-collinear reflection geometry for SXSFG requires 

careful consideration of future samples. Because the sample was unable to be rastered in this 
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configuration, having to stay below the laser damage threshold combined with the slower data 

acquisition method (i.e., sweeping angle with MCP) presented serious experimental challenges. 

Conclusions 

Despite our difficulty in observing SXSFG, the collected data in transmission geometry 

did show large effects on nonlinear X-ray absorption.231 The soft X-ray absorption showed time-

dependent changes as a function of the delay time (Δt = −1.15 to +1.00 ps) between the incident 

optical and soft X-ray pulses. The FERMI group later published a more detailed experiment 

wherein time-resolved XAS were measured at the carbon K-edge for non-thermally melted 

carbon.196 While we were ultimately unable to observe SXSFG signal in transmission and 

reflection geometries, we hope that these results will aid in designing and improving future second-

order nonlinear spectroscopy experiments at free electron soft X-ray sources. 
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