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ABSTRACT OF THE DISSERTATION 
 

Using Wearables and Machine Learning to Enable Personalized Lifestyle 

Recommendations to Improve Blood Pressure 

 

 

by 

 

Po-Han Chiang 

 

Doctor of Philosophy in Electrical Engineering (Computer Engineering) 

University of California San Diego, 2022 

Professor Sujit Dey, Chair 

 

Hypertension, or high blood pressure (BP), one of the most prevalent chronic diseases, 

affects 30% of American adults and contributes to over 410,000 deaths per year. Lifestyle 

factors such as sleep and exercise are proved to be highly correlated with BP. However, the 

individual effect of lifestyle, that is which of the lifestyle factors has most important effect on 

an individual’s BP level, has not yet been studied. Using physiological and lifestyle data 
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collected by wearables, our goal is to investigate the relationships between BP and lifestyle 

factors and provide personalized and precise recommendations to improve BP, as opposed to 

the current practice of general lifestyle recommendations.  

Firstly, we extract necessary and interpretable features from raw lifestyle data collected 

by wearables. To utilize temporal information from the BP series, we propose to extract new 

features based on ARIMA to enhance the accuracy of BP prediction. We propose a machine 

learning method to explore the personalized relationship between BP and lifestyle factors. The 

proposed system provides BP prediction as well as lifestyle recommendations. Furthermore, 

since BP and lifestyle data are collected and learned sequentially, the performance of prediction 

is prone to the existence of concept drifts and anomaly points. To solve this problem, we 

propose an Online Weighted-Resampling (OWR) technique to enhance RFFS in an online 

learning scenario. Thirdly, we propose a feature selection method using feature importance 

derived from Shapley Value, in order to remove redundant and irrelevant features and provide 

the personalized insight that may affect an individual’s BP. We evaluate and show that our 

proposed technique outperforms other popular machine learning methods in terms of prediction 

error. We also show the effectiveness of personalized recommendations using a randomized 

controlled trial. Our research demonstrates prospects for reducing BP through precise lifestyle 

changes, either effectuated through personalized interventions by clinicians 

In the final section, my earlier work in green communication, which utilizes renewable 

energy to reduce grid energy consumption of base station (BSs), is presented. We propose to 

utilize data buffer of user equipment as well as energy storage at the BS to better adapt the BS 

resource allocation and hence its energy consumption to the dynamic nature of RE. A low-

complexity online control scheme based on Lyapunov optimization framework is presented.  
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Introduction 

Hypertension, or high blood pressure (BP), is one of the most prevalent chronic diseases 

in the world, affecting 30% of American adults and contributing to over 410,000 deaths per year. 

Moreover, BP is an essential indicator for human health and is known to be greatly influenced by 

lifestyle factors, like activity and sleep. However, the degree of impact of each lifestyle factor on 

BP is unknown and may vary between individuals. In this dissertation, we propose to elucidate the 

complex relationships between BP and lifestyle factors at the level of the individual. Based on the 

continuous data collected from wearables of users, we aim to 1) provide a prediction of BP, which 

will give users a quick and reliable way to understand their health condition, and 2) provide 

personalized and actionable insight to users in order to control their BP by adjusting their lifestyle 

accordingly. 

Machine learning (ML) has been widely used in various healthcare applications to provide 

better information to doctors at the point of patient care. ML models can be trained to analyze 

images, recognizing patterns, and identify abnormalities, thus improving the accuracy and 

efficiency of all these processes. On the other hand, continuous, large-scale, and high-quality data 

collected by wearables brings great potential for early diagnosis and prevention. However, the 

potential of wearables for medical studies has not been utilized due to the lack of connection to 

health condition. Using ML techniques as well as various physiological and lifestyle data through 

wearables, we can achieve one step closer to understanding proactive and personalized healthcare. 

Note that in this dissertation, we use the terms “lifestyle” and “health behavior” 

interchangeably. In Chapter 1, we propose a personalized model to predict an individual’s daily 

BP and estimate the effect of the individual’s health behavior on his/her BP. The personalized BP 
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prediction model based on health behavior provides users timely insight about their BP. Moreover, 

its interpretable and personalized insight helps individuals and their healthcare providers improve 

BP through lifestyle changes. We showed that providing personalized insight to a user as to what 

are the most important health behavior factors that affect his/her BP can potentially positively 

influence the user to make lifestyle changes which in turn can positively impact the user’s BP 

levels. Our proposed personalized modeling technique works well when sufficient training data 

samples have been already collected for individuals. However, for a new user, this means 

significant time lapse before the user’s training data is collected, and the model and 

recommendations can be used reliably. Moreover, due to various external factors that cannot be 

captured by the proposed BP model (e.g., medication and measurement error), non-stationary 

characteristics of the data stream may deteriorate the prediction. To address the above challenges, 

we propose an online learning technique, which updates the model incrementally given the data 

stream. One can therefore improves the model gradually with more data while addressing evolving 

statistical distribution of data.  

In Chapter 2, we examine the effect of varying degrees of intervention on BP control 

through a randomize controlled trial with real hypertensive patients. Our proposed system consists 

of automated data collection using home BP monitors and wearable activity trackers and feature 

engineering techniques to address time-series data and enhance interpretability. We propose 

Random Forest with Shapley-Value-based Feature Selection to offer personalized BP modeling 

and top lifestyle factor identification, and subsequent generation of precise recommendations 

based on the top factors. Our study results validate our system’s ability to provide accurate 

personalized BP models and identify the top features which can vary greatly between individuals. 
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We also validate the effectiveness of personalized recommendations in a randomized controlled 

experiment.  

In Chapter 3, we present the previous research in green communication, which utilizes 

renewable energy to reduce grid energy consumption of base station (BSs). We consider the 

scenario of downlink Orthogonal Frequency Division Multiple Access (OFDMA) networks with 

non-ideal hybrid energy supply (HES). To jointly optimize the energy consumption and the quality 

of service (QoS) of users, we adopt the weighted sum of users’ utility of data rates and grid energy 

consumption as our performance metric. We propose a low-complexity online control scheme 

based on Lyapunov optimization framework. The proposed technique can provide asymptotically 

optimal performance bound without requiring the stochastic distribution information of RE arrival 

and channel state condition. The experimental results demonstrate the ability of the proposed 

approach to significantly improve the performance in terms of grid power consumption and user 

QoS compared with the existing schemes. 
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Chapter 1                                                                                             

Offline and Online Learning Techniques for Personalized 

Blood Pressure Prediction and Health Behavior 

Recommendations   

1.1 Introduction 

Hypertension, or high blood pressure (BP), one of the most prevalent chronic disease in 

the world, affects 30% of American adults and contributes to over 410,000 deaths per year [1]. 

Health behavior (e.g., exercise, nutrition and sleep) has been widely acknowledged to have a large 

influence on BP [2,3]. However, the relationship between health behavior and BP is only studied 

through clinical trials in ambulatory settings, whose scope is limited in terms of trial population 

and duration. On the other hand, wearables such as Fitbit, Apple Watch, and Samsung Galaxy 

Watch collect a large amount of high-granularity health behavior data such as the duration and 

quality of activities and sleep. However, the potential of wearables for early diagnosis and 

management of hypertension has not been fully utilized due to the lack of quantitative connection 

between health behavior and BP. 

The primary metrics used to measure BP are systolic (SBP) and diastolic blood pressure 

(DBP), which are defined as the maximum and minimum blood pressure, respectively, during a 

pulse. They are measured in millimeters of mercury (mmHg). For accurate diagnosis and treatment 

of hypertension, constant BP measurement is necessary, which is difficult today outside of 

ambulatory care environment. Traditional cuff-based BP measurements require significant user 

effort [4], which limits the usability and increases the chance of measurement error. Although there 
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has been great attention to automatic and continuous BP estimation using electrocardiography 

and/or photoplethysmography (PPG) signal [5], the accuracy and cost limit the viability of such 

methods. 

On the other hand, the prediction of BP based on historical BP and health behavior provides 

users an efficient way to manage their BP. Sleep and exercise are shown statistically correlated 

with BP in randomized controlled trials [2, 3]. However, what remains lacking in the literature is 

the effect of these behaviors on the individual’s BP. Our study aims to provide personalize and 

actionable insight to users in order to improve their BP by adjusting their health behavior 

accordingly.  

Random forest (RF) [6] is one of the most popular machine learning methods. RF averages 

multiple decision trees and works well on both classification and regression tasks [7]. Moreover, 

RF provides measures of the relative importance of the features (predictor variables) as one of its 

intrinsic properties. The importance score is shown as an efficient tool for identifying relevant 

variables [8]. Therefore, we choose RF as our candidate ML method. Like other ML methods, RF-

based multivariate time series prediction faces a major challenge, that is, how to capture and 

leverage the dynamic dependencies among multiple variables. To better capture the temporal 

information in BP time series, we extract time series-related features of BP. Finally, utilizing 

feature importance obtained from RF, we propose a stable and consistent feature selection 

 
Figure 1.1 (a) left, Batch learning (b) right, Online learning 
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technique, namely RF with Feature Selection (RFFS), to remove redundant and/or irrelevant 

features and enhance prediction accuracy.   

In our preliminary work [9], we proposed a personalized model using RFFS to predict daily 

BP using historical BP and health behavior and identify the most important health behavior to 

his/her BP prediction. We have shown that RFFS works well when sufficient data examples are 

already collected for individuals. However, there are two main limitations to be addressed: 1) Since 

BP and health behavior data are collected and used for training sequentially, it takes significant 

time for new users to collect training data in order to achieve satisfying performance, which limits 

the usability. 2) Due to various external factors that cannot be captured by the proposed BP model 

(e.g., diet, stress and measurement error), non-stationary characteristics in BP and health behavior 

time series may deteriorate the prediction. To extend RFFS with sequential and limited data 

examples, we propose a novel Online Weighted-Resampling (OWR) technique to alleviate the 

negative effect of concept drifts and anomaly points and thereby decrease the necessary time for 

data collection. OWR creates adaptive training dataset through the resampling process of RF when 

new examples arrive. The focus of our proposed OWR will be: 1) how to adjust the sample weights 

based on prediction performance of the current model and 2) how to update the RF model by 

resampling given the weights calculated in 1) in a way that examples with higher weights are more 

likely to be selected to train future models, and vice versa. The proposed approach is not only 

applicable to BP prediction but all applications in online learning scenarios.  

The rest of the paper is organized as follows. In Section 1.2, we will introduce related work 

of BP prediction and online learning. In Section 1.3, data collection and representation, and time 

series feature extraction are presented. We then detail the proposed RF-based feature selection and 

online weighted-resampling technique. In Section 1.4, the performance of the proposed method is 
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evaluated. We also provide early validation of the effects of personalized health behavior 

recommendations suggested by the proposed RFFS model. Finally, we conclude the paper in 

Section 1.5. 

1.2 Related Work 

Previous work focused on blood pressure prediction is described in [10-16]. The authors 

in [10] use contextual data (e.g., age, weight and smoke habit) and the authors in [11] use heart 

rate and steps collected by wearables to diagnose hypertension. The above techniques provide an 

alternative way to diagnose hypertension, but they cannot provide a numerical prediction of BP. 

The authors in [12] predict SBP using demographic and contextual data using an artificial neural 

network (ANN). However, the prediction is based on a single BP measurement and does not 

consider the dynamics of BP. In [13,14], PPG signals are used to predict short-term BP with 

ensemble trees models [13] and ANN models [14]. However, PPG-based prediction is only 

applicable for a very short time horizon (~10 minutes) while our technique aims to predict BP one 

day ahead, which provides timely and actionable information to users. In [15], the 24-hour time 

series of BP and heart rate are trained with Extreme Learning Machine (ELM) to provide hourly 

BP prediction. However, the sample size in [15] is limited to a single day, and the prediction 

performance is only compared with other ELM variants. The authors in [16] propose to solve the 

temporal dependency between BP and contextual data by using Long Short-Term Memory 

(LSTM) models. Since the data in [16] is measured daily and then averaged on a monthly basis, 

the granularity of temporal dependency is therefore not fully utilized due to insufficient temporal 

resolution and information loss in the averaging process. None of the above studies uses exercise 

and sleep data collected by wearable devices to predict BP. Moreover, the above studies assume 
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offline learning scenario where sufficient data is always available, which may not be the case. In 

this work, both offline and online learning scenarios are considered. 

One major challenge in BP prediction and other healthcare applications is the sequentially 

collected data stream may contain 1) anomaly points which may skew and mislead the training 

process, and 2) concept drifts where the statistical distribution of data evolves [17]. As training 

data accumulates, batch-training ML models may not adapt to concept drifts since a model trained 

on the old distribution of examples is not guaranteed to fit the new distribution of examples [18]. 

A widely adopted solution is windowing, which provides a simple forgetting mechanism by 

removing obsolete examples from the training set [19]. However, how to choose the optimal size 

of the window for given data poses a new problem (e.g., smaller window sizes are more responsive 

to concept drifts with the disadvantage of insufficient training data and vice versa). Another online 

learning method is to equip ML models with drift detectors [18]. Drift detectors track and monitor 

the performance of ML models or data distribution. When concept drift is detected, ML models 

will be rebuilt [20] or updated [21]. The drawback of this method is that the performance of such 

methods largely depends on the accuracy of drift detectors. As a result, the model cannot fully 

adapt to the dynamics of the evolving distribution of examples if the drift detector is not triggered.  

Without explicit drift detection, the authors in [22] propose to use new decision trees as the 

base learners in RF, namely Mondrian trees. Since new split can be introduced anywhere in 

addition to leaf nodes in the trees, Mondrian trees support can support online learning. Online 

Stochastic Gradient Descent (SGD), proposed by [23], implements regularized linear models with 

SGD. The gradient of the loss is estimated sequentially and used to update the model with a 

decreasing learning rate. However, those incremental learning methods cannot respond to abrupt 

changes and anomaly points. 
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Finally, online ensemble learning methods [24] train new learners whenever a new example 

[25] or sequential blocks of the data streams [26] arrives instead of training all learners at a time. 

The prediction is the weighted average of the outputs generated by all learners. The learners’ 

weights are then updated with respect to their accuracy. Similar to the boosting technique [27], the 

weights of previous training examples are updated based on the accuracy of incoming examples. 

The weights are then used to fit the new learner [28]. However, such a technique requires that the 

base learner can handle the sample weight information. In this work, OWR proposes to provide a 

dynamic resampling mechanism of previous examples to utilize the adaptive sample weight. OWR 

can be applied to any base learner in ensemble learning since it creates an adaptive training dataset 

with the same size as the original training dataset. 

1.3 Proposed Method 

In this section, we will first describe the collected data and the proposed feature extraction 

for time series prediction. We then introduce the proposed RF-based Feature Selection (RFFS) and 

Online Weighted-Resampling (OWR) methods.  

1.3.1 Data Acquisition and Representation 

The dataset used in this study is collected from self-tracking experiment on 8 participants 

for 90 days. The study is approved by the university’s Institutional Review Board. The users 

(subjects) include four males and four females, and their age ranges from 25 to 79. Users who 

consented were then sent a Fitbit Charge HR and an Omron Evolv wireless BP monitor to collect 

their health behavior and BP. Since sleep and exercise data from Fitbit is measured in every minute 
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while BP and heart rate are measured twice (8-10 am and 7-9 pm) daily, the dataset consists of 

time series with different frequencies. To model the features and the target variables (SBP and 

DBP), we aggregate the health behavior data on a daily basis.  

Our objective is to predict BP level one day ahead using one’s past BP readings as well as 

exercise, sleep and heart rate on the previous day. In addition to steps count and floors climbed, 

we also include advanced fitness data, including calories burned and different levels of active time 

(sedentary, lightly active, fairly active, very active). The data is obtained from Fitbit based on heart 

rate and the metabolic equivalent [29], an intensity measure expressing the energy expenditure 

during various physical activities. Sleep data includes minutes asleep, minutes awake, awakening 

times, bedtime, and wake up time. Bedtime and wake up time represent the time users go to sleep 

and wake up respectively. Each example consists of one measurement of SBP and DBP in the 

morning or the evening. For data pre-processing, the examples with missing BP are removed, and 

the examples with missing exercise or sleep data are imputed using K Nearest Neighbor (KNN) 

imputation [30]. After filtering, there were at least 52 effective days for each user in the dataset, 

and totally 1326 examples are used. 

In supervised learning, the dataset consists of observations (examples) of the target variable 

𝑦  and the respective features vector 𝑋 . It is assumed that the examples are independent and 

identically distributed, which does not apply to time series. Time series prediction problems 

include a set of time-ordered observations 𝑠𝑡 = (𝑋𝑡, 𝑦𝑡), 𝑡 = 1,2…𝑇 where 𝑋𝑡 are the values of 

TABLE 1.1. Features and Target Variables  

Target 

Variables 
Original Features  Derived Features 

SBP, DBP 

Heart rate, calories burned, steps, distance, floors 

climbed, sedentary minutes, lightly active minutes, 

fairly active minutes, very active minutes, exercise 

calories, minutes asleep, minutes awake, awakening 

times, bedtime, wake up time 

Historical BP 

(𝐵𝑃𝑡−1, 𝐵𝑃𝑡−2… , 𝐵𝑃𝑡−𝑘), 

𝐸𝑊𝑀𝐴𝐵𝑃, days 

(categorical), morning 

(categorical) 
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𝑋 and 𝑦𝑡 is the value of 𝑦 observed at time 𝑡, and the task is defined as to predict the future values 

of 𝑦𝑢 for time 𝑢 > 𝑡 given 𝑠1, 𝑠2… , 𝑠𝑡. In our problem, we set 𝑢 =  𝑡 + 1. In addition to using 𝑋𝑡 

as features, time series features can be extracted from 𝑦1, 𝑦2… , 𝑦𝑡  to capture the temporal 

dependency of 𝑦, which is the BP time series in this study. The simplest features extracted from 𝑦 

are recent observations of 𝑦 (e.g. 𝑦𝑡 , 𝑦𝑡−1…, 𝑦𝑡−𝑇), which assumes that correlation exists between 

successive observations of the series. If 𝑇  is properly chosen, such features can capture the 

underlying structure of the time series. Additionally, we use exponentially weighted moving 

average (EWMA) to capture the trend of BP time series. Two additional features, namely Day and 

Morning, are created to capture the daily and weekly periodicity of BP time series. We use one-

hot encoding to perform binarization of the categorical features. The original and derived features 

are summarized in Table 1.1. 

1.3.2 RF-based Feature Selection (RFFS) 

Preliminaries: regression decision tree 

Classification and Regression Tree (CART) [31] is a non-parametric model used in 

machine learning problems. CART is built by learning simple decision rules inferred from the 

training examples. CART consists of two types of nodes: 1) internal nodes, which use one of the 

features and the corresponding threshold to split the examples into binary branches, 2) leaf 

(terminal) nodes, where no more split is performed. If the target variable is continuous, the 

prediction of the target variable is the average of all training examples at that node. In the training 

phase, the topmost internal node (root node) contains all training examples. At each internal node, 

the feature and its split threshold are selected greedily to minimize the mean squared error of the 

prediction. In the prediction phase, the new example moves down from the root node to one of the 
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leaf nodes based on the splitting criteria along its path. The predicted value is then the average 

training example at that leaf node. 

RF is an enhanced approach by aggregating a collection of decision trees in order to reduce 

overfitting of the data and the resulting high variance. RF contains two major components: 

bootstrap aggregation and features bagging. RF produces bootstrap datasets that are randomly and 

independently drawn with replacement from the training dataset. Each bootstrap dataset is the 

same size as the original training set. Bootstrap aggregation, or namely bagging, averages the 

prediction of decision trees trained from different bootstrap datasets [32]. In addition to bagging, 

RF introduces feature bagging, which randomly selects a subset of features when constructing each 

tree. Finally, because of its non-parametric property, RF generalizes well with both categorical 

and numerical features, with minimal parameter tuning required.   

There may be redundant and irrelevant features in the proposed dataset either from original 

features (e.g., sleep and calorie burned) or derived features (e.g., EWMA). High-dimensional data 

will degrade the performance especially when the number of labeled examples is relatively small. 

Due to the non-linear relationship between BP and features as well as varying extents of 

correlation, it is challenging to select useful features with preset rules. Feature importance, 

computed by measuring how selected features reduce prediction error when building decision trees 

in RF, is often used to rank and select features. However, the feature importance generated by a 

single run of the RF model is usually inconsistent due to the stochastic nature of bootstrap 

aggregation and feature bagging. To obtain a consistent ranking of features, [33] trains multiple 

RF models and averages the feature importance generated by those RF models. Therefore, we 

propose a RF-based feature selection technique which uses an additional model consisting of 
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multiple independent RFs to rank and select important features. We define the feature importance 

vector in 𝑗𝑡ℎ run of RF as 𝐼𝑋𝑦(𝑗) where 𝑗 = 1,2… 𝐽. The average feature importance 𝐼�̅�𝑦 can then 

be calculated by 

𝐼�̅�𝑦 =
∑ 𝐼𝑋𝑦(𝑗) 
𝐽
𝑗=1

𝐽
  .                                                              (1) 

Only the features with higher feature importance in 𝑰𝑿𝒚 will be selected to train the primary 

RF model. The optimal number of RFs and the threshold to select features may vary with different 

datasets and is out of the scope of this paper. Here we use the median value in 𝑰𝑿𝒚 as the selection 

threshold. In our proposed model, we use 5 RFs with 100 trees in our feature selection model since 

any larger number of RFs and trees results in the same ranking of features. The block diagram of 

our proposed BP model integrated with RFFS is shown in Fig. 1.2.  

Although RFFS can be applied to any kind of ML problems, it is designed to handle static 

dataset and batch-training. As motivated earlier in Section 2.1 simply applying RFFS in an online 

learning scenario may not solve the negative effect of concept drifts and anomaly points. Based on 

RFFS, we propose the Online Weighted-Resampling (OWR) method in the next section. 

 

                             

Figure 1.2. Block Diagram of proposed personalized BP model using RFFS  

Primary

RF model

RF1 RF2 RFn

Filtering,
Normalization
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1.3.3 Online Weighted-Resampling (OWR) Methodology 

We first define the online learning problem as one that examples arrive sequentially in the 

form of a data stream 𝑠1, 𝑠2, … , 𝑠𝑡, 𝑠𝑡=(𝑋𝑡, 𝑦𝑡). A learning algorithm creates a sequence of models 

ℎ1, ℎ2… , ℎ𝑡. ℎ𝑡 is a model trained with historical examples (𝑠1, 𝑠2, … , 𝑠𝑡−1) and the previous model 

ℎ𝑡−1. For new coming example 𝑋𝑡, ℎ𝑡 give a prediction of the target variable as �̂�𝑡. It is assumed 

that after some delay, the actual value of 𝑦𝑡 is provided. The learning algorithm can update the 

model by comparing �̂�𝑡 and 𝑦𝑡. Example 𝑠𝑡 then becomes a part of the training data and the above 

process is repeated.  

The rationale of OWR is that previous examples have nonuniform contributions to 

predicting the target variable. Possible reasons for such nonuniformity are: 1) a single anomaly 

example behaving abnormally and 2) concept drifts that a continuous sequence of examples having 

a different statistical distribution from previous examples. Therefore, the objective of OWR is to 

provide a dynamic resampling mechanism of all previous examples while keeping all the 

advantages of RF. Compared to traditional online learning, and sliding-window based online 

learning, OWR can create training datasets by assigning different weights to previous examples. 

The concept of OWR is shown in Fig 1.3. The different shades of the green on previous training 

examples represent their importance in future models. The darker the shade, the more important 

 
Figure 1.3. (a) left, standard online learning (b) center, sliding-window online learning (c) right, 

weighted-resampling online learning 
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the example in the current model. Unlike standard online learning (Fig. 1.3a) which uses all 

previous example to train and sliding-window learning [18] (Fig. 1.3b) which discards examples 

after a specific time, the objective of OWR is to adapt to anomaly and concept drifts flexibly, as 

shown in Fig. 1.3c. 

In the traditional bootstrapping process, each example has uniform weight, which means 

each example is resampled with the same probability. In the proposed OWR, a vector of sample 

weight 𝑾 = 𝑤1, 𝑤2… ,𝑤𝑡  is maintained and updated according to the prediction error of the 

incoming example. OWR consists of two parts: 1) Update the weight vector 𝑊 and 2) Create 

bootstrap dataset based on 𝑊. We first introduce the weight update mechanism. To effectively 

update 𝑊, OWR compares the prediction error of the incoming example with prediction error of 

previous examples. We denote the absolute error of the arriving examples and mean absolute error 

(MAE) of previous examples by 𝑒𝑡 and �̅�𝑡 respectively: 

𝑒𝑡 = |�̂�𝑡 − 𝑦𝑡|,                                                                 (2) 

�̅�𝑡 =
∑ 𝑒𝑗
𝑡−1
𝑗=1

𝑡−1
,                                                                    (3) 

OWR consists of three weight-update rules as the following:  

Anomaly adaptation: If the absolute error of incoming example 𝑠𝑡 is significantly larger than the 

MAE of the previous examples, OWR will initialize 𝑠𝑡 to a weight α, α < 1. The weight 𝑤𝑡 of new 

incoming examples 

𝑤𝑡 = {
α, if 𝑒𝑡 > 𝜀�̅�𝑡
   1, otherwise   

                                                          (4) 

where 𝜀 is a constant and 𝜀 > 1. 

Concept drift adaptation: The concept drift adaptation is designed in a way that a single 

spike of prediction error does not lead to a drastic change in weights of previous examples. 
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Therefore, 𝑊  should be updated only when consistently high prediction errors are observed. 

Similar to [19], we define a warning and a drift threshold denoted as 𝐿𝑊 and 𝐿𝐷 respectively and 

𝐿𝑊 < 𝐿𝐷. When the error exceeds 𝐿𝑊 at a certain time 𝑡𝑊, OWR enters the warning mode and 

records 𝑡𝑊. In the warning mode, if the error drops below the threshold 𝐿𝑊, OWR goes back to 

the normal mode. On the other hand, if the error reaches  𝐿𝐷 at time 𝑡𝐷, a drift is confirmed and 

the weights of all examples before 𝑡𝑊 will be reduced by a factor of 𝛽. To set a proper threshold 

𝐿𝑊 and 𝐿𝐷, we keep the minimum absolute error of previous examples 𝑒𝑡
𝑚𝑖𝑛 starting from the time 

of the beginning (𝑡 = 0) or previous drift 𝑡𝐷
∗ . We have  

𝑒𝑡
𝑚𝑖𝑛 = min

𝑗=𝑡𝐷
∗ ,2…𝑡−1

𝑒𝑗  ,                                                          (5) 

𝐿𝑊 = 𝜖1𝑒𝑡
𝑚𝑖𝑛 ,                                                               (6) 

𝐿𝐷 = 𝜖2𝑒𝑡
𝑚𝑖𝑛                                                                 (7) 

where 𝜖1 and 𝜖2 are constants and 1< 𝜖1 < 𝜖2. After the weight is updated, OWR will reset 𝑡𝑊 

and 𝑒𝑡
𝑚𝑖𝑛, and update 𝑡𝐷

∗  with the current time 𝑡𝐷. 

Forgetting: Forgetting mechanism is implemented with a fading factor γ in OWR. Whenever a 

new example 𝑠𝑡 arrives, the new weights 𝑤𝑗
′ of existing training examples 𝑠1, 𝑠2… , 𝑠𝑡−1 are: 

𝑤𝑗
′ = γ𝑤𝑗 ,  𝑗 = 1,2, . . , 𝑡 − 1.                                                 (8) 

Note that standard online learning and sliding-window online learning in Fig. 1.3 can be 

implemented by properly adjusting fading factor γ. 
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To utilize the sample weight 𝑊, we modify the bootstrapping process of RF. At time 𝑡, 

each decision tree 𝐷𝑗  (𝑗 = 1,2… ,𝑀) in RF is trained with bootstrap datasets sampled from the 

original dataset 𝑆 = 𝑠1, 𝑠2… , 𝑠𝑡−1 . Based on 𝑊  and 𝑁 = 𝑡 − 1 , we present Weighted 

Bootstrapping Algorithm. The main idea of Weighted Bootstrapping algorithm is as follows. In 

step 1, a new bootstrap dataset for one decision tree is initialized. In step 2, the weights in 𝑊 are 

mapped into the interval [0, ∑ 𝑤𝑗 ,
𝑁
𝑗=1 ] with subintervals 𝐼1, 𝐼2, … 𝐼𝑁. The length of the subintervals 

is proportional to the value of their weights. In step 3 to 7, the example is drawn using subintervals 

𝐼1, 𝐼2, … 𝐼𝑁 and uniform distribution function. The process repeats 𝑁 = 𝑡 − 1 times where the size 

of all bootstrap datasets equals original dataset. Consequently, the example with higher weights is 

more likely to appear in the bootstrap dataset. 

 

 

Weighted Bootstrapping Algorithm 

Input: Training dataset 𝑿 = {𝑥𝑖, 𝑖 = 1,2…𝑁 }, a sequence of N 

examples, and weights of the N examples 𝑾 = {𝑤𝑖, 𝑖 = 1,2…𝑁}, 𝑤𝑖 ∈
[0,1], ∀𝑖 

1: Create a new dataset 𝑿′ with the same size as 𝑿 

2: Partition the interval [0,∑ 𝑤𝑗
𝑁
𝑗=1 ] into 𝑁 subintervals 𝐼1 =    (0, 𝑤1),   

𝐼2 = (𝑤1, 𝑤1 +𝑤2), …𝐼𝑁 = (∑ 𝑤𝑗
𝑁−1
𝑗=1 , ∑ 𝑤𝑗

𝑁
𝑗=1 ) 

3: for 𝑖 = 1 to 𝑁 do  

4:      Simulate 𝑢~𝑈(0, ∑ 𝑤𝑗
𝑁
𝑗=1 ), 𝑈 is uniform distribution    

         function where the probability density of 𝑈(𝑎, 𝑏) is  

         𝑓(𝑥) = {
1

𝑏−𝑎
, 𝑎 ≤ 𝑥 ≤ 𝑏

0,   otherwise
 

5:      Identify the interval 𝐼𝑗∗ , 𝑗
∗ ∈ {1,2…𝑁 } such that 𝑢 ∈ 𝐼𝑗∗  

6:      Add sample 𝑥𝑗∗ to 𝑿′ 

7: end for 

Output: 𝑿′ 
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1.4 Results and Discussion 

In this section, we will discuss the experiment settings in both offline learning and online 

learning scenarios. We will present results obtained by using the proposed RFFS and compare the 

results with existing ML models in an offline learning scenario. We will validate the effectiveness 

of personalized recommendations of health behavior generated by our personalized BP model 

using RFFS. Finally, we will compare the results obtained by using OWR and existing online 

learning methods in an online learning scenario. 

We implement and evaluate our proposed methods in Python environment. We also use 

Scikit-learn library [34], Keras [35], and Crème [36] to implement other ML methods. We filter 

and impute the missing health behavior features using K Nearest Neighbor (KNN) with 𝐾 = 5. 

Data is then standardized to zero mean and unit variance before training. MAE, root mean square 

error (RMSE) and mean absolute percentage error (MAPE) are calculated and used as our 

evaluation metrics. Their definitions are as follow: 

𝑀𝐴𝐸 = 
∑ |𝐵�̂�𝑖−𝐵𝑃𝑖|𝑛
𝑖=1

𝑛
                                                        (9) 

𝑅𝑀𝑆𝐸 =  √
∑ (𝐵�̂�𝑖−𝐵𝑃𝑖)

2𝑛
𝑖=1

𝑛
                                                  (10) 

𝑀𝐴𝑃𝐸 = 
𝑛𝑀𝐴𝐸

∑ |𝐵𝑃𝑖|𝑛
𝑖=1

 × 100%                                                (11) 

where 𝐵�̂�𝑖 is the 𝑖th prediction of BP made by trained models and 𝐵𝑃𝑖 is the actual value of the 

𝑖th BP. 
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1.4.1 Offline Learning 

For offline learning, we use 5-fold cross-validation to randomly split our dataset into 

training (80%), and test (20%) sets five times and average the prediction results. Each person’s 

model is trained with his/her own data. To show the effectiveness of RFFS, we compare the 

performance with several representative machine learning algorithms, including Support Vector 

Machine (SVM) [37], Gradient Boosting Decision Trees (GBDT), Multilayer Perceptron (MLP) 

[38], and Long Short-Term Memory (LSTM) [39]. We also compare the prediction using RF with 

only original features (termed as RF) and RF with derived time series features but without feature 

selection (termed as RFTS). For model setting details, we set the number of trees as 500 for all RF 

models. We set the maximum ratio of total features used in each tree as 0.33 and the minimum 

number of samples to split as 2. For SVM, the rbf kernel is used and the best 𝛾 and 𝐶 are selected 

using cross-validation. For GBDT, the number of trees as 100 and the learning rate as 0.1. Both 

MLP and LSTM models were trained using 0.001 and 20 as the learning rate and batches size with 

Adam optimizer [40]. Due to the small number of the training examples, the total depth of fully 

connected layers in both MLP and LSTM models was set as 4 and the maximum neurons in each 

layer as 50. We also use early stopping and dropout layers in both models with dropout rate as 0.2 

to avoid overfitting. 

The MAE, RMSE, and MAPE of BP prediction of our proposed method and other methods 

are summarized in Table 1.2. Noted the values in Table 1.2 are the average MAE, RMSE, and 

MAPE over all the users, and we will discuss the performance of individual users later in the next 

paragraph. As shown in Table 1.2, RFFS achieves the lowest prediction error in terms of MAE, 

RMSE, and MAPE. We observe that the performance of both DL models (MLP and LSTM) is the 

worst of all methods. The worst prediction error is because the DL models may overfit the small 
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training dataset (~180 examples for each user). GBDT and RF perform similarly while RF has the 

lowest prediction error among existing models. Our proposed RFFS performs better than RF by 

10.2% and 9.5% in terms of MAE and RMSE in SBP; 15.4% and 9.7% in terms of MAE and 

RMSE in DBP respectively. Note that although RFTS (using time series features but without 

feature selection) performs better than RF for DBP, it is worse than RF for SBP. Based on the 

comparison among RF, RFTS and RFFS, including time series features in prediction is beneficial 

only with the proposed feature selection technique.  

Since SBP and DBP perform similar trends of prediction performance, we will use the 

MAE of SBP to illustrate the performance of personal prediction in Fig. 1.4. We have the following 

observations: 1) RFFS has the lowest MAE among most users except for user 4 where RFFS 

performs worse than RF by 6.4% and 6.8% in terms of RMSE and MAE, 2) the prediction 

performance greatly varies with different users. For example, the MAE of SBP ranges from 3.65 

TABLE 1.2. Comparison of MAE, RMSE, and MAPE of different models (offline learning) 

 SBP DBP 

 MAE RMSE MAPE 

(%) 

MAE RMSE MAPE 

(%) 

SVM 6.30 8 5.26 5.30 6.69 6.74 

MLP 9.06 11.11 7.48 7.57 8.05 9.04 

LSTM 8.63 10.74 7.16 6.23 7.87 8.12 

RF 5.75 7.6 4.80 5.08 6.78 6.69 

GBDT 5.91 7.82 4.97 5.21 6.99 6.86 

RFTS 5.94 7.67 4.94 4.82 6.51 6.30 

RFFS 5.18 6.88 4.31 4.30 6.12 5.64 
 

 
Figure 1.4. MAE of SBP on different users  
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to 8.62 with RFFS, and 3) RFTS leads to mixed results of SBP prediction. For example, RFTS 

performs better than RF for user 1, 3, 5, and 6 in terms of MAE, but it is worse for user 2, 4, 7, and 

8. The above observation indicates that the effect of health behavior on BP and the temporal 

correlation of BP differ from person to person. For some users, including the historical value and 

trend of their BP improves the prediction. However, for other users it is not useful but increases 

the dimension of the data.  

Next, we will show the benefit of the personalized model by comparing its prediction 

performance with the non-personalized model in the next paragraph. The comparison between the 

personalized model with an aggregated model is shown in Table 1.3. For the aggregate model, the 

data of all participants are concatenated into a single dataset with one additional feature specifying 

different users, which is then used to train a single aggregated RF model, as opposed to the case 

of personalized models, each of which uses a single person’s data for training. Note that the RMSE 

and MAE of the personalized model shown are the averages of personalized predictions of all 

participants.  

As shown in Table 1.3, the personalized model performs better than the aggregated model 

by 20.3% and 23.3% in terms of RMSE and MAE of SBP; 7.2% and 14.5% in terms of RMSE and 

MAE of DBP, respectively. Although the aggregated model is trained with a larger dataset and 

hence theoretically should have performed better than the personalized models, the latter 

TABLE 1.3. Comparison of RMSE and MAE models using personal 

and aggregated dataset 

 SBP DBP 

 RMSE MAE RMSE MAE 

Personal model 6.88 5.18 6.12 4.30 

Aggregated model 8.61 6.75 6.58 5.03 
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outperforms since the relationship between health behavior features and BP varies significantly 

across individuals. 

1.4.2 Validation of Personalized Recommendation 

To validate the effectiveness of health behavior recommendation suggested by the RFFS 

model, we observe whether users’ BP will change after they change their top health behavior 

features (ones with the highest feature importance) based on feature importance calculated by 

RFFS. In this experiment, we exclude BP time series features derived in Section 1.2.1. We 

randomly select two users and provide each with personalized recommendations, in the form of 

the top 3 health behavior features in his/her BP prediction. We suggested them to change their top 

behaviors and observed their BP level. The week before the recommendation (week1) and the 

week after the recommendation (week2) are used for comparison. 

In Table 1.4, we list the top 3 features and their normalized importance score of user 1 and 

user 2. We can observe that the top 3 features are very different for each user. BP is mainly 

correlated to exercise for user 1 and sleep for user 2. We suggested user 1 to increase exercise and 

suggested user 2 to go to bed earlier in week 2. We summarize the changes of their top features in 

TABLE 1.4. Top features and the weekly change of top 3 features and the corresponding BP level 

 User 1 User 2 

Top 3 features 

(Normalized 

importance score) 

1. Minutes sedentary (0.080611) 

2. Calories burned (0.074208) 

3. Minutes lightly active 

(0.070083) 

1. Bedtime (0.109519) 

2. Minutes awake (0.102392) 

3. Time in bed (0.090492) 

Change of the top 

features from week 1 

to week 2 

1. 21 minutes decrease in sedentary 

minutes  

2. 152 calories increase in calories 

burned 

3. 12 minutes increase in lightly 

active minutes 

1. 58 minutes earlier in bedtime  

2. 41 minutes increase in awake 

time 

3. 66 minutes increase in time in 

bed 

Average BP of the 

weeks (SBP/DBP) 

Week 1: 130.71 / 82.57 

Week 2: 110.57 / 70.86 

Week 1: 106.67 / 68.33 

Week 2: 102.83 / 63.83 
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Table 1.4. The daily BP level in the two weeks is shown in Fig. 1.5, and the average BP levels in 

week 1 and week 2 are shown in Table 1.4. We can observe that both SBP and DBP of user 1 

decrease with more exercise, and with earlier bedtime and more sleep for user 2. Although there 

is no exact conclusion indicating a causal relationship between the top features of health behavior 

and the BP level of the users, the results show that changing the top personal features can 

potentially help users improve and control their BP levels. Moreover, the change of BP varies 

significantly between the two users. The possible reason is that the stableness of BP and its 

correlation to health behavior may differ among people.  

1.4.3 Online Learning 

Standard cross-validation does not apply to online learning since random splits cannot 

reflect the characteristics of the data stream. In this study, we use prequential evaluation [41] to 

evaluate the proposed OWR in the online learning problem described in Section 1.3. Whenever a 

new example is observed, the current model makes a prediction. After the actual BP is known, we 

evaluate the error and update the model using OWR. We compare the performance of OWR with 

two popular online learning methods: 1) Mondrian Forests (MF) [22] and 2) Stochastic gradient 

descent (SGD) [23]. To show the effectiveness of our proposed OWR, we also compare the results 

using RFFS with 1) all previous examples (namely RFFS-All) and 2) examples in a fixed-size 

 
Figure 1.5. (a) left, daily BP of user 1 and (b) right, daily BP of user 2 
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window (namely RFFS-Win). The hyperparameters for RF-based techniques are the same as the 

offline learning settings in Section 1.4.1. Cross-validation method is used to select the optimal 

parameters in OWR. The size of the window in RFFS-Win is 20, which is chosen based on the 

performance. 

The MAE, RMSE, and MAPE of BP prediction of our proposed OWR method and other 

online learning methods described above are summarized in Table 1.5. Note the values reported in 

Table 1.5 are the time-averaged MAE, RMSE, and MAPE of all users in the prequential evaluation 

scheme. Table 1.5 shows that the proposed OWR method produces the best prediction of BP in 

terms of all the evaluation metrics used, MAE, RMSE, and MAPE. Among the compared methods, 

SGD performs slightly better than others in terms of SBP while RFFS-Win is the best in terms of 

DBP. Our proposed OWR performs better than SGD by 6.5% and 5.8% in terms of MAE and 

RMSE of SBP; 6.7% and 7.3% better than RFFS-Win in terms of MAE and RMSE of DBP 

respectively. Note that the prediction error is higher in online learning scenario than offline 

learning scenario. It is because time-averaged MAE, RMSE, and MAPE include the prediction 

error from the beginning when there are not enough training examples. Compared with RFFS-

ALL, which uses all previous examples for training, OWR outperforms by 7.2% and 7.6% in terms 

of MAE of SBP and DBP respectively. 

TABLE 1.5. Comparison of time-averaged MAE, RMSE, and MAPE of different online learning 

models 

 SBP DBP 

 MAE RMSE MAPE 

(%) 

MAE RMSE MAPE 

(%) 

SGD  6.05 7.96 5.02 4.86 6.76 6.67 

MF 6.12 8.02 5.08 4.90 6.62 6.71 

RFFS-All 6.09 8.00 5.05 4.86 6.61 6.65 

RFFS-Win 6.21 8.12 5.15 4.81 6.59 6.59 

OWR 5.66 7.51 4.69 4.49 6.11 6.14 
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Time-averaged MAE of SBP and DBP of user 1 to user 4 are shown in Fig. 1.6. We remove 

the first 10 days of MAE since the MAE is too high and fluctuating to represent the actual 

performance. From Fig. 1.6, we can make the following observations: 1) As the training data 

accumulates, the MAE shows a downward trend for all users; 2) OWR consistently gives the best 

BP prediction except for user 1’s DBP where OWR performs worse than RFFS-Win by 2.4% in 

terms of the last MAE; 3) Both the prediction performance and the required time to achieve the 

lowest MAE varies significantly with different users. For example, the minimum MAE is achieved 

on day 80 for user 1 and user 2 while it is day 38 for user 3. Moreover, brief periods of increasing 

trends are also observed, which indicates the existence of potential concept drifts and anomaly 

points. The above information can provide personal insight in addition to MAE, such as the 

required training examples and indicators of abrupt/gradual change of BP.  

1.5 Conclusion 

In this paper, we investigate the personal effect of health behavior on BP using data 

collected from wearables and home BP monitors. Our proposed method predicts BP one day ahead 

and provides the importance ranking of health behavior. We extract the time series feature from 

 
Figure 1.6. (a) left, time-averaged MAE (SBP) on four users and (b) right, time-averaged MAE (DBP) 

on four users 
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the raw data and apply the RF-based feature selection (RFFS) technique to enhance the prediction 

performance. In online learning scenario where BP and health behavior data are sequentially 

collected, we propose an Online Weighted-Resampling (OWR) technique to adapt the training 

dataset based on prediction performance. OWR can alleviate the negative effect of concept drifts 

and anomaly points. 

The experimental results show that our techniques outperform other existing techniques in 

both offline learning and online learning scenarios. The accuracy of our method is comparable 

with the standard cuff-based BP measurement (MAE of BP below 5.0). Moreover, we show that 

significant changes in BP can be possible after users changed their health behavior features 

suggested by our model. In future work, we will extend our proposed method on a larger and more 

heterogeneous group of subjects in order to obtain a more representative result. We will solve the 

mismatch between the manual measurement of BP and high granularity of wearable data. This can 

be done either by better representation of features or incorporating continuous BP estimation 

techniques to increase the frequency of BP measurement.  

Chapter 1, in part, is from the material as it appears in proceedings of IEEE conference on 

Healthcom 2018. Po-Han Chiang, Melissa Wong and Sujit Dey, and in IEEE Access 2019. Po-

Han Chiang and Sujit Dey. The dissertation author was the primary investigator and author of the 

papers. 
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Chapter 2  

Using Wearables and Machine Learning to Enable 

Personalized Lifestyle Recommendations to Improve Blood 

Pressure 

2.1 Introduction 

High blood pressure, or hypertension is one of the most prevalent chronic diseases in the 

world [1]. Stepwise management of hypertension begins with modifying lifestyle factors (e.g., 

activity, sleep) which, alone, can be effective in controlling BP [2,3,42,43]. What remains lacking 

in the literature is the individual effect of these lifestyle factors on BP. Traditionally, these 

relationships have been investigated through large-scale Randomized Controlled Trials (RCTs). 

However, the aggregate insights derived from RCTs are not necessarily tailored for individuals. 

That is, the impact of specific lifestyle factors on BP may differ across individuals due to an 

individual’s unique genomic makeup. Secondly, the data in the RCTs are usually collected in 

healthcare settings or self-reported fashions. It is well-established that BP measurements obtained 

in healthcare settings are often unreliable [44], while self-reported data often falls short of accuracy 

and granularity.  

In contrast, wearable activity trackers, or wearables, such as Apple Watch, Fitbit and 

Samsung Galaxy Watch, collect a great amount of lifestyle data in high granularity and continuity. 

As a result, a personalized model for BP and lifestyle factors can be built for each individual based 

on his/her data. To date, the potential of using wearables’ data for BP management has not been 
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fully investigated due to the complex dependency between BP and lifestyle factors. In this study, 

we propose to use machine learning (ML) techniques to elucidate the complex relationships 

between BP and lifestyle factors at the level of the individual. Based on the continuous data 

collected from wearables of users, we aim to 1) build a predictive model of BP for individuals, 

which will give users a quick and reliable way to understand their health condition, and 2) utilize 

the above model to provide personalized and precise insight to users, as opposed to general lifestyle 

recommendations. 

In our preliminary work [9], we used Fitbit Charge HR and Omron Evolv to collect lifestyle 

and BP data, respectively, of 8 volunteers. We then trained a Random Forest (RF) model [6] to 

predict the 24-hour-ahead BP for each volunteer using lifestyle data. We proposed a stable and 

consistent feature selection technique, namely Random Forest with Feature Selection (RFFS), to 

enhance the prediction accuracy of RF. Moreover, we used the relative importance of the features 

generated by RFFS to identify the most important lifestyle factors for his/her BP. The most 

important lifestyle factors were shared with selected subjects. We observed that the above subjects 

changed their lifestyle factors according to the shared information and their BP decreased from its 

previous level. In [45], we proposed an online ML technique to prioritize training samples based 

on the performance of prediction. The proposed technique addressed the challenge of concept 

drifts and anomaly points due to sequential data collection. 

However, there were three main limitations to be addressed: 1.) The dataset consisted of a 

series of BP and lifestyle factors data with mixed sampling frequency. Extra feature engineering 

and modeling for time series were necessary to fully utilize the potential of temporal dependency. 

2) The selection of the feature in RFFS was based on how each feature improved the prediction 

accuracy of BP; however, it did not imply how each feature is affecting BP. 3.) The 
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recommendation was only given to two subjects, and the duration of observation after the 

recommendation was only one week. The lack of a control group and short observation time made 

it challenging to reach a significant conclusion. 

To tackle the above challenges, we extract new features from raw data collected by 

wearables and BP monitors. We aggregated the raw lifestyle data, which was mostly recorded 

every minute, into a summary of 1-hour, 24-hours, 48-hours and 72-hours before each BP reading 

and extracted features with the above non-overlapping and contiguous time windows. The 

improved granularity and representation of features extracted from wearables are not only 

improving the accuracy of BP prediction but also comprehendible for patients and physicians. 

Secondly, to capture the periodicity and the trend of previous BPs, we create new features based 

on Autoregressive Integrated Moving Average (ARIMA) model [46] to better represent the BP 

time series. To deal with unevenly spaced BP readings, we propose to transform the original BP 

time series into an evenly spaced time series by resampling and interpolation. To explore the best 

feature selection method, we evaluate multiple popular methods, and we choose Shapley value [47] 

based on its prediction performance and interpretability. Shapley value is a model-agnostic feature 

interpretation method derived from Game Theory. Given a set of feature values and a trained ML 

model, Shapley value can indicate how each feature contributes to the actual BP prediction from 

the mean prediction. We propose a feature selection method, namely RF with Shapley-Value-

based Feature Selection (RFSV), which uses feature importance based on Shapley value to remove 

redundant and irrelevant features. Moreover, we use the top features selected by RFSV to provide 

the precise insight that may affect an individual’s BP. 

To evaluate the effectiveness of the proposed techniques, we conducted a randomized 

controlled experiment with patients who have Elevated BP or Stage I hypertension and were not 
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taking any antihypertensive medications. We collected BP and wearable data and trained the BP 

prediction model for each subject. Subjects were randomized to either receive personalized 

lifestyle recommendations based on their data (experimental group) or not receive lifestyle 

recommendations (control group). We compared and discussed the change of BP levels across the 

study period for both groups.  

The rest of the paper is organized as follows. In Section 2.2, we will investigate the related 

work of BP prediction technique and BP studies using lifestyle intervention. In Section 2.3, we 

present the overall architecture of the BP prediction and recommendation system with the proposed 

RFSV. We then detail data collection and representation, ARIMA time series feature extraction 

and RFSV. In Section 2.4, the prediction performance of the proposed method is compared with 

other ML methods. Moreover, we will discuss the effectiveness of personalized lifestyle factors 

recommendations suggested by the proposed system. Finally, we conclude the paper in Section 

2.5. 

2.2 Related work 

The authors in [12] predicted BP using demographic and contextual data (e.g., age, weight 

and smoking habit) with an artificial neural network (ANN). However, the prediction was based 

on a single BP measurement and did not consider the dynamics of BP. In [13,14, 48-50], PPG 

signals were used to predict short-term BP with ensemble trees models [13,14] and neural-

network-based models [48-50]. However, PPG-based prediction is only applicable for a very short 

time horizon (~10 minutes), while our technique aims to predict BP in a longer time horizon, to 

provide actionable information to users. In [15], the 24-hour time series of BP and heart rate were 

trained with Extreme Learning Machine (ELM) to provide hourly BP prediction. However, the 

length of collected data in [15] was only a single day, and the prediction performance was not 



31 

 

compared with other ML methods. The authors in [16] proposed to predict BP using Long Short-

Term Memory (LSTM) models [39] with additional contextual data (e.g., age, BMI and BP 

medication) layer. The data in [16] was averaged every month, so the temporal relationship of data 

was not fully utilized due to lower temporal resolution and information loss in the averaging 

process. All the above studies did not use physical activity and sleep data, which were the most 

relevant lifestyle data related to BP that can be collected by current technology. During physical 

activity, heart rate and stroke volume increase to meet the metabolic requirements of the muscles, 

which result in expansion of arteries and force exerted against the artery changes, which is 

translated into BP [51]. Although BP normally increases during physical activity, the inverse 

relationship between physical activity and BP has been shown in numerous observational studies 

and can be explained by the reduction of arterial stiffness through exercise [52]. Secondly, 

inadequate sleep, including issues of quantity and efficiency, also has a significant negative impact 

on BP, possibly by higher hypothalamic-pituitary-adrenal axis activation [53]. Besides activity 

and sleep factors, it has been known that dietary factors, like sodium intake, may also affect BP [2, 

54]. Traditional methods assess food (nutrition) intake with self-report measures, such as food 

frequency questionnaires (FFQs) and photo-assisted dietary assessments [55]. However, the 

accuracy of dietary intake assessment remains a challenge. Moreover, no widely adopted 

technology can assess dietary intake automatically and accurately [55]. Therefore, we focus on 

only physical activity and sleep factors in our study. Based on heart rate and steps collected by 

wearables, the authors in [11] trained bidirectional LSTM models to diagnose various chronic 

diseases, including hypertension. However, the proposed methods focused on the diagnosis of 

hypertension and did not provide a numerical prediction of BP.   
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In addition to BP prediction, the other critical insight from BP analysis is how lifestyle 

factors such as physical activity and sleep affect an individual’s BP. Although the effectiveness of 

lifestyle interventions on BP management has been proven in many studies [2-5], the insight on 

an individual level is absent. Long-term BP and the result of exercise treadmill stress tests were 

used for BP factor analysis in [57]. The authors compared different interpretable ML techniques 

and concluded that those techniques could derive different insights on the model behavior. In [58], 

a mobile app was designed to deliver behavioral recommendations on diet and exercise to manage 

hypertension. The authors in [58] collected biometric, demographic and engagement data from a 

mobile app, and they proposed ML models to predict participant completion of the intervention. 

The BP factors collected by the above studies were either from electronic health records or self-

reported methods, so the accuracy and granularity of lifestyle factors were limited. In contrast, our 

method uses wearables to collect lifestyle data, which enhances the quality and granularity of the 

data. Therefore, our model can pinpoint the lifestyle factors responsible for an individual’s BP. 

Moreover, the conclusions of previous studies are only drawn from ML models without validating 

the effectiveness of the recommendations. In our study, we provide recommendations based on 

Shapley Value and conduct a randomized experiment to validate the effectiveness of 

recommendations.  
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2.3 Method 

In this section, we will first introduce the clinical study and data collection process. We 

will give an overview of the BP prediction and lifestyle recommendation system and discuss each 

step in more detail.  

2.3.1 Clinical Study Cohort and System Architecture 

Our clinical study (protocol #181405) was reviewed and approved by UC San Diego 

Human Research Protections Program, which operates Institutional Review Boards (IRBs) at UC 

San Diego. The study was in collaboration with UC San Diego Health, with patient enrollment, 

onboarding and management conducted by the Altman Clinical & Translational Research Institute 

at UC San Diego. Patients were screened for recruitment with UC San Diego Health System’s 

electronic health record. The selection criteria included subjects who were pre-hypertensive or 

with Stage I hypertension (SBP between 120-140/ DBP under 90 per ACC/AHA 2017 guidelines 

[59]) and who were not taking any antihypertensive medications. Subjects who had consented were 

provided a Samsung Galaxy Watch and an Omron Evolv wireless BP monitor to collect their 

lifestyle factors and BP data for 90 days. Of the 36 consented subjects, data of 11 subjects were 

excluded since they withdrew from the study or failed to collect data for at least half the study 

duration (45 days) in the study period. The characteristics of the included cohort are shown in 

Table 2.1. Data was collected remotely through the application programming interfaces (APIs) 

TABLE 2.1. Cohort Statistics (n =25) 

Age (yrs +/-SD) 50.2 +/- 14.3 

Male 16 

Female 9 

SBP (Mean +/- SD) 126.2 +/- 8.3 

DBP (Mean +/- SD) 78.5 +/- 6.3 

Average Resting Heart rate 69.6 +/- 10.1 

Peak Heart rate 92.9 +/- 12.3 
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provided by Samsung and Omron, as shown in Fig. 2.1. The primary metrics used to measure BP 

are systolic and diastolic blood pressure (SBP and DBP), which are defined as the maximum and 

minimum BP, respectively, during a pulse.   

The objectives of our proposed system, shown in Fig. 2.2, are prediction of BP for an 

individual, identification of the most important features that impact the individual’s BP trend and 

providing personalized and precise recommendations on lifestyle factors that will positively 

impact his/her BP trend. To achieve the objectives, we train a ML model to predict the current BP 

level using one’s historical BP readings as well as activity, sleep and heart rate data collected from 

the Galaxy Watch. The raw data are then filtered, extracted and imputed as features. To better 

capture temporal information in BP time series, we extract time-series features of BP using 

 

Figure 2.2. System architecture of the proposed method 

Figure 2.1. Block Diagram of data storage and access 
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ARIMA, as discussed in Sec. 2.3.3. The feature selection based on a pre-trained RF model and 

Shapley value is performed to remove redundant and/or irrelevant features in BP prediction. In 

addition to building a predictive model of BP, we will provide personalized lifestyle 

recommendations to our subjects by pointing out the most important factors affecting their BP 

based on Shapley value.  

2.3.2 Data Characteristics and Features Extraction 

The Galaxy Watch provides heart rate (HR), number of steps, walking/running speed, 

floors climbed, sleep duration and sleep stages of the user. Also, we discretize the activity data 

into different levels of active time (sedentary, lightly active, very active) based on subjects’ steps 

and heart rate every minute. Maximum HR (𝐻𝑅𝑚𝑎𝑥) of each subject is calculated as [59]:  

220 − 𝑎𝑔𝑒.                                                                     (1)  

Three HR zones (zone 1, 2, and 3) are defined as [27]: 

 𝑍 ∗  𝐻𝑅𝑚𝑎𝑥, 𝑍 ∈  [. 5, .7, 1].                                                    (2) 

We define three active levels as follows: sedentary (steps < 10 or HR in zone 1), lightly 

active (steps ≥ 10 and HR is in zone 2), and very active (steps ≥ 10 and HR in zone 3). Sleep data 

includes sleep duration, bedtime, wake-up time and sleep stages. Bedtime and wake-up time 

represent the time subjects go to sleep and wake up, respectively. Sleep stages include light sleep, 

REM sleep and deep sleep. We also define the average heart rate during sleep as slpHR. 

Data from the Galaxy Watch is mostly recorded every minute while BP is measured by 

subjects twice per day, so the data consists of time series with different frequencies. Moreover, 

although the guideline for BP measurement in this study is to measure in the morning (8-10 am) 

and at night (7-9 pm), there are missing values, time deviations (e.g., measurement in the afternoon) 
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and redundant values (e.g., two-morning measurements at 7 am and 9 am, respectively). Thirdly, 

most of the lifestyle factors such as sleep and activity, have a daily cycle. Based on the above 

observations, we extracted the lifestyle factors data as a summary of 24-hours, 48-hours and 72-

hours before each BP reading and extracted features using the above non-overlapping and 

contiguous time windows. For example, for each pair of (SBP, DBP), the feature “steps_24” was 

defined as the total number of steps in the previous 24 hours before the measured BP and “steps_48” 

was the average of the total daily steps in the previous 48 hours. Note that instead of summation, 

HR and walking/running speed were averaged over the previous 24/48/72 hours and MaxHR is 

the maximum HR over the previous 24/48/72 hours. Finally, “measure_time” denotes the time in 

TABLE 2.2. Features and Target Variables  

Target 

Variables 
Original Features  Derived Features 

SBP, 

DBP 

heart_rate_24, maxHR_24, steps_24, speed_24, 

floors_24, bed_time_24, up_time_24, sleep_duration_24 

(sleep_24), light_sleep_24 (Lsleep_24), REM_24, 

deepsleep_24 (Dsleep_24), heart_rate_48, maxHR_48, 

steps_48, speed_48, floors_48, bed_time_48, 

up_time_48, sleep_duration48 (sleep_48), light_sleep_48 

(Lsleep_48), REM48, deep_sleep48 (Dsleep_48), 

heart_rate_72, maxHR_72, steps_72, speed_72, 

floors_72, bed_time_72, up_time_72, sleepduration72 

(sleep_72), light_sleep_72 (Lsleep_72), REM72, 

deep_sleep_72 (Dsleep_24), measure_time 

SBP_arima, DBP_arima, 

sedentary_24, lightly_active_24, 

very_active_24, slpHR_24, 

sedentary_48, lightly_active_48, 

very_active_48, slpHR_48, 

sedentary_72, lightly_active_72, 

very_active_72, slpHR_72, 

 

 

Figure 2.3. Left: Statistics of representative features. Right: Illustration of feature extraction 
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a day when BP was measured. The statistics of the representative features over the previous 24 

hours and the method of feature extraction are shown in Fig. 2.3. The original and derived features 

are summarized in Table 2.2. 

2.3.3 ARIMA Feature Extraction from BP time series 

Time series prediction problems include a set of time-ordered observations 𝑠𝑗 = (𝑋𝑗 , 𝑦𝑗),

𝑗 = 1,2… 𝐽 where 𝑋𝑗 are the values of features 𝑋 and 𝑦𝑗 is the value of target 𝑦 observed at time 𝑗, 

and the task is defined as predicting the future values of 𝑦𝑢 for time 𝑢 > 𝑗 given 𝑠1, 𝑠2… , 𝑠𝑗. In 

addition to using 𝑋 as features, time-series features can be extracted from 𝑦1, 𝑦2… , 𝑦𝑗 to capture 

the temporal relationship of 𝑦. In this paper, we use ARIMA [46] to capture the temporal pattern 

of BP series.  

Three parameters (𝑝, 𝑑, 𝑞) are used to construct the ARIMA model, and (𝑝, 𝑑, 𝑞) stands 

for the order of the autoregressive model, the order of differencing, and the order of the moving 

average model, respectively, and the prediction 𝑦𝑗 can be expressed by: 

 (1 − 𝑆)𝑑𝑦𝑗 = 𝛿 + 𝛼1𝑦𝑗−1 + 𝛼2𝑦𝑗−2 +⋯+ 𝛼𝑝𝑦𝑗−𝑝 + 𝜀1 − 𝛽1𝜀𝑗−1 − 𝛽2𝜀𝑗−2 −⋯− 𝛽𝑞𝜀𝑗−𝑞                                

(3) 

where 𝑆 stands for the backward shift operator for 𝑆(𝑦𝑗) = 𝑦𝑗−1, 𝛿 is the constant, 𝛼1, 𝛼2,… , 𝛼𝑝 

are the autoregressive parameters, 𝜀𝑗  is the random error at time 𝑡  and 𝜀𝑗~𝑁(0, 𝜎
2) , and 

𝛽1, 𝛽2, … , 𝛽𝑞 are the moving average parameters. To cope with seasonality, the authors in [60] 

proposed Seasonal ARIMA (SARIMA). In SARIMA, additional seasonal AR and MA terms are 

used for prediction using values at times with lags that are multiples of pre-defined periods 𝑇 (the 

span of the seasonality). In this paper, we set 𝑇 = 1 days. To determine these three parameters 

(𝑝, 𝑑, 𝑞), we run an exhaustive search to determine the best ARIMA model for each subjects’ BPs 
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and the corresponding set of optimal parameters. After the model is developed, one-step forecasts 

from the ARIMA model are defined as additional features, namely SBP_arima and DBP_arima. 

As described in the previous section, the BP series is not evenly spaced due to manual 

measurements. For example, a subject may measure his/her BP at 7 am, 3 pm and 9 pm on one 

day while measuring his/her BP only at 6 pm on another day. However, ARIMA can only model 

evenly spaced time series. To address this issue, we transform the BP data into evenly spaced 

observations by resampling and linearly interpolating the closest two BP readings before and after 

each resample point. Note that the resampled BP series is not the actual BP measurement and is 

used only to generate ARIMA features.  

2.3.4 Predictive Modeling using Random Forest (RF) 

To select the best ML methods for our task, we evaluate popular machine learning 

techniques, including Random Forest, Support Vector Machine [37], Gradient Boosting Decision 

Trees [61], LSTM [39], and ARIMA [46]. Although neural network-based approaches outperform 

in unstructured data like image and language, tree-based ensemble ML models constantly have the 

best performance in structured data where data is essentially in tabular form [7]. Moreover, neural 

networks are highly prone to overfitting when the underlying data sizes are small and no domain-

specific insight can be used to design the architecture of the underlying neural network [62]. In 

this study, the number of BP samples for each subject is less than 180 (subjects are requested to 

measure their BP twice per day for 90 days) and the data is structured for interpretation purposes, 

which is best suited for tree-based ensemble ML models. Among the ML models, we find that RF 

gives the best performance through the evaluation in Sec. 2.4.2 (Table 2.3). Therefore, RF is used 

to model BP and lifestyle factors in this study. 

RF is an ensemble predictor of several decision tree predictors. We will first introduce the 
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decision tree and its application in ML tasks, Classification and Regression Tree (CART) model. 

CART [33] is a non-parametric method used to build decision tree predictors in ML problems. 

CART arranges a sequence of questions (decision rules) based on input features into a tree-lie 

structure. A decision tree consists of two types of nodes: 1) internal nodes, which split the samples 

into two sub-trees or leaf nodes based on decision rules. Each internal node is labeled with a single 

input feature and a corresponding split threshold of that feature. 2) leaf nodes, where no more split 

is performed. In regression tasks, the target variable is continuous, so the prediction of the target 

variable is the average of all training samples at that node. In the training phase, the topmost 

internal node (root node) contains all training samples. At each internal node, the feature and its 

split threshold are selected to minimize the mean squared error of the prediction. In the prediction 

phase, the new sample moves down from the root node to one of the leaf nodes according to the 

splitting criteria along its path. The predicted value is then the average training sample at that leaf 

node.  

RF is an enhanced approach by aggregating a collection of decision trees to reduce 

overfitting of the data and the resulting high variance of the prediction [6]. Compared with CARTs, 

RF introduces two major enhancements: bootstrap aggregation (bagging) and feature bagging. RF 

produces bootstrap datasets that are randomly and independently drawn with replacement from the 

training dataset. Each bootstrap dataset with the same size as the original training set is used to 

train a decision tree. Bootstrap aggregation in RF averages the prediction of decision trees trained 

with bootstrap samples, which greatly reduces the variance of prediction from a single decision 

tree. Moreover, since individual trees generated in the bagging process are identically distributed, 

the expected prediction of RF is the same as the expected prediction of individual trees. As a result, 

RF has a lower variance than individual trees, while its bias remains the same [30]. In addition to 
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bootstrap aggregation, RF further reduces the correlation between its member decision trees by 

introducing feature bagging, which randomly selects a subset of features when constructing each 

tree.  

2.3.5 Feature Importance with Shapley Value  

Although RF performs well on classification and regression tasks, high-dimensional data 

will degrade the performance, especially when the number of samples is relatively small. There 

may be redundant features, which provide no more information than the currently selected 

features, or irrelevant features, which may introduce noise instead of any useful information.  

Feature selection techniques improve the prediction accuracy and reliability by removing 

irrelevant or redundant features across the datasets. In our study, the candidate feature selection 

method should not only improve the prediction performance but also measure the relevance 

between BP and the features. With the relevant information, the most relevant (important) feature 

can be used for personalized and precise recommendations. Based on the above objectives, we 

choose four representative feature selection methods, namely, Pearson Correlation-based Feature 

Selection [64], Information Gain-based Feature Selection [65], Random Forest Feature Importance 

(mean decrease impurity) [33], and Shapley Value Feature Importance [66, 67]. All four methods 

provide a numerical importance or relevance measure for each feature, which can be used to select 

the features for ML tasks and provide recommendations based on the importance score. Based on 

the empirical evaluation of prediction accuracy, which is detailed in Sec. 2.4, we select Shapley 

Value Feature Importance to select the features. 

Shapley value, derived from Game Theory, assumes that each feature in a data sample is a 

‘player’ in a game, and the prediction is the payout [11]. The Shapley value aims to distribute the 

payout among the features based on their contribution. To calculate feature importance for each 
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feature 𝑥𝑘 , 𝑘 = 1,2…𝐾, based on Shapley value, the model is evaluated over all possible feature 

value combinations with and without 𝑥𝑘. The Shapley value is calculated by [40]: 

𝜙𝑘 = ∑
|𝑆|!(𝑝−|𝑆|−1)!

𝑝!𝑆⊆𝑋\{𝑥𝑘}  (𝑓(𝑆 ∪ {𝑥𝑘}) − 𝑓(𝑆))                                (4) 

where 𝑆 represents all possible feature sets 𝑆 ⊆ 𝑋\{𝑥𝑘} and 𝑋 is the set of all features. 𝑝 is 

the number of the features in 𝑋 and |𝑆| is the number of features in 𝑆. 𝑓(𝑆 ∪ {𝑥𝑘}) − 𝑓(𝑆) is 

calculated by the marginalized prediction using the model trained with feature set 𝑆 ∪ {𝑥𝑘} minus 

the prediction using model trained with feature 𝑆.  

The complexity to compute the exact form of 𝜙𝑘 is prohibitively high since the number of 

possible sets 𝑆 in (4) is 2𝑛 where 𝑛 is the number of features. In [41], the authors propose Tree 

Shapley Additive exPlanation (SHAP) algorithm to approximate Shapley value in polynomial time 

for tree-based ML models. This algorithm has been used in this work to calculate the feature 

importance. By averaging the absolute value of all Shapley values across all training samples, we 

can get the average contribution of a feature to the prediction of our pre-trained model. We define 

the feature importance vector for the 𝑗𝑡ℎ  sample as 𝐼𝑋𝑦(𝑗)  = [𝜙1, 𝜙2… ,𝜙𝑘]  where 𝑗 =

1,2… 𝐽, 𝑘 = 1,2…𝐾. The average feature importance can then be calculated by 

Figure 2.4. Prediction error with different ratios of 

selected features 
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𝐼�̅�𝑦 =
∑ |𝐼𝑋𝑦(𝑗)| 
𝐽
𝑗=1

𝐽
  .                                                          (5) 

2.3.6 RF with Shapley-Value based Feature Selection (RFSV) and Personalized 

Recommendations  

To select the best features for BP prediction, we first train a RF model using all features of 

training samples and calculate the feature importance 𝐼�̅�𝑦 for all features. Based on 𝐼�̅�𝑦, we select 

a subset of features with higher feature importance. To decide the selection ratio of total features, 

we compare the performance between different ratios. Fig. 2.4 shows the BP prediction 

performance, measured by mean absolute error (MAE) of the final RF models trained with features 

under different selection ratios. We can observe that the ratio of 0.5 performs the best in terms of 

MAE. Based on the empirical results, we select 0.5 as the ratio of feature selection. The resulting 

BP prediction model is the RF model re-trained with only the selected features based on 𝐼�̅�𝑦. 

In addition to prediction performance, Shapley value suggests how each feature contributes 

to the deviation of BP prediction from the average BP prediction among the dataset. Therefore, we 

select the top three lifestyle factors with the highest Shapley importance for each person as his/her 

personalized and precise recommendation. Note that in the recommendation, we exclude 

measure_time, heart rate and BP time-series features derived in Sec. 2.3.2, even if they are selected 

as the top factors. The rationale is that those factors are not actionable for subjects although they 

might contribute to BP prediction.  
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2.4 Results and Discussion 

In this section, we will first discuss the experiment settings. We will present the results 

obtained by using the proposed RFSV and compare the results with existing ML models. Secondly, 

we will validate the effectiveness of personalized and precise recommendations of lifestyle factors 

generated by our BP model using RFSV.  

2.4.1  Experiment setting 

Of the 25 subjects, we sorted out the 13 subjects to train and evaluate the BP-lifestyle 

model based on the quality, length, and availability of their data. Each person’s model is trained 

with only his/her data. The other 12 subjects had sufficient BP data but less than 45 effective days 

of continuous lifestyle data. However, their BP data was included in Sec. 2.4.3 as in the control 

group to evaluate the effectiveness of personalized recommendation. We implement and evaluate 

our proposed methods in the Python environment. We also use the Tree SHAP [69], Scikit-learn 

library [34], Keras [35] and Auto.arima [70] to implement RFSV and other ML models. MAE, 

root mean square error (RMSE), mean absolute percentage error (MAPE) and Coefficient of 

determination (𝑅2 ) are calculated and used as our evaluation metrics. Their definitions are as 

follows: 

𝑀𝐴𝐸 = 
∑ |𝐵�̂�𝑖−𝐵𝑃𝑖|𝑛
𝑖=1

𝑛
                                                        (6) 

𝑅𝑀𝑆𝐸 =  √
∑ (𝐵�̂�𝑖−𝐵𝑃𝑖)

2𝑛
𝑖=1

𝑛
                                                         (7) 

𝑀𝐴𝑃𝐸 = 
𝑛𝑀𝐴𝐸

∑ |𝐵𝑃𝑖|𝑛
𝑖=1

 × 100%                                                      (8) 

𝑅2 = 1 − 
∑ (𝐵�̂�𝑖−𝐵𝑃̅̅ ̅̅ 𝑖)

2𝑛
𝑖=1

∑ (𝐵𝑃𝑖−𝐵𝑃̅̅ ̅̅ 𝑖)
2𝑛

𝑖=1

                                                             (9) 
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where 𝐵�̂�𝑖 is the 𝑖th prediction of BP made by trained models and 𝐵𝑃𝑖 is the actual value of the 

𝑖th BP. 

We use 5-fold cross-validation to randomly split our dataset into training (80%), and test 

(20%) sets five times and average the prediction results. To show the effectiveness of RFSV, we 

compare the predictive performance with several representative ML algorithms referenced earlier 

in Sec. 2.2, including Support Vector Machine (SVM), Gradient Boosting Decision Trees (GBDT), 

Long Short-Term Memory (LSTM), and ARIMA. We also compare our performance against a 

regressor (termed as SimpleMean), which always predicts the mean of the training data. The 

rationale is that the prediction error may largely depend on the underlying BP fluctuation of the 

subject. By comparing SimpleMean and other ML algorithms, we can exclude the dependency of 

the underlying fluctuation. In ARIMA, we take SBP_arima and DBP_arima, the ARIMA forecasts 

introduced in Sec. 2.3.3. For setting details of other models, we set the number of trees to 500 for 

all RF models. We set the maximum ratio of total features used in each tree as 0.33 and the 

minimum number of samples to split as 2. For SVM, the RBF kernel is used, and the best 𝛾 and 𝐶 

are selected using cross-validation. For GBDT, the number of trees as 500 and the learning rate as 

0.05. LSTM was trained using 0.001 and 20 as the learning rate and batch size with Adam 

optimizer [40]. The total depth of the fully connected layers in LSTM models was set to 4 and the 

maximum neurons in each layer to 50. We also use early stopping and dropout layers with a 

dropout rate of 0.2 to avoid overfitting.  

2.4.2 BP Prediction using RFSV 

The MAE and RMSE of BP prediction of the proposed method and other methods are 

summarized in Table 2.3. Note that the values in Table 2.3 are the average MAE and RMSE over 

all the users. As shown in Table 2.3, most of the methods outperform SimpleMean, which suggests 
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the prediction power of lifestyle factors. The possible reason why LSTM performs the worst of all 

methods is LSTM may overfit the small training dataset (~180 samples for each user). GBDT and 

SVM perform similarly while GBDT has a slightly better prediction error. ARIMA is the second-

best method based on MAE for SBP and MAE and RMSE for DBP. The possible reason is the 

temporal dependency in historical BP contains enough information, that with proper modeling, it 

outperforms ML models only based on lifestyle factors. However, worse RMSE for SBP using 

ARIMA may suggest overfitting to the SBP series. Among all methods, our proposed RFSV model 

achieves the lowest prediction error in terms of MAE, MAPE and RMSE. Our proposed RFSV 

performs better than ARIMA by 10.1% and 6.2% in terms of MAE for SBP and DBP; 10.9% and 

7.5% in terms of MAPE for SBP and DBP; 14.4% and 10.4% in terms of RMSE for SBP and DBP, 

respectively (RMSE of SBP is compared with GBDT). In terms of 𝑅2, RFSV achieve 0.51 and 

0.52 for SBP and DBP, which means the most proportion of the variance is explained by RFSV 

compared to other methods.  

We carry out a Paired Student’s t-test [71] separately for each subject to assess the 

statistical significance of the difference in estimation errors between our method RFSV and two 

methods, ARIMA and GBDT, which achieve the closest performance to our method shown in 

Table 2.4. The null hypothesis of the Paired Student’s t-test is that there is no difference between 

the performance of two ML models. We then calculate the p-value using the method in [49] for 

TABLE 2.3. Prediction Error of RFSV and related models  

 SBP DBP 

 MAE RMSE MAPE 

(%) 

R2 MAE RMSE MAPE 

(%) 

R2 

SimpleMean 6.87 10.32 5.46 0.29 4.70 7.86 5.99 0.27 

SVM 6.15 9.67 4.87 0.46 4.26 7.21 5.40 0.44 

GBDT 6.03 9.64 4.71 0.46 4.11 7.01 5.22 0.45 

LSTM 8.21 13.10 6.64 0.21 6.01 10.23 7.54 0.19 

ARIMA  5.94 9.98 4.70 0.41 4.05 6.68 5.24 0.47 

RFSV 5.34 8.24 4.19 0.51 3.80 6.05 4.83 0.52 
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each subject and compare it with a significance level 𝛼 , the probability of rejecting the null 

hypothesis given that it is true (𝛼 = 0.05 is used in most studies). If the p-value is smaller than 𝛼, 

the null hypothesis is rejected. Therefore, the results statistically provide convincing evidence that 

two ML models perform differently. For 16 out of the 25 subjects, the performance difference 

between RFSV and ARIMA is statistically significant at the level 𝛼 = 0.05 for both SBP and 

DBP. Similarly, for 20 out of the 25 subjects, the performance difference between RFSV and 

GBDT show statistical significance at the level 𝛼 = 0.05 for both SBP and DBP. 

Besides the prediction of current BP, we will discuss the effect of applying ARIMA 

prediction of BP and Shapley-based feature selection for different prediction time horizons. The 

BP predictions of current BP (the MAEs in Table 2.3), 12 hours, 24 hours and 48 hours ahead are 

summarized in Table 2.4, comparing our proposed RFSV with: 1) RF, which does not include 

SBP_arima and DBP_arima and feature selection, and 2) RF-ARIMA, which includes SBP_arima 

and DBP_arima but without feature selection. As shown in Table 2.4, we can make the following 

observations: 1) RFSV consistently gives the best BP prediction, which shows the effectiveness of 

ARIMA feature extraction and Shapley-based feature selection. 2) For each method, the MAE 

worsens as the prediction horizon expands, except for 12-hours ahead prediction, which is the 

TABLE 2.4. MAE in different prediction horizons using RF, RF-

ARIMA and RFSV MAE (SBP/DBP) 
 

Current  12hr  24hr  48hr  

RF 6.15/4.26 6.89/5.16 6.45/4.83 6.79/5.01 

RF-

ARIMA 

5.79/3.95 6.61/4.82 6.21/4.48 6.51/4.60 

RFSV 5.34/3.80 6.32/4.5 6.01/4.21 6.25/4.38 
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worst performer. The result indicates that the accuracy of the prediction based on lifestyle factors 

and historical BP decreases with time. The worst performance for 12-hours ahead prediction 

suggests that the proposed technique may work better when the prediction horizons are multiples 

of 24 hours.   

Finally, we compare the average MAE of RFSV (which uses Shapley value for feature 

selection) with three other feature selection methods introduced in Sec. 2.3.5, namely Pearson 

Correlation-based Feature Selection (PCFS), Information Gain-based Feature Selection (IGFS), 

and Random Forest Feature Importance (RFFI). As shown in Table 2.5, all feature selection 

methods result in lower MAE than the prediction without feature selection. While RFSV and RFFI 

perform significantly better than PCFS and IGFS, RFSV has the lowest MAE. We also carry out 

a Paired Student’s t-test to assess the statistical significance of the difference in estimation errors 

between feature selection methods. Between RFSV and No Feature Selection, 12 out of the 25 

subjects show statistical significance at the level alpha = 0.05 for both SBP and DBP.  However, 

only 4 out of the 25 subjects show statistical significance when we compare RFSV and RFFI. This 

is consistent with the observation that feature selection can reduce the MAE, and RFSV performs 

just slightly better than RFFI in terms of MAE. We decide to use RFSV because of its lowest MAE 

and strong interpretability base on Game Theory.  

 

TABLE 2.5.  MAEs using different feature selection 

methods  

 
No 

Feature  

Selection 

PCFS IGFS RFFI RFSV 

SBP 5.79 5.64 5.71 5.36 5.34 

DBP 3.95 3.87 3.92 3.83 3.80 
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2.4.3 Personalized and Precise Recommendation 

 In Fig. 2.5, we illustrate the contribution from each feature to an increase (or decrease) in 

SBP prediction for two subjects using SHAP [41]. Each dot represents the Shapley value for the 

feature listed on the Y-axis to the BP prediction of a sample. The placement on the X-axis 

represents the amount of positive/negative contribution to BP prediction. The color represents the 

actual value of the feature (red is high while blue is low). The feature list is sorted by contribution 

to the model from most to least. For example, from heart_rate_1 of subject 1 we can observe most 

blue dots (lower heart rate) are associated with higher BP prediction and most red dots (higher 

heart rate) are associated with lower BP. On the contrary, heart_rate_1 of subject 2 has the opposite 

relationship with his/her SBP. Moreover, the order of the top features from the two subjects is very 

different. The above observations confirm that different lifestyle factors may affect the BP of 

different individuals differently, with the top factors different for different individuals, and hence 

Figure 2.5. Left: SHAP values of features on SBP for subject 1. Right: SHAP values of features on 

SBP for subject 2. 
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the motivation to provide personalized recommendations based on his/her data. With high 

granularity of lifestyle data collected from individuals and interpretation by Shapley values, 

patients and doctors can understand how lifestyle factors affect BP in a more precise and 

personalized fashion. In addition to using two subjects as examples to discuss the SHAP results 

above, we next expand the discussion to all subjects in this study. We first calculate the mean 

absolute value of SHAP values (which are the dots plotted in Fig. 2.5) of each feature. Based on 

the mean SHAP values of each subject, we provide a box plot of representative features over the 

previous 24 hours used in Sec. 2.3.2 to show the minimum, the maximum, the median, and the 

first and third quartiles of the SHAP values among all subjects, as shown in Fig. 2.6. We can 

observe that heart_rate24, speed_24, and bed_time_24 (the time when subjects go to sleep) have 

the highest median SHAP values while sleep_24 (total sleep duration) and up_time_24 (the time 

when subjects wake up) have the lowest median. Among the 17 features in Fig. 2.6, heart_rate24 

has the highest SHAP values in 3 of 25 subjects; speed24 has the highest SHAP values in 7 of 25 

subjects and bed_time_24 has the highest SHAP values in 5 of 25 subjects. For the other 10 

 

Figure 2.6. Box plot of SHAP values of lifestyle features (over the previous 

24 hours) 

 

max

min

median

1st quartile

3rd quartile

outliers
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subjects, their top features are not the three features with the highest median SHAP values shown. 

The above result validates our motivation to provide recommendations based on each subject’s 

SHAP values. However, the statistical analysis of SHAP values from all subjects may still provide 

valuable insights for designing population health management solutions. 

To further validate the correlation between BP and the features, Fig. 2.7 displays a heatmap 

of the Pearson correlation between all features and SBP for the two subjects shown in Fig 2.5. For 

subject 1, the top three factors based on SHAP are heart_rate_1, speed_24 and steps_72, and all of 

them are negatively correlated to SBP. For subject 2, the top three factors based on SHAP are 

heart_rate_1 (positive correlation), measure_time (positive correlation) and up_time72 (negative 

correlation). We can observe the top features selected based on SHAP are largely consistent with 

the correlation heatmap, in terms of both direction and intensity.  

To validate the effectiveness of the lifestyle recommendations suggested by the RFSV 

model, we randomly selected 6 of the 13 eligible subjects to form the experimental group which 

would receive personalized recommendations. That is, one month before the end of the study, we 

 
Figure 2.7. Left: Pearson Correlation Heatmap for subject 1. Right: Pearson Correlation Heatmap for 

subject 2 
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sent each subject in the experimental group an email consisting of 1) basic statistics of their BP 

during the study period, including the average, minimum and maximum blood pressure during the 

trial and 2) top lifestyle features for his/her BP prediction model based on Shapley value. The 

design of recommendation language for each feature is done in consultation with the physician 

collaborator in our research team. Lastly, we plot the figures which show the daily values of BPs 

and the corresponding top features to serve as subjects’ reference. An example of the 

recommendation for subject 1 is shown in Fig. 2.8. Although heart_rate_1 is the top feature for 

subject 1 (Fig. 2.5), it is not an actionable factor. Therefore, we recommend the next top feature, 

walking/running speed (speed_24), as the top factor. From Fig. 2.5, we can observe most red dots 

(higher speed) of speed_24 are associated with lower BP, so our personalized recommendations 

suggest the subject increase his walking/running speed. Following this email feedback, we collect 

BP data for a month for the experimental group and compare it with the control group.  

The other 7 subjects are assigned to be in the control group which did not receive any 

feedback. As mentioned in Sec. 2.4.1, the other 12 subjects complete BP measurements across the 

 

Figure 2.8. Example of personalized recommendation of subject 1 

Your BP report from 3/30-7/1 
 

Summary of your SBP/ DBP (254 readings) 
average     125/80 
lowest        94/57 
highest      159/96 
 

Based on your blood pressure and lifestyle data, our analysis shows your 
blood pressure has the greatest correlation with the following: 

• Daily average walking/running speed; increasing walking/running speed may 
positively influence (reduce) your future BP 

  
The following graph(s) depict your daily blood pressure as compared to the 
following variable(s): 

• Average walking/running speed 

 

 

 



52 

 

study period, but they did not have enough lifestyle factor data collected from wearables. Those 

subjects are assigned to the control group since they had the same treatment (not receive feedback) 

as the 7 subjects in the control group and we only focus on their BP measurements.  In Table 2.6, 

we list the top features (recommendations) of the subjects in the experimental group and their BP 

statistics before and after receiving the recommendations. For the same type of feature in different 

time windows, we give the same recommendation without mentioning the time windows. For 

example, if user 1’s top feature is steps_24 and user 2’s top feature is steps_48, we will give both 

users the same recommendation as steps. The rationale is that features extracted based on different 

time windows may be useful to enhance predictive accuracy, but they are not intuitive for people 

to follow. From Table 2.5, we can observe that the top features can be very different for different 

subjects. For example, BP is mainly correlated to activity-related features for some subjects (1, 3, 

4), sleep-related features for others (2, 5). To evaluate the change in BP, we calculate the mean 

and maximum of daily BP in the first week and the last week of the study since BP fluctuates with 

time and each single measurement may not reflect the actual BP of an individual. Additionally, we 

use longitudinal linear regression to calculate the linear slope of BP trend before and after receiving 

the recommendation to further understand their BP changes.  

TABLE 2.6. Recommendations and BP of subjects in the experimental group before and after their 

personalized recommendation 

 Before recommendation (SBP, DBP)  After recommendation (SBP, DBP) 

Subject 

ID 
Mean BP Max BP slope Recommendations  Mean BP Max BP slope 

1 129, 81 142, 90 -0.12, -0.04 speed, steps 123, 80 139, 85 -0.27, -0.14 

2 128, 82 137, 89 -0.04, -0.06 wake up time 120, 75 132, 79 -0.12, -0.21 

3 117, 69 134, 79 0.05, 0.03 steps, floors 117, 68 122, 72 -0.08, 0.21 

4 134, 83 157, 100 -0.04, -0.03 steps, speed 133, 80 142, 86 -0.27, -0.13 

5 127, 82 152, 94 0.03, 0.01 steps, speed, sleep duration 121, 81 127, 85 -0.41, -0.32 

6 122, 79 127, 91 0.04, 0.07 wake up time, floors 120, 78 126, 83 -0.08, -0.07 
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In Table 2.6, we show that the mean and maximum BP of most subjects in the experimental 

group improved (decreased) after the recommendation, except for subject 3 whose mean SBP 

remained the same. The average changes in mean BP for all subjects were -3.8 and -2.3 for SBP 

and DBP, respectively, and the average changes of maximum BP were -10.5 and -8.8 for SBP and 

DBP, respectively. For the slope of BP trend, we observe the BP trend turns from slightly 

increasing to decreasing for subjects 5 and 6 and from slightly decreasing to a steeper decreasing 

trend for subjects 1, 2 and 4. The exception is the DBP trend for subject 3. The change in BP varies 

significantly among the subjects where the change ranges from -10 to 0 points for mean BP and -

25 to -1 points for maximum BP, from the first week to the last week of the study. One possible 

reason for such variation is that the stableness of BP and its correlation to lifestyle factors may 

differ among people. Finally, we discuss subject 3, whose BP remained mostly unchanged during 

the study. Although his BP records satisfied the initial subject screening criteria (SBP between 

120-140 and DBP under 90), his measured BP was mostly recorded to be under 120/80 during the 

study. Therefore, lifestyle recommendations may have less effect on his BP which is already in a 

normal range.  

TABLE 2.7.  Cohort Statistics and summary of the BP changes in the experimental group and the 

control group 

Measures 
Experimental group (n = 

6) 
Control group (n = 19) 

Age 50.1 +/- 15.0 52.9 +/- 13.1 

Female ratio (%) 33% 37% 

 SBP DBP SBP DBP 

Initial BP (Mean +/- SD) 125.4+/-5.9 80.8+/-6.7 
127.2+/-

7.3 
80.0+/-5.9 

Mean BP change -3.8 -2.3 -0.3 -0.9 

Subjects with decreasing mean BP (%) 5 (83%) 6 (100%) 9 (47%) 10 (53%) 

Max BP change -10.5 -8.8 -3.3 -2.5 

Subjects with decreasing max BP (%) 6 (100%) 6 (100%) 12 (63%) 11 (58%) 

Trend slope in the last 30 days -0.26 -0.13 -0.04 0.01 
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Next, we compare the change of BP between the control group and the experimental group, 

as shown in Table 2.7. For consistency, we use the same method to derive the mean BP, max BP, 

and BP trend slopes for subjects in the control group. The average mean and max BPs of subjects 

in both groups decreased by the end of the study, suggesting a positive effect of awareness through 

only using the wearable device and measuring BP daily. However, the decreases in mean BPs (-

3.8 and -2.3 for SBP and DBP) and max BPs (-10.5 and -8.8 for SBP and DBP) for the subjects in 

the experimental group are meaningfully greater than subjects in the control group, which are (-

0.3, -0.9) and (-3.3, -2.5) for mean BPs and max BPs respectively. A two-sided Student’s t-test 

[49] is done to compare the reduction of mean BPs and max BPs for the two groups. The null 

hypothesis is that the mean BPs and the max BPs for the two groups have no difference. The p-

values for mean BPs are 0.15 and 0.22 for SBP and DBP, and the p-values for max BPs are 0.07 

and 0.05 for SBP and DBP respectively. The result does not reject the null hypothesis for 

significance level 𝛼 = 0.05 except for max DBP. One possible reason for higher p-values is the 

impact of random error due to the smaller sample size, especially for the experimental group. Since 

the average changes cannot fully represent the individual effect, we also calculate the ratio of 

subjects in each group who improved (reduced) their mean and max BP. In the experimental group, 

83% (5 of 6 subjects) and 100% (6 of 6 subjects) improved their mean SBP and DBP, respectively, 

compared to only 47% (9 of 19 subjects) and 53% (10 of 19 subjects) of the control group. 

Similarly, all subjects in the experimental group improved their max SBP and DBP, respectively, 

compared to only 63% and 58% of the subjects in the control group, respectively. Finally, in the 

last 30 days, the BP trend slope of subjects in the control group is relatively flat, while a decreasing 

trend is observed in the experimental group. In summary, subjects who received personalized 

recommendations about their lifestyle factors and BP were more likely to have demonstrated a 
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decrease in their mean and max BP by the end of the study. Furthermore, the magnitude of this 

decrease in BP was greater in this experimental group compared to the control group.  

Limitations to this experiment include, by definition, the relatively small number of 

subjects who had complete BP and lifestyle data for analysis by study end (13 of the original 36 

subjects enrolled), due to early participant drop-off and missing data. The lower ratio of eligible 

subjects demonstrates the universal challenge of keeping patients engaged in their health and the 

need to create more automated and convenient means of remote health monitoring. In addition, 

while this snapshot in time showed promising results, the lasting effect of any intervention is best 

demonstrated over longer study periods. In summary, while the results presented above are 

encouraging, future studies with a greater number of participants monitored over a longer duration 

are needed. 

2.5 Conclusion 

In this paper, we investigate the personal effect of lifestyle factors on BP using data 

collected from wearables and home BP monitors, on 25 subjects in a clinical trial conducted in 

collaboration with UC San Diego Health and Altman Clinical and Translational Research Institute. 

Our proposed approach includes developing a personalized BP model for each individual using 

BP and lifestyle data for that individual, identify the most important lifestyle attributes that impact 

an individual’s BP trend and provide precise recommendations to improve the individual’s BP. 

Specifically, we propose a RFSV personalized model which we demonstrate can outperform other 

existing ML techniques in terms of prediction accuracy - by 10.1% and 6.2% in terms of MAE for 

SBP and DBP;  10.9% and 7.5% in terms of MAPE for SBP and DBP; 14.4% and 10.4% in terms 

of RMSE, for SBP and DBP respectively, and also achieving the highest R^2.  We also propose a 

method based on Shapley value to identify the top features which affect the BP for each individual 
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and provide personalized recommendations. Using a randomized control experiment, we show that 

significant improvement in BP can be achieved with personalized lifestyle recommendations. 

After receiving recommendations, the subjects in the experimental group decreased their BPs by 

3.8 and 2.3 for systolic and diastolic BP, compared to a decrease of 0.3 and 0.9 for the subjects 

who did not receive recommendations. 

In the next chapter, we present the previous research [110] in green communication, which 

utilizes renewable energy to reduce grid energy consumption of base station (BSs). We propose a 

low-complexity online control scheme based on Lyapunov optimization framework. The proposed 

technique can provide asymptotically optimal performance bound without requiring the stochastic 

distribution information of RE arrival and channel state condition. 

Chapter 2, in part, is from the material as it appears in proceedings of IEEE Journal of 

Translational Engineering in Health and Medicine 2021, Po-Han Chiang, Melissa Wong and Sujit 

Dey. The dissertation author was the primary investigator and author of the papers. 
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Chapter 3  

Optimal Use of Harvested Solar, Hybrid Storage and Base 

Station Resources for Green Cellular Networks 

 

3.1 Introduction 

The proliferation of mobile traffic will lead to drastically increasing energy consumption 

in future cellular networks. The total energy consumption and carbon dioxide equivalent (CO2e) 

emission of mobile cellular networks globally for 2020 has been estimated to more than 120TWh 

and 179 million tons (Mt) [72]. According to [73], base stations (BSs) consume 80% of the total 

power in cellular networks. Therefore, the need to reduce the grid power consumption of the BSs 

is crucial for energy-efficient cellular networks. There has been significant research of energy-

efficient BSs [74], ranging from physical layer approaches involving power and spectral resource 

allocation [75, 76] and RF chain switching [77] to network level techniques wherein active BS 

selection and user association [78] is performed. In addition to the above techniques focusing on 

reduction of BS energy consumption, powering BSs with renewable energy (RE), which may 

increase BS energy consumption while reducing grid energy consumption of BSs, is a promising 

solution [79, 80]. Though the last few years have seen tremendous growth in the use of RE in 

several commercial and industrial sectors, its adoption in cellular networks has been limited. The 

primary challenge in utilizing RE energy for BSs is the highly intermittent, unreliable and variable 

nature of RE availability across time and space, leading to mismatch between RE generation and 

loads [81]. In this paper, we will mainly focus on solar energy, however, our insights and proposed 

approach will apply to wind and other intermittent RE sources.  
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One approach to overcome the challenges of intermittency and variability of RE 

availability is the use of high capacity batteries [82]. However, high CAPEX of such systems limits 

the economic viability for operators and growth of RE-powered BSs. Therefore, using RE in 

conjunction with grid energy (i.e., hybrid energy supply (HES)) is a viable approach to save grid 

energy [83-87]. The other challenge is the non-ideal behavior of batteries. For example, lead-acid 

batteries are widely used in telecommunication power systems as backup power supply and energy 

storage. From [82], the efficiency of lead-acid battery depends on the charging/discharging rate 

and state of charge and is lower than 75%. Batteries are assumed to be ideal in most of the previous 

green communication studies [83-86]. In this paper, we will incorporate the non-ideal 

characteristic of batteries and propose the corresponding charging and discharging decision.  

In our preliminary work [88], we propose a RE-aware technique to adapt time resource of 

the BS and data buffers at user equipments (UEs) depending on the amount of harvested RE at the 

BS, channel condition and buffer level of UEs. We have demonstrated that the technique increases 

the utilization of RE and hence decreases the grid energy consumption without requiring energy 

storage. However, there are two main limitations: 1) Excessive solar energy is wasted if the 

harvested solar energy is larger than maximum power consumption of BS or data buffer of all 

users is full, 2) depletion of UE data buffer may limit the ability to adapt the BS resource and hence 

grid energy saving.  Therefore, we propose the use of energy storage to complement the RE-aware 

BS resource allocation technique in this work. 

In this work, our objective is to minimize grid energy consumption of BSs as well as 

maximize QoS of users while optimally utilizing harvested solar power. The focus of the proposed 

approach will be to modulate BS energy consumption with the use of both energy storage at the 

BS and data storage of the UEs in order to mitigate the mismatch between harvested solar energy 
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and BS energy consumption. Though the proposed approach is applicable to any application that 

utilizes data storage of users, we consider the problem for video download/streaming, which will 

play a large proportion of mobile traffic and hence the BS energy consumption. 

The rest of the chapter is organized as follows. In section 3.2, we will investigate the related 

work in wireless cellular communication using renewable energy. In section 3.3, the system model 

is described and the problem formulation is presented. We present the proposed Lyapunov-based 

solar power-aware BS resource (L-SPAR) allocation methodology and algorithm in section 3.4. In 

section 3.5, the feasibility and performance bounds are derived. The performance of the proposed 

algorithm is evaluated via simulation in section 3.6. Finally, we conclude the paper in section 3.7. 

3.2 Related Work 

In [83, 87], the authors focus on a single BS-UE link of the HES BS and propose an optimal 

BS resource allocation technique using the two-stage water filling (WF) policy to minimize grid 

energy consumption. Unlike the above techniques which consider only a point-to-point link with 

fixed transmission rate requirement, our approach adapts transmission rate and BS resource 

allocation of multiple BS-UE links. In [89, 90], the authors propose an energy cooperation scheme 

where BSs trade and transfer energy via smart grid based on RE availability and traffic load. 

However, the technique requires BSs to be fully connected with two-way power grid to transfer 

energy while we focus on shaping the power consumption of the BS to realize grid energy 

reduction. BSs with Non-direct energy transfer schemes are proposed to minimize the grid energy 

cost either by traffic offload [84] or cognitive spectrum sharing [91]. However, these approaches 

require frequent inter-cell coordination to adapt cell size or spectrum sensing while our technique 

is applicable to a single cell and do not require to change cell size. Approaches have also been 

developed for cellular networks with HES which also use battery storage [83-86]; however, the 
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above approaches assume the battery to be ideal, while our work does consider battery 

imperfection and shows it to have significant impact in HES communication system. The authors 

in [87, 92] consider non-ideal behavior of batteries with a threshold-based charging/discharging 

strategy, but their research effort focuses on cellular network throughput optimization instead of 

energy saving. 

The other key challenge of RE-powered communication systems design is how to 

efficiently utilize given channel side information (CSI) and energy side information (ESI). In 

conventional communication systems, BS power consumption is minimized thorough optimizing 

energy efficiency (as measured in bits/J) with given CSI. In [6], BS power consumption in multi-

user OFDMA systems is proposed as a function of the transmission power, the signal processing 

power and the fixed circuit power to optimize system energy efficiency, which is ratio of the 

achieved sum throughput and the energy consumed. However, in RE-powered systems, ESI should 

be also considered, especially when the charge and discharge behavior of batteries is non-ideal. 

Markov decision processes (MDP) are widely applied to relevant online optimization problems 

with statistical knowledge of CSI and ESI [93]. However, MDP suffers from the curse of 

dimensionality with exponential dimension of system states. Lyapunov optimization technique, 

which has advantages such as low-complexity, computable theoretical bounds and little 

requirement of prior statistical knowledge, was first applied in RE-powered communication 

systems in [94]. Lyapunov optimization framework is applied to solve subcarrier power allocation 

in [95] and user association problem in [86] to minimize power consumption given CSI and ESI 

as stochastic processes. However, they do not consider the non-ideal battery behavior which will 

significantly affect the dynamic of batteries and the resulting optimal solution. In [96], the authors 

maximize the network utility in multi-hop wireless networks with imperfect batteries and limited 
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RE. The above works do not consider utilizing the data storage of UEs and adapting the 

transmission accordingly, which will further enhance the energy and QoS performance.  

In this work, we focus on mobile video, which is estimated to contribute to over two-thirds 

of mobile data traffic by 2018 [97]. Hence it is critical to reduce the BS energy consumption while 

satisfying the QoS requirements of users during video download/streaming. Techniques which 

adapt streaming quality like dynamic adaptive streaming over HTTP (DASH) [98] have been 

studied and applied to shape the download traffic. Most previous work addressing energy 

consumption during video download/streaming [99, 100] focuses on power saving of mobile 

devices by shaping the traffic transmitted to users and extending the periods of no transmission or 

idle periods of mobile devices, but do not address reducing BS energy consumption during video 

download. The authors in [101] propose to schedule transmission given the channel state 

predictions for wireless video download and adapt the video bitrate to minimize BS energy 

consumption while the use of RE and UE buffer is not considered. The authors in [102] propose 

to adapt compression ratio of video traffic to the amount of harvested RE. However, the technique 

requires perfect distribution information of harvested RE and traffic demand of UEs. 
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3.3 System Model and Problem Formulation   

In this section, we will first present the system model comprising of network, channel, 

traffic demand, BS energy consumption, energy storage and data buffer models. Then, we 

formulate the weighted sum optimization problem to address both grid energy consumption and 

QoS of users with constraints of UE data buffer, energy storage and BS utilization. For ease of 

reference, we list the key notations of our system model in Table 3.1. 

3.3.1 Network and Channel Model 

Consider downlink communication in a OFDMA cellular network system with a set of BSs 

𝑩, each with subcarriers set 𝑲 = {1,2…𝐾}. Without loss of generality, we will consider one BS, 

𝑏 ∈ 𝐵 and its associated set of users 𝛪 = {1,2… 𝐼}. For the sake of notational brevity, henceforth, 

we will drop the subscript b from the BS related variables. Also, we will use the terms energy 

storage and battery interchangeably. Fig. 1 shows a single BS, with energy flows from different 

energy sources (PV panel, grid and battery) to different energy sinks (the BS and the battery), and 

data links between the BS and 𝐼 users. Transmission time is equally divided into 𝑛 time slots of 

duration 𝜆, which is normalized to one in our paper for ease of analysis. We assume perfect channel 

state estimation including path loss, multi-path fading, shadowing and other factors if any at both 

the transmitters (BSs) and the receivers (UEs). Each subcarrier 𝑘 ∈ 𝐾 can only be used by one user 

                             

Figure 3.1. Architecture of proposed system 
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and subcarrier allocation is performed at the beginning of each time slot. We denote subcarrier 

allocation by the binary matrix 𝑋𝑛 = {𝑥𝑖𝑘
𝑛 }𝑖∈𝐼,𝑘∈𝐾 where 𝑥𝑖𝑘

𝑛  is defined as 

𝑥𝑖𝑘
𝑛 = {

1, if subcarrier 𝑘 is assigned to user 𝑖 in 𝑛𝑡ℎ slot
0, otherwise                                                                   

                                 (1) 

Let 𝐻𝑛 = {ℎ𝑖𝑘
𝑛 }𝑖∈𝑰,𝑘∈𝑲 be the channel gain matrix where ℎ𝑖𝑘

𝑛  is the channel gain of user 𝑖 

on subcarrier 𝑘 . The channel gain ℎ𝑖𝑘
𝑛  of each BS-UE link is assumed to be statistically 

independent and identically distributed (i.i.d) and remains constant during each slot. We denote 

𝑃𝑘
𝑛 the downlink transmit power allocated on each subcarrier 𝑘 of the BS in the  𝑛𝑡ℎ slot and is 

assumed to be fixed within each time slot. Since joint optimization of subcarrier and power 

allocation is proved to be NP-hard [33] and there is no standard method for optimal solution, our 

proposed technique only decides subcarrier allocation 𝑋𝑛 and it can work with any existing power 

allocation techniques. Let 𝑟𝑖𝑘
𝑛  denote the achievable transmission rate from the BS to user 𝑖 on 

subcarrier 𝑘 in the  𝑛𝑡ℎ slot and is given by 

        𝑟𝑖𝑘
𝑛 = 𝑊log2 (1 +

|ℎ𝑖𝑘
𝑛 |
2
𝑃𝑘
𝑛

𝜎𝑁0
  )                                                     (2)  

TABLE 3.1:  Summary of Key Notations 

Notation Description 

𝑲 Index set of subcarriers of BS 𝑏 

𝑰 Index set of the UEs associated with 𝑏 

𝑥𝑖𝑘
𝑛  Subcarrier allocation indicator in 𝑛𝑡ℎ slot 

ℎ𝑖𝑘
𝑛  Channel gain of user 𝑖 on subcarrier 𝑘  

𝑟𝑖𝑘
𝑛  

Achievable transmission rate of user 𝑖 on 

subcarrier 𝑘 

𝑅𝑖
𝑛 Total achievable transmission rate of user 𝑖 
𝑄𝑖
𝑛 Buffer level of user 𝑖 
𝛿𝑖
𝑛 Buffer consumption rate of user 𝑖 
𝑈𝑖(𝛿) Utility function of user 𝑖 
𝑃𝑛 Power consumption of the BS in 𝑛𝑡ℎ slot 

𝐸𝑛 Battery level in 𝑛𝑡ℎ slot 

𝑐𝑛 Charging energy in 𝑛𝑡ℎ slot 

𝑑𝑛 Discharging energy in 𝑛𝑡ℎ slot 

𝜃0 Perturbation parameter of battery level 

𝜃𝑖 Perturbation parameter of buffer level of user 𝑖 
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where 𝑊,𝑁0 and 𝜎 are the bandwidth of each subcarrier, noise power density and the nominal 

spectral efficiency in (bit/s)/Hz respectively. Note that 𝑟𝑖𝑘
𝑛  is clipped within [𝑟𝑚𝑖𝑛, 𝑟𝑚𝑎𝑥]  to 

account for practical modulation orders. Let 𝑅𝑖
𝑛 denote the total achievable transmission rate from 

the BS to user 𝑖 over all subcarriers and is given by 

   𝑅𝑖
𝑛 = ∑ 𝑥𝑖𝑘

𝑛 𝑟𝑖𝑘
𝑛𝐾

𝑘=1                                                                 (3) 

3.3.2 UE QoS Model 

As discussed earlier, we focus on mobile video download/streaming. Video contents can 

be transmitted to UEs and stored at the UEs’ buffer, and then the transmission can be paused 

without stalling if there is enough data for playing. Therefore, we are interested in the data buffer 

level of the users. We define the buffer level 𝑄𝑖
𝑛 of user 𝑖 in 𝑛𝑡ℎ slot as the sum of the buffer level 

in 𝑛 − 1𝑡ℎ slot and the data accumulated in the buffer 𝜆𝑅𝑖
𝑛 subtracted by the data used for video 

playback 𝜆𝛿𝑖
𝑛. Note that 𝜆 is assumed to be 1 in our case. Therefore, buffer level in the 𝑛𝑡ℎ slot 

𝑄𝑖
𝑛 is given by 

     𝑄𝑖
𝑛+1 = 𝑄𝑖

𝑛 + 𝑅𝑖
𝑛 − 𝛿𝑖

𝑛, ∀𝑖, ∀𝑛,                                               (4)  

We assume 𝑄𝑖
0 = 0, ∀𝑖 and 𝛿𝑖

𝑛 is the buffer consumption rate satisfying  

     0 ≤ 𝛿𝑖
𝑛 ≤ 𝛿𝑚𝑎𝑥                                                           (5) 

with a finite 𝛿𝑚𝑎𝑥 at all time. For smooth playback 𝛿𝑖
𝑛 and 𝑅𝑖

𝑛 should be decided in a manner that 

the video buffer does not overflow or underflow. Hence for each user we have 

   0 ≤ 𝑄𝑖
𝑛 ≤ 𝑄𝑖

𝑚𝑎𝑥, ∀𝑖, ∀𝑛,                                                     (6) 

where 𝑄𝑖
𝑚𝑎𝑥  ∈ (0,∞) is the maximum number of bits that can be stored at user 𝑖, which may 

depend on the video client and network policy. In DASH [24], the video content is segmented into 
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small HTTP-based files. Video segments are then pre-encoded in multiple versions with their 

“quality levels,” specifying specific video bit rate and resolution [98, 105]. During video download, 

the streaming adaptation engine at UE 𝑖 selects the quality level of requested video segments based 

on throughput estimation and media playout conditions [105]. The better QoS UEs have, the higher 

the buffer consumption rate. To provide a measure of user QoS during video download, we denote 

utility function1 𝑈𝑖(𝛿𝑖
𝑛) for each user 𝑖. Every 𝑈𝑖(𝛿) is assumed to be positive, increasing, strictly 

concave and differentiable for 𝛿 ∈ [0, 𝛿𝑚𝑎𝑥] [25, 35]. For convenience, we denote  𝛽𝑖  as the 

maximum first derivative of 𝑈𝑖(𝛿) according to the property of strictly concave functions.                   

3.3.3 Base Station Power Consumption Model 

According to [75, 76, 81], the BS power consumption can be modeled as a constant power 

term plus a radio frequency (RF) related power term. Secondly, the RF related power term can be 

modeled as a linear function of the number of active subcarriers. The total power consumption of 

the BS in time slot 𝑛 is: 

  𝑃𝑛 = ∑ ∑ 𝑥𝑖𝑘
𝑛𝐾

𝑘=1
𝐼
𝑖=1 (

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝) + 𝑃0                                               (7) 

where 𝑃𝑡𝑥  is the constant transmit power level per subcarrier and 𝛥  is power amplifier 

efficiency. 𝑃𝑠𝑝  denotes the signal processing power per subcarrier and 𝑃0  denotes fixed circuit 

power consumption of the BS such as the baseband processor, the converter and the cooling 

system. Finally, the energy consumption of the BS in time slot 𝑛 is 𝜆𝑃𝑛and again 𝜆 is omitted 

since 𝜆 is assumed to be 1 in our case. 

 

 
1 Network utility is first proposed by authors in [35] as a measure of user satisfaction when getting a data rate from the network. Increasing, 

differentiable, and concave utility functions 𝑈(∙) (e.g., proportional-fair utility functions) are widely adopted in network utility maximization 

(NUM) problems 
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3.3.4 Energy Storage 

Let the amount of harvested solar at the beginning of the 𝑛𝑡ℎ slot be 𝑆𝑛. We assume that 

𝑆𝑛 is immediately available for use in 𝑛𝑡ℎ slot and takes values in some finite set 𝑆𝑛 ∈ [0, 𝑆𝑚𝑎𝑥] 

and there exists 𝑆𝑚𝑎𝑥 < ∞. We also assume that 𝑆𝑛 is i.i.d. among different time slots. Although 

the i.i.d. process cannot fully represent the non-linear and non-stationary solar arrival, it captures 

the intermittent nature of solar and has been widely adopted in previous studies [86, 93, 94]. The 

BS stores the harvested solar in the battery and let 𝐸𝑚𝑎𝑥 ∈ (0,∞) denote the battery capacity. At 

the beginning of the 𝑛𝑡ℎ time slot, the transmitter harvests and stores the 𝑐𝑛 units of energy. It then 

draws 𝑑𝑛 units of energy from the battery to power the BS. We assume 𝐸0 = 0 and model the 

battery level 𝐸𝑛 as  

   𝐸𝑛+1 = 𝜑𝐸𝑛 +𝜂𝑐𝑛 − 𝑑𝑛, ∀𝑛,                                                  (8) 

where 𝑐𝑛 and 𝑑𝑛 are two non-negative numbers denoting the amount of energy used to charge and 

discharge the battery in the 𝑛𝑡ℎ slot respectively. To characterize the imperfection of batteries, we 

firstly use 𝜑 ∈ (0,1) as storage efficiency. This implies that during each time slot, (1 − 𝜑) portion 

of the energy stored in the battery will be lost due to energy dissipation. We use 𝜂 ∈ (0,1) to denote 

the charging efficiency of the battery. When 𝑐𝑛 units of energy are used for charging, only 𝜂𝑐𝑛 

can be stored in the battery for future use and (1 − 𝜂)𝑐𝑛 is lost due to charging loss2. 

We assume that 𝐸0 = 0 and 𝐸𝑛  is constrained by energy causality and limited capacity of the 

battery. Hence, 𝐸𝑛 should satisfy  

         0 ≤ 𝐸𝑛 ≤ 𝐸𝑚𝑎𝑥 , ∀𝑛.                                                           (9) 

As show in Fig. 1, the grid energy consumption 𝐺𝑛 in the 𝑛𝑡ℎ  slot is given by the BS energy 

 
2

 Practically, energy loss occurs during both charge and discharge, and the efficiency depends on factors such as temperature, charging/discharging 

rate and battery level. For simplicity, these two losses are combined into one and the efficiency is assumed fixed in this work. 
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consumption  𝑃𝑛 subtracted the energy drawn from the battery 𝑑𝑛 and the portion of solar energy  

𝑆𝑛−𝑐𝑛  

𝐺𝑛 = 𝑃𝑛−𝑑𝑛 − 𝑆𝑛+𝑐𝑛 ≥ 0, ∀𝑛.                                             (10) 

Note that 𝐺𝑛can never be negative, i.e., there is no transfer of energy back to the grid from the BS 

for general power grids. 𝑐𝑛 is constrained by 

0 ≤ 𝑐𝑛 ≤ 𝑆𝑛, ∀𝑛,                                                            (11) 

Therefore, 𝑑𝑛 is constrained by 

0 ≤ 𝑑𝑛 ≤ 𝑃𝑛, ∀𝑛.                                                            (12) 

Problem Formulation 

To minimize grid energy consumption while maximizing the utility of users, the weighted 

sum of the above two objectives is used as our objective. Given the solar energy 𝑆𝑛and the channel 

conditions 𝑯𝑛, the buffer availability of each user 𝑄𝑖
𝑛 and the battery level 𝐸𝑛, our objective is to 

determine subcarriers allocation 𝑿𝒏 , the buffer consumption rate 𝛿𝑖
𝑛 , charging energy 𝑐𝑛  and 

discharging energy 𝑑𝑛 in each time slot to optimize the objective function while satisfying the 

buffer constraints of users, the battery constraint and the BS utilization constraint. Therefore, the 

optimization problem P1 can be formulated as 

 P1: min
𝑿𝑛,𝛿𝑖

𝑛,𝑐𝑛,𝑑𝑛
 lim
𝑁→+∞

1

𝑁
∑ 𝔼[𝑤𝐺𝐺

𝑛 − 𝑤𝐼 ∑ 𝑈𝑖(𝛿𝑖
𝑛)]𝐼

𝑖=1
𝑁−1
𝑛=0                                                         (13)                                       

          𝑠. 𝑡.    (5), (6), (9)-(12) 

∑ 𝑥𝑖𝑘
𝑛𝐼

𝑖=1 ≤ 1,  ∀𝑖, ∀𝑛, ∀𝑘,                                                                                       (14)    

Constraints (14) states that each subcarrier is exclusively assigned to a single user. Note that since 

our objective is to maximize aggregate utility of users, we will take negative terms for all 𝑈𝑖(𝛿𝑖
𝑛) 

in the objective function. Let 𝑤𝐺and 𝑤𝐼 denote the weights of the grid energy consumption and 

aggregate user utility respectively. By properly adjusting 𝑤𝐺and 𝑤𝐼, solving P1 can effectively 
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minimize grid power consumption with any QoS requirement, depending on the network policy.   

The problem P1 is a stochastic optimization problem. As shown in (6) and (9), the feasible 

actions set (charging, discharging, the buffer consumption rate and BS resource allocation) is 

confined by the current UE buffer level and the battery level. Also, the state transition can be 

described as a function of actions {𝑿𝑛, 𝛿𝑖
𝑛, 𝑐𝑛, 𝑑𝑛} and their states {𝐸𝑛, 𝑄𝑖

𝑛} in the previous time 

slot given the probability distribution of the solar energy 𝑆𝑛 and the channel conditions 𝑯𝑛. Such 

problems can be modeled by MDP and theoretically solved by linear programming (LP) or 

dynamic programming (DP) techniques [83,87]. However, the performance of such techniques 

depends on accurate statistical estimation of solar arrival and channel condition. Furthermore, the 

offline solution provided by MDP requires exponential number of states to characterize the system, 

so the process is practically infeasible due to computation complexity. For example, if we have 𝐽 

states of solar arrival, 𝑀 states of channel gain and 𝐿 states of buffer level for each user 𝑖 and 𝑇 

states of battery levels, we need to solve the MDP problem with 𝐽𝑀𝑖𝐿𝑖𝑇 possible states. 

Inspired by Lyapunov optimization framework developed in recent works [94, 103], we 

will next present a low-complexity online L-SPAR algorithm with the following advantages:  

• The proposed algorithm provides an online solution requiring no prior knowledge of the 

probability distribution of the wireless channel or solar arrival processes. 

• The proposed algorithm minimizes objective function considering only the current data buffer 

and the energy storage state, which greatly reduces the complexity that standard MDP/LP solutions 

would have faced to solve P1. 

• Although the proposed algorithm does not result in exact optimal solution, the performance can 

achieve arbitrarily close to the optimal solution by adjusting the penalty parameter [94] in the 

Lyapunov optimization framework which will be discussed in Section 3.4. 
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3.4 L-SPAR Methodology and Algorithm 

In this section, we will first describe the proposed Lyapunov optimization framework and 

propose a per-time slot problem P2. To solve P2, we then propose an online algorithm which 

determines the BS subcarrier allocation, the amount of energy charging/discharging the battery, 

and buffer consumption rate of users. In section 3.5, we will show that the proposed algorithm 

provides a feasible and asymptotically optimal solution for P1. 

Per-time Slot Problem and L-SPAR Algorithm 

In constraints (6) and (9), there exists time-dependent coupling between the state of battery 

and data buffer and the decision of charging/discharging, BS resource allocation and buffer 

consumption rate across time slots, which makes the optimization challenging. The principle we 

apply Lyapunov optimization here is to decouple such dependency by transforming such 

constraints of the battery level 𝐸𝑛 and the data buffer level 𝑄𝑖
𝑛 into a set of virtual queues. Based 

on Lyapunov optimization framework, the objective function in P1 is defined as penalty function. 

By greedily minimizing a weighted function of Lyapunov drift, which is the sum of the squares of 

the current queue backlogs, and the penalty function, the objective function can be optimized with 

the long-term average constraints satisfied. Traditional Lyapunov optimization can only guarantee 

to satisfy long-term averaged constraints. To ensure deterministic bounds on all queue sizes 

derived from (6) and (9), we use the similar method as in [103] to introduce perturbation parameter 

𝜽 = {𝜃0,𝜃1,… 𝜃𝐼} and define the virtual queues, which represent the shifted version of original 

battery level 𝐸𝑛 and data buffer level 𝑄𝑖
𝑛. The physical meaning of 𝜽 is the convergence value of 

data and batteries buffer and was chosen carefully to satisfy the original queue constraints 

  �̃�𝑛 = 𝐸𝑛 − 𝜃0,                                                             (15)  

 �̃�𝑖
𝑛 = 𝑄𝑖

𝑛 − 𝜃𝑖 ,  𝑖 = 1,2, . ., I,                                                (16) 
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where 

  𝑤𝐺𝑉 +
 𝑃max

𝜑
≤ 𝜃0 ≤ 

𝑤𝐺𝑉

𝜂
+
𝐸max−𝑆max

𝜑
,                                     (17)                     

                     𝑤𝐼𝑉𝛽𝑖 + 𝛿
max ≤ 𝜃𝑖, 𝑖 = 1,2, . ., I,                                          (18) 

where 𝑉denotes the non-negative weight parameter in Lyapunov optimization where larger 𝑉 will 

place more emphasis on penalty minimization over the queue stability. Note that although the 

battery and the data buffer levels are always non-negative according to constraints (6) and (9), the 

virtual queues �̃�𝑛 and �̃�𝑖
𝑛 can be negative.  

We now define the per-time slot problem P2, which minimizes the weighted sum of the drift of 

virtual queues and the penalty function with all constraints except (6) and (9). We will later show 

that (6) and (9) are indeed satisfied by L-SPAR in section 3.5. 

𝐏𝟐: min
𝑿𝑛,𝛿𝑖

𝑛,𝑐𝑛,𝑑𝑛
 ∑ �̃�𝑖

𝑛(∑ 𝑥𝑖𝑘
𝑛 𝑟𝑖𝑘

𝑛𝐾
𝑘=1 − 𝛿𝑖

𝑛)𝐼
𝑖=1 +�̃�𝑛[ 𝜂𝑐𝑛 − 𝑑𝑛 − (�̃�𝑛 + 𝜃0)(1 − 𝜑)] +

𝑉[𝑤𝐺(𝑃
𝑛−𝑆𝑛 + 𝑐𝑛 − 𝑑𝑛) − 𝑤𝐼 ∑ 𝑈(𝛿𝑖

𝑛)𝐼
𝑖=1                                                                              (19) 

                    s.t.  (5), (10) - (12), (14)            

After integrating and generalizing Lyapunov optimization framework to propose P2, we present 

the online L-SPAR algorithm. The objective of L-SPAR is to stabilize the battery and data buffer 

levels around the perturbed level  𝜽 and meanwhile minimize the penalty function. We assume 

that I users are scheduled in each time slot and the channel state information and buffer level 

Algorithm 1 L-SPAR Algorithm   

Initialization: Choose a pair of (𝜽, 𝑉) which satisfies (17) -

(18). 

1: At the beginning of each time slot 𝑛, obtain solar energy 

𝑆𝑛, virtual battery level queue �̃�𝑛, channel gain 𝑯𝑛 and 

virtual buffer level queue �̃�𝑖
𝑛 ∀𝑖 ∈ 𝜤. 

2: Decide optimal action set {𝑿𝑛∗, 𝛿𝑖
𝑛 , 𝑐𝑛∗, 𝑑𝑛∗} by solving 

P2 

3: Update �̃�𝑛 and �̃�𝑖
𝑛 according to (4), (8), (15), (16) 

4: Set 𝑛 =  𝑛 + 1 
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information of users are periodically reported to the BS using Channel Quality Indicator (CQI) 

and mechanisms similar to Buffer Status Report (BSR) during uploading as in 3GPP specification 

[36]. Based on the above information and the amount of generated solar energy and the current 

battery level, the BS will run L-SPAR in every slot. In other words, given a pair of (𝜽, 𝑉) and by 

observing the current state of random processes {𝑆𝑛, 𝑯𝑛} and queues {�̃�𝑛, �̃�𝑖
𝑛}, L-SPAR will 

determine an optimal action set {𝑿𝑛∗, 𝛿𝑖
𝑛, 𝑐𝑛∗, 𝑑𝑛∗} as a solution for P2. In the next section, we 

will focus on solving the per-time slot problem.   

Solving the per-time slot problem 

Next, we will focus on solving P2. After rearranging P2 and using Eq. (8), the BS energy 

consumption model, the objective function in (19) can be written as 

   Min
𝑿𝑛,𝛿𝑖

𝑛,𝑐𝑛,𝑑𝑛
 ∑ �̃�𝑖

𝑛(∑ 𝑥𝑖𝑘
𝑛 𝑟𝑖𝑘

𝑛𝐾
𝑘=1 )𝐼

𝑖=1 −∑ [�̃�𝑖
𝑛𝛿𝑖
𝑛𝐼

𝑖=1 + 𝑤𝐼𝑉𝑈(𝛿𝑖
𝑛)] + 𝑤𝐺𝑉∑ ∑ 𝑥𝑖𝑘

𝑛𝐾
𝑘=1

𝐼
𝑖=1 (

𝑃𝑡𝑥

𝛥
+

𝑃𝑠𝑝) + 𝑐
𝑛(𝜂�̃�𝑛 + 𝑤𝐺𝑉) − 𝑑

𝑛(�̃�𝑛 + 𝑤𝐺𝑉) + 𝐶                

where 𝐶 represents the constant term �̃�𝑛(�̃�𝑛 + 𝜃0)(1 − 𝜑) + 𝑤𝐺𝑉(𝑃0 − 𝑆
𝑛) in 𝑛𝑡ℎ  slot, which 

can be omitted in the optimization process. We will decouple the problem into three parts: 1) 

Charge and discharge of the battery, 2) BS resource allocation, 3) UE buffer consumption rate. 

Charge and discharge of the battery: To decide 𝑐𝑛∗ and 𝑑𝑛∗, we first solve the problem as a 

simple threshold-based structure 

            min
𝑐𝑛,𝑑𝑛

𝑐𝑛(𝜂�̃�𝑛 + 𝑤𝐺𝑉) − 𝑑
𝑛(�̃�𝑛 + 𝑤𝐺𝑉)                                                                        (20) 

                        𝑠. 𝑡.  (10), (11), (12). 

Case 1: 𝜂�̃�𝑛 + 𝑤𝐺𝑉 > 0;−(�̃�𝑛 + 𝑤𝐺𝑉) ≤ 0. L-SPAR will discharge as much as possible and will 

not charge. Since 𝑑𝑛∗ has to satisfy 𝑃𝑛−𝑆𝑛 + 𝑐𝑛 − 𝑑𝑛 ≥ 0 and 𝑐𝑛∗ = 0 in this case, we 

have 𝑑𝑛∗ = 𝑚𝑎𝑥 {𝑃𝑛 − 𝑆𝑛, 0}.  
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Case 2:  𝜂�̃�𝑛 +𝑤𝐺𝑉 > 0 ; −(�̃�𝑛 + 𝑤𝐺𝑉) > 0 . L-SPAR will neither charge nor discharge in 

𝑛𝑡ℎslot. Therefore, 𝑐𝑛∗ = 𝑑𝑛∗ = 0. 

Case 3:  𝜂�̃�𝑛 +𝑤𝐺𝑉 ≤ 0; −(�̃�𝑛 + 𝑤𝐺𝑉) > 0. L-SPAR will charge as much as possible and will 

not discharge at 𝑛𝑡ℎslot. Since 𝑐𝑛∗ has to satisfy constraint (12), we have  𝑐𝑛∗ = 𝑆𝑛 and  

𝑑𝑛∗ = 0. 

Case 4:  𝜂�̃�𝑛 + 𝑤𝐺𝑉 ≤ 0; −(�̃�𝑛 + 𝑤𝐺𝑉) ≤ 0. Case 4 will not happen since it contradicts with our 

assumption 0 < η < 1 and 𝑉 > 0. 

Note that if 𝑆𝑛 > 𝑃𝑛 + 𝑐𝑛, in this case, the portion of harvested solar  𝑆𝑛 − 𝑃𝑛 − 𝑐𝑛 can not be 

utilized either to charge the battery or power the BS and will be wasted. Furthermore, when −𝑉 ≥ 

�̃�𝑛 ≥ 
−𝑉

𝜂
, we have 𝑐𝑛∗ = 𝑑𝑛∗ = 0, which may lead to a “static zone” where there is no further 

charge and discharge of the battery. However, there is a (1 − 𝜑) portion of the energy stored in 

the battery which will be lost due to leakage, so the battery will not be trapped in the static zone in 

our algorithm.  

BS resource allocation: After solving the charge and discharge problem as a function of 𝑃n, we 

will solve the BS resource allocation 𝑿𝑛 based on the three possible cases derived from the charge 

and discharge decision. 

Case 1: We have 𝑐𝑛∗ = 0 and 𝑑𝑛∗ = 𝑚𝑎𝑥 {𝑃𝑛 − 𝑆𝑛, 0}. We will first solve 𝑿𝑛 assuming 𝑑𝑛∗ =

𝑃𝑛 − 𝑆𝑛. Rewriting P2 and omitting the constant terms, we want to solve 

   min
𝑿𝑛
 ∑ �̃�𝑖

𝑛(∑ 𝑥𝑖𝑘
𝑛 𝑟𝑖𝑘

𝑛𝐾
𝑘=1 )𝐼

𝑖=1 − �̃�𝑛 ∑ ∑ 𝑥𝑖𝑘
𝑛𝐾

𝑘=1
𝐼
𝑖=1 (

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝)          

= min
𝑿𝑛
 ∑ ∑ 𝑥𝑖𝑘

𝑛𝐾
𝑘=1

𝐼
𝑖=1 (�̃�𝑖

𝑛𝑟𝑖𝑘
𝑛 − �̃�𝑛(

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝))                              

 
(𝑎)
⇔ ∑ min

𝑿𝑛
∑ 𝑥𝑖𝑘

𝑛 (�̃�𝑖
𝑛𝑟𝑖𝑘
𝑛 − �̃�𝑛(

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝) )

𝐼
𝑖=1

𝐾
𝑘=1                                                                         (21) 

                      s.t. (14) 
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where (a) is because multiple subcarriers can be allocated to one single user. Therefore, the 

minimization problem can be viewed as the sum of 𝐾 minimization problems in each subcarrier.  

For simplicity, we define 𝑦𝑖𝑘
𝑛 = (�̃�𝑖

𝑛𝑟𝑖𝑘
𝑛 −  �̃�𝑛(

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝)  ). To minimize the per-subcarrier 

problem, the solution for the optimal BS resource allocation is to select one user with the minimal 

and negative 𝑦𝑖𝑘
𝑛 . If all 𝑦𝑖𝑘

𝑛  are non-negative on subcarrier 𝑘, the BS will not allocate subcarrier 𝑘 

to any user. The optimal solution 𝑥𝑖𝑘
𝑛∗ is given as 

        𝑥𝑖𝑘
𝑛∗ = {

1, if 𝑦𝑖𝑘
𝑛 ≤ min{0, 𝑦𝑘,𝑚𝑖𝑛

𝑛 }                    

0, otherwise                                            
                          (22) 

where  𝑦𝑘,𝑚𝑖𝑛
𝑛 = min

𝑖∈𝑰,𝑘′=𝑘
𝑦𝑖𝑘′
𝑛 , 𝑘 = 1,2, . . , 𝐾 . If the resulting 𝑃𝑛∗ < 𝑆𝑛  given 𝑥𝑖𝑘

𝑛∗ , there is no 

feasible solution for 𝑑𝑛∗ = 𝑃𝑛 − 𝑆𝑛. We can set 𝑑𝑛∗ = 0 and solve 𝑿𝑛  as the same method in 

Case 2 where 𝑐𝑛∗ = 𝑑𝑛∗ = 0. 

Case 2 & 3: We have 𝑐𝑛∗ = 0 and 𝑐𝑛∗ = 𝑆𝑛 in Case 2 and Case 3 respectively while 𝑑𝑛∗ = 0 in 

both cases. Note that no matter 𝑐𝑛∗ = 0 or 𝑐𝑛∗ = 𝑆𝑛, the 𝑐𝑛(𝜂�̃�𝑛 + 𝑤𝐺𝑉) term in P2 remains a 

constant in 𝑛𝑡ℎ slot which does not affect the decision of 𝑿𝑛. After rewriting P2 and omitting the 

constant terms, we want to solve 

   min
𝑿𝑛
 ∑ �̃�𝑖

𝑛(∑ 𝑥𝑖𝑘
𝑛 𝑟𝑖𝑘

𝑛𝐾
𝑘=1 )𝐼

𝑖=1 +𝑤𝐺𝑉∑ ∑ 𝑥𝑖𝑘
𝑛𝐾

𝑘=1
𝐼
𝑖=1 (

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝)              

= min
𝑿𝑛
 ∑ ∑ 𝑥𝑖𝑘

𝑛𝐾
𝑘=1

𝐼
𝑖=1 (�̃�𝑖

𝑛𝑟𝑖𝑘
𝑛 + 𝑤𝐺𝑉(

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝))                                                                      (23) 

             s.t. (14). 

Similar as Case 1, if we set 𝑦𝑖𝑘
𝑛′ = (�̃�𝑖

𝑛𝑟𝑖𝑘
𝑛 + 𝑤𝐺𝑉(

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝)) ), we have the optimal solution 𝑥𝑖𝑘

𝑛∗ 

given as 

    𝑥𝑖𝑘
𝑛∗ = {

1, if 𝑦𝑖𝑘
𝑛′ ≤ min{0, 𝑦𝑘,𝑚𝑖𝑛

𝑛′ }                   

0, otherwise                                           
                                  (24) 
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where 𝑦𝑘,𝑚𝑖𝑛
𝑛′ = min

𝑖∈𝑰,𝑘′=𝑘
𝑦𝑖𝑘′
𝑛′ , 𝑘 = 1,2, . . , 𝐾. For each subcarrier 𝑘 in all three cases, the user with 

minimal  �̃�𝑖
𝑛𝑟𝑖𝑘
𝑛  will be selected as potential candidate to serve. The physical interpretation is that 

among the users whose data buffer levels are lower than their perturbed levels 𝜃𝑖, the BS will serve 

the user with the largest product of achievable transmission rate and the gap to their predefined 

buffer level 𝜃𝑖 in order to fill the gap. On the other hand, if the buffer levels of all users are larger 

than 𝜃𝑖 , BS will not allocate subcarriers or serve the user with smallest product of achievable 

transmission rate and excess data compared to their perturbed buffer level 𝜃𝑖  to avoid buffer 

overflow. After selecting the potential candidate, the algorithm compares �̃�𝑖
𝑛𝑟𝑖𝑘
𝑛  with either 

�̃�𝑛(
𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝) or −𝑤𝐺𝑉(

𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝), depending on whether the BS is powered by the battery in Case 

1 or grid in Case 2 & 3 respectively. We can observe that if  �̃�𝑛 is larger (the battery level is higher) 

in Case 1 or  𝑉 is smaller (L-SPAR focuses more on stability of queues over performance) in Case 

2 & 3, the BS is more likely to allocate subcarriers to users and hence consumes more energy. 

UE buffer consumption rate: To obtain the optimal UE buffer consumption rate 𝛿𝑖
𝑛, we solve 

the problem  

        min
𝛿𝑖
𝑛
− ∑ [�̃�𝑖

𝑛𝛿𝑖
𝑛𝐼

𝑖=1 + 𝑤𝐼𝑉𝑈(𝛿𝑖
𝑛)]                                               (25)      

                                                          s.t.  (5).  

As we prove below, the optimal solution 𝛿𝑖
𝑛∗ is given as  

      𝛿𝑖
𝑛∗ = min{𝛿max,  𝑈𝑖

′−1 (
−�̃�𝑖

𝑛

𝑤𝐼𝑉
)}                                                (26) 

where 𝑈𝑖
′−1(∙) is the inverse function of 𝑈𝑖

′(𝛿) and satisfies 𝑈𝑖
′−1(𝑈𝑖

′(𝛿)) = 𝛿 for 𝛿 ∈ [0, 𝛿max]. 

Proof: The minimization problem can be viewed as the sum of 𝐼 minimization problems for each 

user. The objective function for each user is a strictly convex function for 𝛿 ∈ [0, 𝛿max] since it is 

the negative sum of a linear function and a strictly concave function 𝑈𝑖(𝛿). Moreover, if the 
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derivative of a strictly convex function is zero at some point which is 𝛿𝑖
𝑛 = 𝑈𝑖

′−1 (
−�̃�𝑖

𝑛

𝑤𝐼𝑉
) in our 

case, then that point is a global minimum. For �̃�𝑖
𝑛 ≤ −𝑤𝐼𝑉𝑈𝑖

′(𝛿max), the optimal point 𝛿𝑖
𝑛 =

𝑈𝑖
′−1 (

−�̃�𝑖
𝑛

𝑤𝐼𝑉
) is within [0, 𝛿max]. For �̃�𝑖

𝑛 > −𝑤𝐼𝑉𝑈𝑖
′(𝛿max),  𝑈𝑖

′−1 (
−�̃�𝑖

𝑛

𝑤𝐼𝑉
) is not within [0, 𝛿max] 

and hence not a feasible solution. Moreover, since 𝑈𝑖
′(𝛿)  is positive and decreasing for 𝛿 ∈

[0, 𝛿max], the first derivative of objective function −�̃�𝑖
𝑛 − 𝑤𝐼𝑉𝑈𝑖

′(𝛿𝑖
𝑛) is always negative for 𝛿 ∈

[0, 𝛿max]. Therefore, the objective is a monotonically decreasing function for 𝛿 ∈ [0, 𝛿max] and 

thereby 𝛿max  is the optimal solution.                 

In each time slot, the computational complexity of the L-SPAR algorithm comes from the 

BS resource allocation where sorting 𝑦𝑖𝑘
𝑛  or 𝑦𝑖𝑘

𝑛′  of 𝐼  users on each subcarrier requires 

𝑂(𝐼 𝑙𝑜𝑔 𝐼) time. The complexity of BS resource allocation is then bounded by 𝑂(𝐾𝐼 𝑙𝑜𝑔 𝐼) where 

𝐾  is the numbers of subcarriers. As we described in the previous section, the complexity is 

independent of the complexity of system states (e.g. harvested solar energy, channel state, battery 

state, UE buffer state) and the choice of (𝑉, 𝜽). 

3.5 Performance Analysis 

In this section, we will show that the L-SPAR algorithm satisfies all constraints in P1 and 

provides a theoretical performance bound of L-SPAR. Furthermore, we will discuss the relation 

between the performance and the choice of the predefined parameters (𝑉, 𝜽) in L-SPAR.  

3.5.1 Feasibility Analysis 

In the proposed L-SPAR algorithm, the UE data buffer constraint (6) and the battery 

capacity and energy causality constraint (9) are ignored. It is important to show that for given 
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pair of (𝑉, 𝜽), solving the per-time slot problem P2 will produce feasible solutions of P1 under 

the constraints (6) and (9). 

Proposition 1: Under the L-SPAR algorithm, the battery level 𝐸𝑛 is confined within [0, 𝐸max]. 

Proof: We first prove 𝐸𝑛 is lower bounded by 0. Firstly, we have 𝐸0 = 0 from assumption. 

From L-SPAR we know that 𝑑𝑛∗ = 0 when �̃�𝑛 = 𝐸𝑛 − 𝜃0 ≤ −𝑤𝐺𝑉 . Suppose 0 ≤ 𝐸𝑛 ≤ 𝜃0 −

𝑤𝐺𝑉, we have 𝐸𝑛+1 = 𝜑𝐸𝑛 + 𝜂𝑐𝑛 ≥ 0. On the other hand, if 𝐸𝑛 > 𝜃0 − 𝑤𝐺𝑉, 𝐸𝑛+1 ≥ 𝜑𝐸𝑛 − 

𝑆𝑛 + 𝑃𝑛 ≥  𝜑𝐸𝑛 −  𝑃max. Since 𝜃0 ≥ 𝑤𝐺𝑉 +
 𝑃max

𝜑
 by constraint (17), 𝐸𝑛+1 > 𝜑(𝑤𝐺𝑉 +

 𝑃max

𝜑
−

𝑤𝐺𝑉) −  𝑃
max ≥  0.                   

Next, we will show that 𝐸𝑛 is upper bounded by 𝐸max. Suppose 
−𝑤𝐺𝑉

𝜂
+ 𝜃0 ≤ 𝐸

𝑛 ≤ 𝐸max, 

from L-SPAR we know the optimal 𝑐𝑛∗ = 0 . Therefore, 𝐸𝑛+1 = 𝜑𝐸𝑛 − 𝑑𝑛∗ ≤ 𝐸𝑛 ≤ 𝐸max . 

Otherwise, if 𝐸𝑛 <
−𝑤𝐺𝑉

𝜂
+ 𝜃0 , 𝐸𝑛+1 ≤ 𝜑𝐸𝑛 + 𝑆max < 𝜑 (

−𝑤𝐺𝑉

𝜂
+ 𝜃0) + 𝑆

max . Since 𝜃0 ≤

𝑤𝐺𝑉

𝜂
+
𝐸max−𝑆max

𝜑
 by constraint (17), 𝐸𝑛+1 ≤ 𝐸𝑚𝑎𝑥.                                                                          

Lemma 1: Given (𝑉, 𝜽) satisfying (17) and (18), we have 𝑈𝑖
′(𝑄𝑖

𝑛) ≤ 𝑈𝑖
′ (𝑈𝑖

′−1 (
−�̃�𝑖

𝑛

𝑤𝐼𝑉
)) , 𝑄𝑖

𝑛 ∈

[0, 𝛿𝑚𝑎𝑥] 

Proof: See Appendix A in [110]. 

Since 𝑈𝑖(𝛿)  is concave and differentiable for 𝛿 ∈ [0, 𝛿max], 𝑄𝑖
𝑛+1 ≥ 𝑄𝑖

𝑛 − 𝛿𝑖
𝑛∗ ≥ 𝑄𝑖

𝑛 −

 𝑈𝑖
′−1 (

−�̃�𝑖
𝑛

𝑤𝐼𝑉
) ≥ 0  if and only if  𝑈𝑖

′(𝑄𝑖
𝑛) ≤ 𝑈𝑖

′ (𝑈𝑖
′−1 (

−�̃�𝑖
𝑛

𝑤𝐼𝑉
)) , which is derived in Lemma 1. 

Therefore, with the assumption that 𝑄𝑖
0 = 0, ∀𝑖, we can prove that 𝑄𝑖

𝑛 ≥ 0. Next, we will show 

that 𝑄𝑖
𝑛 is upper bounded by 𝑄𝑖

𝑚𝑎𝑥.  
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Lemma 2: 𝑄𝑖
𝑛 ≤ 𝜃𝑖 +

𝜇

𝑟∗
(
𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝) + 𝐾𝑟

∗, where 𝑟∗ = max
𝑟

𝜇

𝑟
(
𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝) + 𝐾𝑟,  𝜇 =

max {𝐸max − 𝜃0, −𝑤𝐺𝑉}, 𝑟 ∈ [𝑟
𝑚𝑖𝑛, 𝑟𝑚𝑎𝑥] 

Proof: See Appendix B in [110]. 

According to Lemma 2, given the size of the available data buffer 𝑄𝑖
𝑚𝑎𝑥, we derive the upper 

bound of the control parameter 𝜃𝑖  

  𝜃𝑖 ≤ 𝑄𝑖
𝑚𝑎𝑥 −

𝜇

𝑟∗
(
𝑃𝑡𝑥

𝛥
+ 𝑃𝑠𝑝) − 𝐾𝑟

∗∀𝑖                                   (27) 

where constraint 𝑄𝑖
𝑛 ≤ 𝑄𝑖

𝑚𝑎𝑥 can be satisfied.                               

The above two propositions together imply that the proposed per-timeslot L-SPAR 

algorithm with proper selection of (𝑉, 𝜽) can always yield a feasible control policy satisfying 

constraints (6) and (9) under any arbitrary stochastic process of solar energy 𝑆𝑛  and channel 

conditions 𝑯𝑛. 

3.5.2 Performance Analysis 

We will next show that L-SPAR algorithm yields an asymptotically near-optimal solution. 

By the definition of the drift-plus-penalty function defined in [23], we define Lyapunov function 

as the total sum of virtual queues length    

 𝐿(𝑛) =
1

2
[∑ (�̃�𝑖

𝑛)2 +𝐼
𝑖=1 (�̃�𝑛)

2
].                                              (28) 

Next, the Lyapunov drift is defined as 

        ∆(𝑛) = 𝔼[𝐿(𝑛 + 1) − 𝐿(𝑛)].                                                (29) 

The Lyapunov drift-plus-penalty function is then defined as 
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Lemma 3: For arbitrary feasible decision variables {𝑿𝑛, 𝛿𝑖
𝑛, 𝑐𝑛, 𝑑𝑛} , ∆𝑉(𝑛) is upper bounded by 

∆𝑉(𝑛) ≤ 𝔼{ ∑ �̃�𝑖
𝑛(∑ 𝑥𝑖𝑘

𝑛 𝑟𝑖𝑘
𝑛𝐾

𝑘=1 − 𝛿𝑖
𝑛)𝐼

𝑖=1 +�̃�𝑛[ 𝜂𝑐𝑛 − 𝑑𝑛 − (�̃�𝑛 + 𝜃0)(1 − 𝜑)] +

𝑉[𝑤𝐺(𝑃
𝑛−𝑆𝑛 + 𝑐𝑛 − 𝑑𝑛) − 𝑤𝐼 ∑ 𝑈(𝛿𝑖

𝑛)𝐼
𝑖=1 ]}+𝐶1                                                                 (31) 

where the constant term 𝐶1 equals to 

 𝐶1 =
max {(𝜂𝑆max)2,[𝑃max+(1−𝜑)𝐸max]2}

2
+ 𝐼

max [(𝑅max)2,(𝛿max)2]

2
. 

Proof: After subtracting 𝜽 on both sides of (4) and (8), we have  

�̃�𝑖
𝑛+1 = �̃�𝑖

𝑛 + 𝑅𝑖
𝑛 − 𝛿𝑖

𝑛,                                                        (32) 

�̃�𝑛+1 = �̃�𝑛 +𝜂𝑐𝑛−1 − 𝑑𝑛−1 − (�̃�𝑛 + 𝜃0) (1 − 𝜑).                                 (33)  

By squaring both sides of (32) and (33), and summing up the equalities, we have  

 

 

 

 

 

 

 

 

The inequality holds since 𝑥𝑖𝑘
𝑛 𝑟𝑖𝑘

𝑛 , 𝛿𝑖
𝑛, 𝜂𝑐𝑛  and 𝑑𝑛 + (�̃�𝑛 + 𝜃0)(1 − 𝜑)  are all non-

negative. We then add the penalty function 𝑉[𝑤𝐺(𝑃
𝑛−𝑆𝑛 + 𝑐𝑛 − 𝑑𝑛) − 𝑤𝐼 ∑ 𝑈(𝛿𝑖

𝑛)𝐼
𝑖=1 ] and take 

expectation on both sides to obtain the desired result. We then define an auxiliary problem P3. In 

P3, the constraints (6) and (9) are replaced by the corresponding time-average version (36) and 

(37).  
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P3: min
𝑿𝑛,𝛿𝑖

𝑛,𝑐𝑛,𝑑𝑛
 lim
𝑁→+∞

1

𝑁
∑ 𝔼𝑁−1
𝑛=0 [𝑤𝐺𝐺

𝑛 −𝑤𝐼 ∑ 𝑈𝑖(𝛿𝑖
𝑛)]𝐼

𝑖=1                                       (34) 

                                        𝑠. 𝑡.    (5), (11)-(13), (15)      

                           lim
𝑁→+∞

1

𝑁
∑ 𝔼[𝑅𝑖

𝑛 − 𝛿𝑖
𝑛] = 0𝑁−1

𝑛=0 , ∀𝑖,                                             (35) 

                            0≤  lim
𝑁→+∞

1

𝑁
∑ 𝔼[ 𝜂𝑐𝑛 − 𝑑𝑛] ≤ (1 − 𝜑)𝐸𝑚𝑎𝑥𝑁−1
𝑛=0 ,                                  (36) 

Proposition 4: P3 is the relaxation of P1 where any feasible solution in P1 satisfies (35) and 

(36). 

Proof:  By summing up both sides of (4) and (8) for 𝑛 = 1,2, …𝑁, taking the expectation, 

divide both sides by 𝑁 and let 𝑁 go to infinity, we have  

lim
𝑁→+∞

𝔼 [
𝑄𝑖
𝑁

𝑁
] = lim

𝑁→+∞
𝔼 [

𝑄𝑖
0

𝑁
] + lim

𝑁→+∞

1

𝑁
𝔼[𝑅𝑖

𝑛 − 𝛿𝑖
𝑛], ∀𝑖,                     (37) 

  lim
𝑁→+∞

(1−𝜑)

𝑁
∑ 𝔼[𝐸𝑛] =𝑁
𝑛=1 lim

𝑁→+∞
𝔼 [

𝐸0

𝑁
] + lim

𝑁→+∞

1

𝑁
𝔼[𝜂𝑐𝑛 −   𝑑𝑛].            (38) 

Since both 𝑄𝑖
𝑁 <∞ and 𝐸𝑛 is bounded within [0, 𝐸𝑚𝑎𝑥], (37) and (38) are satisfied.      

Let 𝑌𝑜𝑝𝑡 and  �̃�𝑜𝑝𝑡 be the optimal value of penalty function of P1 and P3 respectively. 𝑌𝑜𝑝𝑡 ≥

 �̃�𝑜𝑝𝑡 since every feasible solution in P1 satisfies P3. 

Lemma 4: For arbitrary 𝜀 > 0, there exist a stationary control policy 𝚷 = {𝑿Π, 𝛿𝑖
Π, 𝑐Π, 𝑑Π } 

which observes {𝑆𝑛, 𝑯𝑛} for each slot 𝑛 and independently choose a control action in P3 and 

satisfies 

  𝔼[𝐺𝑛Π − ∑ 𝑈𝑖(𝛿𝑖
𝑛Π)]𝐼

𝑖=1 ≤  �̃�𝑜𝑝𝑡 + 𝜀,                                       (39) 

  |𝔼[𝑅𝑖
𝑛Π − 𝛿𝑖

𝑛Π]| ≤ 𝜀, ∀𝑖,                                                 (40) 

(1 − 𝜑)𝐸𝑚𝑎𝑥 ≥ 𝔼[ 𝜂𝑐𝑛Π − 𝑑𝑛Π] ≥ 0.                                     (41) 

Proof: The proof is similar to Theorem 4.5 in [94], which is omitted for brevity. 
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Next, we will derive the worst-case performance of L-SPAR algorithm with the auxiliary problem 

P3. 

Theorem 1: The objective function achieved by L-SPAR is upper-bounded by 𝑌𝑜𝑝𝑡 +
𝐶2

𝑉
 where 

𝐶2 is given by 

𝐶2 = (1 − 𝜑)𝐸
maxmax {𝜃0, (𝐸

max − 𝜃0)} + 𝐶1. 

Note that 𝑌𝑜𝑝𝑡 is the optimal value of P1 under any feasible control algorithm, even if which 

relies on future knowledge of random process {𝑆𝑛, 𝑯𝑛}. 

Proof: See Appendix C in [110]. 

According to Theorem 1, the gap between the solution achieved by L-SPAR and the 

optimal solution 𝑌𝑜𝑝𝑡  is decided by 
𝐶2

𝑉
, and 𝐶2 = (1 − 𝜑)𝐸

maxmax{𝜃0, (𝐸
max − 𝜃0)} +

max {(𝜂𝑆max)2,[𝑃max+(1−𝜑)𝐸max]2}

2
+ 𝐼

max [(𝑅max)2,(𝛿max)2]

2
 is a constant with given system 

parameters. Therefore, we can make the objective function arbitrarily close to theoretical optimal 

solution 𝑌𝑜𝑝𝑡  by letting 𝑉 →∞ . However, increasing 𝑉  comes with a cost of the increasing 

convergence level of data buffer 𝑤𝐼𝑉𝛽𝑖 + 𝛿
max and batteries buffer 𝑤𝐺𝑉 +

 𝑃max

𝜑
 , according to 

equations (17) and (18). In other word, the decision of 𝑉 is a tradeoff between the performance (in 

terms of grid power consumption and user utility) and longer convergence time and higher buffer 

requirement. By setting proper values of (𝑤𝐺 , 𝑤𝐼 , 𝑉) , we can adjust the priority of L-SPAR 

algorithm to meet with different system requirements.                      
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3.6 Simulation Framework and Results 

In this section, we will discuss the developed simulation framework and results obtained 

by using the proposed L-SPAR algorithm and compare the results with existing methods during 

mobile video download. 

3.6.1 Simulation Framework 

We have developed a Matlab based simulation framework which consists of PV harvesting 

model, BS power consumption model, and traffic demand model of UEs. The framework allows 

us to implement different video download techniques and evaluate the grid power consumption 

for temporally varying harvested solar energy and channel conditions. We will briefly describe the 

above models and the related simulation parameters, as listed in Table 2.  

In our simulation study, we assume the harvested solar energy 𝑆𝑛 is uniformly distributed 

between 0 and 𝑆𝑚𝑎𝑥 =200W. To show that L-SPAR does not depend on the assumption on the 

random processes and holds for non-i.i.d cases, we will also include the actual solar irradiance 

trace in [88] in performance comparison. We assume imperfect batteries at the BS, with storage 

efficiency 𝜑 = 0.99, and charging efficiency 𝜂 = 0.8 and maximum capacity 300J. The linear 

power consumption model elaborated in section 3.3 is used with the parameters obtained from 

[107]. For the network and channel model, we assume the BS has 20 subcarriers with equal 

TABLE 3.2. Simulation Parameters  

Cell radius 150m 

Simulation time 1hour 

Path-loss(dB) 
140.7 + 36.7 𝑙𝑜𝑔10 𝑅, 𝑅 is the distance 

between user and BS and is in kilometers 

Noise power -105.86dBm 

Bandwidth 𝐵𝑊 10MHz 

Max transmit power 4W 

Maximum BS power 140W 

Static BS power 35W 

Number of users 10 

UE Buffer size 500 MB 
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bandwidth. The cell radius, transmit power, noise power, system bandwidth and channel gain 

parameters recommended in Long Term Evolution (LTE) specifications [108, 109] are listed in 

Table 3.2. We assume users are randomly distributed within a 150-meter radius with the total 

number of concurrent users 𝐼 = 10 . The channel gains at each time slot are exponentially 

distributed with mean equal to path-loss model given in Table 2. Different users download videos 

of different bitrates with utility function 𝑈𝑖(𝛿) = 𝑙𝑛(1 + 𝛿𝑖). We assume each user has maximum 

buffer size of 500 MB and maximum buffer consumption rate 10MB/s. For the performance 

metrics, we assume equal weights of the grid power consumption 𝑤𝐺 and aggregate user utility 𝑤𝐼 

in our simulation.  

We compare the proposed technique with two existing relevant techniques, [85] and [95], 

listed below. For convenience, we will refer to them as Approach 1 [85] and Approach 2 [95] 

respectively. In Approach 1, which makes greedy decisions to minimize the objective function, 

the UEs first choose the largest possible buffer consumption rate considering its available 

downloaded data. Secondly, Approach 1 arranges the UEs in an ascending order with respect to 

their remaining data in their buffers. The BS then gives higher priority for using the harvested RE 

and only allocates the subcarrier with the best channel gain to the UE which buffer level is below 

a minimal level, which is the maximum buffer consumption rate 𝛿𝑚𝑎𝑥 in our simulation. In other 

words, the BS only allocates the minimum required resources (determined by the buffer 

consumption rate and buffer level) to the users while UEs try to maximize their utility. Approach 

2 uses standard Lyapunov optimization framework while perfect batteries are assumed. The 

method is similar to L-SPAR instead of two key differences: 1) instead of using data buffer to halt 

or reduce data transmission, the BS allocates enough subcarriers to meet the required buffer 
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consumption rate of UEs in each time slot, 2) the optimization process does not consider the effect 

of battery imperfection.     

3.6.2 Simulation Results  

The simulation results consist of two parts: We will first verify the feasibility of L-SPAR 

algorithm by examining the battery level of the BS and the UE buffer level. Secondly, we will 

compare L-SPAR with the other methods using the weighted sum of grid energy consumption and 

aggregate user utility defined in (13) and the corresponding required battery and UEs’ buffer. In 

our simulation, the value of 𝜃0 and 𝜃𝑖 are chosen as the LHS of (17) and (18) respectively, which 

means the minimum value of 𝜃0  and 𝜃𝑖  are chosen with given 𝑉 , the non-negative weight 

parameter in Lyapunov optimization where larger 𝑉 emphasizes more on objective minimization 

over the queue stability. The rationale is that the larger the perturbation parameter 𝜃0 and 𝜃𝑖, L-

SPAR tends to maintain unnecessarily higher battery level and buffer level of UEs. We choose 

𝑉 = 75 and 𝑉 = 150 as two examples to discuss how different values of 𝑉 affect the dynamics of 

the battery and the UEs’ buffer level, as shown in Fig. 2. Note we only show the first 500 seconds 

of the simulation since both targets converge and stabilize within the first 500 seconds. 

 
Figure 3.2. (a) left, battery level versus time (b) right, buffer level of two users versus time 
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In Fig. 3.2(a), we can observe that the battery level in both cases fluctuates with the 

maximum charge  𝜂𝑆𝑚𝑎𝑥 and the maximum discharge 𝑃𝑚𝑎𝑥 and the variation is within the range 

between 40J and 250J. The major difference between the two cases is the frequency of charging 

and discharging in 𝑉 = 75 is higher than 𝑉 = 150. When 𝑉 increases, the gap between charging 

and discharging threshold also increases, which makes charging and discharging less likely to 

occur. This also implies that when 𝑉  increases, L-SPAR charge/discharge the battery less 

frequently to avoid charging energy loss. In Fig. 3.2(b), the buffer of two users with their distance 

to the BS equals to 100m (UE1) and 50m (UE2) are shown. Firstly, we can see that since the 

average channel gain of UE2 is better than UE1, the buffer level of UE2 converges faster and the 

convergence level is higher than UE1. This can be explained in the per-time slot problem that the 

larger the achievable transmission rate of UE 𝑖, the more likely the BS will allocate the subcarriers 

to UE 𝑖. Moreover, when 𝑉 increases to 150, convergence of the buffer of both UEs to a higher 

level takes longer time, which is the tradeoff between performance matrix and queue size in 

Lyapunov optimization framework. As shown in Fig. 3.2, we can conclude that the proposed L-

SPAR algorithm is feasible in terms of battery and data buffer.  

In Fig. 3.3, we compare the performance metric, which is the weighted sum of grid energy 

consumption and aggregate user utility, between the three methods with different values of 𝑉. Note 

Figure 3.3. Performance with uniformly distributed solar trace (a) left, weighted sum of grid power 

consumption and aggregate user utility vs. 𝑉, (b) center, average grid power consumption vs. 𝑉 and (c) 

right, aggregate utility of UEs vs. 𝑉 
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that Approach 1 is independent of 𝑉. We can see that the weighted sum is inversely proportional 

to 𝑉, which verifies the asymptotic optimality of Theorem 1. Fig. 3(a) further shows that L-SPAR 

can produce consistently better performance than the other two methods. For example, when 𝑉 =

270, L-SPAR improves the performance by 57.6% and 38.8% compared with Approach 1 and 

Approach 2 respectively. In Fig. 3.3(b) and 3.3(c), we compare the average grid power 

consumption and aggregate utility of UEs respectively between L-SPAR and Approach 2 

(Approach 1 is omitted since it is independent of 𝑉). We can see that power consumption decreases 

as 𝑉 increases for both methods while the aggregate utility of UEs decreases.  Moreover, L-SPAR 

consistently consumes less power than Approach 2 with the same buffer consumption rate. As an 

example, when 𝑉 = 270, L-SPAR consumes 25.5% less average power than Approach 2. As 

shown in Fig. 3.3, L-SPAR effectively reduces the energy consumption by 37.7% while the 

aggregate utility of UEs only decreases by 5.9%. In the scenario with actual solar irradiance trace, 

we assume the solar module associated with the BS uses typical crystalline solar cells with 15% 

conversion efficiency, and measurement of the solar power profile used in [88] for the simulation 

is from 8AM to 4PM. The performance is generally worse for all three methods because of non-

stationary and non-linear solar profile. However, we can observe similar trend as the case with 

Figure 3.4. Performance with actual solar trace (a) left, weighted sum of grid power consumption and 

aggregate user utility vs. 𝑉, (b) center, average grid power consumption vs. 𝑉 and (c) right, aggregate 

utility of UEs vs. 𝑉 
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uniformly distributed solar power, as shown in Figure 4. When 𝑉 = 270, L-SPAR improves the 

performance by 68.1% and 46.8% compared with Approach 1 and Approach 2 respectively.  

In Fig. 3.5, we simulate the maximum battery level and user buffer needed for different 

values of V. In Fig. 5(a), the maximum battery level in Approach 2 approximately remains the 

same as 𝑉 increases while it slightly decreases in L-SPAR. The observation is different from what 

is discussed in Sec. 3.5 where the required batter capacity should increase with the increment of 

𝜃0  as 𝑉  increases. The reason is that the maximum battery level in L-SPAR decreases as 𝑉 

increases is L-SPAR takes charging efficiency into account. In L-SPAR algorithm, L-SPAR will 

not charge if �̃�𝑛 ≥ 
−𝑉

𝜂
. Applying 𝜃0 = 𝑉 +

 𝑃max

𝜑
 as the setting in our simulation, we have the 

above threshold as  𝐸𝑛 = �̃�𝑛 + 𝜃0 ≥ 
𝜂−1

𝜂
𝑉 +

 𝑃max

𝜑
. Since 

𝜂−1

𝜂
< 0,  the charging threshold in L-

SPAR decrease as 𝑉 increases, showing that the actual required battery capacity is less than the 

theoretical bound in (17). In Fig. 3.5(b), we can observe that the required buffer level of both 

Approach 2 and L-SPAR is proportional to  𝑉. This verifies the performance analysis and the 

growth of required data buffer of UEs and longer convergence time observed in Fig 5(b), which 

becomes the main tradeoff to achieve better grid energy consumption and aggregate user utility.  

 

Figure 3.5. (a) left, required battery level vs. 𝑉 and (b) right, average buffer vs. 𝑉 
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We will next discuss the effect of choosing different 𝑤𝐺and 𝑤𝐼, the weights associated with 

grid energy consumption and user utility in equation (13). Grid power consumption and aggregate 

user utility versus 
𝑤𝐼

𝑤𝐺
 with 𝑉 = 30 and 𝑉 = 270 are shown in Fig.3.6. As 

𝑤𝐼

𝑤𝐺
 increases, both grid 

power consumption and user utility increases because the BS tends to consume more power to 

transmit data to UEs to increase aggregate utility. Secondly, the grid power consumption grows 

linearly while aggregate utility grows logarithmically with increasing 
𝑤𝐼

𝑤𝐺
 which indicates the 

tradeoff between grid power and aggregate utility is not uniform. Thirdly, different values of 𝑉 

result in different tradeoffs between grid power and aggregate utility. For example, from 
𝑤𝐼

𝑤𝐺
= 0.5 

to 
𝑤𝐼

𝑤𝐺
= 1.5, the ratio of increased aggregate utility to increased grid power is 0.17 when 𝑉 = 30 

and 0.20 when 𝑉 = 270, respectively. In conclusion, the parameter set (𝑤𝐺 , 𝑤𝐼 , 𝑉) in L-SPAR can 

be chosen to meet the data buffer constraint of UEs and arbitrary priority of grid power 

consumption and utility of UEs as desired by a specific service provider or network operator. 

 

 

 

 

 
Figure 3.6. (a) left, average grid power consumption and (b) right, aggregate utility of UEs vs. 

𝑤𝐼

𝑤𝐺
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3.7 Conclusion 

In this paper, we propose a renewable energy (RE)-aware BS resource allocation technique 

which aims to better utilize intermittent harvested renewable energy to reduce grid power 

consumption of hybrid energy supply (HES) BSs and enhance QoS of UEs. We utilize the data 

buffer of UEs together with energy storage of the BS to adapt the BS resource. Our technique 

optimizes charging and discharging of batteries, subcarrier allocation of the BS and buffer 

consumption rate according to given CSI and ESI and a imperfect battery model.    

To avoid the performance degradation due to imperfect prediction of CSI and ESI and 

reduce the computation complexity, we propose a Lyapunov optimization-based online algorithm 

in a RE-aware manner. To minimize grid energy consumption while maximizing utility of users, 

the weighted sum of the above two targets is used as our objective function. To satisfy the causality 

and capacity constraints of batteries and UEs’ buffer, we generalize the Lyapunov optimization 

technique and propose an online L-SPAR algorithm based on current state of energy arrival, 

channel condition, battery level and buffer level of UEs. We then prove the feasibility and 

performance bound of L-SPAR algorithm. The simulation results show that L-SPAR provides a 

feasible solution and effectively reduces grid power consumption compared to conventional non-

RE schemes and existing Lyapunov-based techniques.  

Jointly solving power and subcarrier allocation in each time slot can enable full utilization 

of spatial/temporal diversity of OFDMA networks and can potentially lead to better optimization 

opportunities and hence better performance. In the future, we plan to explore addressing this more 

generalized problem, while also addressing its significantly increased complexity. Finally, we plan 

to extend this research to a cooperative BSs scheme to incorporate both temporal and spatial 

variation of harvested RE in multi-BSs scenario. 
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Chapter 3, in part, is from the material as it appears in proceedings of IEEE International 

Symposium on Personal, Indoor and Mobile Radio Communications 2015, Po-Han Chiang, 

Ranjini B. Guruprasad and Sujit Dey. and in IEEE Transactions on Green Communications and 

Networking 2018, Po-Han Chiang, Ranjini B. Guruprasad and Sujit Dey. The dissertation author 

was the primary investigator and author of the papers. 
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Conclusion  

In this dissertation, we investigate the relationships between BP and lifestyle factors and 

provide personalized and precise recommendations to improve BP, as opposed to the current 

practice of general lifestyle recommendations. We have collected real patient data from their BP 

monitors and wearable activity trackers remotely. Using the collected data, we train a personalized 

BP model based on random forest (RF), which can predict individual’s BP using health behavior 

and historical BP, and identify the most important factors in predicting an individual’s BP. We 

propose RFFS, which performs RF-based feature selection to enhance the prediction. Since BP 

and health behavior data are collected and learned sequentially, the performance of prediction is 

prone to the existence of concept drifts and anomaly points. To solve this problem, we propose an 

Online Weighted-Resampling technique to enhance RFFS in an online learning scenario. Lastly, 

we propose Random Forest with Shapley-Value-based Feature Selection to offer personalized BP 

modeling and top lifestyle factor identification, and subsequent generation of precise 

recommendations based on the top factors. We conducted a clinical study, applying our system to 

25 patients with elevated BP or stage I hypertension for three consecutive months. Our study 

results validate our system’s ability to provide accurate personalized BP models and identify the 

top features. We also validate the effectiveness of personalized recommendations in a randomized 

controlled experiment.  

In the future, we would like to extend our research in the following directions. Firstly, a 

one-time recommendation was used in this study. However, the recommendation may change with 

time due to patient’s compliance and/or contextual factors that cannot be collected in our study. 

Therefore, the proposed method should update and deliver the recommendation to patients in a 

timely basis. Although, the proposed Online Weighted-Resampling technique can improve the 
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performance, the effect on the recommendation is unknown. We plan to collect more BP and 

compliance data from the patient after the recommendation. Based on the information, we can 

adjust the future recommendations in a more interactive way. 

Secondly, while the results of lifestyle intervention in this study are encouraging, a larger 

and more heterogeneous group of subjects over a longer duration are needed in order to obtain a 

more representative result. Since the study requires continuous engagement of patients, more 

automated and convenient means of monitoring and recommendation are also needed to keep 

patients engaged. For example, automated text reminder can be sent when patients forget to 

measure their BP or synchronize their data.  

Last but not least, it has been known that dietary factors, like sodium intake, may also 

significantly affect BP. Traditional methods assess food (nutrition) intake with self-report 

measures, such as food frequency questionnaires (FFQs) and photo-assisted dietary assessments. 

However, the accuracy of dietary intake assessment remains a challenge. Moreover, no widely 

adopted technology can assess dietary intake automatically and accurately. By combining manual 

input from users (in text or picture) and computer vision, we plan to explore an efficient way to 

collect dietary factors in the future.  
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