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Dr. Heather A. Ford, Chairperson 
 
 
 
 

Earth’s interior has increasingly been shown to be highly heterogeneous and complex. By 

utilizing four seismic different methods, we seek to better constrain this heterogeneity at 

multiple depth and areal scales. We begin with Sp receiver function analysis across the 

Australian continent, which uses direct seismic phases and those converted at boundaries 

to estimate velocity contrasts at boundaries below a seismometer. Then, using Ps receiver 

function analysis we expand beyond this to not only examine these velocity contrasts but 

also test for changes in seismic anisotropy across said boundaries. Next, we examine 

shear wave splitting both in Australia and at a smaller scale in the Wyoming Craton: this 

method relies on the fact that when a shear wave encounters anisotropic material, it is 

split into two orthogonal components, which can be retrieved at the receiver side. Finally, 

we cross correlate components of a single seismometer to estimate shallow subsurface 

velocity changes following the Ridgecrest earthquake sequence. Results from the 

Australian Sp receiver function analysis show a sharp, shallow seismic lithosphere-
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asthenosphere boundary on the Phanerozoic east coast, with multiple mid-lithospheric 

discontinuities in the central cratonic portion. Our Ps receiver functions do not match 

well with simple models of seismic anisotropy changes across boundaries, but do exhibit 

characteristic backazimuthal variation: this implies more diffuse zones of seismic 

anisotropy. This is confirmed by our Australian shear wave splitting results, which show 

fast directions that often cannot be explained through plate-motion-induced shear alone 

and may require multiple layers of seismic anisotropy. Shear wave splitting in Wyoming 

also shows complexity in fast direction and delay time, but there appears to be a more 

systematic change in parameters moving into the Powder River Basin. Finally, velocity 

perturbations following the Mw 7.1 Ridgecrest sequence generally recover within hours to 

days, suggesting a largely elastic response. Two stations do not show a recovery within 

the time period examined, implying a plastic response instead. All results bolster an 

argument for interior complexity mirroring Earth’s surface. 
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Introduction 

This work examines the interior of our planet on multiple depth scales, moving from the 

base of tectonic plates, to the crust-mantle boundary, to the shallow subsurface. It also 

scales areally, starting with  a continental, then regional, and finally fault-scale study. First, 

the structure of the Australian continent is discussed from multiple methods (in Chapters 1 

and 2). Second, the eastern margin of the Wyoming Craton is analyzed (in Chapter 3). 

Third, changes in the subsurface following a large earthquake in California are explored 

(Chapter 4). To begin, we explain some basic definitions and concepts. 

     

The lithosphere 

Earth’s interior can be subdivided into concentric spheres, based on either changes in 

composition/chemistry or mode of deformation (referred to as rheology). The exterior 

rheological sphere is the lithosphere; this layer is brittle, moves coherently above the soft 

plastic asthenosphere below it, deforms in narrow zones at boundaries between pieces of 

lithosphere, and contains portions of two chemical layers (the outermost being the crust, 

the innermost being the mantle). In classic plate tectonic theory, the lithosphere 

corresponds to the rigid plate; indeed, some authors have referred to the portion of the 

Earth’s interior that is directly involved surficial plate tectonics as the tectosphere (i.e., 

Jordan, 1975).  

 

These layers are a consequence of chemical differentiation throughout Earth’s history, as 

well as chemical and thermal recycling through plate tectonics. This has resulted in two 
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distinct types of lithosphere: oceanic and continental. Oceanic lithosphere forms through  

cooling of primary magma from the mantle at the Earth’s surface: as material is pushed 

away from the mid-ocean ridge, it thickens with age following a half-space cooling model 

(Parsons and Sclater, 1977), but once oceanic lithosphere reaches an age of ~70 Myr, this 

model no longer holds and  the lithosphere maintains a relatively constant thickness of 100 

km (Stein and Stein, 1992). Additionally, oceanic lithosphere has a homogenous crust that 

thickens to a constant ~5-8 km (White et al., 1992). Continental lithosphere has a more 

complicated history: its exact origin is still debated, with some suggesting melting at the 

base of oceanic lithosphere due to plume interaction (e.g. Arndt et al., 2009; Griffin and 

O’Reilly, 2007), melting at mid-ocean ridges followed by underthrusting and imbrication 

(e.g. Canil, 2008; Pearson and Wittig, 2008; Simon et al., 2007; Su and Chen, 2018), island 

arc accretion with accompanying orogenic thickening (Keleman et al., 1998; Parman et al., 

2004), and even impact from asteroids (e.g. Hansen, 2015).  

 

One key component to the debate on formation of the continental lithosphere is the nature 

of Precambrian tectonics: there are several theories for the exact type of tectonic activity 

during the earliest portions of Earth’s history, including distributed (Davies, 1992), heat-

pipe (Kankanamge and Moore, 2016; Moore and Web, 2013), single-plate (Fischer and 

Gerya, 2016), and sluggish lid tectonics (Moyen and Van Hunen, 2012; O’Neill et al., 

2007, 2015). For a review of these various types of tectonics and transitions between them, 

the reader is referred to Lenardic (2018). Additionally, the initiation of Earth’s current 

tectonic regime (i.e., plate tectonics) is an active topic of debate. Onset of plate tectonics 
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may have occurred during the Hadean (e.g., Hopkins et al., 2008; Korenaga, 2021), 

Archean (e.g., Condie and Kröner, 2008), or the Neoproterozoic (e.g., Hamilton, 2011). 

Given that less than 5% of rocks preserved at the surface have ages older than 3.0 Ga 

(Goodwin, 1996), it is difficult to determine the onset of plate tectonics from the rock 

record alone. Interactions between tectonic mode and continental lithosphere formation 

may act as a feedback loop, with the initiation of plate tectonics corresponding to 

thickening of continental lithosphere (e.g., Beall et al., 2018).  

 

Regardless of how continental lithospheric mantle originally formed,  it seems clear that 

the crustal portion of the continental lithosphere formed (and continues to form today) 

through subduction zones that recycle and alter the original oceanic lithosphere. Petrologic 

evidence suggests that the extraction of the continental crust depleted the upper mantle, a 

process that strongly resembles processes in modern subduction zones (see Hawkesworth 

et al., 2010 and references therein).  Because of its longer history and more complicated 

formation, continental lithosphere is able to achieve much greater thicknesses, sometimes 

up to 200 km or more, as evidenced by seismic tomography (e.g., Bedle et al., 2021; 

Yoshizawa, 2014; Yuan and Romanowicz, 2010). Its longer preservation time has also 

resulted in far more variable crustal composition (Rudnick et al., 2003) and thicknesses, 

ranging from ~20 km to 70 km in orogens (Laske et al., 2013). 

 

Because of Earth’s dynamic interior, oceanic lithosphere has a limited surface residence 

time: as it is pushed away from mid-ocean ridges where it originates, it is pulled toward 
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subduction zones. Thus, the oldest oceanic lithosphere is ~170 Myr old, except for a small 

portion of the Mediterranean where ~280 Myr old oceanic lithosphere can be found (Müller 

et al., 2008). Continental lithosphere can be billions of years old and may maintain distinct 

geochemical and geophysical signatures from its long history (the latter will be explored 

throughout the body of this work). However, not all regions of the Earth with ancient 

continental crust have an equally old lithospheric mantle: in some cases it is thought that 

deformation at the base of the plate due to subduction (Kusky et al., 2014), plume 

interaction (Lee et al., 2011), or rifting (Griffin et al., 2003) can remove portions of the 

lithospheric mantle and may cause compositional and structural changes. This has been 

suggested for the North China Craton (Kusky et al., 2014; Menzies et al., 1993; Wang et 

al., 2016), the Madagascar Craton (Tucker et al., 2014), and the Wyoming Craton 

(Humphreys et al., 2015).  

 

While geochemistry and petrology can provide compositional information about the 

lithosphere, these observations are not made in situ and there can be complications with 

the use of xenoliths as geothermobarometers (Brey and Kohler, 1990). Seismology can be 

used to image the state of the lithosphere in situ, which can be combined with other datasets 

to provide information about its structure, temperature, and melt content (e.g., Debayle et 

al., 2020; Finger et al., 2022; Tesauro et al., 2020). Different methods can be used to image 

different portions of the solid Earth: seismic tomography, for instance, provides 

information about the bulk structure of a region, but generally has coarse vertical resolution 

due to its sensitivity to average velocities over the whole of a medium. Other methods (such 
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as those discussed here) can provide more localized information with somewhat improved 

resolution. Receiver functions, for instance, are very sensitive to sharp vertical changes in 

seismic velocity and are thus used to image boundaries within the Earth. Shear wave 

splitting is a path-integrated effect, but is the most obvious expression of deformation 

within the mantle. Filtering of tomographic results can improve vertical resolution, and 

result in the imaging of fine-scale shallow features (i.e., passive-image interferometry).  

 

The lithosphere-asthenosphere boundary 

Earth’s most ubiquitous plate boundary is at the base of the plates, where the lithosphere 

transitions into the asthenosphere. One complication with studying the lithosphere is 

defining exactly where and how this transition occurs. A simplistic understanding of this 

boundary is that it is the segue from the rigid, coherently moving plate to the more plastic 

and convective mantle below it. Even this view, however, is not overly accurate in many 

regions throughout the world where the boundary may not be sharp or diffuse (Mancinelli 

et al., 2017). Often, it is thought of as a gradual transition from one to the other, and may 

even be referred to as the lithosphere-asthenosphere transition (Yoshizawa, 2014). The 

lithosphere and asthenosphere are often not fully decoupled, especially in older regions 

that have very thick, cold lithosphere (Debayle et al., 2005; Hoïnk et al., 2011; O’Neill et 

al., 2010). 

 

Similar to this definition is a transition from the thermally conductive lithosphere, to the 

thermally convective asthenosphere (Sleep, 2005). Temperatures in the lithosphere 
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increase rapidly with depth; the sub-lithospheric mantle has more efficient heat transfer 

due to its convection, so temperatures increase far less quickly. This change in thermal 

modes is most obvious in younger or more tectonically active regions (i.e., oceans or active 

margins), where the geotherm is elevated. Older regions have a longer history of secular 

cooling, thus lower geotherms (Artemieva, 2008 and references therein). In the cratons, for 

instance, some regions are subadiabatic to 400 km depth or more (Boyd et al. 1993, 1997; 

Jordan, 1975; Lee and Rudnick, 1999).  

 

One of the most commonly observed expressions of this boundary is a decrease in seismic 

wavespeeds below the seismically fast lithospheric lid. Tectonically active regions such as 

active margins and oceanic lithosphere have the most pronounced decrease, while 

tectonically quiescent regions such as cratons may have no decrease at all (Fischer et al., 

2020; Rychert et al., 2020). However the specifics of this definition vary and include the 

depth to a negative velocity gradient (e.g., Debayle and Kennett, 2000), a specific velocity 

contour either in percent change (e.g., Gung et al., 2003) or absolute velocity (e.g., Li and 

Burke, 2006), or a change in the intensity or orientation of seismic anisotropy (e.g., Gaherty 

and Jordan, 1995). Throughout the body of this work, we will rely primarily on the seismic 

definition of the lithosphere. 

 

While the upper mantle is peridotitic in composition, there can be slight variations in its 

depletion: the asthenosphere is mineralogically undepleted, while the lithosphere is 

mineralogically depleted. Cratonic lithosphere can have an olivine Mg# of 92 or higher, 
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compared to an olivine Mg# of 90 for younger continental regions and olivine Mg#88 for 

primitive mantle (Djomani et al., 2001) . This definition may not hold in all places, because 

the transition may be gradual or the lithosphere itself may be compositionally layered (e.g., 

in cratons).  

 

The lithosphere is also far more electrically resistive than the asthenosphere below it. This 

may be due to the presence of partial melt within the asthenosphere, as well as an increase 

in the amount of hydration across the boundary (Lee, 2006; Sleep, 2005). 

 

Seismic results and the physical world 

It has long been assumed that conditions within the Earth (e.g., pressure, temperature, 

density) have a first-order effect on seismic velocities. Other potentially important 

parameters are grain size, water content, and the presence of melt. Laboratory experiments 

for instance have shown that an increase in temperature leads to a decrease in velocity, 

while an increase in pressure leads to an increase in velocity (Faul and Jackson, 2005). The 

heterogeneous thermal structure of the Earth however, leads to several complications. In 

most tectonic settings there is an observable low-velocity zone immediately below the 

lithosphere (between ~100 and 200 km depth) with a velocity decrease of 2-10% (Nettles 

and Dziewónski, 2008), often assumed to be associated with the transition from the 

lithosphere to the asthenosphere. Understanding the origin of the low-velocity zone is of 

paramount importance to finding ways to relate physical properties of the Earth to seismic 

velocities. In oceanic regions this low velocity zone may be explained entirely through 
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thermal causes and a gradual increase in grain size from the mm-scale in the uppermost 

mantle to the cm-scale near the low-velocity zone (Faul and Jackson, 2005). However, in 

continental regions the geotherm is much lower, and thus another explanation is needed for 

a transition from higher to lower velocities. 

 

One possible explanation for this velocity drop is the presence of melt, water, or volatiles 

immediately below the base of the lithosphere. The effect that water has on seismic 

velocities is currently unsettled: some experiments have shown that olivine with 0.8 to 0.9 

wt% water has a reduced bulk modulus of ~3.5% and a reduced shear modulus of 7.5% 

(Jacobsen et al., 2008). Other experimental data suggest that water itself may not play an 

important role in altering seismic velocities: rather, it is the oxygen fugacity that is 

important (Cline et al., 2018). Partial melt increasingly seems to play an important role not 

only in the presence of the low-velocity zone, but also in explaining magnetotelluric results. 

One study suggested that for 1% partial melt, Vp is reduced up to 3.6% and Vs is reduced 

up to 7.9% (Hammond and Humphreys, 2000); however, a more recent study determined 

that the presence of as little as 0.2% partial melt can reduce Vp by 2% and Vs by 5-8% 

(Chantel et al., 2016). Seismology, petrology, and magnetotellurics all indicate that the 

presence of partial melt in the upper mantle is spatially heterogeneous, with the largest 

amount occurring at mid-ocean ridges and hotspots, while tectonically inactive regions 

such as cratons have very little or no partial melt at all (Debayle et al., 2020; Selway et al., 

2019). This partial melt may also explain the viscosity contrast that exists between the 
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lithosphere and the asthenosphere (increased melt or fluid content serves to reduce 

viscosity), thus facilitating plate tectonics. 

 

Receiver functions 

There are sharp transitions in composition and seismic velocities at many boundaries 

between Earth’s layers. If these transitions are sufficiently sharp (the crust-mantle 

boundary, for instance, has a 1 km/s velocity increase over 10 km or less; Jarchow and 

Thompson, 1989), they can produce conversions from a primary wave (P-wave) to a 

secondary wave (S-wave) or vice versa. Using direct and converted arrivals, the travel-

time to the boundary and the seismic velocity contrast across it can be calculated. Local or 

global tomography models can be used to depth-migrate the receiver functions. This 

method has been used to image several first-order boundaries and velocity changes, 

including the lithosphere-asthenosphere boundary (imaged as a velocity decrease with 

depth), the crust-mantle boundary (known as the Mohorovičić discontinuity or Moho, 

observed as a velocity increase with depth), sharp velocity decreases with depth within the 

lithosphere above the lithosphere-asthenosphere boundary as estimated by tomography 

(known as mid-lithospheric discontinuities, and usually only observed in very old or very 

thick lithosphere), the base of the asthenosphere (a velocity increase with depth) and the 

mantle transition zone between 410 and 660 km (where changes in pressure result in new 

crystallographic structures and complex velocity changes). 

By using one component of a seismogram as a reference for the source and receiver 

component of a seismic signal, the structural component can be found on another. This is 
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generally done through deconvolution of a parent phase (the direct arrival) from a daughter 

phase (the converted arrival). Because they share a common source and receiver, any signal 

left should be due to sharp seismic boundaries at depth that cause the parent phase to 

convert to the daughter phase. In this work, we examine the use of both P-to-S (Ps) and S-

to-P (Sp) receiver functions: while both are sensitive to sharp boundaries, variations in the 

arrivals of the two phases mean they are often used to image different portions of the 

Earth’s interior. Ps receiver functions are often used to image the crust and the Moho, but 

crustal reverberations arriving after the Moho conversion tend to obscure the mantle 

lithosphere and the lithosphere-asthenosphere boundary. Conversely, Sp receiver functions 

can be used for the mantle lithosphere because crustal reverberations arrive before the 

converted phase; this however (coupled with longer characteristic periods), makes them 

somewhat less useful for imaging the crust and Moho. 

 

Shear wave splitting 

Most seismic studies assume an isotropic velocity structure within the Earth. However, that 

is often not the case. The preferential alignment of crystals within the mantle, bodies of 

melt, or aligned cracks in the crust can all produce anisotropic (i.e., directionally 

dependent) seismic velocities and other material properties. One of the most prevalent 

minerals in the upper mantle is olivine: its crystal structure is highly anisotropic in terms 

of seismic velocities and hydrogen diffusivity (Simpson and Tommasi, 2005). Strong 

forces over very long periods of time (i.e., millions to billions of years) can preferentially 

align these crystals to produce macroscopic seismic anisotropy.  
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Seismic anisotropy can be measured through surface-wave tomography, receiver functions, 

and shear wave splitting (used in this work). When shear waves encounter an anisotropic 

medium, they are split into two orthogonal quasi-shear waves (one fast, one slow). As they 

propagate through the medium, they accrue a delay between components. This 

phenomenon is known as shear wave splitting. One major complication with this method 

is that it is a path-integrated effect: to reduce the contributions to shear wave splitting to 

only structure beneath the seismic receiver, core-converted phases such as SKS (an S-wave 

that converts to a P-wave at the core-mantle boundary, then back to an S-wave upon exiting 

the core) or SKKS (the same as SKS, but with a reflection at the core-mantle boundary). 

These phases have the benefit of a “reset” at the core-mantle boundary, thus reducing 

structure sampled to the upward path of the ray. Additionally, the second conversion at the 

core-mantle boundary results in only an SV-wave rather than coupled SV and SH-waves: 

without this, there would be four quasi-shear waves observed at the receiver which would 

significantly complicate the estimation of anisotropic parameters. 

 

 

 

Passive-image interferometry 

While much of this work focuses on deeper portions of the lithosphere, the shallowest 

portions of the crust can also be imaged through passive techniques. Ambient noise 

tomography is a relatively recent method that relies on noise in seismograms that are 
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generally filtered out to improve the signal from tectonic sources. By cross-correlating the 

signal between two seismic stations, one can approximate the Green’s function between 

the two (Lobkis and Weaver, 2001). From this, the velocity structure along the path from 

one station to the other can be estimated. This is useful as it allows for the imaging of 

shallow structures without relying on earthquakes or active sources.  

 

This has been further developed into passive-image interferometry, in which slight velocity 

changes can be interpreted (Sens-Schönfelder and Wegler, 2006; Snieder, 2004). In this 

work, we present results from a type of passive-image interferometry known as single-

station cross-correlation, wherein the signal between multiple components of a seismogram 

is cross-correlated to estimate velocity changes (Hobiger et al., 2014). 

 

Cratons 

While large portions of the Earth’s surface is covered by oceanic lithosphere, plate 

tectonics constantly recycles this material. The continents, however, can be less susceptible 

to this long-term deformation. Portions of the Earth’s lithosphere that have existed for 

billions of years and have not undergone major deformation for at least the past billion are 

referred to as cratons. These regions provide a record of vast portions of the Earth’s history. 

All continents have cratonic lithosphere in the form of either shields (regions exposed at 

the surface; e.g., the North Australian Craton, Superior Craton, or Amazonia craton) or 

platforms (regions that are not exposed and are covered by either sedimentary, igneous, or 
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metamorphic rock; e.g., The Siberian or North American platforms). Most cratons date to 

the Archean, but Proterozoic lithosphere is occasionally included as well. 

 

Due to their long history, cratons have unique properties. They have far lower geothermal 

gradients than younger portions of the Earth, due primarily to secular cooling with age. 

They are also far thicker than other pieces of lithosphere: cratons can extend to more than 

250 km in depth, while younger regions have much thinner lithosphere at 100 km or so. 

Their age has also given rise to repeated magmatism, leaving the mantle portion of cratons 

heavily mineralogically depleted and dehydrated. It has also resulted in a distinct 

composition that is generally not seen elsewhere, including a much higher than average 

mantle olivine Mg# as well as unique crustal rocks that are not produced today. These 

chemical differences have also left cratons with a different rheology: they are more viscous 

and less susceptible to deformation. This history of depletion and dehydration has left the 

cratons neutrally buoyant, with a decrease in density offsetting their exceptional thickness 

(known as the isopycnic hypothesis; e.g., Jordan, 1988). Altogether, this results in 

lithosphere that is far more stable than younger regions and does not actively deformed 

unless large-scale, dynamic processes create instability within the mantle.  

 

Because cratons preserve billions of years of Earth’s history, they provide information on 

the stabilization of our planet, the creation of continents, the initiation of plate tectonics 

(arguably Earth’s most unique and important feature), and the overall evolution of the 
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planet physically and biologically (e.g., the emergence of continents has major 

ramifications for how/when life could evolve into more complex forms).  

 

Mid-lithospheric discontinuities 

In the last decade, it has become apparent that a ubiquitous feature of thick, ancient 

lithosphere is the presence of sharp decreases in velocity above the tomographically 

predicted depth of the lithosphere-asthenosphere boundary. These are referred to as mid-

lithospheric discontinuities. Such discontinuities have mostly been observed in cratonic 

settings (e.g., Ford et al., 2010; Hopper and Fischer, 2015; Sodoudi et al., 2013), but they 

have also been seen in oceanic regions with particularly thick lithosphere (Tharimena et 

al., 2016). Mid-lithospheric discontinuities have been imaged primarily through receiver 

functions, but seismic daylight imaging (a form of reflectivity seismology) and 

magnetotelluric studies have also observed them (Selway, 2018; Sun and Kennett, 2017).  

 

The cause and origin of these discontinuities is still an active area of debate: it seems most 

likely that they require the presence of hydrated minerals in what is nominally dry 

lithosphere. Amphibole and phlogopite are two commonly suggested minerals (Aulbach et 

al., 2017). However, it is not entirely clear how hydrated minerals are able to appear in the 

middle of the lithosphere, especially because cratons are assumed to be tectonically stable 

and inactive. One suggestion is that these mid-lithospheric discontinuities are the result of 

melt percolation beginning at the lithosphere-asthenosphere boundary and ending at some 

equilibrium depth around 70-100 km, though given the cool geotherms of most cratons this 
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is not a likely option (Aulbach et al., 2017). Another possibility is that these minerals are 

the result of ancient tectonic processes such as subduction, rifting, and orogenesis and they 

have remained in the lithosphere for hundreds of millions to billions of years (Wirth and 

Long, 2014). A third possibility is that mid-lithospheric discontinuities represent paleo-

lithosphere-asthenosphere boundaries, with the lithosphere thickening as it ages and cools 

more (Aulbach et al., 2017). Finally, it is possible that mid-lithospheric discontinuities 

represent the top of a gradational region in the lithosphere known as the lithosphere-

asthenosphere transition. This feature has been primarily observed through tomography in 

Australia (Yoshizawa and Kennett, 2015; Yoshizawa, 2014), and may correspond to 

changes in thermal and rheological structure at depth.  

 

While first-order drops in seismic velocity internal to the continental lithosphere are not 

predicted by most reference models, there is clear evidence of a low-velocity zone beneath 

the oceanic lithosphere. The origin of this zone is debated, but some have suggested that it 

may be the result of elastically-accommodated grain boundary sliding (Karato, 2010). 

When a material is stressed, this may manifest as sliding at grain boundaries; under low-

pressure systems this deformation occurs elastically (i.e., the strain is recoverable). At low 

temperatures, it is difficult to deform grain boundaries, but this process is eased at moderate 

temperatures (such as those found in the upper mantle). This deformation reduces the 

elastic constant, and thus reduces the seismic velocity. Such a phenomenon has more 

recently been linked to the presence of mid-lithospheric discontinuities (Karato et al., 2015; 

Karato and Park, 2019). However, this mechanism is still poorly constrained, with Karato 
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et al. (2015) estimating that the temperature at which this occurs is 900 ± 300�C, with the 

large error bars due to the unknown role of water and pressure. This is predicted to yield a 

velocity drop of 5%, which would correspond to the drop seen at mid-lithospheric 

discontinuities. However, if this critical temperature is at the high end of the given range, 

it is far warmer than most cratons at the depths where mid-lithospheric discontinuities have 

been observed. This mechanism cannot be ruled out as the cause of mid-lithospheric 

discontinuities, but further evidence is needed to both constrain the role of water and 

pressure.  

 

In addition to sharp changes in seismic wavespeeds, several other changes occur at or near 

mid-lithospheric discontinuities. Magnetotellurics has imaged changes in conductivity in 

these ranges--which may be linked to hydrous minerals or graphite films (Selway et al., 

2019). In some settings there is also a transition in the orientation or strength of seismic 

anisotropy, observed dominantly through seismic methods (e.g., Debayle et al., 2016; 

Wirth and Long, 2014; Yoshizawa and Kennett, 2015). The presence of anisotropy could 

potentially reduce shear wave speeds, but previous studies have indicated that it is not 

likely to be the sole cause of mid-lithospheric discontinuities in most cases (e.g., Selway 

et al., 2015). One of the major complications in studying these features is the dearth of 

xenoliths from these depths (both due to the depth of the discontinuities, but also the 

tectonic inactivity of cratons). Firmer constraints on fabric and composition from xenoliths 

are needed. 
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Consensus seems to be coalescing on hydrous minerals such as phlogopite or amphibole 

as the main cause of mid-lithospheric discontinuities (Aulbach et al., 2017; Rader et al., 

2015; Saha et al., 2018; Selway et al., 2015), though it should be noted that none of these 

mechanisms are mutually exclusive. It is likely that various phenomena may be acting in 

concert to produce decreases in seismic velocity internal to the lithosphere. However, the 

ultimate cause of these phenomena is poorly constrained: most could be explained by either 

ancient or present activity, and both possibilities have implications for our understanding 

of the lithosphere, its evolution, and present-day geodynamics.  
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Abstract 

In the past decade mounting evidence has pointed to complex, layered structure within and 

at the base of the mantle lithosphere of tectonically quiescent continental interiors. 

Sometimes referred to as negative velocity gradients (NVGs) or mid-lithospheric 

discontinuities (MLDs), the origin of intra-lithospheric layering has prompted considerable 

discussion, particularly as to how they may result from continent formation and/or 

evolution. Previous Sp receiver function analysis in Australia found evidence for complex 

lithospheric layering beneath permanent stations located within the North, South and West 

Australian Cratons and characterized these as MLDs (Ford et al., 2010). This study 

provides an update. The Sp receiver function results are presented for 35 permanent 

broadband stations. We observe the lithosphere-asthenosphere boundary (LAB) on the 

eastern margin of the continent, at depths of 75-85 km. The cratonic core of Australia has 

discontinuities within the lithosphere, and no observable LAB. On the western margin of 

the continent we observe several stations with an ambiguous phase that may correspond to 

either an MLD or the LAB. We also observe multiple negative phases at most stations, 

suggesting a complex and heterogeneous lithosphere. Australian MLDs are likely linked 

to the presence of hydrous minerals in the mid-lithosphere and may result from ancient 

processes such as subduction, plume interaction, or melt infiltration from the paleo-LAB. 
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1. Introduction 

1.1 Defining the lithosphere-asthenosphere boundary and mid-lithospheric discontinuities 

The lithosphere is the solid portion of the Earth that moves coherently over the convecting, 

plastic asthenosphere. Unlike the asthenosphere, the lithosphere is relatively rigid, due in 

large part to colder temperatures (Sleep, 2005), leading to faster seismic wavespeeds. The 

transition from the lithosphere to the asthenosphere is referred to as the lithosphere-

asthenosphere boundary (LAB), a region of the Earth’s interior of particular interest 

because it is a ubiquitous plate boundary, and because the interaction between the 

lithosphere and asthenosphere has major implications for understanding plate tectonics and 

the dynamics of the mantle.  

 

Different methods estimate variable depths to this boundary due to differences in 

measurement resolution and properties being observed. For example, in the Kaapvaal 

craton (an ancient, thick, stable continental core) xenolith thermobarometry shows the 

lithosphere to be 195-215 km thick (Eaton et al., 2009), while magnetotelluric surveys 

suggest a thickness of ~230 km in the same region (Evans et al., 2011). In addition, there 

are differences in how the boundary is defined. Seismically, it is the velocity decrease from 

cold, fast lithosphere to warm, slow asthenosphere at 50 to >250 km (Fischer et al., 2010; 

Thybo, 2006). One common definition of the transition from lithosphere to asthenosphere 

is the point along a geotherm where temperature approach 90% of the value of the 

adiabatically-determined mantle potential temperature (~0.9 TM) and heat transfer changes 

from dominantly conduction in the lithosphere to convection in the asthenosphere (Sleep 



	 29	

2005). In some regions, magnetotelluric inversions can be used to determine the boundary 

between lithosphere and asthenosphere: very old lithosphere tends to be highly resistive 

due to mineralogical depletion and dehydration during past melting events, while the 

asthenosphere below is generally more conductive (Baba et al., 2006; Eaton et al., 2009; 

Evans et al., 2005; Hirth et al., 2000). Dehydration and depletion couple with temperature 

to create a viscosity difference between layers: the cooler, dryer, more depleted lithosphere 

is more viscous than the hotter, wetter and more fertile asthenosphere (Hirth et al., 2000; 

Hirth & Kohlstedt, 1996; Karato & Jung, 1998; Lee et al., 2005; Lee 2006; Sleep 2005). 

This viscosity difference may correspond to a change in strength as well, going from the 

mechanically stronger lithosphere to a weaker asthenosphere (Lee et al., 2005). Because 

the lithosphere is more viscous than the asthenosphere, strain will be localized at the base 

of the lithosphere. Thus, the lithosphere-asthenosphere boundary may also represent a 

change in anisotropy as plate motions align olivine grains at the base of the lithosphere 

(Gaherty et al., 1999; Levin & Park, 2000; Yuan & Romanowicz, 2010). 

 

While the seismic lithosphere-asthenosphere boundary is a relatively sharp, discrete 

change in oceanic and Phanerozoic continental lithosphere, that is not the case in older 

lithosphere, where the lithosphere-asthenosphere boundary is frequently characterized as 

being transitional, extending over tens of kilometers (Abt et al., 2010; Fischer et al., 2010; 

Ford et al., 2010; Rychert et al., 2020). Thus, some authors instead refer to it as the 

lithosphere-asthenosphere transition (LAT; Mancinelli et al., 2017; Yoshizawa, 2014; 

Yoshizawa & Kennett, 2015). In cratonic regions where the lithosphere is thick, this 
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transition occurs gradually over 60 km or more (Mancinelli et al., 2017). Both the depth of 

the lithosphere-asthenosphere boundary and the step-like nature of changes in seismic 

velocities across the boundary are well correlated with tectonic age. Global tomography 

models show that regions of old continental crust (i.e., cratons) have fast seismic velocities 

to depths greater than 150 km, whereas younger, more tectonically active regions transition 

to slower seismic velocities at shallower depths (Auer et al., 2014; Nettles & Dziewoński, 

2008; Ritsema et al., 2011; Schaeffer & Lebedev, 2013). One promising avenue of 

investigation has been the use of Sp and Ps receiver functions to image the interface 

between lithosphere and asthenosphere. Receiver functions rely on conversions between P 

and S-waves at sharp seismic boundaries; a velocity increase with depth yields a “positive 

pulse”, while a velocity decrease with depth yields a “negative pulse” (see Figure 1.3). 

This method has allowed for the high-resolution imaging of seismic discontinuities in the 

lithosphere including the Moho and the lithosphere-asthenosphere boundary. Rychert and 

Shearer (2009) used this technique to globally image the lithosphere-asthenosphere 

boundary, observing a negative boundary between 70 and 100 km. Other receiver function 

studies have observed the lithosphere-asthenosphere boundary in cratonic regions at depths 

of up to 250 km, and oftentimes no lithosphere-asthenosphere boundary is observed (Abt 

et al., 2010; Ford et al., 2010; Hopper & Fischer, 2015; Kennett et al., 2017; Shen et al., 

2019;  Sodoudi et al., 2013).   

 

Regions of particularly thick lithosphere have been shown to possess velocity decreases of 

5-7% at depths between 80 and 150 km, above the seismically-estimated lithosphere-
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asthenosphere boundary in such regions (Carlson et al., 2005; Griffin et al., 2009; Schaeffer 

& Lebedev, 2013). These discontinuities are usually termed mid-lithospheric 

discontinuities (MLDs). Abt et al. (2010), Fischer et al. (2010), and Ford et al. (2010) first 

termed these discontinuities as mid-lithospheric discontinuities, but they had been 

observed previously (Chen, 2009; Dueker et al., 2001; Hales, 1969; Rychert & Shearer, 

2009; Thybo, 2006; Wittlinger & Farra, 2007;) and have since been observed in numerous 

cratons (Bodin et al., 2013; Ford et al., 2016; Foster et al., 2014; Hansen et al., 2013; 

Hopper et al., 2014; Hopper & Fischer, 2015; Kennett et al., 2017; Kind et al., 2012; Kumar 

et al., 2012; Lekic and Fischer, 2014; Porritt et al., 2015; Selway et al., 2015; Shen et al., 

2019; Sodoudi et al., 2013; Sun et al., 2018; Wölbern et al., 2012) and even in some regions 

of anomalously thick oceanic lithosphere (Tharimena et al., 2016). In some cases, these 

discontinuities are continuous across Precambrian terrane boundaries, but in others they 

vary within terranes and across boundaries. Some hypothesize that mid-lithospheric 

discontinuities may have formed as a result of cratonic thickening during the closure of 

ocean basins in the Precambrian, representing the scars of ancient and prolonged 

deformation within and at the base of the lithosphere (Cooper & Miller, 2014). 

 

Despite mid-lithospheric discontinuities being nearly ubiquitous in cratons, there is much 

debate as to their origin. There is no evidence to suggest a phase transition occurring at the 

same depths (Carlson et al., 2005; Griffin et al., 2009). Mechanisms that have been invoked 

to explain them include partial melt (Kumar et al., 2012; Thybo, 2006), ancient solidified 

magma (Rader et al., 2015), partial melt in thermally perturbed cratons (Aulbach et al., 
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2017a), elastically-accommodated grain boundary sliding (Karato, 2012), changes in 

olivine Mg# (Yuan & Romanowicz, 2010), hydrous minerals (Hopper & Fischer, 2015; 

Selway et al., 2015), or anisotropy (Rychert & Shearer, 2009; Wirth & Long, 2014). In 

Section 4.3 we explore the potential mechanisms responsible for mid-lithospheric 

discontinuities in cratonic Australia. 

 

1.2 Continental tectonics and observed seismic structure  

Australian lithosphere preserves a long and complex tectonic history. The western two-

thirds of the continent consists of Archean and Proterozoic cratons, while the eastern third 

is dominantly Phanerozoic-aged orogens (Figure 1.1). Precambrian Australia is generally 

divided into the West Australian Craton, the North Australian Craton, and the South 

Australian Craton. Most components of these composite cratons were formed by roughly 

1.8 Ga and were sutured together by the Neoproterozoic as part of the supercontinent 

Rodinia (Betts et al., 2002; Cawood & Korsch, 2008). The amalgamation of these cratons 

can be observed seismically throughout central Australia as lower wavespeeds above 80 

km, and anomalously strong radial anisotropy (Sun & Kennett, 2016; Wei et al., 2018; 

Yoshizawa, 2014; Yoshizawa & Kennett, 2015). In general, these cratons are thicker, 

colder, denser, and more depleted than the Phanerozoic east, with a gradational seismic 

lithosphere-asthenosphere boundary and mid-lithospheric discontinuities at depths 

between 70 and 90 km (Debayble & Kennett, 2000; Fichtner et al., 2010; Fishwick et al., 

2005; Fishwick & Rawlinson, 2012; Fishwick & Reading, 2008; Ford et al., 2010; Tesauro 

et al., 2020; Yoshizawa, 2014; Yoshizawa & Kennett, 2015).  
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West Australian Craton: This composite craton is composed of the Yilgarn and Pilbara 

Cratons, which both locally preserve Archean crust in granite-greenstone belts (Barley et 

al., 1998; Betts et al., 2002; Myers et al., 1993). These cratons do not exceed ~800°C to 

200 km depth and are highly depleted (olivine Mg# >90.5) with a strongly resistive cratonic 

root (Sun et al., 2018; Tesauro et al., 2020; Wang et al., 2014). Proterozoic orogens between 

the two cratons display a deepened, gradational Moho and complex upper crust; the cratons 

have a shallower, sharper Moho and simple crustal structure, with a thickened Moho (~40 

km) in the Northern Yilgarn (Reading et al., 2007; Reading et al., 2012; Reading & 

Kennett, 2003). Additionally, the terranes of the West Australian Craton appear to have 

distinct crustal wavespeeds, implying that these were set properties before amalgamation 

(Reading et al., 2007). The seismic lithosphere-asthenosphere boundary in the West 

Australian Craton is likely very deep, with tomography estimating a potential depth of 100 

to >250 km (Yoshizawa & Kennett, 2015). Previous receiver function studies have 

observed mid-lithospheric discontinuities at KMBL, MBWA, and NWAO between 70 and 

85 km, with a potential lithosphere-asthenosphere boundary at NWAO at 164 km (Ford et 

al., 2010; Kumar et al., 2007). 

 

North Australian Craton: This region is composed predominantly of Proterozoic basins 

rimmed by orogens (Betts et al., 2002; Cawood & Korsch, 2008; Myers et al., 1996). This 

region is typified by thick, depleted lithosphere (~200 km and olivine Mg# 90.5), with 

complex mid-lithospheric structure, and low attenuation (Kennett et al., 2017; Kennett & 
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Abdullah, 2011; Tesauro et al., 2020). There is a marked contrast between the eastern edge 

of the North Australian Craton and the Phanerozoic Thomson Orogen, with the former 

having thicker crust (Kennett & Liang, 2020). Earlier receiver function studies observed 

mid-lithospheric discontinuities at FITZ and WRAB at 81 km, and the lithosphere-

asthenosphere boundary at 180 km (Ford et al., 2010; Kumar et al., 2007).  

 

South Australian Craton: The South Australian Craton has Archean gneissic terranes in 

the Gawler Craton, rimmed by Proterozoic orogens and basins (Cawood & Korsch, 2008; 

Conor & Preiss, 2008; Daly et al., 1998). Unlike the other Australian cratons, the South 

Australian Craton has a higher temperature, thinner lithosphere with slower wavespeeds, 

and a less depleted mantle (olivine Mg# ~89.5); enrichment has been interpreted as due to 

the possible refertilization of the mantle during the Proterozoic, while the thinned 

lithosphere is more likely due to the detachment of the South Australian Craton from 

Antarctica (Rawlinson et al., 2016; Tesauro et al., 2020; Yoshizawa & Kennett, 2015). 

Despite these differences, there is still a marked change between the South Australian 

Craton and Phanerozoic lithosphere to its east, with a thinning of the Moho and seismic 

lithosphere to the east accompanied by changes in reflectivity (Liang & Kennett, 2020). 

Ford et al. (2010) observed a mid-lithospheric discontinuity at FORT at 79 km, while 

BBOO and STKA both had a visible lithosphere-asthenosphere boundary at 131 and 104 

km respectively. 
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Phanerozoic Australia: Separating the Precambrian west and the Phanerozoic east is the 

Tasman Line: predominantly defined by surface geology, this line may be linked to the 

breakup of Rodinia (Direen & Crawford, 2003). There is a sharp transition in wavespeeds 

at depth between the east and west, but it is further to the east than most proposed models 

of the Tasman Line, suggesting a complex transition at depth between terranes of varying 

age (Kennett et al., 2004). Following the breakup of Rodinia, successive orogenic events 

accreted new lithosphere onto the cratonic core over a roughly 500 million-year time span 

(Betts et al., 2002). During the Cenozoic, Australia drifted north-northeast over a potential 

mantle plume, resulting in volcanic chains along the eastern margin that can be observed 

as lower seismic velocities and a shallower seismic lithosphere-asthenosphere boundary 

(Davies et al., 2015; Ford et al., 2010; Rawlinson et al., 2016; Wei et al., 2018). In contrast 

to most of the Precambrian west, eastern Australia has thinner, warmer lithosphere 

increasing stepwise to the west with a well-defined lithosphere-asthenosphere boundary 

between 70 and 100 km (Demidjuk et al., 2007; Fishwick et al., 2008; Ford et al., 2010).  

 

Data and Methods 

2.1 Data and data preprocessing 

To begin the updated analysis of lithospheric structure of Australia, data were requested 

for 88 stations from five networks (AU, G, IU, II and S1). Data requests were limited to 

data archived at the Incorporated Research Institutions for Seismology (IRIS) Data 

Management Center (DMC). Data were also requested from network S1 (Seismometers in 

Schools): ultimately none of these stations produced Sp receiver functions of sufficient 
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quality to be included in the results section. Our final selection of 35 stations is an increase 

of 17 from Ford et al. (2010), with 10 years of additional data. On average, our Ps receiver 

functions had 950 events, while Sp receiver functions had 245 stations per event. There 

was an average increase of 238 events per station for Sp results, and a 1040 event increase 

for Ps results. To prepare the data for later analysis, seismograms were quality controlled 

to ensure continuity with no gaps or spikes, initially filtered from 0.01 to 9.9 Hz and rotated 

from north and east into radial and transverse components. Once completed, direct P and 

S phases were selected by automated algorithm, a procedure originally described in Abt et 

al. (2010). From there, the data were rotated again into the P-SV-SH coordinate system. 

This rotation minimizes the amount of parent phase energy on the daughter component. 

The method used in this study follows from Abt et al. (2010) with minor variations to 

account for multiple stations in close proximity using an array-based procedure as 

described in Lekic and Fischer (2014).  

 

2.2 The calculation of Sp and Ps receiver functions 

Sp receiver functions were bandpass-filtered to 0.03-0.5 Hz and limited to events occurring 

within an epicentral distance window of 55-75° and depths of less than 300 km—the direct 

S phase often arrives very close in time to other phases, and these constraints allow for the 

highest likelihood of isolating converted phases (Wilson et al., 2006). The deconvolution 

to generate the Sp receiver functions was performed using an extended-time multi-taper  
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cross correlation method (Helffrich, 2006), which builds upon the multi-taper method of 

Park and Levin (2000), with the added benefit of preserving the amplitude of phases at all 

depths within our study. 

 

The receiver functions were stacked by station to enhance the signal-to-noise ratio of 

discontinuity phases. When binning per station, individual receiver functions were 

normalized relative to the amplitude of the parent phase; this allowed us to more directly 

compare amplitudes from different stations. An important step of this process was 

determining the statistical robustness of the resulting receiver function. To achieve this, a 

bootstrapping analysis was performed on the data. The published results are the mean of 

the receiver functions generated through the bootstrap analysis. The data set was also used 

to calculate two sigma uncertainties at each depth, allowing us to determine the 

uncertainties in receiver function phase depth and amplitude.  In order to correct for 

variations in arrival time as a function of distance and to migrate the receiver functions to 

depth, the Australian Seismological Reference Model (AuSREM) was used (Kennett and 

Salmon, 2012). The AuSREM has a crustal component (Salmon et al., 2013) which 

includes Vp and Vs and was determined from earlier receiver function studies, seismic 

refraction, reflection, and tomography. A complete list of the references used to generate 

the crustal component of AuSREM can be found in Table 2 of Salmon et al. (2012). The 

mantle component of AuSREM (Kennett et al., 2012) provided values of Vp and Vs, 

gridded in 0.5° increments in latitude and longitude, and 25 km increments in depth from 
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75 km to 300 km. The model itself was generated using data from a variety of surface wave, 

body wave, and regional tomography models from the region. 

 

It should be noted that a common concern of Sp receiver function analysis in the application 

of imaging mantle structure is the potential that the negative phase observed immediately 

beneath the Moho phase is a side lobe of the positive Moho phase. In Lekić and Fisher 

(2017) it was demonstrated that side lobes can become an issue in instances where Sp 

receiver functions are calculated using frequency domain methods such as extended-time 

multi-taper, which we use in this study. However, when the results are not bandwidth 

limited (e.g., the upper corner frequency limit extends beyond 0.125 Hz) and post-S arrivals 

are excluded (as we do here), this is not likely to be an issue. More qualitatively, we observe 

no correlation between the depths of the Moho and negative phases (Figure 1.6), as might 

be expected if the negative phase were a side lobe of the Moho phase (i.e., deeper Moho 

phase produces a side lobe with a deeper negative phase).  

 

We also calculated Ps receiver functions. The Ps receiver functions were calculated in a 

method similar to that described above for Sp receiver functions. Exceptions to this are that 

the Ps receiver functions were filtered to 0.02-2 Hz and limited to epicentral distances of 

35-80° with no hypocenter depth cut-off. Additionally, while the Sp receiver functions 

published in this study are flipped in time and polarity reversed, no such corrections are 

needed for Ps receiver functions. Due to potential interference from crustal reverberations 

the Ps receiver functions are not used to constrain potential mantle interfaces, which is the 
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focus of our study. However, we do include them in our results in order to demonstrate the 

robustness of inferred Moho depths from AuSREM (Section 3.1). 

 

This study presents an updated catalog of Sp receiver function results from the earlier study 

by Ford et al. (2010). The methodology here is similar with minor variations. Both studies 

utilize the same data preparation, coordinate system (P-SVSH) rotation, and waveform 

windowing described in Abt et al. (2010). Both also employ the same epicentral distance 

and depth cut-offs. The biggest methodological differences are in the deconvolution 

methods and in the migration models used. In Ford et al. (2010) all waveforms were 

simultaneously deconvolved and migrated using a frequency domain, water-level 

stabilized deconvolution (Bostock, 1998). The migration model varied from station-to-

station, using H-k stacking (Zhu & Kanamori, 2000) to determine the crustal velocities and 

applying a uniform mantle model of AK135 (Kennett, 1995) at all stations. In our updated 

study we individually deconvolve each waveform using an extended-time multi-taper cross 

correlation method (Helffrich, 2006) and later stack and migrate the receiver functions 

using the AuSREM velocity model. Because AuSREM is a local model, it provides us with 

better constraints for the Australian continent than utilizing H-k stacking for the crust and 

a global mantle model such as AK135. A final important distinction is that our study has 

more data, providing an extra decade of data compared to Ford et al. (2010), and allowed 

for the use of stations which previously only had a few years of data, increasing the number 

of stations analyzed for mantle structure from 14 to 34. 
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Results 

3.1 Ps receiver function results  

As mentioned above, Ps receiver functions are not commonly used to image upper mantle 

discontinuities because of contamination from crustal reverberations. However, they are 

particularly sensitive to the Moho discontinuity and thus they are a useful independent 

constraint on Moho depths estimated from other methods, including Sp receiver functions. 

Throughout most of Australia, the Moho as estimated by Ps receiver functions falls 

between 35 and 45 km, with 7 stations recording a deeper Moho (Figure 1.2). In addition, 

the thickness of the crust seems to be in rough agreement with the age and local geology 

(i.e., particularly thick crust is seen in the cratons and Proterozoic orogens, with much 

thinner crust in the Phanerozoic east).  

 

Figure 1.2 shows both the misfit between the depth to Moho as predicted by AusMoho 

(Kennett et al., 2013; Salmon et al., 2012;) and the depth to Moho as determined from our 

Ps receiver functions. The AusMoho is a compilation of data from multiple seismic 

methods (i.e refraction and reflection studies, receiver functions, and tomography). The 

Moho was defined as the point below which compressional velocities are greater than 7.8 

km/s and shear velocities are greater than 4.4 km/s; a grid was constructed for the continent 

using the weighted interpolation of data from different sources depending on the quality of 

the individual method (Kennett et al., 2013; Salmon et al., 2012). Most stations have a 

misfit of 4 km or less: this indicates that the AuSREM is robust and agrees well with our 

Ps results.  
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Most stations showed relatively good agreement between the depth of the Moho as 

estimated by Sp and Ps (see Figure S1.1). However, there were some noticeable outliers. 

At station CNB, Ps receiver functions predict a deeper Moho than Sp by almost 10 km; 

additionally, neither estimate falls within the error bars of the other. Station INKA had a 

similar noticeable discrepancy, with nearly 20 km between Moho estimates. Station CAN 

also has a large gap between the Ps estimate and the Sp estimate, with a much deeper Ps 

estimate. Station MUN and PSA00 have discrepancies between the Ps and Sp estimate, but 

in these cases the Ps estimate was shallower than the Sp estimate. At all other stations the 

estimates from the two methods fell within one another’s error bars or were very close. 

When there are discrepancies between the two methods in the estimated depth to the Moho, 

we defer to the results of the Ps receiver functions because they are better able to resolve 

structure at Moho depths due to their higher frequency content. The Moho depths for both 

Ps and Sp are reported in Table 1. 

 

3.2 Quality control and phase picking of Sp receiver functions 

The Sp receiver functions were calculated for 88 stations across the Australian continent. 

However, limited data availability and/or quality ultimately restricted the total number of 

stations used in our subsequent analysis of mantle structure to 34 stations (Figure 1.3). The 

receiver function quality was rated as good, fair or poor. For a station to be rated fair or 

good more than 50 events were required, as stations with fewer events typically yielded 

receiver functions that are unstable (rapid, large amplitude oscillations). Other metrics used 
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in determining receiver function quality included the presence of a well-defined positive 

phase found at depths similar to the estimated Moho and relatively small error bars. Figure 

S1.2 includes all of the Sp receiver functions calculated, including those which were rated 

as poor and not included in our analysis of lithospheric structure. 

 
In this study, as in Ford et al. (2010), the criteria for the selection of a negative phase within 

a receiver function is a critical first step in determining the type of structure the negative 

phase(s) might represent. To begin, negative phases can only be selected if they fall 

between the positive phase inferred to be the Moho (magenta lines in Figure S1.2), and 

the depth corresponding to the base of the negative velocity gradient determined from the 

AuSREM, plus an additional 25 km to account for uncertainty in the negative velocity 

gradient depth. This uncertainty range has been chosen based on the interpolated model 

spacing from the mantle component of the AuSREM (Kennett et al., 2012). From there, we 

designate as many as two of the largest negative amplitude phases as significant, as taken 

from the mean amplitude of the single-binned Sp receiver function (Figure 1.3 and Figure 

S1.2). The highest amplitude negative phase is designated “negative phase 1” in later 

discussion and selected for at every Good/Fair station. It is marked with a solid black, 

horizontal line at each station in Figure 1.3. If another negative phase of comparable 

amplitude is present, it is called the “negative phase 2”, and is marked with a solid gray, 

horizontal line in Figure 1.3. Three things should be noted regarding these designations. 

First, we assume nothing about either phase in terms of their physical properties or what 

sort of boundary they represent. Both represent a decrease in velocity with increasing depth 

somewhere within the mantle. Both could be located within the potential lithosphere-
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asthenosphere boundary depth range or both could be located at depths associated with the 

lithospheric mantle, or they could each represent a different structure. We endeavor to 

define boundaries associated with the negative phases in Section 3.4. Second, while 

negative phase 1 is typically shallower than negative phase 2, this is not universally true 

(see stations FORT and LCRK in Figure 1.2 or Table 1.1). Third, the decision to select 

one versus two negative phases at a given station is subjective and varies from station to 

station. Not all stations have a second phase selected. In contrast to Ford et al. (2010), we 

have chosen to select more than one phase because many stations have multiple negative 

phases that are well-resolved. Our intention in selecting the two largest phases is to more 

completely describe the mantle structure present beneath Australia. The depth and 

amplitude of these negative phases, along with their associated uncertainties, are included 

in Table 1.1.  In Figure 1.3 and Table 1.1 we also include information on up to two smaller 

negative phases (dashed gray lines). However, these negative phases are not directly 

compared to the AuSREM in later discussion (Section 3.4).  We acknowledge that while 

it is possible to pick and analyze every negative phase that is statistically well-resolved 

(i.e., negative phase energy exceeding zero when including two sigma confidence limits), 

the goal of this study is to focus on the largest amplitude/most significant phases in order 

to place first order constraints on mantle structure beneath Australia. 
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3.3 Negative phase depths across Australia from Sp receiver functions 

As described above, our analysis is restricted to up to the two highest amplitude, most 

robustly imaged negative phases present at each station labeled good or fair. The 

collectively averaged depth of these phases is 94 km and the median depth is 81 km, and 

the average depth to the largest negative phase (referred to earlier as negative phase 1) at 

each station is 83 km, with a median depth of 78 km. 88% of negative phase 1 phases fall 

within 15 km of the negative phase 1 average (83 km), while only 33% of all negative 

phases fall within the average of all negative phases (94 km). This observation indicates 

that while the largest negative phases (negative phase 1) tend to cluster at a single depth, 

negative phase 2 is significantly more distributed. This is also demonstrated in Figure 1.4.  

 

There appears to be no systematic variation between negative phase depth and tectonic age 

in Australia although there does appear to be some consistency regionally. For example, in 

Figure 1.5a stations located within/near the Yilgarn Craton (i.e., MEEK, MORW, BLDU, 

MUN, NWAO and KMBL) have their negative phase 1 located within a very consistent 

depth range of 74-79 km. This is also demonstrated in profile DD’ in Figure 1.3. This 

remarkable consistency within the Yilgarn is not observed everywhere elsewhere in 

Australia, as variations in depth in most regions tend to be greater than 5 km, although 

regional trends are still apparent, such as on the eastern margin of Australia (profile AA’ 

in Figure 1.3).  

 



	 45	

The average amplitude of negative phase 1 is -0.006 and there appears to be no correlation 

between tectonic age and amplitude, although some weak correlations between regional 

location and amplitude may exist as sometimes, stations co-located near each other appear 

to have similar amplitudes (Figure 1.5). The average amplitude of negative phase 2 is -

0.0036, which is roughly half the amplitude of the average of negative phase 1 amplitudes. 

In the following sections we carefully consider variations in the depth and amplitude of 

both negative phases as they compare to the previously published work of Ford et al. (2010) 

as well as how they relate to the mantle portion of the AuSREM. 

 

3.4 Comparison to previously published Sp receiver function results 

This study is an update to Ford et al. (2010), calculated using a similar method with slight 

variations to our own (see 2.2 for more information). Ford et al. (2010) used the negative 

velocity gradient inferred from surface wave tomography (Fischwick et al., 2008) to define 

the potential lithosphere-boundary range at each station. We use a similar definition, but 

utilize the AuSREM mantle velocity component (Kennett et al., 2012). Beyond differences 

in velocity model used, the process to determine whether the negative phase represents a 

conversion at the lithosphere-asthenosphere boundary or a discontinuity within the 

lithosphere (i.e., a mid-lithospheric discontinuity) is the same. At each station a 1D velocity 

profile is obtained from the AuSREM. The depth range of the negative velocity gradient is 

recorded at the location (see Table 1.1), as well as shown as a grey box in Figure 1.3 and 

in Figure S1.2. The 1D profile for each station is shown in Figure 1.9. If negative phase 1 

or 2 falls within the range of the negative velocity gradient, then it is interpreted to 
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potentially be a conversion at or within the lithosphere-asthenosphere boundary. If the 

negative phase is observed to be shallower than the negative velocity gradient, then it is 

interpreted to be a mid-lithospheric discontinuity. Due to the fact that we are picking the 

two largest negative phases at some stations, you will notice in Table 1.1 that some stations 

have both a lithosphere-asthenosphere boundary phase as well as a mid-lithospheric 

discontinuity phase listed (“Both” in Table 1.1). If a negative phase falls on the cusp of the 

negative velocity gradient, but has overlapping error bars, we denote that it could be 

“Either”, meaning that the interpretation is not clear. We report our results regionally, 

starting with the Tasmanides, then the North Australian Craton, South Australian Craton, 

and West Australian Craton. 

 

Phanerozoic Australia: In eastern Australia at stations CTAO (within 1 km) and TOO 

(within 9 km) our results fall within error of the originally published work of Ford et al. 

(2010). At station YNG, the fit is slightly poorer, with a misfit of 11 km, however even 

then the error bars from the two studies do overlap. The same overlapping error is also true 

for station ARMA, however, upon closer inspection of receiver functions it has a small but 

well constrained pulse of negative phase energy next to the largest negative phase (Figure 

1.3) that agrees within 1 km of the originally reported results of Ford et al. (2010). In 

Phanerozoic Australia, the stations ARMA, EIDS, TOO, YNG, RIV, CNB, CMSA, and 

CTAO all have negative phases that clearly fall within the negative velocity gradient 

inferred from the AuSREM. The negative phases at these stations are thought to represent 

a conversion at or within the lithosphere-asthenosphere boundary, in agreement with Ford 
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et al. (2010). At most of these stations, the negative velocity gradient falls within ±25 km 

the same range reported in Ford et al. (2010). Exceptions to this include stations CTAO 

and TOO, which had no reported negative velocity gradient in Ford et al. (2010) likely due 

to the fact that the gradient was shallower than what was resolvable. At station INKA 

(within the Thomson Orogen), there is no negative velocity gradient at lithospheric depths, 

and thus we interpret the negative phase at 61 km to be a mid-lithospheric discontinuity.  

 

Ford et al. (2010) observed a distinct variation in amplitude correlated with depth at the 

stations where they found a lithosphere-asthenosphere boundary phase (mostly along the 

eastern margin of the continent). While we cannot directly compare our results (due to 

normalization and deconvolution differences), we can compare possible trends in our new 

results to the old ones. As discussed above, we observed relatively modest variations in 

amplitude between stations, and no correlation with tectonic age is seen (Figure 1.5b,d). 

Using best fitting models of the receiver function amplitude, locations of recent volcanism, 

and inferred topography of the lithosphere-asthenosphere boundary, Ford et al. (2010) 

postulated that either mantle melting influenced lithospheric thickness or that melt focused 

in regions of thinner lithosphere. In Figure 1.7, we plot our results including those at 

stations BBOO and STKA: though we do not observe the lithosphere-asthenosphere 

boundary at station BBOO, we want to compare the trend to Ford et al. (2010). We observe 

a weak correlation between negative phase depth and amplitude for stations YNG, ARMA, 

TOO and to a lesser degree for stations EIDS and CTAO (Figure 1.7). However, stations 

BBOO and STKA again prove problematic and when new stations from this study are 
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added, the correlation disappears completely (Figure 1.7). This discrepancy indicates that 

the apparent correlation observed in Ford et al. (2010) was the result of sampling bias and 

presents a clear argument for the densification of permanent networks to accurately 

describe lithospheric structure. 

 

North Australian Craton: In the North Australian Craton, at stations FITZ and WRAB, 

the depth of the largest amplitude negative phase (negative phase 1) determined in this 

study falls within error of the depth determined for the largest amplitude negative phase in 

the Ford et al. (2010) study. At station FITZ, our results are within 5 km of the originally 

recorded negative phase depths of Ford et al. (2010). At station COEN there is a slight 

discrepancy, with our negative phase falling at 85 km versus 67 km in Ford et al. (2010), 

outside of uncertainties.  The largest negative phase at station WRAB is located 10 km 

shallower than the negative phase reported in Ford et al. (2010), within the ±14 km of 

uncertainty. It is possible that the small changes in negative phase depth are due to the 

difference in velocity model used in the migration. Abt et al. (2010) migrated Sp receiver 

functions using AK135 as well as more regionally accurate Vp and Vs models and found 

that depths changed by no more than 6 km. It is likely that the newer values reported are 

more accurate since the original migration model used in Ford et al., (2010) was the 

globally averaged, 1D model AK135, whereas the AuSREM used in this study is specific 

to Australia. Another key difference between this study and Ford et al. (2010) is that we 

also report the negative phase depths for additional phases. This does not mean that those 

additional phases were not present in the original study. For example, in this study, at 
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station WRAB, the largest negative phase (negative phase 1) is located at a depth of 71 km, 

while a second significant negative phase (negative phase 2) is found at 91 km, and two 

additional negative phases are observed at 135 and 198 km. Upon comparison to the plotted 

Sp receiver function in Figure 6d (Ford et al., 2010), it is clear that an additional phase is 

located at ~140 km, which agrees with our observations. At stations FITZ, KDU, MTN, 

and WRAB we observe negative pulses that fall above the negative velocity gradient 

interpreted from the AuSREM; at stations MTN and WRAB we observe multiple mid-

lithospheric discontinuities. However, at stations FITZ and KDU we observe a shallower 

mid-lithospheric discontinuity  and a deeper negative phase that does correspond to the 

negative gradient in the AuSREM, thus we interpret these as the lithosphere-asthenosphere 

boundary. Station WRKA (which is not strictly within the North Australian Craton, but 

adjacent), also has these double negative phases interpreted as a mid-lithospheric 

discontinuity and the lithosphere-asthenosphere boundary. At station COEN, on the eastern 

edge of the North Australian Craton, our negative phase 1 fell within the depth range of 

the negative gradient and thus is likely the lithosphere-asthenosphere boundary. 

 

South Australian Craton: Results at station FORT are in good agreement with Ford et al. 

(2010), with our negative phase 1 at 80 km and their largest phase at 79 km. As with their 

study, we interpret this energy to be a mid-lithospheric discontinuity. However, we do 

observe energy at greater depths that we interpret as the lithosphere-asthenosphere 

boundary. At station STKA we report negative phase energy at 83 (-6/+4) km (negative 

phase 1) and 137 (-23/+6) km (negative phase 2), whereas Ford et al. (2010) report a depth 
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of 104±9 km. At station BBOO negative energy is present at depths of 70 (-6/+5) km 

(negative phase 1) and 199 (-6/+5) km (negative phase 2), as well as a small amount of 

negative phase energy at 96 km and 251 km. In the study by Ford et al. (2010) the negative 

phase depth is reported to be at 131±9km and was interpreted as the lithosphere-

asthenosphere boundary. However, there is no negative velocity gradient on the AuSREM 

profile, thus we have interpreted the largest negative phase to be a mid-lithospheric 

discontinuity. At station OOD (just to the north of the South Australian Craton), we also 

observed a negative phase within the lithosphere that we interpreted as a mid-lithospheric 

discontinuity. However, at stations LCRK and MULG we observed multiple negative 

phases within the negative velocity gradient of the AuSREM, which we interpreted as 

being multiple mid-lithospheric discontinuities. It should also be noted that station LCRK 

had the largest amplitude negative phase 1 depth of any station at 118 km. At station HTT, 

the negative phase at 85 km fell within the negative gradient of 50-175 km, thus this phase 

is the lithosphere-asthenosphere boundary. Station STKA (in the Curnamona Province) 

was reported by Ford et al. (2010) to have an lithosphere-asthenosphere boundary: this 

study found a negative conversion both within the lithosphere and within the negative 

velocity gradient, indicating the presence of a mid-lithospheric discontinuity and the 

lithosphere-asthenosphere boundary. 

 

West Australian Craton: In the West Australian Craton, stations KMBL, MBWA, and 

NWAO have large amplitude negative phases at depths that are within error of those 

determined by Ford et al. (2010). At stations MBWA and NWAO, negative phases at both 
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stations are within ±5 km of those reported in Ford et al. (2010). However, the depth range 

of the negative velocity gradients at both stations have shifted to shallower depths, bringing 

the potential lithosphere-asthenosphere boundary depth range within error of the negative 

phases at both stations. At station NWAO negative phases 1 and 2 are interpreted to be the 

result of conversions within the lithosphere-asthenosphere boundary depth range, although 

the shallower phase has error bars that extended to lithospheric depths. While at station 

MBWA the shallower of the two phases falls within the lithosphere, its lower error bar 

extends into the negative velocity gradient. These results indicate that while the 

fundamental observations (depth of negative phases) have remained the same, the 

interpretation has changed as the result of a different velocity model. At station KMBL the 

largest amplitude negative phase is 6 km shallower than originally estimated, but well 

within the ±14 km of uncertainty in the originally reported study. This phase is interpreted 

to be a mid-lithospheric discontinuity. As at station MBWA, both negative phases at 

stations PSA00 and MUN were ambiguous and fell within error of the lithosphere-

asthenosphere boundary depth range. At stations BLDU, MORW, and MEEK, the 

shallower of the two phases fell within the lithosphere, while the deeper phase was either 

within the AuSREM negative gradient or within error it. Thus, we interpreted the shallower 

phases here to be mid-lithospheric discontinuities and the deeper to be the lithosphere-

asthenosphere boundary. 
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3.5 Determining provenance of negative phases using the AuSREM velocity model 

 We use the AuSREM both to migrate results (translating a time series into a depth series) 

and to determine if the scattered phase is from the lithosphere-asthenosphere boundary or 

a mid-lithospheric discontinuity. If a negative phase falls within depths corresponding to 

an overall velocity increase within the AuSREM, it seems unlikely that what we are 

observing is a conversion at or within the lithosphere-asthenosphere boundary, as the 

seismically this boundary is typically thought to be a region where velocities decrease. 

Instead, we assume that the negative phase falls within the lithospheric mantle and must 

represent a localized velocity decrease (i.e., a mid-lithospheric discontinuity), capable of 

generating a large enough conversion to be visible in Sp receiver function results, but 

insufficient in magnitude to be distinguished by lower resolution tomographic methods. 

The negative velocity gradients taken from the AuSREM are shown as gray boxes in 

Figure 1.3 and Figure S1.2.  

 

To aid in our discussion, the velocity profiles for the stations analyzed in this study are 

clustered according to profile shape. The station clusters are shown in Figure 1.8 and are 

plotted on top of absolute Vs at a depth of 150 km (from AuSREM). In Figure 1.9 the 

velocity profiles (and corresponding phase depths) for each cluster of stations are shown 

down to a depth of 300 km, including an average (in red). For the remainder of this section 

we review the key characteristics of each Vs profile cluster in terms of profile shape, 

relative geographic location, and whether negative phases within the cluster are typically 

mid-lithospheric discontinuities  or the lithosphere-asthenosphere boundary. 
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Profiles in Vs Cluster 1 (shown in Figure 1.9) exhibit no high velocity lid. Negative 

velocity gradients are typically present from 50 to 150 km, with the greatest drop in velocity 

at depths of 50-100 km, consistent with a shallow lithosphere-asthenosphere boundary. 

Stations within Vs Cluster 1 are indicated in Table 1.1 and Figure 1.8 and are exclusively 

found on the continent’s eastern margin or in one case, on Lord Howe Island, an ocean 

island station east of the continent. We note that while station COEN is west of the Tasman 

Line and on rock of Proterozoic age, it has a lithosphere-asthenosphere boundary phase 

indicating that the lithosphere in this region has been thinned or has properties more similar 

to lithosphere located east of the Tasman Line. In all cases, absolute velocities are low (< 

4.5 km/s) at 150 km (Figure 1.8). Negative phase 1 and negative phase 2 for stations in Vs 

Cluster 1 are clearly separated, with the largest negative phases found between 70 and 85 

km and the secondary negative phase found at between 101 and 153 km. Given that the 

depth range for the largest negative phases are within the same range as where the largest 

drop in velocity is found (50-100 km), we believe these negative phases originate from 

scattering at the lithosphere-asthenosphere boundary. This is in good agreement Ford et al. 

(2010), where eastern margin station receiver functions were thought to have negative 

phases originating from the lithosphere-asthenosphere boundary. The origin of the deeper 

negative phases is less clear. Since negative velocity gradients are present to 150 km at 

most stations, it is possible that the lithosphere-asthenosphere boundary should be thought 

of as more of a transition and both phases are part of a more complex, less continuous 

progression of lithospheric mantle to asthenosphere. Alternatively, the negative phases at 
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greater depths may be a boundary in melting within the asthenosphere. Electrical 

conductivity is often linked to the presence of melt, and there is a region of increased 

conductivity beneath Phanerozoic Australia between at least 92 and 172 km (Kennett et al., 

2018; Wang et al., 2014). Additionally, electrical conductivity in the asthenosphere may 

be linked to the presence of small amounts of carbonate melt and Phanerozoic volcanism, 

decreasing seismic velocity (Aulbach et al., 2017a; Davies et al., 2015; Gaillard et al., 

2008). 

 

The key characteristic of velocity profiles in Vs Cluster 2 is that on average they have 

increasing velocities to 75 km and then decreasing velocities from 75 km to, on average, 

175 km. This suggests a thin, high velocity lid, with a clear transition to a low velocity 

asthenosphere. The majority of the stations (all but one) are located in West Australian 

Craton. However, station CMSA, which is located within Phanerozoic Australia is an 

outlier in terms of location (but not with respect to the velocity profile cluster). The largest 

and second largest phases at stations within Vs Cluster 2 are not as clearly separated in Vs 

Cluster 1, however, the largest negative phases are typically located at shallower depths 

than the smaller amplitude negative phases.  For the deeper, typically smaller phases, the 

depths commonly correspond to the depth range of the negative velocity gradient, 

suggesting they are the result of scattering within the potential lithosphere-asthenosphere 

boudnary depth range. Meanwhile, the average of the largest negative phases falls at a 

depth of 75km, which marks the transition to a negative velocity gradient. At roughly half 

of the stations, the error bars extend the phase picks down to the corresponding negative 
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velocity gradient for the given station, while for the other half, the phase picks fall within 

the high velocity lithosphere. Choosing to abide by our definition of potential lithosphere-

asthenosphere boundary versus mid-lithospheric discontinuity phases, this means that 

roughly half of the largest negative phases in Vs Cluster 2 are lithospheric in origin (i.e., 

MLD) while the other half are the result of scattering from within the transition from 

lithosphere to asthenosphere. 

 

The average shear velocity profiles for Vs Clusters 3 and 4 have increasing velocities to 

125 km. Below 125 km, velocities decrease in both averaged profiles, however, the local 

minimum in the averaged profile for Vs Cluster 3 is observed at 225 km, while the local 

minimum in the averaged profile for Vs Cluster 4 is seen at 175 km. Generally, the absolute 

changes in velocity for Vs Cluster 3 are larger, both within the high velocity lid, as well 

within the region of negative velocity gradient. In Vs Cluster 4, the decrease in velocity 

within the negative velocity gradient is very small. Notably, the vast majority of the 

negative phases fall at depths above our defined potential lithosphere-asthenosphere 

boundary depth range indicating that at these stations the negative phases that we observed 

are predominately mid-lithospheric discontinuities. The stations in Vs Clusters 3 and 4 are 

listed in Table 1.1. In Figure 1.8, they are marked with the yellow and green inverted 

triangles and are located mostly in the North Australian Craton and South Australian 

Craton, with one in the West Australian Craton, and one slightly east of the Tasman Line. 

The stations are interspersed with stations labeled as belonging to Vs Clusters 5 and 6, 

which are marked as blue and cyan inverted triangles, respectively. The number of stations 
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clustered as 5 and 6 are distinct from Vs Clusters 3 and 4, due to the fact that the stations 

in Vs Clusters 5 and 6 have no apparent negative velocity gradient, which suggests there 

is no observed seismic transition from lithosphere-asthenosphere to at least 300 km, 

suggesting a very gradual change from one to the other. Therefore, all of the negative 

phases at stations in these two clusters are mid-lithospheric discontinuities. 

 

Discussion 

4.1 The Importance of Additional Stations 

As mentioned in Section 2.1, this study has more stations and increased years of coverage 

from Ford et al., (2010), greatly improving the understanding of lithospheric complexity in 

Australia. However, coverage of the continent continues to expand, especially in more 

remote regions. More stations with smaller station spacing would allow for the calculation 

of common-conversion point stacks, a method used to image lithospheric layering in the 

North American cratons (Chen et al., 2018; Hopper et al., 2014; Hopper & Fischer, 2015; 

Hopper & Fischer, 2018; Kind et al., 2017). This is particularly important because we have 

detected the presence of multiple mid-lithospheric discontinuities at some stations (see 

Figure 1.10). Currently, we cannot say whether any of these structures are dipping as our 

receiver functions represent only the structure below the station/along the ray path. The 

presence of dipping surfaces may provide evidence as to the origin of the mid-lithospheric 

discontinuities, such as an ancient subduction zone setting as suggested by Hopper and 

Fischer (2015).  
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One important finding of Ford et al. (2010) was that at stations with an observable 

lithosphere-asthenosphere boundary there was a negative correlation between phase depth 

and amplitude (i.e., shallower phases had stronger amplitudes). The strongest, shallowest 

negative phases were observed in regions of recent volcanism. However, our study has 

found that with increased station coverage there does not seem to be a correlation (Figure 

1.7). The previous negative correlation may have been an artifact of the limited station 

availability.  

 

Additionally, Ford et al. (2010) did not report any observed lithosphere-asthenosphere 

boundary phases in western Australia. However, this study reports four stations in the West 

Australian Craton at which the negative phase is interpreted to be either a mid-lithospheric 

discontinuity or the lithosphere-asthenosphere boundary, and another three with both a 

mid-lithospheric discontinuity and the lithosphere-asthenosphere boundary; most of these 

stations fall within the Yilgarn and Pilbara cratons. These stations all belong to Vs Cluster 

2 (which contains a clear negative velocity gradient at 75-175 km depth) and are distinctly 

different from the velocity gradients at many of the other cratonic stations in Australia (see 

Vs Clusters 3, 4, 5 and 6 in Figure 1.9). The phases at these western stations all fall roughly 

between 70 and 90 km, corresponding to the upper bound placed on the lithosphere-

asthenosphere transition (LAT) by Yoshizawa and Kennett (2015). It is possible that there 

is a strong impedance contrast at the top of the LAT (such as the base of the chemical 

boundary layer; Lee et al., 2005), but that the lithosphere extends well below that depth 

and may be more mechanically coupled to the asthenosphere. Tomography has shown that 
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the lithosphere in the southwestern portion of the Yilgarn craton may have been thinned 

(Kennett et al, 2013; Simons et al., 1999). However, the seven stations with observed and 

potential lithosphere-asthenosphere boundary span the entire Yilgarn craton, through the 

Capricorn Orogen, and into the Pilbara craton, suggesting that localized lithospheric 

thinning cannot entirely explain the negative phases. For most stations, though, it seems 

likely that we may be observing the top of the LAT. 

 

4.2 Comparisons to seismic reflectivity 

A number of recent studies (Gorbatov et al., 2013; Kennett, 2015; Kennett et al., 2016; 

Kennett & Furumura, 2016; Kennett & Sippl, 2018; Sun et al., 2018; Sun & Kennett, 2016) 

have focused on a seismic property related to receiver functions, seismic wave reflectivity. 

Like receiver functions, this method can provide information about depth to discontinuities 

and layers, but unlike receiver functions, the amplitude is not directly related to the 

impedance contrast between layers. These studies calculate P-wave reflectivity through a 

method known as seismic daylight imaging (SDI) and use a slightly higher and broader 

frequency band (0.5 – 4.0 Hz) than receiver functions (our Sp receiver functions are filtered 

at 0.03 – 0.5 Hz), useful for providing more detailed information on finer layering.  

 

Multiple studies using this method have examined the structure of the Australian 

lithosphere in a way similar to receiver functions. Kennett (2015) first made use of this 

method to investigate lithosphere-asthenosphere reflectivity across Australia. That study 

used many of the same stations as this one but did not independently identify any phases 
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in the mid lithosphere. At stations ARMA, EIDS, STKA, TOO, and YNG the mid-

lithospheric discontinuity as identified by Ford et al. (2010) was at the top of the 

tomographically-defined LAT of Yoshizawa and Kennett (2015) and corresponds to some 

change in the frequency or character of reflectivity (Kennett 2015; Kennett et al., 2017). 

Stations MBWA and CTA both had mid-lithospheric discontinuities that were at the base 

of a low frequency reflectivity packet, while station WRAB had a mid-lithospheric 

discontinuity within a higher frequency reflectivity packet. Sun et al. (2018) investigated 

reflectivity in the West Australian Craton, and additionally interpreted their own phases 

within the mid lithosphere. In general, they found a shallow mid-lithospheric discontinuity 

(~70-82 km), with the deepest phases in Proterozoic orogens. They reported a mid-

lithospheric discontinuity at station MEEK at ~65 km (we report one at 79 km), at station 

KMBL at ~70 km (we report the most prominent phase at 79 km, but note another at 72 

km), at station PSA00 at ~60 km (we report the most prominent negative phase at 67 km, 

but do report another at 61 km), and at station MBWA at ~70 km (we report one at 72 km). 

Sun et al. (2018) did note there was an 18-km discrepancy between the mid-lithospheric 

discontinuity they reported at station KMBL and that reported by Ford et al. (2010), which 

they explain as possibly being due to the presence of multiple mid-lithospheric 

discontinuities , a possibility we confirm with this study. A study focusing on central 

Australia found similar results, with a marked change in the frequency content of P-wave 

reflectivity profiles between 80 and 100 km (Kennett & Sippl, 2018). That study did not 

observe a clear, coherent mid-lithospheric phase in CCP stacks, but individual stations did 

show evidence of a possible discontinuity. Additionally, Kennett and Sippl (2018) did not 
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observe any strong negative phases that they could associate with the lithosphere-

asthenosphere boundary, a finding mirrored by our own results. 

 

Other recent work has used this same method and combined it with others to investigate 

the nature of the lithosphere from a slightly different perspective. Kennett and Furumura 

(2016) argued that the complex, high frequency coda observed for P and S-waves from 

local earthquakes were a result of complex and multiscale velocity variations within the 

lithosphere. They argue that in addition to the first order changes in seismic velocity (such 

as those we observe), there may also be variations at much finer scales on the order of 

kilometers to 10s of kilometers. The mid-lithospheric discontinuities may be a result of this 

fine-scale velocity variation. In reflection seismology, many reflectors arise due to such 

fine-scale variation, and the same effect may hold true for transmitted signals. The filtering 

of receiver functions may also have some effect on observations of mid-lithospheric 

discontinuities. Most Sp receiver functions are filtered at relatively low frequencies (>0.5 

Hz), which in turn means less fine-scale variation in the results. This smoothing allows for 

velocity changes to be described in a few first order jumps, where in reality there may be 

more (Kennett et al., 2017). Multi-scale heterogeneity may have implications for other 

properties of the lithosphere-asthenosphere system: it is linked to anisotropy (Kennett & 

Furumura, 2016; Yoshizawa, 2014; Yoshizawa & Kennett, 2015), changes in olivine Mg# 

(Gaul et al., 2003; Kennett et al., 2017), and the top of the proposed LAT throughout 

Australia at ~70-100 km (Yoshizawa &Kennett, 2015). These properties are also linked to 

mid-lithospheric discontinuities. 
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We cannot rule out the possibility that the mid-lithospheric discontinuities we observe are 

due to multi-scale heterogeneity, however it should be noted that we do not currently have 

the observational data to support the idea that these variations in velocity at multiple scales 

exist everywhere. Additionally, while these variations may explain some of the 

observations we make regarding mid-lithospheric discontinuities, the argument for multi-

scale heterogeneity relies on observations made in Australia. It may not explain mid-

lithospheric discontinuities that occur elsewhere in the world.  

 

4.3 The Australian Mid-lithospheric Discontinuity and Lithospheric Layering 

We observed negative phases interpreted to be mid-lithospheric discontinuities at 17 

stations, with four additional stations having ambiguous phases. These phases ranged in 

depth from 61 km to 118 km, with most falling between 70 and 90 km. Most of these 

stations are located within Central Australia, either in the North Australian Craton, or in 

the Proterozoic orogens to its south that suture it to the other Australian cratons. There are 

also mid-lithospheric discontinuity phases observed in the South Australian Craton, 

including the deepest observed at LCRK. Additionally, at 26 stations we observed a weaker 

negative phase either above or below the primary negative phase (i.e., the LAB or a mid-

lithospheric discontinuity). This leads to the inference that there may be multiple mid-

lithospheric discontinuities at some stations; in particular we see evidence for layering in 

cratonic settings.  
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The presence of multiple lithospheric layers has been well documented in other cratons. 

Hopper and Fischer (2015) identified several discontinuities in the North American craton 

below the Moho at varying depths. The shallowest negative phase (~70-90 km) was 

interpreted to result from frozen-in volatile-rich melt. Below that were dipping negative 

phases (85-200 km) that may be the result of the formation or stabilization of the ancient 

lithosphere. Additionally, most cratonic stations used in the study could not identify a clear 

negative phase associated with the lithosphere-asthenosphere boundary, a finding mirrored 

in our own results. Sodoudi et al. (2013) observed two mid-lithospheric discontinuities 

within the Kalahari craton, one at ~85 km depth that is most likely associated with a layer 

of anisotropy, and a second mid-lithospheric discontinuity between 150 and 200 km depth 

that seems to be linked to magmatic events and the base of the highly depleted cratonic 

lithosphere. In the stable western portion of the North China Craton, multiple mid-

lithospheric discontinuities are observed which may be linked to the evolution of the craton 

and repeated melt infiltration throughout its history (Sun et al., 2020). Other studies have 

also indicated the presence of multiple phases beneath the Moho, both in cratonic and more 

active tectonic settings. Lekic and Fischer (2014) identified multiple negative phases in the 

oldest portions of the Northwestern US, with weaker amplitudes than those observed in the 

more tectonically active regions further to the west. This result is further strengthened by 

the presence of multiple mid-lithospheric discontinuities to the east of the Sevier thrust belt 

in the Western US, possibly explained by previous episodes of subduction (Ford et al., 

2016; Hopper et al., 2014).  
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Just as Hopper and Fischer (2015) observed a consistent negative phase across terrane and 

age boundaries, we also observe a pervasive negative phase at almost every station between 

70 and 100 km. Rychert and Shearer (2009) carried out a global Ps receiver function study 

and found a similar velocity drop in all settings at approximately the same depth range. 

The fact that almost all lithospheric types and tectonic settings seem to have this velocity 

drop has been used to argue for the presence of a global discontinuity at these depths. 

However, tomography seems to be insensitive to this boundary, as models often show fast, 

increasing velocities to at least 150 km and often deeper (Kennett et al., 2013; Schaeffer 

and Lebedev, 2013; Yoshizawa & Kennett, 2015). Other tomographic models have 

observed a velocity decrease at approximately the same depth as mid-lithospheric 

discontinuities inferred from receiver-function studies (Romanowicz, 2009; Yuan & 

Romanowicz, 2010). The one-dimensional shear velocity profiles from the AuSREM that 

we used to determine the provenance of negative phases lacked a negative velocity gradient 

at depths of less than 125 km for most stations in cratonic settings, except those in Vs 

Cluster 2 which lie on the western edge of the continent. Xenolith data also indicate the 

presence of ancient, mineralogically depleted lithosphere to depths of 150 km or more in 

cratonic settings, suggesting that at least in some instances the shallower discontinuity 

observed globally cannot be the lithosphere-asthenosphere boundary (Griffin et al., 1999; 

Jordan 1978, 1988; Lee, 2006).  In the remainder of this section we explore whether 

mechanisms such as melting and/or thermal changes, anisotropy, or changes in 

composition can be invoked to explain the existence of mid-lithospheric discontinuities.  
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Partial melting followed by pooling of those melts within the lithosphere is one explanation 

for mid-lithospheric discontinuities, although under ambient cratonic conditions there is no 

reason to expect that the geotherm will cross any solidi. Between roughly 75 and 120 km 

depth there is a large high-temperature anomaly in central Australia of between ~900°C 

and ~1200°C (Kennett et al., 2018, Tesauro et al., 2020). The most likely cause of this large 

thermal anomaly is high crustal heat production, as observed in many Proterozoic terranes 

(>80 mW/m2; McLaren et al., 2003). This corresponds with a region of increased 

conductivity at depths of 50-100 km in central Australia (Wang et al., 2014). Some of the 

mid-lithospheric discontinuities observed in central Australia (Station MULG has a mid-

lithospheric discontinuity at 75 km, station WRAB has a mid-lithospheric discontinuity at 

71 km, and station WRKA has a mid-lithospheric discontinuity at 74 km) may be explained 

by this thermal anomaly, but other stations in central Australia (stations OOD, INKA) have 

mid-lithospheric discontinuities either above or below this anomaly. Most of western and 

central Australia is relatively cold at mid-lithospheric depths (300°C to 500°C), indicating 

that a thermal anomaly is not able to explain the origin of mid-lithospheric discontinuities 

in these regions (Kennett et al., 2018; Tesauro et al., 2020).  

 

Previous studies have linked the presence of mid-lithospheric discontinuities to anisotropy 

within the lithosphere (Bostock, 1998; Rychert & Shearer, 2009; Wirth & Long, 2014). In 

these cases, anisotropy is linked to past tectonic events such as the formation of cratons 

and accretion of island arcs. In Australia, a large body of evidence exists to suggest the 

presence of complex and possibly layered anisotropy within the Australian lithosphere 
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(Clitheroe & van Der Hilst, 1998; Debayle et al., 2005;  Heintz & Kennett, 2005; 

Yoshizawa, 2014; Yoshizawa & Kennett, 2015). Thus, it is possible that the mid-

lithospheric discontinuities we observed may be least partially due to anisotropy. Previous 

forward modeling of receiver functions and synthetic seismograms has relied on 10% 

anisotropy, though this is on the high end of what is expected to occur naturally (Ford et 

al., 2016; Levin & Park, 1997, 1998; Wirth & Long, 2014). However, these are simple 

estimates and the point at which anisotropy can produce a mid-lithospheric discontinuity 

may be slightly lower. The Australian lithosphere has strong anisotropy (~5%) down to at 

least 100 km, with moderate anisotropy (2-3%) below that, until asthenospheric depths 

where convection produces strong anisotropy again (Fouch & Rondenay, 2006; 

Yoshizawa, 2014; Yoshizawa & Kennett, 2015). There is no way to uniquely constrain 

anisotropy from this study, but analysis of the horizontal component of Ps receiver function 

can provide information about anisotropic boundaries. Forward modeling would help to 

constrain the needed amount of anisotropy to produce the conversions. If these boundaries 

occur at or near the same depth as the mid-lithospheric discontinuities, then they may be 

explained by anisotropy, but these phenomena need not be linked (Ford et al., 2016). 

 

Compositional changes are also often invoked to explain mid-lithospheric discontinuities. 

One proxy for composition that is frequently used is known as the magnesium number 

(Mg#). This is defined as the amount of magnesium in a rock compared to the total 

magnesium and iron content in that rock (Mg# = Mg/(Mg+Fe) x 100). In peridotites, which 

are the dominant composition of the upper mantle, Mg# ranges from ~86-88 for the primary 
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composition and ~93-94 for more residual compositions such as those seen in cratonic 

settings. An increase in Mg# results in an increase in Vs (a roughly 2% increase between 

Mg# 88 and Mg#94), but causes no change in Vp; however, at standard temperature and 

pressure conditions Vp is weakly correlated with olivine abundance (Lee, 2003). Kennett 

et al. (2018) used a joint inversion of seismic and gravity data to produce a proxy for Mg#: 

their results show that while there are differences in the Mg# between the Phanerozoic east 

and the Precambrian west, there are not significant enough changes in Mg# with depth to 

explain the presence of mid-lithospheric discontinuities (though this model is relatively 

coarse). Another recent study using the same technique found no significant variations 

through the cratons to depths of 300 km, with values ranging from 91.6 to 89.6 (Tesauro 

et al., 2020). This relatively small variation is not expected to produce a major velocity 

change. Paired with the 2% change in Vs compared to the observed 5-7% needed to 

generate mid-lithospheric discontinuities, this makes it unlikely that changes in Mg# are 

the primary cause of most mid-lithospheric discontinuities observed in Australia. 

 

One means of constraining changes in composition is from xenoliths originating from 

depths similar to that of the mid-lithospheric discontinuities, however there are limited 

xenolith suites in Australia. Since the mid-Cretaceous there has been volcanism on the 

eastern margin of Australia related to plate motion and plume events (Davies and 

Rawlinson, 2014; Sutherland et al., 2012), but there has been no recent volcanism in the 

cratons. The only xenoliths found in these areas are from much older volcanism and are 

only useful if the mid-lithospheric discontinuities are as old or older than the eruption. In 
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the Kimberley Block of the North Australian Craton, xenoliths show an enriched mantle 

with hydrous minerals such as phlogopite; thus metasomatism in the mantle may explain 

the velocity drop associated with mid-lithospheric discontinuities (Best, 1974; Edwards et 

al., 1992; Griffin et al., 1984; Konzett et al., 2013; McCulloch et al., 1983). Similarly, 

compatible element data from the Yilgarn Craton suggest that the mantle lithosphere was 

metasomatized before eruption around 2.025 Ga (Graham et al., 2004). Another study of 

xenolith compositions from the Yilgarn craton observed juvenile radiogenic isotopes and 

fluid-related trace element compositions, likely requiring the dehydration of a slab at 2.6-

2.7 Ga (Choi et al., 2020). Saha et al. (2018) suggested that the presence of metasomatic 

minerals such as phlogopite or amphibole that formed during subduction or other melting 

events (even if ancient) may explain the seismic velocity decrease associated with mid-

lithospheric discontinuities. If we observe metasomatic minerals in xenoliths that are 

ancient (in the case of Graham et al. (2004) the xenoliths are 2.025 Ga), it indicates that 

the conditions in the mid-lithosphere were conducive to the formation of zones of low 

velocity. If this is the case, then the mid-lithospheric discontinuities themselves may be as 

old if not older than the xenoliths.  

 

Aulbach et al. (2017a) argue that the most likely explanation for mid-lithospheric 

discontinuities is the presence of hydrous minerals at depth. Their preferred mineral is 

phlogopite, which would create the observed seismic drop of ~5-7%. The origin of the 

phlogopite at mid-lithospheric depths is still under debate: one possibility is that the 

phlogopite forms as a direct result of subduction and the introduction of hydrous fluids into 
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the mantle (Konzett and Ulmer, 1999; Sato et al., 1997; Vilzeuf and Schmidt, 2001). 

However, other processes may have helped hydrate the lithospheric mantle, such as 

interaction with a mantle plume. There is evidence from multiple cratons for the presence 

of hydrous minerals dating to the Precambrian, including the Australian cratons (Aulbach 

et al., 2007; Best, 1974; Choi et al., 2020; Edwards et al., 1992; Giuliani et al., 2016; 

Graham et al., 2004; Hopp et al., 2008; Konzett et al., 2013; Priyatkina et al., 2014). In 

addition, there is evidence for dipping seismic discontinuities in several cratons (Bostock, 

1998; Chen et al., 2009; Cook et al., 1999; Cooper & Miller, 2014; Hopper & Fischer, 

2015; Snyder, 2008;) which has been linked to subduction in the Precambrian.  

 

Alternatively, the presence of hydrous minerals may be linked to percolation of 

asthenospheric melt into the lithosphere, pooling around mid-lithospheric depths (Aulbach 

et al., 2017a; Rader et al., 2015). This may be linked to the presence of plumes or other 

thermal perturbations. Indeed, at least one mid-lithospheric discontinuity in the North 

Atlantic Craton seems linked to the intrusion of kimberlites in the Mesozoic (Aulbach et 

al., 2017b). There is at least one suspected plume event in the Proterozoic (the ~1.6 Ga 

Hiltalba event) that may explain some of the hydrous minerals in the South Australian 

Craton and North Australian Craton (Betts et al., 2002). Additionally, in the Mesozoic the 

western margin of Australia may have been affected by the Kerguelen Plume (Frey et al., 

1996). This suggests that plumes cannot be ruled out as an origin for the hydrous minerals 

creating mid-lithospheric discontinuities. Plumes are often cited as a model to generate 

cratonic lithosphere, wherein melt generated near the lithosphere-asthenosphere boundary 
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may infiltrate and percolate to shallower depths (Lee et al., 2011). This model would also 

apply in subsequent interactions between craton and plumes, suggesting that repeated 

events of melt infiltration may leave behind hydrous minerals at mid-lithospheric depths.  

Furthermore, it is presently thought that the sharp lithosphere-asthenosphere boundary 

observed in oceanic and younger continental lithosphere is linked to the presence of a small 

amount of partial melt in the asthenosphere (Fischer et al, 2010; Rychert et al., 2020), 

suggesting that thinner cratonic lithosphere in the past may have been well situated for melt 

percolation even without a plume or subduction, especially given that the mantle is 

predicted to have been hotter in the Precambrian (Herzberg et al., 2010).  

 

Elastically accommodated grain-boundary sliding has also been suggested as a mechanism 

to explain mid-lithospheric discontinuities (Karato, 2012; Karato et al., 2015). This 

mechanism requires at least a locally hydrated mantle and may thus be linked to the 

presence of metasomatic minerals at mid-lithospheric depths. However, it is predicted that 

grain-boundary sliding occurs at ~1000°C in olivine, yet most mid-lithospheric 

discontinuities are seen in regions with temperatures predicted to be 700° to 900°C (Selway 

et al. 2015 and references therein). Selway et al. (2015) carried out a calculation using 

velocity profiles determined from the geotherm of the Kaapvaal craton (Artemieva, 2009), 

with average composition for an Archean craton (Griffin et al., 2009), and found that this 

mechanism does not produce the predicted and observed velocity discontinuities seen at 

mid-lithospheric depths. It should be noted that the parameters involved in grain-boundary 

sliding are still poorly constrained and understood, and that this mechanism may operate 
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in concert with the presence of hydrous minerals in the mid-lithosphere to create mid-

lithospheric discontinuities. However, it does not seem likely that grain-boundary sliding 

on its own can cause the ubiquitous and global mid-lithospheric discontinuities.  

 

We have presented a case above that mid-lithospheric discontinuities observed in Australia 

cannot be uniquely explained by thermal causes, major changes in Mg# with depth, or 

anisotropy. In the case of the Australian mid-lithospheric discontinuities, we argue that the 

most likely cause is the presence of hydrous minerals precipitated sometime in the Archean 

or Proterozoic, which are linked to either plate tectonic processes, plume interaction, or 

frozen melt that originated from partial melting at a paleo-lithosphere-asthenosphere 

boundary. These events are not mutually exclusive and may have acted together to form 

mid-lithospheric discontinuities. Furthermore, it is likely that these would require multiple 

episodes of melt infiltration and prolonged interaction.  

 

 

5. Conclusions 

We performed an updated continental Sp and Ps receiver function analysis in Australia. 

Our findings generally mirror those in Ford et al. (2010), with shallow, sharp negative 

phases in Phanerozoic Australia predicted to be the lithosphere-asthenosphere boundary, 

and no obvious lithosphere-asthenosphere boundary with discrete velocity drops in the 

mid-lithosphere in cratonic Australia. Stations throughout Australia have multiple negative 

phases, suggesting a complex and possibly layered cratonic lithosphere. However, we do 
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identify one cluster of stations in western Australia where both mid-lithospheric 

discontinuities and potential lithosphere-asthenosphere boundaries are observed.  

 

We observe mid-lithospheric discontinuities at depths between 61 and 118 km. The most 

likely explanation for Australian mid-lithospheric discontinuities is the presence of 

hydrous minerals in the mantle. Xenoliths indicating hydrous minerals greater than 2 Ga 

in age suggest that mid-lithospheric discontinuities originated in the Precambrian, possibly 

from plate tectonic processes, plume interaction, or melt infiltration from the paleo-

lithosphere-asthenosphere boundary. 
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Figure 1.1: Map of significant geologic divisions of Australia, simplified from Fraser et al. 
(2007). Labelled are the West Australian Craton (WAC), the North Australian Craton (NAC), 
and the South Australian Craton (SAC). Inverted triangles are stations used in this study. Station 
names are shown in Figure 3. 
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Figure 1.2: Depth to Moho as estimated from Ps receiver functions. (a) Depth in kilometers to 
Moho from our receiver functions plotted over the Moho depth as predicted by AuSREM 
(Kennett et al., 2012; Salmon et al., 2012). Inset shows histogram of Moho depth values (b) 
Misfit between our Moho pick and that estimated by AuSREM, in kilometers. Inset shows 
histogram of misfit values. 
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Figure 1.3 (previous page): (top) Map of the 34 good and fair stations (inverted triangles) used 
in this study. Gray filled in stations have receiver function results plotted in cross section. 
Remaining stations are shown in Supplementary Figure 2. Red lines show cross section 
locations. (middle and bottom rows) Cross sections A-A’, B-B’, C-C’ and D-D’. Station stacked 
Sp receiver functions are plotted for individual stations along cross section lines. Red phases 
correspond to a velocity increase with depth, blue phases a velocity decrease with depth. The 
black line corresponding to the mean of the bootstrapped receiver functions is plotted, and only 
the statistically significant portions of the positive and negative phases are shown. Negative 
phase picks are plotted as black horizontal lines (negative phase 1), gray horizontal lines 
(negative phase 2) and other negative phases of potential interest are highlighted with dashed 
gray horizontal lines. Gray, semi-transparent boxes illustrate the depth range of the negative 
velocity gradient determined from the AuSREM velocity model. 
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Figure 1.4: Histogram of depth distribution of negative phase 1 and negative phase 2 for all 
stations. Note that most of negative phase 1 picks fall between 60 and 120 km. 
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Figure 1.5: (a and c) Depth to (a) negative phase 1, and (c) negative phase 2, in kilometers. (b 
and d) Amplitude of (b) negative phase 1 and (d) negative phase 2. 
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Figure 1.6: Scatter plots (including error bars) of relationship between negative phase depth 
and Moho depth and negative phase amplitude and Moho amplitude. 
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Figure 1.7: Plot of amplitude versus phase depth for stations in Phanerozoic Australia. Ford et 
al. (2010) posited a negative correlation between the two. However, with increased station 
coverage this does not appear to be the case. Black symbols correspond to Phanerozoic station 
results included in both the original (2010) study and this study. Magenta symbols are for stations 
new this study. 
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Figure 1.8: Base map is absolute shear velocity taken at 150 km from AuSREM. Stations are 
labeled by Vs cluster, see Figure 9 and text for more information. 
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Figure 1.9: 1-D Velocity profiles from the mantle shear velocity component of AuSREM. Red 
lines are the average velocity from that cluster of profiles. Small black dots with error bars are 
negative phase 1 depths, and small blue dots are negative phase 2 depths. See Figure 8 for 
geographic distribution of Vs clusters. 
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Figure 1.10. Depth to negative Phase 1 (km) and its interpretation. Stations plotted as inverted 
triangles only had an LAB, those as circles only had an MLD, diamond stations had multiple 
MLDs, normal triangles had both the LAB and MLD (labeled MLD/both in Table 2), and squares 
had phases that could be either the LAB or an MLD (labeled Either/Both in Table 2). LAB, 
lithosphere–asthenosphere boundary; MLD, midlithospheric discontinuity. 
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Abstract 

The Australian continent preserves some of the oldest lithosphere on the planet in the 

Yilgarn, Pilbara and Gawler Cratons. In this study we present shear wave splitting and Ps 

receiver function results at long running stations across the Australian continent. We use 

these results to constrain the anisotropic structure of Australia’s cratons and younger 

Phanerozoic Orogens to better understand the deformational history of the continent. For 

shear wave splitting analysis, we utilize SKS and SKKS phases at 35 broadband stations. 

For Ps receiver function analysis, we utilize 14 stations. Our shear wave splitting analysis 

confirms the work of previous studies, which show that anisotropy in Australia cannot be 

explained by plate motion alone, nor do they follow the strike of major tectonic/geologic 

features at the surface. Shear wave splits at most stations show strong variations in both 

the orientation of the fast direction and delay time as a function of back azimuth, supporting 

the premise that Australian cratons have multiple layers of anisotropy. While shear wave 

splitting provides information about bulk properties, it is a path-integrated effect and thus 

has poor vertical resolution. We utilize Ps receiver functions to examine seismic boundaries 

at depth and observe significant variations in the amplitude and polarity of receiver 

functions with backazimuth at stations across Australia, indicating the presence of complex 

seismic anisotropy. These results confirm the presence of multiple layers of anisotropy 

within the thicker cratonic lithosphere to the west, as well as a complex signal in the 

Phanerozoic east. Such complex seismic anisotropy and seismic layering within the  
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lithosphere suggests that anisotropic fabrics may be preserved for billions of years and 

record ancient events linked to the formation, stabilization, and evolution of cratons in deep 

time. 

 

1. Introduction 

Earth’s interior is commonly described as being divided into layers by one of two criteria: 

composition or rheology. The outermost rheological layer is the lithosphere, a rigid shell 

that translates coherently above the flowing asthenosphere and is composed of portions of 

two compositional layers, the crust and the mantle. In some instances, the lithosphere is 

considered to be that portion of the Earth which is engaged in plate tectonics and referred 

to as the tectosphere (Jordan, 1975). Increasing evidence suggests that the lithosphere is 

heterogeneous in many geophysical properties: this has been revealed through methods 

such as magnetotellurics (e.g., Bedrosian and Finn, 2021; Selway, 2018), tomography (e.g., 

Yoshizawa, 2014), attenuation (e.g., Kennett and Abdullah, 2011), reflectivity (e.g., 

Kennett et al., 2017), reflection (e.g., Worthington et al., 2015), refraction (Musacchio et 

al., 2004), shear wave splitting (e.g., Chen et al., 2018), and receiver functions (e.g., 

Hopper and Fischer, 2015). One of the key findings from some of these studies is that 

heterogeneity within the Earth’s upper mantle is often expressed as anisotropy of material 

properties such as seismic wavespeeds (Debayle et al., 2016), strength (Vauchez et al., 

1998), and electrical conductivity (Du Frane et al., 2005). In this study, we present results 

from two complementary techniques, shear wave splitting and receiver functions, to 

examine the internal structure of the Australian lithosphere, which has evolved over 
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billions of years of geologic history. We examine cratonic Australia (those regions that 

have been tectonically inactive for at least one billion years) as well as the younger, 

Phanerozoic eastern margin for evidence of preserved and inherited seismic lithospheric 

structure. 

 

1.1 Shear wave splitting background 

Seismic structures are sometimes assumed to be isotropic—that is, there are no variations 

with direction for material properties such as seismic velocities or strength. However, many 

of the Earth’s constituent minerals have strongly anisotropic crystal forms that lead to 

variations in speed of light or seismic wave speeds according to the direction of 

propagation of energy through the crystal form. The observation of seismic anisotropy in 

Earth’s lithosphere and asthenosphere thus requires the bulk alignment of crystal forms 

within the crust and/or mantle. In crustal depths, minerals such as quartz, mica, and 

amphibole have been shown to be seismically anisotropic (Brownlee et al., 2017). At upper 

mantle depths, the dominant mineral component is olivine, which is strongly anisotropic, 

exhibiting up to 22.3% single-crystal anisotropy for S-waves (Kumazawa and Anderson, 

1969). In the crust, anisotropy may be expressed as either shape-preferred orientation (the 

alignment of fractures or magmatic bodies) or lattice-preferred orientation (the alignment 

of mineral crystals due to strain). In the mantle, the force of plate motion or convection 

may create lattice-preferred orientation, although shape-preferred orientation may also be 

present. While the mechanics behind the formation of LPO are complicated, in the upper  
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mantle they can usually be simplified to a case of dislocation glide where the shear in 

crystals mirror shear due to plate motion, and fast directions are parallel to flow (Karato et 

al., 2008).  

 

One of the most used methods to image seismic anisotropy is known as shear wave 

splitting. A shear wave encountering an anisotropic medium will be split into two 

orthogonal quasi-shear waves (one fast, one slow). As the waves propagate through the 

medium, they accrue a delay time. Upon reaching a receiver, the delay time between the 

waves (a proxy for the strength of anisotropy or thickness of the layer) and the fast direction 

of the medium (or the alignment of mineral crystals) can be measured; see Section 2.1 for 

more information on this methodology. This method has been used in several settings to 

measure the seismic anisotropy of crust and lithosphere, including subduction zones (Long 

and Silver, 2008), mid-ocean ridges (Conder, 2007), and tectonically quiescent regions 

such as cratons (Eakin et al., 2021).  

 

1.2 Ps receiver function background 

Earth’s interior is composed of rocks with different material properties, such as velocity 

and density. Strong contrasts in such properties across layers can result in the conversion 

between a P-wave and an S-wave, or vice versa. These converted phases can be used in 

conjunction with the unconverted phase to deconvolve a structural component from the 

signal observed at a receiver. These are known as receiver functions, and have been used 

to image a number of lithologic and mineralogic boundaries within the Earth such as 
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sediment-basement contacts (Liu et al., 2018), deep crustal mineralogical/seismic structure 

(Hopper et al., 2017), the crust-mantle boundary (the Moho; Reading and Kennett, 2003), 

the lithosphere-asthenosphere boundary (Ford et al., 2010), seismic wave speed 

discontinuities internal to thick lithosphere (known as mid-lithospheric discontinuities; 

Wirth and Long, 2014), and the mantle transition zone (Ba et al., 2020). 

 

In this study, we present results from Ps receiver functions across Australia. This method 

provides excellent vertical resolution of seismic boundaries and good lateral resolution. 

Because the direct and converted arrivals are time separated, Ps receiver functions are able 

to image the Moho well. Additionally, variations in the amplitude and polarity of 

transverse-component receiver functions with backazimuth can be used to detect changes 

in seismic wave speed anisotropy across boundaries (Levin and Park, 1997; Park and 

Levin, 2016; Schulte-Pelkum and Mahan, 2014). This method has been used to estimate 

seismic wave speed anisotropy in several settings, such as subduction zones (Wirth and 

Long, 2012), tectonically quiescent interiors (Chen et al., 2021b; Ford et al., 2016; Wirth 

and Long, 2014), and orogens (Long et al., 2017). However, Moho multiples can obscure 

arrivals from the uppermost mantle, making them less suitable for imaging the lithosphere-

asthenosphere boundary in some instances (Bostock, 1997). Previous continent-wide 

receiver function studies of Australia provide independent constraints on both the seismic 

structure of the lithospheric mantle and the depth of lithosphere-asthenosphere boundary, 

but these studies have assumed a largely isotropic mantle (Birkey et al., 2021; Ford et al., 

2010). Calculation of anisotropic Ps receiver functions will improve understanding of the 
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seismic structure and layering of the Australian continent, and provide a complementary 

dataset to shear wave splitting. 

 

1.3 Tectonic background 

The Australian continent has a long geologic history spanning the Archean to present. It 

can be divided into four broad regions (Figure 2.1). In the western two-thirds of the 

continent, there are three composite cratonic blocks: the West Australian Craton, composed 

of the Archean Pilbara and Yilgarn Cratons as well as Proterozoic Orogens and basins 

between them; the South Australian Craton, with the Archean Gawler Craton in the center, 

the Proterozoic Curnamona Craton along the eastern margin, and Proterozoic basins 

between; and the North Australian Craton,  composed of the Proterozoic Kimberly Craton 

in the northwest, and Proterozoic basins and orogens throughout. The North Australian 

Craton and West Australian Craton were joined together around 1.8 Ga, evidence of which 

is preserved in the Rudall Complex and Arunta Inlier (Collins and Shaw, 1995; Li, 2000; 

Smithies and Bagas, 1997). Between 1.3 and 1.1 Ga, the South Australian Craton 

completed its final docking with the West Australian Craton and North Australian Craton 

during the Musgrave and Albany-Fraser Orogenies (Clarke et al., 1995; Myers et al., 1996). 

To the east are a series of Phanerozoic Orogens that were accreted to the cratonic core: the 

Cambrian Delamerian (Marshak and Flöttmann, 1996), the Cambrian to Late Permian 

Lachlan and Thomson (Foster and Gray, 2000; Murray and Kirkegaard, 1978), and the 

Carboniferous to Early Mesozoic New England Orogen (Coney et al., 1990). 
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1.4 Previous geophysical studies 

Complex anisotropic structure of the Australian lithosphere has been indicated by previous 

shear wave splitting studies. Continental studies have indicated frequency dependent 

splitting, implying depth variation in anisotropic structure (Clitheroe and van der Hilst, 

1998; Özalbey and Chen, 1999). A large percentage of nulls (results indicating no splitting 

or coming from backazimuths aligned with the fast or slow direction) have been calculated 

in both continental and local shear wave splitting studies (Chen et al., 2021; Heintz and 

Kennett, 2006; Eakin et al., 2021; Özalbey and Chen, 1999). Several studies have indicated 

potential correlation between fast directions and features observed at the surface or in the 

crust: at station WRAB (NAC), fast direction is consistent with Proterozoic faulting 

(Clitheroe and van der Hilst, 1998); splitting at KMBL in the Yilgarn Craton (WAC) 

roughly mirrors the trend of the Eastern Goldfields Terrane (Chen et al., 2021); results from 

the BILBY network near the North Australian Craton’s Tenant Creek Inlier match its 

geometry (Eakin et al., 2021); and stations in eastern Australia have been shown to have 

fast directions that are subparallel to the structural trends of Phanerozoic fold belts or the 

Tasman Line—shown in Figure 2.1 as a dashed red line (Bello et al., 2019; Clitheroe and 

van der Hilst, 1998; Heintz and Kennett, 2005). In general, fast directions across the 

continent have been shown not to mirror apparent plate motion, suggesting a contribution 

from fossil anisotropy within the lithosphere (Clitheroe and van der Hilst, 1998; Heintz 

and Kennett, 2005). 
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Tomographic studies have also been used to examine anisotropy within the Australian 

lithosphere and the asthenosphere beneath it. In general, azimuthal anisotropy is weaker 

above 150 km with complex patterns; below that depth, fast directions rotate to more N-S, 

mirroring plate motion (Debayle and Kennett, 2000; Debayle et al., 2005; Fishwick and 

Reading, 2008; Simons et al., 2002). While these models suggest broad trends such as 

shallower anisotropy roughly oriented E-W and deeper anisotropy oriented N-S, there are 

some variations. For instance, Fishwick and Reading (2008) find weak anisotropy within 

the center of Australia at 75 km, with stronger anisotropy around the edges; while most 

fast directions are oriented N-S by 250 km, their model suggests complex anisotropy within 

the WAC and SAC. Simons et al. (2002) constrain complex patterns that do not correlate 

to surface features down to at least 200 km, with a rotation to more N-S-oriented patterns 

by 300 km depth. Radial (or polarization) anisotropy has also suggested multilayered 

anisotropy, with complex changes through the lithosphere and into the asthenosphere 

(Debayle and Kennett, 2000; Yoshizawa and Kennett, 2015). As with azimuthal 

anisotropy, radial anisotropy is laterally heterogeneous throughout the continent. The 

strongest radial anisotropy is observed in Proterozoic suture zones of central Australia, 

with somewhat weaker radial anisotropy in the NAC and WAC (Yoshizawa and Kennett, 

2015).  

 

Anisotropic receiver function analysis of Australia has thus far been relatively limited. 

Chen et al. (2021b) calculated Ps receiver functions in the Yilgarn Craton, and found 

evidence for multiple layers of anisotropy. Ford et al. (2010) and Birkey et al. (2021) 
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utilized Sp receiver functions to examine the Australian lithosphere—while these analyses 

did not constrain anisotropy, they found evidence for midlithospheric discontinuities 

within cratonic Australia, which some have argued may be due to anisotropic layering 

(Rychert and Shearer, 2009; Wirth and Long, 2014).   

 

2. Materials and methods 

A total of 35 stations were used for shear wave splitting, including those from the 

Australian National Seismograph Network (AU, 32 stations), the Global Seismograph 

Network (IU and II), and the French Global Network of Seismological Broadband Stations 

(G, 1 station). Ps receiver functions used 14 total stations from the same networks; 11 from 

the AU network, and 1 each from the IU, II, and G networks. Data used in this study were 

accessed using the IRIS Data Management Center. They are free and publicly available. 

 

2.1 Shear wave splitting 

We used core-refracted phases (i.e., SKS and SKKS) to calculate our shear wave splitting 

results. These have the benefit of a “reset” due to conversion from P-to-S at the core-mantle 

boundary; thus, the anisotropic signal observed at the surface is only due to receiver-side 

effects (assumed to be dominantly in the upper mantle, though this may not be the case). 

Phases used in our analysis were limited to 85° to 130° epicentral distance to avoid phase 

contamination, to events Mw 5.5 and greater to maximize the signal-to-noise ratio, and no 

depth limits for the events were applied. Signals were filtered at multiple frequency bands 
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between 0.01 and 1.0 Hz as changes in splitting parameters with frequency bands have 

been linked to changes in anisotropy with depth (Eakin and Long, 2013).  

 

Splits were calculated in an updated version of Splitlab (Deng et al., 2017; Wüstefeld et 

al., 2008), a free, publicly available MATLAB plugin. All splitting results shown in this 

paper are from the rotation correlation method (Bowman and Ando, 1987): this method 

takes the signal on both components, rotates them in 1° increments, and time shifts them 

in 0.1 sec increments. For each rotation and each time shift, the correlation between the 

two signals is calculated. The pair with the maximum correlation between the two signals 

represents the fast direction and delay time of the split. To check for the quality of splits, 

we also calculate splitting parameters using the minimum energy and eigenvalue methods 

(Silver and Chan, 1991). Fast directions between methods within 25° of one another and 

delay times within 0.4 seconds indicate a higher confidence in the quality of the split. 

Finally, splitting intensity is calculated to check whether the split is a null—a splitting 

intensity value close to 0 indicates a null value, and in cratons the absolute value tends to 

be smaller than in other regions. The signal-to-noise ratio was required to be above 5.0. 

Finally, the shape of the particle motion before and after correction for the preferred fast 

direction and delay time was examined: before correction particle motion should be 

elliptical, then rectilinear after correction.  
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2.2 Ps receiver functions 

Events for Ps receiver function analysis were epicentrally limited to 30° to 95° with no 

depth limit. Stations with more than five years of data had a higher magnitude cutoff of 5.8 

to maximize the signal-to-noise ratio, while stations with less than five years of data had a 

lower magnitude cutoff of 5.6 to maximize the number of waveforms available. 

Preprocessing of receiver functions included: cutting traces to identical length; detrending 

and demeaning waveforms; bandpass filtering from 0.02 to 2.0 Hz; visually sorting 

waveforms with clear P-wave arrivals; and manually picking P-wave arrivals in the 

Seismic Analysis Code (SAC). Waveforms were rotated into vertical, radial, and transverse 

components (with most Ps energy occurring on the radial component). Receiver functions 

were calculated with a 65 second data window. All backazimuths were calculated in 10° 

bins with a minimum of 2 events required per bin. Deconvolution of the daughter phase 

(Ps wave) was performed in the frequency domain using the multiple-taper spectral 

correlation method (Park and Levin, 2000). Once deconvolution was performed, receiver 

functions were migrated from the time domain to depth using the local tomography model 

AuSREM (Kennett et al., 2013; Kennett and Salmon, 2013; Salmon et al., 2013). We report 

receiver functions at 0.75 Hz--this frequency provides more clearly separated pulses than 

0.5 Hz without introducing higher frequency noise (such as seen at 1.0 or 2.0 Hz).  

 

3. Results 

A total of 522 non-null splits were calculated, an average of 15 splits per station. Station 

AS31 had the most non-null splits with 63, while stations SDAN, STKA, and YAPP had 
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only one; station MBWA had zero non-null splits. Null results (i.e., nonsplitting) is 

evidence of no anisotropy, weak anisotropy, or alignment of the backazimuth of the wave 

with a fast or slow direction (Savage, 1999). There were a total of 409 nulls calculated, 

averaging 12 nulls per station. The maximum number of nulls was at station CAN (47), 

with one null at stations KDU, KNRA, NWAO, and STKA, and zero nulls at station KELC. 

Events for both splits and nulls were clustered around four backazimuths: 30° (199 results), 

150° (206 results), 190° (189 results), and 300° (91 results). These correspond to the 

subduction zone along the northern Pacific plate, the subduction zone along the west coast 

of South America, the spreading center between the Antarctic and South American plates, 

and the Himalayan collision zone, respectively (Figure 2.2).  We also calculated the ratio 

of splits to nulls for each station—station KNRA had a maximum ratio of 16, station SDAN 

had a minimum ratio of 0.25—and an average among all stations of 2.52. In total, 22 

stations had a split-to-null ratio greater than or equal to one. 

 

For Ps receiver functions, a total of 8,607 waveforms were used, an average of 615 

waveforms per station. Station CAN used the most waveforms (1135) while station OOD 

used the fewest (308). The small number of events at station OOD is unsurprising: using 

the IRIS Modular Utility for STAtisical kNowledge Gathering system (MUSTANG), 

probability density functions for seismic noise at the station indicate a large amount of 

noise above the Peterson New High Noise Model (Peterson, 1993). While station CAN is 

a similarly noisy station, it has been deployed since 1987 ensuring that there is a much 

longer period of time in which to find suitable events of high quality. Events for Ps come 
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primarily from backazimuths between 300° and 120°. In this range there are several plate 

boundaries, including those of the Australian plate, those along the western Pacific plate, 

and the complex boundary between the Indian, Eurasian, and Australian plates (Figure 

2.2).  

 

3.1 Averaged splitting parameters 

Shear wave splitting results are often presented as averages. In Figure 2.3 we display an 

arithmetic mean for the average fast direction and delay time at each station, plotted against 

tectonic terranes. Average fast directions at all stations trend either N-S or NE-SW, and 

there are few correlations between tectonic terranes inferred at the surface and average fast 

directions; however, there are slight variations between regions (Figure S2.1). Delay times 

tend to be around 0.6 sec (Figure S2.2), smaller than the average at stations globally but 

consistent with previous results in Australia (e.g., Heintz and Kennett, 2005). The 

minimum delay time occurs at station FORT (~0.4 sec) and the maximum delay time 

occurs at station MEEK (~0.9 sec). Station MEEK is in the North Australian Craton, while 

station FORT is along the perimeter. While other delay times are generally small across 

the Australian continent, the lithosphere is at least 200 km thick (Yoshizawa, 2014), 

suggesting that this long delay time may be due to multiple contributions within the 

lithosphere or a particularly thick layer of anisotropy.  

 

In the same figure, we also plot average fast directions against plate motion from a hotspot 

frame of reference using HS3-NUVEL 1A (Gripp and Gordon, 2002). At 25 of the stations 
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analyzed, fast direction and plate motion disagree by more than 10°. One station (MBWA) 

had only nulls, and is therefore not included in this discussion. The remaining 9 stations 

with a fast direction within 10° of absolute plate motion are ARMA, BBOO CAN, CNB, 

INKA, MULG, RIV, WRKA, and YNG. The minimum difference is 0.273° at station 

ARMA with 44 splits, while the maximum is 65.65° at station GIRL with only 4 splits 

(which may explain the large misfit). Agreement between fast direction and plate motion 

is often assumed to be the case in tectonically quiescent regions, based on both splitting 

observations (e.g., Vinnik et al., 1992) and laboratory studies of olivine crystals (Karato et 

al., 2008). Stations ARMA, CAN, CNB, RIV, and YNG are along the eastern margin of 

the continent where the lithosphere is younger and thinner, and thus may be largely 

influenced by plate motion. The lithosphere in Australia has been shown to increase in a 

stepwise fashion to the west; while station INKA is on somewhat thicker lithosphere than 

those closer to the eastern coast, it is to the east of the Tasman Line, which is generally 

recognized to be the transition between cratonic Australia to the west and Phanerozoic 

Australia to the east.  Station WRKA is within the Precambrian portion of the continent, 

with events coming from a wide range of backazimuths. Fast directions at station WRKA 

are clustered near -60° (7 splits) and 60° (8 splits), so the averaging of these two bins results 

in a near-zero fast direction. Stations BBOO and MULG are both firmly within cratonic 

lithosphere, but have clusters ~140° apart (near -70° and 70°), again resulting in a fast 

direction closer to zero. Interestingly, stations within the South Australian Craton 

(excluding station BBOO) have a systematic difference between absolute plate motion and 

fast direction (Figure 2.3). While 9 stations have average fast directions in good agreement 
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with plate motion, the averaging of splitting parameters smooths out significant 

backazimuthal variations (see Section 3.2). Therefore, the anisotropic fabric inferred from 

splitting may not be controlled solely by plate motion even at those stations where the 

agreement between average splitting direction and absolute plate motion are in good 

agreement.  

 

3.2 Backazimuthal variation in splitting 

In settings with layered anisotropy, it is expected that fast direction and delay time will 

vary as a function of backazimuth. As seen in Figure 2.4, this is exactly what we found in 

Australia. In general, stations with longer deployment times have more data, but they also 

have more variation in splitting parameters with backazimuth (e.g., stations AS31 and 

CAN). It is clear that there is no obvious control on splitting parameters from tectonic 

terranes. Below, we examine the results of each region in the context of backazimuthal 

variations. 

 

3.2.1 Splitting in Phanerozoic Australia 

This region had the most stations (12) and the most non-null splits (190). Absolute plate 

motion varies somewhat from north to south and from east to west, but in general the 

Australian plate is moving to the north. Results are shown in Figure 2.5. For each region 

we calculate the absolute plate motion; in Phanerozoic Australia, the average absolute plate 

motion is oriented at -6.40°. While splitting parameters vary significantly by backazimuth, 

at a given backazimuth there is some consistency in results. We identified the five 



 115 

backazimuths in this region with the most splits: 30°, 90°, 150°, 180°, and 300°. For each 

of these, we found the number of splits within ±10°, then averaged the fast direction and 

delay time. At 30° we found 18 splits, with an average fast direction of -6.88° and an 

average delay time of 0.59 sec; this is very close to the direction of absolute plate motion. 

There were 14 splits in the bin centered around 90°, with an average fast direction of 41.95° 

and an average delay time of 0.72 sec; for these splits, the average fast direction and 

average absolute plate motion vary by 48.35°. The 150° bin had the most splits (84), and 

an average fast direction of -23.25° (16.85° different from the average absolute plate 

motion) with an average delay time of 0.6 sec. With 31 splits, the 180° bin had an average 

fast direction of 16.30° and average delay time of 0.79 sec; the average fast direction in 

this bin varied from average absolute plate motion by 22.7°. Finally, the bin centered at 

300° had 27 splits, an average fast direction of 8.97°, and an average delay time of 0.52 

sec. This last bin had a 15.37° difference between fast direction and plate motion.  

 

In Figure S2.3, we display splits for all stations according to backazimuth and inclination 

angle; we identify several trends across the region. While average fast directions for 

Phanerozoic Australia generally mirrored absolute plate motion, there was still some 

change with backazimuth. Notably, at most stations there was a clear NE-SW orientation 

at both 0° and 180°. Station ARMA had the most splits in this region, with consistency in 

fast direction at most backazimuths: most splits were oriented close to N-S, except for a 

handful near ~160° which were oriented closer to E-W. Station EIDS had more complexity 

in splitting, with most splits oriented NE-SW, but some oriented N-S; there was no 
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consistency in orientation by backazimuth. Finally, station COEN had a deviation from the 

general trend of stations in this region, with fast directions at 180° oriented NW-SE. 

 

3.2.2 Splitting in the North Australian Craton 

In the North Australian Craton, the average absolute plate motion is oriented at 1.17°, a 

slight eastward shift from Phanerozoic Australia. As with splits in Phanerozoic Australia, 

there is significant backazimuthal complexity in the North Australian Craton, with stations 

AS31 and MTN having the most splits and the most variability in fast directions and delay 

times (Figure 2.6). Within this region there were 8 stations and 180 splits. Four 

backazimuths were identified to have the most splits (30°, 150°, 195°, and 300°): as with 

Phanerozoic Australia, we found splits within  ±10° of these and averaged fast directions 

and delay times. For the first bin (30°) there were 38 splits, an average fast direction of 

35.56°, and an average delay time of 0.63 sec; the average fast direction and average 

absolute plate motion had a large disagreement here of 34.39°. At 150° we found 31 splits, 

with an average fast direction of -47.43 and an average delay time of 0.58 sec; this bin too 

had a significant disagreement between average fast direction and average absolute plate 

motion (48.60°). The bin centered at 195° had the most splits (62); the average fast 

direction was 58.54° (57.37° off from average absolute plate motion) with an average delay 

time of 0.61 sec. Our final bin (300°) had the least splits (21), an average fast direction of 

10.69 and an average delay time of 0.72 sec; this bin had the smallest difference between 

absolute plate motion and average fast direction at 9.52°. In general, splits in the North 

Australian Craton do not agree with plate motion and vary as a function of back azimuth. 
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Other than a general disagreement between absolute plate motion and station-averaged fast 

directions, there were no noticeable key trends across the North Australian Craton. We 

show variations in splitting according to backazimuth and inclination angle at each station 

in Figure S2.4. Rather, most stations in this region exhibited considerable complexity in 

splitting parameters as a function of backazimuth. For instance, station AS31 had 

significant complexity: splits coming from just west of 180° backazimuth were oriented 

NE-SW, while those coming just east of 180° backazimuth were oriented NW-SE; for splits 

coming from backazimuths less than 90° or greater than 270°, the fast direction was 

oriented close to E-W. Station WRKA had similar behavior as AS31 for backazimuths 

close to 180°. At station WRAB, results were particularly complex and backazimuthally 

limited. Most splits come from close to 30°, with two dominant orientations: E-W and N-

S. However, splits with a steeper incidence angle had the more N-S orientation. Station 

MTN was the least complex station in this region, with most splits oriented either N-S or 

NE-SW.  

 

3.2.3 Splitting in the South Australian Craton 

In the South Australian Craton, there are eight stations and compared to other areas in our 

study this region contained the fewest number of splits (72). Average absolute plate motion 

in the South Australian Craton was oriented at -0.82°. Four backazimuthal bins were 

identified: 30°, 150°, 180°, and 300°. Again, splits within  ±10° of these backazimuths 

were identified, and an average fast direction and delay time was calculated. Regional 
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backazimuthal splits can be seen in Figure 2.7. At 30°, there were 10 splits, an average 

fast direction of 54.76° and 0.48 sec; the fast direction and absolute plate motion were 

55.58° apart. The 150° had 15 splits, with an average fast direction of -44.51° (43.69° 

different from the average absolute plate motion)  and an average delay time of 0.44 sec. 

For 180°, there were 21 splits; these had an average fast direction of 51.93° and an averaged 

delay time of 0.68 sec. In this bin, the average fast direction and the average absolute plate 

motion were 52.75° different. Finally, at the 300° bin, there were 19 splits, an average fast 

direction of 25.34°, and a delay time of 0.65 sec; this last bin had a difference of 26.16° 

between the average fast direction and absolute plate motion. While fast direction is 

variable at all backazimuths, those less than 180° have delay times roughly 0.2 sec smaller 

than those greater than 180°.  

 

As seen in Figure S2.5, the most obvious trend in this region was a fast direction oriented 

NE-SW for splits coming from backazimuths just west of 180°. Station BBOO had the 

most complexity of fast directions in the South Australian Craton, ranging from E-W at 

~315°, to NE-SW just west of 180°, and multiple fast directions just east of 180°. Station 

LCRK had the most consistency, with low delay times and fast directions oriented either 

NE-SW or E-W. 

 

3.2.4 Splitting in the West Australian Craton 

In the West Australian Craton, there were eight stations and 78 splits. Events were more 

backazimuthally limited here, and we identified only three backazimuths with more than 
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10 splits (30°, 135°, and 180°). As with all other regions, splits within ±10° of each 

backazimuth were found and splitting parameters were averaged. See Figure 2.8 for 

results. The average absolute plate motion was 8.05°, the most eastward orientation for any 

of the regions. The bin centered at 30° had 46 splits; the average fast direction was 57.59° 

(49.54° off from the average absolute plate motion) and the average delay time was 0.66 

sec. At 135°, there were 9 splits, with an average fast direction of 5.57° and an average 

delay time of 0.57 sec; this bin had a small misfit from the average absolute plate motion 

at 2.48°. Our last bin had 11 splits, an average fast direction of -8.76° and an average delay 

time of 0.49 sec. The difference between average fast direction and average absolute plate 

motion was 16.18° in this bin.   

 

Several broad trends were observed across multiple stations in the West Australian Craton, 

displayed in Figure S2.6. At station KMBL, there was a rotation in fast direction from NE-

SW close to 0° backazimuth to more E-W moving toward 90° backazimuth, then back to 

NE-SW at 180°. Station MEEK had a similar orientation for backazimuths just east of 0°, 

but had a rotation to NW-SE orientations just east of 180° backazimuths. Station MUN had 

significant complexity, with fast direction and delay time varying even for close 

backazimuths.  

 

3.3 Ps receiver functions 

We present results for nine Ps receiver functions across the Australian continent (Figures 

2.9-12). Other receiver functions were of lower quality or had issues with data availability. 
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For instance, stations FORT and GIRL both had large amplitudes with frequent polarity 

flips, consistent with ringy data due to basinal reverberations (Zelt and Ellis, 1998); Ford 

et al., 2010 also observed shallow crustal reverberations that prevented them from 

interpreting upper mantle structure at station FORT. Receiver functions were binned by 

backazimuth, and both the radial (corresponding to SV energy) and the transverse 

(corresponding to SH energy) were calculated. Energy on the transverse component has 

been shown to be primarily due to the presence of isotropic dipping structures or 

anisotropic boundaries (Levin and Park, 1997; Park and Levin, 2016).  

 

3.3.1 Crust and Moho structure 

The depth of the Moho is commonly mapped using Ps receiver functions, which we report 

below. We compare these results to those reported in the AuSREM (Kennett et al., 2011) 

and those calculated by Birkey et al. (2021), who used an automated receiver function 

method for both Sp and Ps receiver functions. With Ps receiver functions, the Moho can be 

identified by its positive polarity (indicating a velocity increase with depth, which is 

expected moving from the crust to the mantle). We identify the Moho depth using a single-

station stacked receiver function, with the maximum amplitude positive pulse below the 

direct arrival located at or near zero. At stations ARMA, BBOO, EIDS, KMBL, MEEK, 

and WRAB, all three studies estimate the Moho depth within 10 km. At two stations (FITZ 

and OOD), our single-station stacks do not have a clear positive pulse we can associate 

with the Moho. At station QIS, our estimated Moho depth is within five km of the AuSREM 

estimate, but Birkey et al. (2021) did not include station QIS in their analysis. Previous 
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global observations have indicated that older continents tend to have thicker than average 

crust (Laske et al., 2013): this is generally confirmed by our receiver functions. There are 

some exceptions: we estimate the depth of the Moho to be 32 km at station MEEK and 35 

km at station KMBL, despite both being within the West Australian Craton—though 

previous results do potentially indicate a thicker Moho (e.g., Birkey et al., 2021; Kennett 

et al., 2012). Phanerozoic Australia has a crustal thickness of less than 40 km (30 km at 

station ARMA and 31 km at station EIDS); the North Australian Craton has the thickest 

crust of any region in our results, with all stations having a thickness greater than 40 km; 

all stations within the West Australian Craton have a crustal thickness less than 40 km.  

 

Two of the stations reported for Ps results were in Phanerozoic Australia—ARMA and 

EIDS (seen in Figure 2.9). At station ARMA, the positive pulse associated with the 

velocity increase across the Moho on the radial component is not consistent across all 

backazimuths, but rather is variable in shape and amplitude, and falls between 30 and 40 

km. There is some positive and negative energy above the Moho, but most of the negative 

pulses at around 10 km depth (i.e., immediately below the direct arrival) are likely 

sidelobes given their timing and low amplitudes. Station EIDS has a slightly more 

consistent Moho pulse across backazimuths, with a clearer shape around 30 km. We 

observe both positive (e.g., between 160° and 190° backazimuth around 15 km) and 

negative energy (e.g., between 100° and 150° backazimuth around 20 km) above the Moho, 

potentially indicating sharp boundaries in velocity between different crustal layers. 
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In the North Australian Craton, we report results for three stations: FITZ, QIS, and WRAB 

(Figure 2.10). Station FITZ has the most variability in the shape and amplitude of the 

Moho pulse (which falls between 20 and 40 km), with some backazimuths having no clear 

positive pulse associated with the transition from crust to mantle. There is a significant 

amount of energy above the Moho at ~10 km, with large amplitude negative pulses between 

60° and 120°, then again close to 270°: this indicates a lower-velocity layer above the 

Moho. Station QIS had a more consistent Moho pulse (ranging from 40 to 50 km), 

particularly between 280° and 350°, where the positive pulses fall roughly at the same 

depth (~50 km) and have similar amplitudes. There are complex switches between positive 

and negative pulses above the Moho; for instance, between 120° and 190° backazimuth 

where a negative pulse at ~10 km is followed by a positive pulse around 20 km, then 

another negative pulse ranging from 30 to 40 km depth. Station WRAB had the most 

consistency in the shape of its Moho pulse, with two distinct groups: one between 70° and 

180° (at a depth of ~45 km), the other between 250° and 30° (where there appear to be two 

or more positive pulses connected to one another without one being larger than the others). 

There is a large amount of positive energy above the Moho, but little negative energy 

except at ~10 km where small negative pulses may represent sidelobes of the direct arrival. 

 

The South Australian Craton had two stations with reported Ps results: BBOO and OOD 

(Figure 2.11). Station BBOO had a relatively consistent Moho pulse at all backazimuths 

around 40 km, and a secondary positive pulse above the Moho around 20 km (which in 

some cases was the same or greater amplitude than the deeper positive pulse). There was 
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little negative energy in the crustal portion of the receiver function. Station OOD had 

significantly more complex structure, with little consistency in the Moho pulse, and some 

backazimuths with unclear Moho arrivals. Between 150° and 170°, there are large 

amplitude negative pulses above the Moho at ~10 km. There are few other negative arrivals 

in the sub-Moho portion of the receiver function, but positive arrivals have complex shapes 

and amplitudes (e.g., between 90° and 160° backazimuth where a secondary positive pulse 

starts immediately below the direct arrival and increases its depth with increasing 

backazimuth). 

 

Finally, in the West Australian Craton we report receiver functions for two stations: KMBL 

and MEEK (shown in Figure 2.12). Station KMBL has a clear, large, consistent amplitude 

positive pulse associated with the Moho at all backazimuths, generally around 35 km depth. 

There is a large amount of positive energy in the crustal portion of the receiver function 

(usually at ~15 km depth), with minimal negative arrivals. The positive Moho pulse at 

station MEEK is also generally consistent across backazimuths (between 30 and 35 km), 

with some variations in pulse shape and amplitude. Like station KMBL, there is significant 

positive energy at most backazimuths near 15 km depth but few negative arrivals.  

 

Overall, our results show clear Moho arrivals, possible crustal structure such as sediment-

basement contacts or low-velocity zones, and some polarity flips above the Moho. As 

polarity flips are indicative of either dipping layers or anisotropy, this suggests the presence  
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of one or both within the crust. However, we do not observe the two-lobe or four-lobe 

patterns predicted by modelling (Ford et al., 2016; Levin and Park, 1997; Park and Levin, 

2016). 

 

3.3.2 Mantle structure 

As stated above, the presence of energy and polarity flips on the transverse component of 

receiver functions is often interpreted as being due to seismic anisotropy: our receiver 

functions do have significant energy below the Moho, but it is often difficult to interpret 

and does not follow predicted patterns of simple two-lobe or four-lobe polarity flips (e.g., 

Ford et al., 2016). 

 

At station MEEK, we observe several possible polarity flips on the transverse component: 

first at roughly 80 km depth, then at 120 km depth, and finally at 180 km depth. Birkey et 

al. (2021) found two significant negative phases at station MEEK using Sp receiver 

functions: one at 80 km (interpreted to be a mid-lithospheric discontinuity) and one at 129 

km (interpreted to be the lithosphere-asthenosphere boundary). All the Ps polarity flips 

appear to occur over 10s of kilometers, and thus may not be directly linked to negative 

phases observed in previous studies. At station KMBL there are several gaps in 

backazimuthal coverage: between 200° to 240° and between 250° and 300°. These gaps 

make observations of polarity flips more difficult, but there do appear to be flips at 80 km, 

100 km, and 160 km. As with station MEEK, these are very gradual, with pulses that extend 

over 10s of kilometers in depth. Previous studies reported negative phases at 79 km and 
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113 km, both interpreted to be mid-lithospheric discontinuities (Birkey et al., 2021). Station 

WRAB has polarity flips at 60 km, 100 km, 140 km, and 180 km. Mid-lithospheric 

discontinuities were reported at 71, 91, 135, and 198 km (Birkey et al., 2021). We display 

receiver functions as rose diagrams for all 9 stations in Figure 2.13, ranging from 0 to 200 

km depth. Significant complexity is present at most stations.   

 

Our receiver functions indicate complex structure within the Australian lithosphere, as we 

see significant energy on transverse components with some polarity flips. However, our 

observed polarity flips are generally not consistent with predicted two-lobe or four-lobe 

patterns that a sharp boundary in seismic anisotropy would create (e.g., Ford et al., 2016; 

Levin and Park, 1997; Park and Levin, 2016). Due to the complexity of our results, we 

cannot easily generate comparative forward models, which would be necessary to infer 

orientations of seismic anisotropic layering in the mantle. Therefore, the summarizing 

result of our Ps receiver function analysis is that while anisotropic layering is present, it 

cannot provide us with unique insight into the orientation of such structures within the 

Australian lithosphere.  

 

4. Discussion 

4.1 Comparison of our results to previous shear wave splitting studies 

There have been numerous previous studies that examined the structure of the Australian 

continent in terms of seismic properties, including anisotropy, and other geophysical 

constraints (e.g., Debayle and Kennett, 2000; Fishwick and Reading, 2008; Ford et al., 
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2010; Heintz and Kennett, 2005; Saygin and Kennett, 2012; Tesauro et al., 2020; Wang et 

al., 2014; Yoshizawa and Kennett, 2015). Seismic anisotropic studies have included 

continental and regional shear wave splitting analysis (Bello et al., 2019; Chen et al., 

2021a; Clitheroe and Van der Hilst, 1998; Eakin et al., 2021; Heintz and Kennett, 2005; 

Heintz and Kennett, 2006; Özalbey and Chen, 1999) , and continental tomographic studies 

(Debayle, 1999; Debayle and Kennett, 2000; Debayle et al., 2005; Fishwick and Reading, 

2008; Simons et al., 2002; Yoshizawa and Kennett, 2015). In this section we primarily 

focus on comparing our results to other shear wave splitting studies. In Section 4.2. we 

focus on comparing our results to constraints from tomography and in Section 4.3. we 

focus our comparison on other receiver function studies.   

 

Eakin et al. (2021) examined shear wave splitting through central Australia, including three 

permanent stations that were also used in this study (stations AS31, MULG, and WRAB). 

That study found a significant number of null events (consistent with other studies of the 

Australian continent), average fast directions that paralleled topography, gravity, and 

magnetic trends with a transition from the Proterozoic orogens in central Australia into the 

North Australian Craton. They argue that their results indicate fossilized seismic anisotropy 

within the lithosphere, rather than from the asthenosphere (i.e., plate motion shear). 

Average splits from this study vary significantly from those reported in Eakin et al. (2021); 

however, their results are reported from the minimum energy method and included PKS 

phases as well, which may help to explain the discrepancies. The averages reported in 

Eakin et al. (2021) are also calculated using both non-null and null splits, whereas we only 



 127 

use non-null splits for our averages. They report an average fast direction of 72° at AS31, 

while ours was 13.45°; however, we did have 14 splits between 62° and 82°. Beyond that 

there was a wide spread of fast directions. At station MULG, Eakin et al. (2021) found an 

average fast direction of 75°—ours was 40.73°, with five splits within 10° of their average. 

For station WRAB, we report an average fast direction of 19.65°, and 7 splits within 10° 

of the -17° reported by Eakin et al. (2021). While ray paths for PKS and SK(K)S phases 

are nearly identical in the upper mantle, different epicentral distance ranges are used for 

each phase to prevent phase contamination: this may result in differences in splitting 

parameters, especially if there are lower mantle contributions (see Section 4.2). 

Additionally, very few of the events analyzed were the same between Eakin et al. (2021) 

and this study. However, we did identify some events in common: six at station AS31, two 

at station MULG, and two at station WRAB (compared in Table 2.2). We compare their 

reported minimum energy splits to our rotation correlation splits and the values we obtained 

from the minimum energy method. Of the 10 splits in common, seven have comparable 

values (four at AS31, one at station MULG , and two at station WRAB). 

 

A recent study of seismic anisotropy in the Yilgarn Craton (Chen et al., 2021a) used four 

of the same stations as used in this study (KMBL, MEEK, MORW, and MUN). We had 

two additional stations within the Yilgarn: BLDU and NWAO, both roughly in line with 

stations MORW and MUN along the western margin of the craton. Average fast directions 

reported in this study generally do not agree with Chen et al. (2021a), with the closest being 

KMBL: we report an average fast direction of 63.51° while they report 76°. Disagreement 
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between the two studies could be a result of variations in methodology or events chosen, 

or the phases used for splitting—Chen et al. (2021a) includes PKS, SKS, SKKS, and 

SKiKS phases, while this study has mostly SKS and SKKS phases. Average delay times 

are in closer agreement: our delay times range from 0.52 sec at station BLDU to 0.75 sec 

at stations KMBL and MEEK. Chen et al. (2021a) has a similar range, with 0.5 sec at 

station MUN (south of station BLDU) and 0.7 sec at station KMBL. Station MORW has 

roughly the same average delay time in both studies (0.63 sec v. 0.6 sec), and there are 

consistently lower delay times along the western margin of the craton. Both studies also 

suggest general disagreement between plate motion and average fast directions, though at 

stations BLDU and MUN our study has fast directions subparallel to both plate motion and 

the Mesoproterozoic Pinjarra Orogen along the western margin of the craton. Despite slight 

differences, the overall conclusion reached by Chen et al. (2021a) is supported by this 

study: seismic anisotropy is relatively weak but complex in the Yilgarn Craton, in stark 

contrast to the exceptionally fast plate motion with strong alignment of asthenospheric 

seismic anisotropy (Debayle et al., 2005).  

 

Our results are not in good agreement with a previous study examining the structure of 

southeast Australia (Bello et al., 2019). Both studies indicate complex splitting parameters 

that often do not mirror plate motion. For all four stations used in both studies (CAN, CNB, 

TOO, and YNG), our average delay times were significantly lower (less than 1.0 sec at all 

stations), whereas Bello et al. (2019) estimate average delay times of greater than 1.0 sec. 

Additionally, fast directions are significantly different at all stations. Bello et al. (2019) 
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used a method similar to the eigenvalue method laid out in Silver and Chan (1991) and also 

deployed a weighted averaging scheme: this contrasts with our use of the rotation 

correlation method and no weighting in our averages, which may explain some of the 

differences. 

 

The large differences between our results and those of the other studies indicates the need 

for a careful analysis of the methodological and data differences in shear wave splitting 

analysis, particularly in regions such as Australia where seismic anisotropy is vertically 

stratified and laterally complex. Such complexities are supported by our analysis, 

specifically in the backazimuthal variations, and echo the findings of previous studies (e.g., 

Clitheroe and van der Hilst, 1998; Heintz and Kennett, 2005). In the remaining sections, 

we compare our splitting results to constraints from receiver functions and tomography 

while acknowledging that more work on splitting is needed to shore up observational 

differences between studies.    

 

4.2 Constraining depth-dependent seismic anisotropy 

Shear wave splitting is a path-integrated effect from the core-mantle boundary to the 

surface, thus it cannot provide firm depth constraints without modeling. However, surface 

waves are sensitive to changes in seismic anisotropy with depth, thus tomography might 

help to provide depth constraints in our region of study. In Figure 2.14 we plot our shear 

wave splitting results against an anisotropic tomographic model calculated using Rayleigh 

waves (Debayle et al., 2016). The increased depth resolution of surface waves relies on a 
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clear understanding of the relationship between dispersion and frequency (i.e., different 

frequencies are sensitive to different depths); however, it comes at a decreased lateral 

resolution. We include four depth slices (50, 100, 150, and 200 km) beginning just below 

the crust and extending well into the mantle lithosphere and even the asthenosphere in 

portions of the continent where the lithosphere is thought to be thinner. For each depth, 

there are several broad trends. At 50 km, there is a region in central Australia extending 

from the northwest to the southeast where modeled fast directions are oriented close to 90° 

surrounded by fast directions close to -90° (though these are the same in modulo); north of 

this, the northernmost North Australian Craton has fast directions ranging from 0° to 70°; 

finally, in southwestern Australia fast directions rotate from ~50° to 90° moving from 

northeast to southwest. At 100 km, there is a belt around the North Australian Craton which 

has fast directions changing from 70° in the west to 45° in the east; in the northernmost 

portion of the North Australian Craton fast directions become close to 0°; the remainder of 

the continent is broadly similar to 50 km depth. At 150 km, most modeled fast directions 

are greater than zero, except for a portion of southeastern Australia where fast directions 

range from -20° to -70°. Finally at 200 km, trends seen at 150 km continue, except for a 

small patch in the West Australian Craton with fast directions oriented at -16° surrounded 

by positive fast directions. Clear changes in fast direction can be seen between depths, 

particularly in cratonic Australia: such changes are likely to create complex splitting 

patterns, such as those seen in our results. Because shear wave splitting and surface waves 

are sensitive to different phenomena, a direct comparison is generally not possible and may 

be misleading. Ps receiver functions do have better depth resolution, but they resolve 
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boundaries rather than bulk properties: we more directly compare Debayle et al. (2016) to 

our receiver functions in Section 4.3. 

 

For the 50 km depth slice, only two of the stations used in this study have an average fast 

direction within 10° of Debayle et al (2016): INKA and OOD. At 100 km, two stations 

(MEEK and OOD) have a misfit between average fast directions in this study and those 

predicted by Debayle et al. (2016), with two other stations slightly above that threshold 

(FITZ and KDU). Stations BBOO, FORT, MEEK, and WRAB all have a misfit of less 

than 10° between fast directions at 150 km. Finally, at 200 km six stations (EIDS, FORT, 

INKA, MEEK, STKA, and WRAB) have a misfit of less than 10°. Additionally, we 

averaged the fast directions from Debayle et al. (2016) for depths down to 150 km, which 

is the depth at which previous tomographic studies of the Australian continent have 

suggested a transition in seismic anisotropy (e.g., Fishwick et al., 2008). Only three of our 

stations (BLDU, MUN, and OOD) had a misfit of less than 10°: given that these are all 

within cratonic Australia, it may suggest that shear wave splitting observations at these 

stations are primarily due to fossilized seismic anisotropy within the lithosphere.  

 

We also compare our shear wave splitting results against the model of Debayle et al. (2016) 

by calculating effective splitting parameters using MSAT (Walker and Wookey, 2012). For 

each station, we generate a four-layer model using the fast direction from Debayle et al. 

(2016) at the four depth slices shown in Figure 2.14. In general, effective splitting is not 

able to match the observed splitting parameters at individual stations. One station where 
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modeling and observations match well is FITZ, but results there are very backazimuthally 

limited and therefore this fit may be misleading. Other stations (like MTN) do have a 

systematic variation with backazimuth, similar to that observed by Eakin et al. (2021). 

However, our modeling approach relies on two key assumptions that may limit our 

comparison. First, we assume that each layer of seismic anisotropy used for the model is 

50 km thick; however, the tomographic model from Debayle et al. (2016) has a finer 

resolution than this, suggesting that our assumptions may be an oversimplification. Second, 

we assume that the axis of seismic anisotropy is horizontal. If instead the axis is dipping, 

then effective fast direction and delay time would not maintain 90° periodicity but instead 

have more complexity in variation across backazimuths (see Figure S2.7 for an example). 

While the direct comparison of our observed splitting results to the tomographically 

informed modeled splits does not provide new insight into our understanding of anisotropic 

structure of the Australian continent, the apparent discrepancies are not entirely 

unexpected; Eakin et al. (2021) produced a similar, two-layer model and argued that most 

models did not fit their results and were not strictly preferred over a one-layer model 

(wherein seismic anisotropy is present solely in the lithosphere).  

 

One potential explanation for the observed discrepancies in the modeled versus calculated 

splitting results may come from seismic anisotropy in the lowermost mantle. Contributions 

to shear wave splitting are assumed to be predominantly within the upper mantle. However, 

previous studies have indicated the possibility of lowermost mantle seismic anisotropy as 

a contribution to Australian shear wave splitting results. Özalbey and Chen (1999) found 
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anomalous waveforms on transverse component seismograms that did not match the 

predicted shape for upper mantle shear wave splitting (the time-derivative of the radial 

component), arguing that these anomalous waveforms were likely due to the presence of 

heterogeneities within the lowermost mantle. More recent studies have also documented 

lowermost mantle contributions to shear wave splitting across the globe including Africa 

(Ford et al., 2015; Lynner and Long, 2014), Australia (Creasy et al., 2017), Eurasia (Long 

and Lynner, 2015); Iceland (Wolf et al., 2019), North America (Lutz et al., 2020). While 

these studies show a clear presence of seismic anisotropy within the lowermost mantle, 

results are often heterogeneous and indicate complex seismic anisotropy. Furthermore, 

constraints on both dominant slip systems and the mechanism of deformation responsible 

for development of fabric are poorly constrained. In Figure S2.8, we plot our splits at a 

depth of 2700 km against the GyPSuM tomography model for the same depth. Splitting 

parameters exhibit significant heterogeneity across the region, sampling the lowermost 

mantle over a region of roughly 60° of latitude and 50° of longitude. As such, it is possible 

that the lowermost mantle has some contribution to our observations of shear wave 

splitting. Furthermore, while different phases (i.e., SKS, SKKS, and PKS) have very 

similar paths in the upper mantle, paths diverge significantly in the lowermost mantle: thus, 

variations in studies may arise as a result of different phases used, especially if seismic 

anisotropy in the lowermost mantle has a significant contribution. Phases sampling the 

lowermost mantle coupled with complex upper mantle seismic anisotropy implies that our 

results are difficult to model or directly interpret without first concretely identifying 

contributions from each region, which is beyond the scope of the present study. 
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4.3 Comparison of receiver functions to previous studies 

Our receiver functions indicate complex, heterogeneous structure at depth, with evidence 

of gradual polarity changes on the transverse component (suggesting the presence of 

seismic anisotropy). Chen et al. (2021b) examined four stations (KMBL, MEEK, MORW, 

and MUN) in the Yilgarn craton and performed a harmonic decomposition to constrain 

anisotropic structure; this method performs a linear regression to constrain polarity flips, 

and divides the receiver function into a combination of sine and cosine terms (Shiomi and 

Park, 2008). They report clear evidence for two layers of seismic anisotropy at three of 

these stations (KMBL, MORW, and MUN). At KMBL, Chen et al. (2021b) report three 

prominent phases potentially associated with dipping structure or seismic anisotropy: at 

58, 87, 101 km; at MEEK, they  report prominent phases at 74 and 94 km. While Chen et 

al. (2021b) utilized harmonic decomposition to analyze their receiver functions, rose 

diagrams can be used to provide a visual representation of similar trends such as seismic 

anisotropy or dipping layers (Ford et al., 2016; Park and Levin, 2016). In Figure 2.15, we 

plot rose diagrams for both stations at corresponding depths: 60, 90, and 100 km ±5 km for 

KMBL; 75 and 95 km ±5 km for MEEK. While there are polarity flips at station KMBL, 

these do not match simple two or four-lobed patterns. For station MEEK, polarity flips are 

much clearer, particularly at 75 km—this matches well with a two-lobed pattern; Chen et 

al. (2021b) report a dominant contribution to modelled energy from a two-lobed pattern.  

 

Because receiver functions are sensitive to sharp boundaries, we utilize variations in fast 

directions with depth from Debayle et al. (2016) to isolate potential depths at which polarity 
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flips on the transverse component of receiver functions might be expected. At station 

ARMA, there is a single large change in modelled fast direction between 150 km (-89.94°) 

and 175 km (60.42°). We observe some evidence of a change in polarity at these depths, 

but these changes are subtle; additionally, this is beneath the predicted depth of the 

lithosphere-asthenosphere boundary along the eastern margin of the continent. Station 

BBOO also only has one large change in fast directions, between 70 km (-88.50°) and 90 

km (-52.27°) according to Debayle et al. (2016). There are some slight changes in polarity 

between these two depths in our receiver function results, most consistent with a two-lobed 

pattern. At station EIDS, there are no large changes in tomographically inferred fast 

direction within lithospheric depth bounds; while our receiver function results for the 

station does have some polarity flips, these are not consistent and do not match predicted 

two-lobed or four-lobed behavior. Tomographically modeled fast directions for station 

FITZ show a continuous decrease from close to 90° near the surface to a more N-S 

orientation closer to plate motion at depth; polarity flips are isolated at station FITZ and do 

not indicate seismic anisotropy. At station KMBL, the model of Debayle et al. (2016) 

shows only one large jump in fast direction from -23.30° at 70 km to 35.70° at 90 km—

our receiver functions for station KMBL do not show corresponding polarity flips. Station 

MEEK shows modelled fast directions that are roughly consistent at all depths, yet our 

receiver functions show a two-lobed polarity flip around 80 km. Between 100 km and 125 

km, there is a shift in modelled fast direction (56.60° to 18.37°) at station OOD. The 

transverse component receiver function for station OOD does have complex changes in 

polarity between these two depths, but the pattern is not an obvious two or four-lobed one. 
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Finally, at station WRAB there is also a change in fast direction between 100 km (-57.80°) 

and 125 km (13.51°); however, while there are polarity flips on the receiver function, they 

are complex and do not match predicted patterns associated with seismic anisotropy. It is 

important to note that these comparisons are not direct ones: while receiver functions and 

surface wave tomography both provide good depth resolution, receiver functions are 

sensitive to sharp boundaries whereas tomography characterizes changes in volumetric 

properties. Thus, a lack of explicit agreement between the two methods does not indicate 

a lack of seismic anisotropy but rather a combination of gradually changing seismic 

anisotropy constrained by tomography, with fine scale layering of seismic anisotropy 

imaged by receiver functions.  

 

4.4 Implications for the nature of the Australian lithosphere 

Previous geophysical studies have made clear that the Australian continent has a complex 

lithospheric structure, with variations in the thickness of the lithosphere and its internal 

properties. Regional tomography models indicate some broad trends within the continent, 

such as thicker lithosphere with faster wavespeeds in cratonic Australia and thinner 

lithosphere with slower wavespeeds along the eastern margin (Kennett et al., 2012). 

Additionally, the lithosphere appears to increase in thickness in a stepwise fashion 

westward from the Phanerozoic eastern margin. While the lithosphere is generally thicker 

in the western two-thirds of the continent, there are still significant variations in the depth 

of the lithosphere-asthenosphere boundary determined from tomography (Kennett et al., 

2012). Topography of the lithosphere-asthenosphere boundary may result in complex 
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mantle flow patterns and edge convection, which would produce its own anisotropic 

signature. Global models show the same broad features in Australia (such as 3D_2018Sv, 

the anisotropic component of which is displayed in Figure 2.14).  

 

While the lithosphere-asthenosphere boundary is generally thought of as an immediate 

change, some studies have referred to it instead as the lithosphere-asthenosphere transition 

because (especially in cratons ) it is often not a sharp boundary (Mancinelli et al., 2017). 

One recent study (Yoshizawa and Kennett, 2015) utilized tomography to examine both the 

lithosphere-asthenosphere transition and radial seismic anisotropy within the Australian 

upper mantle. This transition occurs at different depths and has variable thickness across 

the continent: it is thickest and deepest in central Australia in the Proterozoic sutures 

between cratons; along the eastern margin of the continent the lithosphere-asthenosphere 

transition is shallower. Trends in radial seismic anisotropy are similar, with the strongest 

radial seismic anisotropy in the sutures between cratons, decreases in radial seismic 

anisotropy from the base of the crust to mid-lithospheric depths in the cratons, and strong 

radial seismic anisotropy in the asthenosphere along the eastern margin. Global models of 

azimuthal seismic anisotropy (e.g., Debayle et al., 2016) do show variations in seismic 

anisotropy with depth and across the continent, though these do not mirror major surficial 

boundaries.  

 

As noted in Section 3.3.2, several of our Ps receiver functions had polarity flips that were 

roughly at the same depths as mid-lithospheric discontinuities reported previously (Birkey 
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et al., 2021; Ford et al., 2010). Mid-lithospheric discontinuities seem to be a near-

ubiquitous feature of cratonic lithosphere, but their origin is still somewhat unclear. The 

most common explanations include the presence of current or solidified partial melt, 

hydrous minerals such as phlogopite, or seismic anisotropy. Birkey et al. (2021) argue that 

the most likely explanation for mid-lithospheric discontinuities in Australia is the presence 

of ancient hydrous minerals; however, they do not rule out the possibility that seismic 

anisotropy could contribute to the decrease in velocity associated with negative phases 

observed at mid-lithospheric depths. The polarity flips that we observe occur over 10s of 

km, which suggests either a thicker layer of seismic anisotropy or a more gradual transition 

from one fast direction orientation to another. Thus, seismic anisotropy seems likely to not 

be the main cause of observed mid-lithospheric discontinuities. However, it is clear from 

both this study and previous ones that the Australian lithosphere is anisotropic; such 

seismic anisotropy must be fossilized within the lithosphere, as it would be difficult to 

internally deform cratonic lithosphere in the present and produce a fabric. This argument 

is bolstered by the disagreement between absolute plate motion and the average fast 

direction of most cratonic stations (except for AS31, MORW, MUN, and WRKA; though 

an examination of individuals splits makes clear that these stations have significant 

backazimuthal variability that cannot be explained by plate motion).  

 

In addition to the macroscopic alignment of intrinsically seismically anisotropic minerals, 

the layering of media with different material properties can also produce seismic 

anisotropy. Earthquakes originating from Australia have complex high-frequency body-



 139 

wave codas; Kennett et al. (2017) argue that this is due to multi-scale heterogeneity (i.e., 

layering occurs at multiple scales). Such heterogeneity could contribute to the complex 

splitting patterns that are observed in Australia, and could be linked to the formation and 

evolution of the lithosphere.  

 

Simple interpretations of the seismic anisotropy present within the Australian lithosphere 

are not likely, and readers should be cautious of shear wave splitting results for two primary 

reasons. First, as noted in this study, there are discrepancies between various published 

shear wave splitting studies for Australia. While this could be partially attributed to 

methodology and phases used, it also underscores the complexity of seismic anisotropy in 

the region. Second, contributions to shear wave splitting from the lowermost mantle cannot 

be ruled out, implying that observed fast directions may be the result of splitting throughout 

the mantle. This second point is an emerging issue in the calculation of shear wave splitting 

globally.  

 

5. Conclusions 

We presented shear wave splitting and Ps receiver function results across the Australian 

continent. While average fast directions are similar to absolute plate motion, there are large 

variations in fast direction with backazimuth (a feature diagnostic of complex seismic 

anisotropy). Significant complexity exists in our results even at stations within Phanerozoic 

Australia, suggesting that in many cases multiple layers of seismic anisotropy may be 

required. This is further complicated by the potential for seismic anisotropy in the 
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lowermost mantle that affects the observed signal seen at the surface. Ps receiver functions 

display some changes in polarity on the transverse component, however these changes 

appear to occur over 10s of kilometers and thus do not indicate sharp changes in seismic 

anisotropy. Ultimately, while results warrant caution in interpretation, the ancient 

lithosphere of the Australian continent likely preserves anisotropic fabric related to its 

formation and evolution, with minimal contributions from present-day plate motion.  
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Figure 2.1: Map of stations used in this study. Red triangles indicate stations used in both shear 
wave splitting and receiver function analysis. Gray triangles indicates stations used only for shear 
wave splitting. Background shows significant geologic divisions of Australia, simplified from 
Fraser et al. (2007). 
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Figure 2.2: Event information for both methods used in this study. (a) Map of events used for 
shear wave splitting, color coded according to event depth. (b) Map of events used for receiver 
functions, color coded according to event depth. (c) Polar histogram of event distribution by 
backazimuth for shear wave splitting. Blue bins are splitting results, while orange bins are null 
results. (d) Polar histogram of event distribution by backazimuth for receiver functions. 
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Figure 2.3: Average shear wave splitting parameters plotted against apparent plate motion from 
the HS3-NUVEL 1A model (Gripp and Gordon, 2002). An example split with a fast direction of 
90° and a delay time of 1 second is shown in the lower left.  
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Figure 2.4: Splitting parameters color-coded by backazimuth of the event. An example split with 
a fast direction of 90° and a delay time of 1 second is shown in the lower left. 
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Figure 2.5: Splits from Figure 4 zoomed in on Phanerozoic Australia. An example split with a 
fast direction of 90° and a delay time of 1 second is shown in the upper right. 

  



 146 

 
Figure 2.6: Splits from Figure 4 zoomed in on the North Australian Craton (NAC). An example 
split with a fast direction of 90° and a delay time of 1 second is shown in the upper left. 
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Figure 2.7: Splits from Figure 4 zoomed in on the South Australian Craton (SAC). An example 
split with a fast direction of 90° and a delay time of 1 second is shown in the lower left. 
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Figure 2.8: Splits from Figure 2.4 zoomed in on the West Australian Craton (WAC). An 
example split with a fast direction of 90° and a delay time of 1 second is shown in the upper left. 
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Figure 2.9: Backazimuthally-binned Ps receiver functions from Phanerozoic Australia. 
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Figure 2.10: Backazimuthally-binned Ps receiver functions from the North Australian Craton 
(NAC).  
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Figure 2.11: Backazimuthally-binned Ps receiver functions from the South Australian Craton 
(SAC). 
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Figure 2.12: Backazimuthally-binned Ps receiver functions from the West Australian Craton 
(WAC). 
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Figure 2.13: Rose diagrams of Ps receiver functions, showing backazimuth along the 
circumference of circles and the depth of the phase increasing from zero at the center. Each dot 
is color-coded according to the amplitude of the receiver function (blue indicates a positive 
phase, while red indicates a negative phase). 
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Figure 2.14: Average splitting parameters plotted against tomographically determined 
anisotropy from Debayle et al. (2016) for four depths. 
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Figure 2.15: Rose diagrams of Ps receiver functions for stations used in Chen et al. (2021b) at 
the depths where their harmonic decomposition indicated polarity changes. 
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Table 2.1: Bins with the most splits for each of the four regions. The number of splits, average 
fast direction (f), and average delay time (dt) per bin are shown. 
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Table 2.2: Comparison of splits calculated by both this study and Eakin et al. (2021). We display 
the fast direction (f) and delay time (dt) for both the minimum energy method (SC) and the 
rotation correlation method (RC). 
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Abstract 

Cratons (ancient continental cores) are often assumed to be static, homogeneous regions of 

high velocity: this has been challenged with the deployment of dense seismic arrays such 

as EarthScope’s Transportable Array (TA), which has revealed complex structure 

throughout cratonic North America. In this study, we pair TA data with data from the 

Bighorn Arch Seismic Experiment (BASE) and the Crust and lithosphere Investigation of 

the Easternmost expression of the Laramide Orogeny (CIELO) to provide unprecedented 

detail on the eastern margin of the Wyoming Craton. In this study we utilize shear wave 

splitting, a method that is often used to examine deformation and fabric within the Earth’s 

crust and mantle. Our results show a clear change in seismic anisotropy within the Powder 

River Basin and backazimuthally dependent splitting, evidence of complex and 

multilayered seismic anisotropy. We argue that these results correspond to structure 

predating the Laramide Orogeny and indicate either a change at the eastern margin of the 

craton or a Neoarchean boundary preserved within the lithosphere. 

 

1. Introduction 

Situated in the center of the North American continent, the Wyoming Craton is an Archean 

to Proterozoic aged block of crust and lithospheric mantle that is divided into three main 

subregions (see Figure 3.1): in decreasing order of age, the Montana Metasedimentary 

Province in the northwest, the Beartooth-Bighorn Magmatic Zone across its middle, and 

the Southern Accreted Terranes in the southeast (Chamberlain et al., 2003). All three 

subregions were brought together as a distinct block of cratonic lithosphere by ~2.5 Ga 
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(Mueller and Frost, 2006). Following craton assembly and stabilization, interactions 

between the Wyoming craton and the other cratons of Laurentia is debated. There is general 

agreement that in Northern Laurentia, terminal collision between the Superior, Hearne-

Rae, and Slave Cratons began earlier (~1.815 to 1.780 Ga) than in southern Laurentia, 

between the Wyoming and Superior Cratons (~1.750 to 1.700 Ga). However, it is unclear 

whether this represents one orogenic event (i.e., the Trans-Hudson Orogeny) or several 

discrete events, with some authors referring to the southern portion of the Trans-Hudson 

Orogeny as the Black Hills or Dakotan Orogeny (Chamberlain et al., 2002; Dahl et al., 

1999; Killian et al., 2016). Furthermore, there is debate regarding the onset of terminal 

collision between the Wyoming and Superior cratons: some have argued based on geologic 

exposures and structural data that the suturing of the two cratons occurred ~1.750 Ga (Dahl 

et al., 2010; Hrcnir et al., 2017), while others have relied on the dating of dike swarms and 

paleomagnetic data to suggest that it occurred much later, at ~1.715 Ga (Chamberlain et 

al., 2017; Kilian et al., 2016). Regardless, by ~1.7 Ga Wyoming was sutured to other 

constituent cratons of the Laurentia core (i.e., the Hearne-Rae, Slave, and Superior 

Cratons). The suture with the Superior Craton via the Trans-Hudson Orogen represents the 

Wyoming Craton’s eastern boundary. The Great Falls Tectonic Zone is to the north of the 

craton, and the boundary between the two is indicated by northeast trending magnetic data 

(Boerner et al., 1998) and a north-dipping reflector that may indicate relict subduction of 

oceanic lithosphere and the Proterozoic suturing of the Wyoming craton with the Medicine 

Hat Block and Hearne Craton to its north (Gorman et al., 2002). To the southeast of the 

Wyoming Craton is the Cheyenne Belt (geophysically characterized as a thick crustal root 
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with no accompanying surficial mountain range; Crosswhite and Humphreys, 2003), where 

Archean and Paleoproterozoic rocks of the craton abut younger Paleoproterozoic rocks of 

the Yavapai Province (Duebendorfer et al., 1987; Karlstrom and Houston, 1984). 

 

The location of the eastern edge of the Wyoming Craton is still debated: some studies have 

suggested that the craton extends to the Black Hills, based primarily on the Archean age of 

rocks in both the Black Hills and uplifts throughout the Wyoming Craton (McCombs et al., 

2004; Mueller and Frost, 2006) as well as the age of detrital zircons from the Black Hills 

(Dahl et al., 2010). However, there is an age difference of ~300 Myr between the Little Elk 

Granite in the Black Hills (McCombs et al., 2004) and Archean volcanic rocks in the 

Bighorn Mountains (Frost and Fanning, 2006). Others posit a more westerly craton 

boundary just to the east of the Bighorn Arch. This relies on a west-dipping reflector 

coupled with a magnetic contact to the east of the Bighorn Mountains (Worthington et al., 

2015). Magnetotelluric studies image a region of high conductivity extending from 

northern Canada through the Cheyenne Belt, which has been referred to as the North 

American Central Plains Anomaly and is believed to be linked to the Trans-Hudson Orogen 

and the assembly of Laurentia (Bedrosian and Finn, 2021; Camfield and Gough, 1977). 

Since the Black Hills are to the west of this anomaly, their amalgamation to the Wyoming 

Craton likely predates the Trans-Hudson Orogeny. 

 

Following the formation of Laurentia, the Wyoming Craton experienced a period of 

tectonic quiescence until ~80 Ma, when the flattening of the Farallon slab initiated the 
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Laramide Orogeny (Coney and Reynolds, 1977; Livacarri et al., 1981; Saleeby, 2003; 

Spasojevic et al., 2009). Cratons are assumed to be stable blocks of thick lithosphere 

resistant to deformation or destruction under certain circumstances (Cooper et al., 2004; 

Pollack, 1986), but the crust deformed in basement-cored uplifts during the Laramide 

across the Wyoming Craton (i.e., the Wind River Range, Granite Mountains, Owl Creek 

Mountains, the Bighorn Arch, Laramie Mountains, and the Black Hills). There have been 

many hypotheses for how such nominally strong lithosphere underwent this type of 

deformation. Some have suggested that Precambrian faults or other preexisting weaknesses 

within the crust were reactivated and allowed orogenesis deep within the continental 

interior (Allmendinger et al., 1982; Bader, 2019; Zhu et al., 2021). Other models for 

Laramide orogenesis include Moho-penetrating faults that define discrete blocks 

(Scheevel, 1983; McQueen and Beaumont, 1989), buckling of the upper crust 

accommodated by thickening of the lower crust (Egan and Urquhart, 1993), upper crustal 

buckling forced by crustal detachment (Erslev and Rogers, 1993), and buckling of the 

entire lithosphere (Tikoff and Maxson, 2001; Tikoff et al., 2022). Recent seismological 

examination of the shape of the Moho under the Bighorns arch via receiver function and 

deep crustal refraction analysis clearly disproves hypotheses involving Moho-penetrating 

faults or thickening under the range by pure shear thickening (Yeck et al., 2014; 

Worthington et al., 2015). However, mechanisms of crustal detachment and some 

component of lithospheric buckling still stand. The mechanisms by which these uplifts 

occurred has implications for the current state of the Wyoming Craton.  For instance, if the 

lithosphere was heavily deformed during orogenesis through buckling or melting then the 
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craton may be currently engaged in ongoing deformation, destabilization, or 

delamination—similar to the North China Craton, which also saw subduction during the 

Mesozoic and potential destabilization (e.g., Huang et al., 2021; Kusky et al.,2014; Lei, 

2012; Zhao et al., 2012; Zhu et al., 2012). 

 

Regional and continental tomographic models reveal several broad trends in seismic wave 

behavior in the Wyoming Craton: first, the western Wyoming Craton is seismically slower 

where there is interaction with the Yellowstone Plume. Second, the central and eastern 

portions of the craton feature a high-velocity anomaly that extends below 200 km depth. 

Third, a swath of low velocities to the southeast of the Wyoming Craton occurs along the 

Cheyenne Belt (Bedle et al., 2021; Burdick et al., 2012; Dave and Li, 2016; Obrebski et 

al., 2011; Schmandt and Humphreys, 2010; Schmandt and Lin, 2014; Shen and Ritzwoller, 

2016). Several models also estimate a velocity low beneath the Black Hills (Bedle et al., 

2021; Burdick et al., 2012; Dave and Li, 2016; Schmandt and Lin, 2014; Shen and 

Ritzwoller, 2016) that extends to at least 100 km depth. Bedle et al. (2021), Burdick et al. 

(2012), Schmandt and Humphreys (2010), Schmandt and Lin (2014), and Shen and 

Ritzwoller (2016) observe a NE-SW trending high velocity region in the center of the 

craton, bound by velocity lows to the west and southeast, with a clear slowing of velocity 

to the east below 100 km depth. Several studies have suggested that this may represent a 

remnant of the Farallon Slab (Bedle et al., 2021; Schmandt and Humphreys, 2010; 

Schmandt and Lin, 2014). This hypothesis is further developed in Humphreys et al. (2015), 

who argue that because xenoliths from northern Wyoming indicate a warmer geotherm 
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than predicted for Archean lithosphere, this NE-SW trending high velocity block extending 

to ~300 km depth most likely indicates the emplacement of depleted oceanic mantle 

beneath the Wyoming Craton. Dave and Li (2016), however, argue that tomographic 

models show that the interaction of the Wyoming craton with the Yellowstone hotspot and 

flat-slab subduction initiated small-scale convection at the base of the lithosphere as 

opposed to the emplacement of depleted mantle beneath the craton. Both agree, though, 

that the lithospheric root of the Wyoming Craton has been severely deformed and modified 

since the Laramide Orogeny. 

 

A recent attenuation study by Zhu et al. (2021) has confirmed the presence of a thick block 

of lithosphere beneath the central Wyoming Craton, with higher attenuation observed 

beneath mountain ranges than basins in the eastern portion of the craton. The magnitude of 

the signal requires thicker and less attenuating lithosphere beneath the Bighorn and Powder 

River Basins than the Bighorn Mountains and Black Hills. Furthermore, these variations 

in thickness provide a mechanism for localizing stress during the Laramide, as stronger 

blocks could resist deformation and transfer stress to weaker adjacent blocks. Zhu et al. 

(2021) refer to the high-velocity anomaly roughly coincident with the Powder River Basin 

as the Thunder Basin Block—we will utilize the same terminology here. 

 

Key outstanding questions regarding the Wyoming Craton include the following: Where 

does the eastern edge of the craton lie? What is the physical state of the lithosphere in the 

Wyoming Craton? How does the current state of the lithosphere relate to the craton’s 
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formation and evolution? In this study, we utilize shear wave splitting to provide new 

constraints on answers to these questions. Shear wave splitting has provided crucial 

insights into the state of both dynamic and static mantle throughout the world. For instance, 

in the tectonically active western United States, a characteristic pattern of swirling splitting 

results has been inferred to indicate either a lithospheric drip (West et al., 2009) or toroidal 

flow around the Gorda-Juan de Fuca slab (Zandt and Humphreys, 2008). Previous splitting 

results in this region indicate complex seismic anisotropy that generally does not mirror 

plate motion but rather exhibits a variety fast directions. In addition, smaller delay times 

within the craton that increase eastward into the Proterozoic orogens (Becker et al., 2012; 

Hongsresawat et al., 2015). However, to the west of the Wyoming craton (near the 

Yellowstone hot spot), splitting fast directions do parallel absolute plate motion but 

transition awy from it moving into the Archean lithosphere of the craton (Waite et al., 

2005). Several studies and methods indicate that seismic anisotropy likely varies with depth 

across the region (Yuan and Romanowicz, 2010; Zhou et al., 2018). Preliminary shear 

wave splitting work focusing on the Bighorn Mountains found that fast directions do not 

generally align with plate motion but instead mirror crustal aeromagnetic anomalies, 

suggesting a coherence between crustal and mantle structures, hence an Archean origin to 

observed fabrics (Anderson et al., 2014). That study additionally observed a change in 

splitting parameters to the east of the Bighorn Mountains, a transition that corresponds with 

the more westerly boundary of the Wyoming craton posited in Worthington et al. (2015).  
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In this study we present shear wave splitting results from three networks. First, we use data 

from the Crust and lithosphere Investigation of the Easternmost expression of the 

Laramide Orogeny (CIELO), deployed from 2017 to 2019 (Ford et al., 2021). The goals 

of CIELO include characterizing the nature and location of the eastern margin of the 

Wyoming Craton, understanding the current physical state of the mantle lithosphere, and 

relating those observations to the mechanisms and style of Laramide Orogenesis. Second, 

the Bighorn Arch Seismic Experiment (BASE) was deployed for a year and a half starting 

in 2010 (Sheehan, 2011). Similar to CIELO, the BASE aimed to understand the nature of 

the lithosphere beneath the Bighorn Mountains and the cause of basement-cored foreland 

uplifts of the Laramide Orogeny. Finally, we use data from the EarthScope Transportable 

Array (TA), which was deployed across the United States in two-year intervals and crossed 

our study area, to provide a more laterally complete view of splitting. Taken together, these 

results afford us a comprehensive view of seismic anisotropy beneath the eastern half of 

the Wyoming Craton.    

 

2. Data and Methods 

2.1 Data 

This study utilizes data from the Crust and Lithosphere Investigation of the Easternmost 

Expression of the Laramide Orogeny (CIELO), the Bighorn Arch Seismic Experiment 

(BASE), and the Transportable Array (TA) (see Figure 3.2). The CIELO experiment was 

a two-year (2017-2019), linear array deployment across the eastern portion of the 

Wyoming Craton, from the southern terminus of the Bighorn Mountains, through the 
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Powder River Basin, and ending to the east of the Black Hills (Ford et al., 2021). CIELO 

aimed to image the structure of the easternmost Wyoming Craton, examine its margin, and 

better understand the relationship between mantle lithosphere and Laramide orogenesis and 

deformation. It utilized 24 Nanometrics Meridian Compact Posthole seismometers. Ford 

et al. (2021) analyzed the quality of data at the stations, which we summarize here. 

Nineteen of the stations were misoriented within ±10° and five had misorienations ranging 

from 10.2° to 24.3° (deteremined via Latest Assessment of Seismic Station Observations—

LASSO, IRIS Inc.); these misorientations were corrected in Splitlab (Deng et al., 2017; 

Wüstefeld et al., 2008). Ford et al. (2021) report the data quality for the CIELO array: 

overall, stations had high quality data, except in cases where anthropogenic noise was 

prevalent. They also reported preliminary Ps receiver functions, P-wave delay times, and 

shear wave splitting results (which we expand upon in this study). 

 

The BASE was a twenty-month (2009-2010) experiment centered on the Bighorn 

Mountains, with stations to the west in the Bighorn Basin and the east in the Powder River 

Basin, with a goal of imaging the Moho of the Bighorn Arch and understanding the 

structural mechanism for uplift of foreland basement-cored arches. The broadband 

component of the BASE had 38 Guralp CMG-3 T Seismometers (see Yeck et al., 2014 for 

more details). Previous studies that have specifically examined the BASE data include 

receiver function analysis by Yeck et al. (2014), reflection and P-wave analysis by 

Worthington et al. (2015), and local seismicity analysis by O’Rourke et al. (2016). Here, 

we provide the previously calculated results of the BASE (Anderson et al., 2014) in 
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conjunction with new results from the CIELO experiment. It should be noted that the BASE 

and CIELO arrays overlap at the southern tip of the Bighorn Mountains and the 

westernmost portion of the Powder River Basin. Combined, the two experiments allow us 

to provide a more comprehensive view of lateral splitting variations than previous studies 

in the eastern half of the Wyoming Craton. 

 

2.2 Shear wave splitting methodology 

Anisotropy (i.e., directional dependence) results from the macroscopic alignment of 

intrinsically seismically anisotropic minerals. Shear waves passing through a seismically 

anisotropic medium are split into a fast and slow phase that become separated in time, with 

the time lag proportional to the strength of the seismic anisotropy; this is known as shear 

wave splitting, and is an unambiguous indication of seismic anisotropy (Savage, 1999; 

Silver and Chan, 1991). 

 

Splitting parameters from different arrays were calculated separately by different groups 

with similar but not identical methodologies. All splits were calculated in an updated 

version of Splitlab (Wüstefeld et al., 2008; Deng et al., 2017) using the rotation correlation 

method (Bowman and Ando, 1987), which rotates two components in 1° increments and 

time shifts in 0.1 second increments; the cross correlation at each orientation and time is 

calculated, with the maximum correlation indicating the fast direction and delay time of 

that split. However, agreement between different methods is commonly used to check for 

the quality of the split, so the BASE and CIELO splits were also calculated using minimum 
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energy and eigenvalue methods (see Silver and Chan, 1991 for details). Agreement 

between the different methods, defined as a difference between the fast directions and delay 

times of less than 25° and 0.5 seconds, respectively, indicates a higher quality split and 

greater confidence in the estimated splitting parameters. Splits that do not agree between 

methods are reported here if other metrics listed below indicated they were stable results. 

Splits were only measured for recordings with a signal-to-noise ratio greater than 5.0. The 

particle motion before and after correction provides another useful metric: particle motion 

for SKS phases should be elliptical before correction and rectilinear after, so results that 

do not fit these criteria are of lower quality. Null splits— results with no evidence of 

splitting — were verified using the splitting intensity method (Chevrot, 2000), which has 

values near zero (< 0.1 in cratons) for null splits. SKS and SKKS phases were used: shear 

wave splitting is a path-integrated effect, and these phases convert from P-waves to S-

waves at the core-mantle boundary, ensuring that any splitting is limited to the receiver-

side path.  

 

The BASE-affiliated researchers used events limited to Mw ≥ 5.75 and epicentral distances 

of 85° to 145° for the BASE and TA stations; for CIELO-affiliated researchers, events were 

limited to Mw ≥ 5.5 and epicentral distances of 90° to 130° for CIELO and TA stations 

with no restrictions on the depth of the event. Results for the BASE stations include 519 

SKS phases, 109 SKKS phases, and 81 PKS phase. At CIELO stations, results include 275 

SKS phases and 14 SKKS phases. TA stations had 716 SKS phases, 108 SKKS phases, 

and 58 PKS phases. The BASE-affiliated researchers calculated splits using five frequency 
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bands: a broad filter (0.02 to 1 Hz), a low filter (0.04 to 0.1 Hz), a medium filter (0.1 to 0.2 

Hz), a high filter (0.2 to 0.5 Hz), and a very high filter (0.5 to 1 Hz). CIELO-affiliated 

researchers used seven frequency bands between 0.2 and 1.0 Hz to isolate the highest 

signal-to-noise ratio (0.02 to 0.1 Hz, 0.04 to 0.1 Hz, 0.02 to 0.2 Hz, 0.1 to 0.2 Hz, 0.08 to 

0.3 Hz, 0.06 to 0.6 Hz, and 0.1 to 0.5 Hz). Frequency-dependent splitting can be used to 

estimate the presence of multiple layers of seismic anisotropy and changes in fabric with 

depth (Eakin and Long, 2013). 

 

3. Results 

3.1 Results overview and network comparisons 

There were 709 non-null splits found at the BASE stations, and 180 null splits. The CIELO 

stations had 296 non-null splits, and 241 null splits. The TA stations had the most non-null 

splits at 911 and 331 null splits; it should be noted that because 9 TA stations were used 

by both groups, there were 47 splits and 10 null splits from this network that were 

calculated twice. Frequency dependent splitting carried out by the BASE-affiliated 

researchers yielded 1175 non-null splits from the broad filter at both the BASE and TA 

stations, while only 242 non-null splits in total were found with the other four filters. Most 

of the splits calculated by CIELO-affiliated researchers at CIELO and TA stations fell into 

the lower range of frequencies (327 non-null splits were found at frequency bands below 

0.5 Hz). Many splits and null splits have western backazimuths (180° to 360°) from 

subduction zones along the western boundary of the Pacific Plate (Figure 3.3). A mean of 

20, 12, and 19 non-null splits were measured per station for the BASE, CIELO, and the 
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TA, respectively. The maximum number of splits for the BASE was at BH3E (50 splits), 

for CIELO it was at TB010 (37 splits), and for TA it was at I21A (71 splits). The BASE 

network had a minimum number of splits at BH4F and BHM1 (with 8 each), while the 

CIELO network had a minimum at TB028 (1 split), and the TA network had its minimum 

at I25A (5 splits).  

 

In general, stations outside of the Powder River Basin have more non-null splits. In Figure 

S3.3, we show the percent of non-null splits for individual stations. The most obvious trend 

is that the southern Powder River Basin into the Black Hills has a lower percentage of non-

null splits than elsewhere in the study region. One possible explanation for this is an 

increase in the amount of seismic noise: Ford et al. (2021) noted that using the USGS 

catalog, there were 428 mine blasts over the two-year period of the CIELO experiment 

(primarily in the eastern Powder River Basin, though the USGS had a cutoff of ML 2.5 so 

this may be an undercount). O’Rourke et al. (2016) used the BASE and TA data to find 

1563 mine blasts in the region. The combination of basin structure and mining activity may 

increase the levels of ambient noise in the Powder River Basin. 

 

We plot individual splitting measurements in Figure 3.4 and color them according to 

backazimuth. A key observation of this study is the marked variations in fast direction and 

delay time with backazimuth. However, there is often good agreement in events coming 

from specific backazimuths at individual stations as well as regionally (see Figures 3.8 

and 3.9). This collection of splits comes from independent analysis by the BASE and 
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CIELO-affiliated researchers, with differences both in the events utilized because of 

differences in the ranges of magnitudes and epicentral distances considered, and in the 

calculation of the splits because of differences in the frequency bands. To ensure that these 

differences do not have an impact on our understanding and interpretation of splitting in 

this region, we compared splits from the different groups in two ways. First, because 9 of 

the TA stations were used by both groups, we directly compare splitting parameters at those 

stations (Figure 3.5). Second, there were several groupings of stations that were in 

relatively close geographic proximity, so we compare splits across networks as well 

(Figure 3.6). A direct comparison of splits at TA stations indicates good agreement. For 

instance, both groups observed a change in splitting parameters with backazimuth at I21A 

(top row and third column of Figure 3.5): events coming from the southwest trend ~NW-

SE, while those from the northwest rotate to a more E-W orientation. Splits measured at 

I22A, J20A, J21A, J22A, and J23A also feature a transition in the fast direction with 

backazimuth. Examining splits from different networks reveals similar consistency. For 

example, I21A, TB010, and BH3E all had a transition in fast direction from NW-SE at 

southwesterly backazimuths to more E-W fast direction at northwesterly backazimuths 

(Figure 3.6); they also had a rotation of fast direction to a more NE-SW orientation at 

events coming from close to 0° backazimuth. Overall, there is good agreement between 

different methodologies at TA stations and minor disagreement between results across 

networks. We conclude that the separate sets of splitting observations are consistent.  
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3.2 Station Averages and backazimuthal variations 

Splits are often reported as station averages, which many researchers correlate with plate 

motion or geographic features within a region. In Figure 3.7, we show the arithmetic mean 

of the fast directions and delay times for all stations. If the only seismically anisotropic 

fabric in this region were that created by shearing at base of the lithosphere, then fast 

directions would mirror APM—in this region estimated to be N113W in a hotspot frame 

of reference (Gripp and Gordon, 2002). However, very few of these fast directions align 

with APM. We observe average fast directions in the east and west of the study area that 

trend northward with more variable direction in the center of the study region, particularly 

in the eastern Powder River Basin.  

 

Such averaged splitting results obscure variations with backazimuth. However, complex, 

multilayered seismic ansitropy produces large and abrupt variations with backazimuth in 

both fast directions and splitting times (Levin et al., 1999) as is expected to be the case in 

older lithosphere or tectonically complex regions. Results from this study show strong 

variation with backazimuth (Figure 3.4), therefore we do not favor analysis based solely 

on station averages. We look for systematic variations in fast direction with backazimuth 

and then identify those backazimuthal bins that have the greatest number of splits, find the 

modal fast direction across the array, and examine the deviation of individual splits from 

the mathematical mode (see Section 3.4).  
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Although we find identify systematic variations of splitting parameters with backazimuth, 

clear trends are difficult to distinguish given the large amount of data (Figure 3.4). To 

reduce the amount of data plotted in a single panel, we plot results from all stations in 90° 

bins from 0° to 360° (Figure 3.8). In the 0-90° bin, most splits across the array trend NE-

SW, with some variation near the Bighorn Mountains (Figure 3.8a). From 90-180°, 

CIELO stations shift to a nearly W-E trend, while the BASE stations maintain a NE-SW 

trend (Figure 3.8b). This bin had the fewest splits from all networks, but the difference 

between the BASE and CIELO results may reflect a discontinuity in splitting parameters 

near a backazimuth of 150°.  Splits from 180-270° trend NW-SE to the west of the Bighorn 

Mountains and east of the Black Hills and shift to N-S in the eastern Powder River Basin. 

Splits at stations north of the Bighorns have a noticeably smaller delay time and moderate 

heterogeneity for this bin. Finally, the bin with the most splits (270-360°) displays the most 

variability in fast direction and delay time.  

 

Figure 3.6 provides a more detailed view of backazimuthal variations for individual 

stations. For instance, at I22A splits in the 180° to 270° quadrant have a fast direction 

roughly NW-SE with small delay times, but splits in the 270° to 360° quadrant have a more 

variable fast direction and splitting times upwards of 1 second. Many of the splits coming 

from backazimuths close to 0° (such as at J21A, I21A, TB010, BH3E, I22A, and TB011) 

have fast directions that trend NE-SW with variable delay times; I21A, for example, shows 

uniform fast directions with delay times that vary significantly. Many stations have 

significant complexity in splitting parameters with backazimuth, exemplified by I21A: 
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while splits from 180° to 270° are generally oriented NW-SE, some are oriented E-W. 

Moving to the 270° to 360° quadrant, splits are highly variable in fast direction, ranging 

from NW-SE to E-W to NE-SW. TB010 and BH3E show a similar transition between fast 

directions from 270° to 360°, with fast directions changing quickly from NE-SW to more 

E-W.  

 

3.4 Deviation from backazimuthal modes 

As seen in Figure 3.4, most stations have a large variation in fast directions with 

backazimuth. We identified four distinct backazimuthal bins with data present: 130-170°, 

220-270°, 290-330°, and 340-20°. Bins 220-270° and 290-330° have significantly more 

data than 130-170° or 340-20°. For each bin, we identified a modal fast direction for all 

splits. Splits from each of these bins were then plotted at their piercing point at 150 km (to 

separate splits and check for further geographic dependence), and were color coded 

according to how much their value deviated from the modal value for that bin (Figure 

3.10).  

 

From 130° to 170° (Figure 3.10a), the modal fast direction is roughly 20°, which is 47° 

counterclockwise from apparent plate motion) with significant variation existing between 

the CIELO and the BASE stations. Given this pronounced difference we note that for both 

networks only one split within the corresponding backazimuth range is plotted for most 

stations and that these events vary in both backazimuth and epicentral distance, with events 

for the BASE coming from ~150° backazimuth and ~85° epicentral distance, while events 
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for CIELO come from ~140° backazimuth and ~120° epicentral distance. Therefore, 

fundamentally different ray paths sampled by the two networks most likely cause the 

variation, not a systematic difference between networks or analyses.  In no other 

backazimuth range do we observe a systematic difference between CIELO and the BASE 

results, as shown in section 3.1 and Figure 3.6, which demonstrates that results for the 

BASE, CIELO and TA stations in geographic proximity generally agree well.  

 

The modal fast direction from 220° to 270° is -60° (Figure 3.10b), which is approximately 

60° from apparent plate motion. Of the 541 splits in this bin, 145 had a fast direction that 

deviated more than 15° from the modal fast direction. Splits that deviated the most from 

the mode are recorded in the eastern Powder River Basin, with a few to the west of the 

Bighorns. A similar deviation in splitting direction is observed in the 290-330° 

backazimuth bin (Figure 3.10c), where splits have an average fast direction of 90°, 23° 

clockwise from apparent plate motion. This bin also had the most splits, with 705. Of those, 

207 had a deviation of 15° or more. As with the 220-270° bin, the splits with the largest 

deviations are within the Powder River Basin, east of the Bighorn Mountains in a NW-SE 

trending elongated region. In the 340-20° bin (Figure 3.10d) the modal fast direction is 

50°—17° counterclockwise from apparent plate motion. 61 of 153 splits deviated 15° or 

more from the average fast direction, and do not display a clear geographical trend. This 

bin is the closest to APM.  
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4. Discussion 

4.1 Comparison to other studies of seismic anisotropy in the region 

Our finding of complex seismic anisotropy within the Wyoming Craton agrees with 

multiple previous studies that observed similar complexity with coarser station spacing. 

Previous station-averaged splits show deviations of fast directions from plate motion 

direction in the eastern portion of the craton, suggesting multiple layers of seismic 

anisotropy in both the Trans-Hudson Orogen and Superior Craton (Hongsresawat et al., 

2015). An aggregate study of seismic anisotropy also found a change in fast directions from 

the eastern Wyoming Craton to the Trans-Hudson Orogen, supporting the suggestion of 

multiple layers of both azimuthal and radial seismic anisotropy within the North American 

lithosphere more generally (Fouch and Rondenay, 2006). Anisotropic Ps receiver functions 

display clear evidence of multilayered seismic anisotropy in the Wyoming Craton, 

including within our study area at stations TA K22A and US RSSD (Ford et al., 2016). 

Multiple layers of azimuthal seismic anisotropy within the North American contient are 

supported by surface wave tomography, though in our study area this method predicts a 

smaller deviation from absolute plate motion than we observe (Yuan and Romanowicz, 

2010). In the study most directly comparable to ours, station-averaged fast directions 

transition from more E-W in the Thunder Basin Block to NW-SE along the eastern margin 

of the Wyoming Craton, with a transition back to E-W in the Trans-Hudson Orogen (Yang 

et al., 2016). While we also observe changes in splitting parameters in the Thunder Basin 

Block, our station-averaged splits show a transition from fast directions oriented NNE 

outside of the Thunder Basin Block to NNW with more heterogeneity within it (Figure 
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3.7). Furthermore, Yang et al. (2016) used the minimum energy method: different methods 

for calculating shear wave splitting have been shown to yield different results (e.g., Vecsey 

et al., 2008).  

 

It should be noted that shear wave splitting is a path-integrated observation: while it is 

assumed that the upper mantle is the primary contribution to seismic anisotropy in most 

continental regions, the crust (e.g., Kaneshima, 1990) and lowermost mantle (e.g., Lutz et 

al., 2020) can contribute as well.  A Ps receiver function analysis with TA data across the 

continental U.S. found an abrupt transition in the signal of apparent, high-amplitude crustal 

seismic anisotropy (or possibly isotropic dipping structure) in the western U.S. to low 

values east of the Rocky Mountain Front (Schulte-Pelkum and Mahan, 2014). In our study 

area, this transition to low delay times is spatially complex because high delay times persist 

to the eastern edge of the Black Hills, suggesting that crustal seismic anisotropy may affect 

our shear wave splitting results, though an analysis of Ps receiver functions with the BASE 

and CIELO data is needed in order to fully test this possibility. Regarding the lower mantle, 

we did not have a sufficient number of SKS-SKKS pairs recorded for the same wave at the 

same receiver (which have divergent paths in the lowermost mantle) to determine whether 

there is a significant contribution to shear wave splitting from lowermost mantle depths 

(Figure S3.4). However, previous studies have determined the potential presence of 

seismic anisotropy within the D” layer beneath western North America (e.g., Lutz et al., 

2020), suggesting that lower mantle seismic anisotropy should be considered more 

carefully in future work. 
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4.2 Implications for the structure and evolution of the eastern Wyoming Craton 

A comparison of the fabrics of Precambrian rocks to the strike of Laramide orogens in 

Wyoming suggests that mechanical anisotropy within the crust and lithosphere may have 

guided the orientation of deformation during the Laramide (Bader, 2019). The best 

agreement between the structural and seismic data occurs in the Owl Creek Fault Zone, 

where basement fabrics exhibit a strike close to WNW-ESE. Average fast directions at 

stations in this region (TB009, J21A, and BH4C; Figure 3.6) all exhibit similar 

orientations, with excellent agreement for backazimuths of ~240° and a counterclockwise 

offset of the fast directions from the fabrics of only ~20° for backazimuths of ~300° 

(Figure 3.6). In contrast, the N-S oriented splits in the central Bighorns (see Figure 3.7) 

do not agree well with the orientations of any of the reported fabrics from Bader (2019), 

even though these orientations are highly variable in this region. There are several 

Proterozoic dikes throughout the Bighorn Mountains: these are generally oriented NE-SW 

in the southern Bighorn Mountains, and either NE-SW or NW-SE in the northern Bighorn 

Mountains (Bader, 2019). In the Bighorn Mountains, average fast directions for the BASE 

and TA stations are N-S, and so again do not agree well with the structural data. Station 

BH4D from the BASE has an average fast direction oriented more NE-SW, but is not close 

to any known dikes. Fabric orientations are not available in the Powder River Basin 

because thick sedimentary deposits cover the Precambrian rocks. We hypothesize that the 

seismic anisotropy responsible for the splitting in the Owl Creek fault zone is crustal and 
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related to mechanical anisotropy in the basement, but that the predominant patterns of 

splitting across the rest of the region reflect structures in the mantle.  

 

One of the main purposes of this study is to utilize observations of seismic anisotropy to 

constrain the evolution of the eastern margin of the Wyoming Craton. Previous studies 

utilizing the BASE data (Worthington et al, 2015; Yeck et al., 2014) observed a clear 

transition in the structure of the crust coincident with the eastern edge of the of the Bighorn 

arch, roughly coincident with our observed change in average splitting parameters and the 

region with the most splits deviating from the mode (Figures 3.7 and 3.9). More 

specifically, Worthington et al. (2015) observed a west dipping reflection boundary and 

modeled a sharp magnetic contact immediately east of the Bighorn Arch, which they 

hypothesized represents a suture zone between the Wyoming Craton and Proterozoic 

orogens to the east. Building on this interpretation, Kilian et al. (2016) present a model in 

which the Black Hills represent an exotic block within the Black Hills/Dakotan Orogen, 

with the eastern boundary of the Wyoming Craton again sitting immediately east of the 

Bighorn Arch.  However, in a comment in response to Kilian et al. (2016), Hrncir et al. 

(2017) argue that the Black Hills reliably record a maintained connection to the rest of the 

Wyoming Craton throughout the Proterozoic and that the suture zone imaged by 

Worthington et al. (2015) more likely corresponds to a suture of Neoarchean age. Such an 

explanation might help to reconcile the geophysical evidence of Worthington et al. (2015) 

while allowing for an interpretation in which the presence of the North American Central 

Plains Anomaly marks the remnants of oblique subduction zones formed during the Trans-
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Hudson Orogen (Bedrosian and Finn, 2021). While our results cannot confirm or deny the 

presence of either a more westerly border to the Wyoming Craton or an ancient Neoarchean 

suture, the relatively good agreement between our results and others suggests that at least 

one of these features may explain our observations.  However, one potential complexity 

that would need to be explained if either mechanism is favored is why the changes in 

splitting behavior are concentrated within the Powder River Basin (Figure 3.10), and do 

not extend further east beneath the Black Hills.     

 

A recent attenuation study (Zhu et al., 2021) found variations in the attenuation of 

teleseismic P phases recorded within the eastern Wyoming Craton as part of the CIELO 

study: higher attenuation occurs in orogens (i.e., the Bighorn Mountains and Black Hills) 

and lower attenuation occurs in the corresponding basins (i.e., the Bighorn Basin and the 

Powder River Basin).  The Powder River Basin only exhibits low attenuation in the eastern 

half that abuts the Black Hills. The transition within this basin is roughly coincident with 

the transition in splitting parameters that we observe here. A comparison with our shear 

wave splitting results between 290° and 330° backazimuth (Figure 3.10c) shows that the 

region of lower attenuation within the Powder River Basin roughly coincides with splits 

with the largest deviation from modal fast direction—which holds true for two 

backazimuthal bins (220°-270° and 290°-330°). Interestingly, in the Bighorn Basin (which 

has similarly low attenuation), our splits do not generally have a large deviation from modal 

fast direction. This is not due to differences in methodology (see Section 3.1), but instead 
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likely represents a robust change in the seismically anisotropic fabric moving from west of 

the Bighorn Mountains east into the Powder River Basin.   

 

The extent which the Wyoming Craton may have recently experienced a weakening or 

strengthening mantle lithosphere is actively debated.  One line of evidence possibly 

pointing to decratonization is evidence for currently delaminating lithosphere from 

regional two plane wave tomography (Dave and Li, 2016). Further, xenolith data from the 

northern part of the Wyoming Craton indicate that Eocene kimberlites sampled 

metasomatized mantle lithosphere, hypothesized to be a result of interaction with the 

Farallon slab during the Laramide Orogeny (Carlson et al., 2004). The path of the Farallon 

slab is predicted to be beneath the eastern portion of the Wyoming Craton by ~65 Ma 

(Humphreys et al., 2015)—providing a means to hydrate the crust and lithosphere along 

the eastern margin of the craton. In this scenario, the recent evolution of the Wyoming 

Craton reflects that of the North China Craton, which was destabilized during the Mesozoic 

by interaction with a subducting slab (e.g., Huang et al., 2021; Kusky et al., 2014; Lei, 

2012; Zhao et al., 2012; Zhu et al., 2012).  

 

Zhu et al., (2021), however, argue that the attenuation beneath the Powder River Basin is 

suggestive of thick, strong lithosphere—which could be either a remnant of or addition to 

the craton. Variations in lithospheric thickness between mountains and basins are the most 

likely explanation for the variations in attenuation, with thinner lithosphere located beneath 

the ranges and thicker lithosphere located beneath the basins, which is difficult to explain 



	 189 

with localized and rapidly convecting lithospheric drips as might be expected in a 

decratonization model. In the recratonization model, a layer of oceanic lithosphere beneath 

the Wyoming Craton was attached to the base of the Wyoming Craton beneath the Powder 

River Basin around ~70 Ma (Humphreys et al., 2015). Given that this allochthonous 

lithosphere would likely have its own seismically anisotropic fabric, this scenario could 

help explain the complex splitting we observe. Alternatively, the thickened, strong 

lithosphere could be original to the craton and is surrounded by thinned, weaker 

lithosphere. Given the dearth of tectonism in the region between the Trans-Hudson and 

Laramide Orogenies (Blackburn et al., 2012), the rheological contrast between orogens and 

basins may date back to the Proterozoic unless the subduction of the Farallon slab prior to 

the Laramide Orogeny weakened the locations of the future orogens. In either case, 

variations in lithospheric strength between thicker and thinner lithosphere in the region 

may have then led to the formation of the Black Hills and Bighorn Mountains (Zhu et al., 

2021).   

 

Our splitting results are more consistent with the recratonization than decratonization 

model. The pattern of splitting we observed does not exhibit either the delay time reduction 

attributed to lithospheric drips in previous studies (e.g., West et al., 2009) nor the radial 

pattern of fast directions that mirrors the pattern of mantle flow in some geodynamic 

simulations of dripping lithosphere (Elkins-Tanton, 2007). Regardless of the pattern in the 

fast direction, there is also no clear minimum in splitting times that would be expected to 

occur above the lithospheric drip. In the context of this study, the presence of thicker 
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lithosphere beneath the Powder River Basin may indicate the potential for more 

variable/complex seismic anisotropy due to lithospheric layering (Fouch and Rondenay, 

2006; Levin and Park, 1999). Topography of the lithosphere-asthenosphere boundary may 

also help to explain changes in splitting parameters with backazimuth, as in this model 

different stations lie above lithospheric blocks with distinct histories and internal 

structures, similar to instances where different tectonic terranes are situated next to one 

another (e.g., Levin et al., 1999; Lopes et al., 2020). A layer of oceanic lithosphere beneath 

the Wyoming Craton (as in the model of Humphreys et al., 2015) with a distinct seismically 

anisotropic fabric could contribute to the complex splitting we observe. However, the 

predicted areal extent of the Shatsky Conjugate is far larger than the region of anomalous 

splits we identify in this study. 

 

5. Conclusions 

In this study, we generate shear wave splitting results from three separate temporary 

networks (BASE, CIELO, and TA), two of which are newly reported, in order to image 

variations in seismic anisotropy along the eastern margin of the Wyoming Craton at an 

unprecedented regional scale. Our results confirm the presence of complex, 

backazimuthally dependent splitting, indicating the presence of multiple layers of seismic 

anisotropy. While further work is needed to constrain the number and geometry of these 

layers, the findings appear to be robust given the agreement between results using different 

methods and data sets. Critically, our laterally dense station spacing allows us to constrain 

a clear change in splitting parameters within the Powder River Basin, with splits to the east 
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and west of the basin resembling one another. These changes in splitting are roughly 

coincident with other geophysical constraints from active source and potential field 

modeling (Worthington et al., 2015) and seismic attenuation analysis (Zhu et al., 2021), 

which indicate the presence of pronounced structural and rheologic variations within the 

eastern Wyoming Craton. While speculative, we argue that the variations in splitting may 

be the result of either a change in seismic anisotropy at the eastern margin of the Wyoming 

Craton (e.g., Worthington et al., 2015; Kilian et al., 2016), a change in seismic anisotropy 

at a Neoarchean-aged boundary within the Wyoming Craton (e.g., Hrncir et al., 2017), or 

is related to some other rheologic heterogeneity that pre-dates the Laramide Orogeny (Zhu 

et al., 2021). It is possible that our results reflect a combination of these scenarios. Most 

importantly, our results help to further demonstrate that the Wyoming Craton, and more 

specifically the eastern Wyoming Craton, is a seismically complex region with laterally 

varying structure.  
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Figure 3.1: Map of major tectonic terranes within and surrounding our study area. Dark blue 
regions are basement-cored Laramide uplifts. Two potential boundaries for the Wyoming Craton 
are shown: the dashed cyan line is the more westerly boundary proposed by Worthington et al. 
(2016), while the black dashed line further to the east is from Foster et al. (2006). Modified from 
Bedle et al. (2021a). BH—Black Hills; BM—Bighorn Mountains; OCFZ—Owl Creek Fault 
Zone. 

 



	 193 

 

Figure 3.2: Map with all stations used in this study. Cyan circles are from the BASE deployment, 
blue triangles from the CIELO deployment, and red inverted triangles from the TA deployment. 
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Figure 3.3: (a) Geographic distribution of events used in this study. Size of circles are scaled 
according to the magnitude of earthquakes, while color corresponds to depth of the event. The 
red triangle is located roughly in the center of the Wyoming Craton (at station TB010). (b) Polar 
histogram of the backazimuthal distribution of events used in this study. Note that the vast 
majority of events used come from the more westerly backazimuths. Red arrows indicate center 
of bins displayed in Figure 3.9. 
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Figure 3.4: Map of splitting parameters by backazimuth. Orientation of bars is the fast direction, 
length the delay time, and color the backazimuth. An example split with a fast direction of 90° 
and a delay time of 1 second is shown in the upper left corner. The large blue arrow is APM for 
this region. 
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Figure 3.5: Comparison of splits calculated at TA stations by both research groups. Length of 
the bars is the delay time, and the orientation is the fast direction. Splits are plotted at their 
backazimuth (around the circle) and inclination (from the center, starting at 0° and moving out 
at 5° increments). Solid lines were calculated by BASE researchers, while dashed lines were 
calculated by CIELO researchers. Black line at 90° backazimuth and 10° inclination is an 
example split with a fast direction of 0° and a delay time of 1 second. 
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Figure 3.6: Comparison of splits at stations in geographic proximity from BASE, CIELO, and 
TA deployments. Stereoplots same as in ta_comp. For the left column (TA stations), solid lines 
were calculated by BASE researchers, while dashed lines were calculated by CIELO researchers. 
The middle column are CIELO splits, and the right column are BASE splits. 
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Figure 3.7: Average splitting parameters for all stations. Cyan splits are BASE stations, blue 
splits from CIELO, and red splits from TA. Several TA stations had splits calculated by both 
teams of researchers: where there are differences in the average fast direction, it is most likely 
due to splits from different backazimuths, rather than differences in methodology between 
groups (see Figure 3.5 and Figure 3.6). 
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Figure 3.8: Splits plotted in 90° backazimuthal bins. Most splits come from the more westerly 
backazimuths (180° to 360°). An example split with a fast direction of 90° and a delay time of 1 
second is plotted in the upper left corner.  

 

  



	 200 

 

Figure 3.9: (a) Fast direction for all non-null splits against backazimuth. (b) Delay time for all 
non-null splits against backazimuth. Both are color-coded by bins shown in Figure 3.8. 
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Figure 10: Splits plotted in the four backazimuthal bins with the most splits (see Figure 3). 
Splits are plotted at the piercing point at 150 km depth to separate splits and show geographic 
dependence. Color of splits corresponds to the deviation between the modal fast direction of each 
bin and the fast direction for individual splits. In panel (c) we plot our splits against the 
attenuation model of Zhu et al. (2021).  
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Abstract 

Large earthquakes can induce rheological changes within the shallow subsurface. To 

measure this effect, we examine 20 permanent seismic stations in the region around the 

2019 Mw 6.4 Searles Valley and Mw 7.1 Ridgecrest earthquakes in eastern California. 

Changes in rheology are approximated through velocity changes calculated using passive 

image interferometry. For most stations analyzed, there are minimal changes in velocity 

that recover in the hours to days following the two events, suggesting an elastic response. 

At two of the stations, there is a sustained decrease in velocity. For these stations, we infer 

a plastic rheology instead. 

 

1. Introduction 

On July 4th, 2019 a Mw 6.4 earthquake occurred in the Mojave desert of California on left-

lateral, northeast-striking faults north of the Garlock Fault. The following day (July 5th, 

2019) a larger Mw 7.1 earthquake ruptured a right-lateral, southeast-striking fault roughly 

orthogonal to the first. This sequence has been widely examined using a number of 

techniques because of the large number of instruments that were already deployed in the 

region, and the proximity to a number of seismological institutions capable of rapidly 

deploying more instruments (e.g. Cortez et al., 2020; Kendrick et al., 2019; Li et al., 2020; 

Lomax, 2020; Lozos and Harris, 2020; Ponti et al., 2020).  

 

In this study, we use a method known as Passive Image Interferometry (PII; Sens-

Schönfelder and Wegler, 2006; Wegler and Sens-Schönfelder, 2007) to examine changes 
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in shallow subsurface velocity following these two earthquakes. We employ single-station 

cross-correlation, wherein signals are cross-correlated between different components of a 

three-component seismometer. This method builds on previous work involving ambient 

seismic noise (e.g. Shapiro and Campillo, 2004; Shapiro et al., 2005) and is an intermediate 

approach to XYZ, between performing a cross-correlation between two stations where one 

station acts as a virtual source for the other, and auto-correlating the signal at one station 

with itself. Early work utilizing a similar method examined changes in seismic velocity 

following the 2004 Mid-Niigata earthquake (Wegler et al., 2009) and the 2008 Wenchuan 

earthquake (Zhao et al., 2012). Single-station cross-correlation was first used to examine 

coseismic velocity decreases for the 2008 Iwate-Miyagi Nairiku earthquake (Hobiger et 

al., 2014).  Passive image interferometry has been used to monitor geothermal fields 

(Okamoto et al., 2021) and volcanoes (De Plaen et al., 2016, 2019; Sens-Schönfelder and 

Wegler, 2006), measure seasonal variability in seismic velocity on Earth (Feng et al., 2021) 

and Mars (Compaire et al., 2022), estimate crustal thickness (Becker and Knapmeyer-

Endrun, 2019), and observe velocity changes following earthquakes (Gassenmeier et al., 

2016; Richter et al., 2014; Viens et al., 2018; Wegler and Sens-Schönfelder, 2007). 

Additionally, this method has been used to examine the Ridgecrest sequence (Boschelli et 

al., 2021)—there are slight methodological differences between that study and this one, 

and we report different results. 
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1.1 Earthquakes and velocity changes 

The technique used in this study (single-station cross-correlation) is analogous to receiver 

function analysis, in that it is sensitive to conversions from P-waves to S-waves at reflectors 

below individual stations (Hobiger et al., 2018). Receiver functions (whether Ps or Sp) are 

most sensitive to changes in VS—this implies that velocity changes observed from single-

station cross-correlation also represent changes in VS rather than VP. We will briefly lay 

out seismic velocity sensitivity to various parameters. 

 

Rubinstein and Beroza (2004) lay out a number of potential mechanisms to explain 

coseismic velocity changes following large earthquakes. First is static stress change: in the 

case of decreased static stress, velocities should increase due to the closing of cracks; 

increased static stress will cause velocities to decrease due to the opening of cracks. 

Second, dynamic stress (estimated through peak ground acceleration or peak ground 

velocity) can influence velocity for similar reasons: large amounts of ground shaking could 

open new and enlarge existing cracks. Third is lithology, though this is strongly related to 

site specific effects such as dynamic stress. Finally, hydrology may play a role in velocity 

changes: opening of new cracks will increase both porosity and permeability, while 

decreasing the shear modulus—combined, these factors act to decrease the velocity. We 

will examine each of these in turn in Section 4.3.  
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1.2 Tectonic Setting 

While most of the motion between the North American and Pacific plates occurs on the 

San Andreas fault, roughly 20% of the plate motion occurs much further to the east in a 

region known as the Walker Lane-Eastern California Shear Zone (WL-ECSZ; Faulds and 

Henry, 2008). The 2019 Ridgecrest sequence occurred on faults in this region. Whereas 

the San Andreas system consists of broadly interconnected dextral faults, the WL-ECSZ is 

composed of a more complex set of shorter dextral faults. With transform motion in this 

region beginning only 12 Ma (Atwater, 1970), this is a much less mature fault zone than 

the San Andreas (Faulds et al., 2005). Prior to the 2019 Ridgecrest sequence, there were 

several larger-magnitude earthquakes such as the 1872 Owens Valley earthquake and the 

1986 Chalfant Valley earthquake.  

 

2. Data and Methods 

We obtained data from 20 Southern California Seismic Network (CI) stations, ranging from 

5.57 km (CLC) to 154 km (TIN) from the epicenter. Data were requested from 06-20-2019 

to 08-01-2019 every four hours, with a five-minute window. We show the stations used in 

this study in Figure 1. We test both 1.0-20.0 and 10.0-30.0 Hz frequency ranges because 

single-station cross correlations are most sensitive to frequencies above 0.5 Hz (Hobiger 

et al., 2014) and because different frequency ranges are sensitive to different depth ranges 

(Hobiger et al., 2014; Viens et al., 2014). In particular, our primary frequency range (1.0-

20.0 Hz) is sensitive to the top ~100 m of the subsurface.  
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The methodology below is similar to that laid out in Viens et al. (2018). Once seismic 

traces are downloaded, background trends in the data are removed and they are one-bit 

normalized (achieved by setting the amplitude to either positive or negative one, which 

reduces the influence of earthquakes). Data are then windowed into five-minute segments. 

Single-station cross-correlations are then calculated using the following from Viens et al. 

(2018) for vertical (denoted by z) against horizontal (denoted by i) components: 

 

𝑆𝐶#,% 𝑡 = 	 𝐹*+
𝑣% 𝜔 𝑣#∗ 𝜔
𝑣# 𝜔 /  

 

In this case, 𝑣#∗ 𝜔  is the Fourier transform of the five-minute vertical trace, and 𝑣% 𝜔  is 

the trace from the north or east component (both are calculated). The denominator is 

smoothed with a 20-point moving average to stabilize it (denoted by the curly braces).  

 

Once the single-station cross-correlation is calculated, amplitudes are normalized and the 

cross-correlation is smoothed in time. A reference trace is then calculated by averaging all 

traces before the Mw 7.1 earthquake. The time shift between individual single-station cross 

correlations and the reference trace is calculated using the stretching factor method from 

Sens-Schönfelder and Wegler (2006). These time shifts are assumed to be due to changes 

in velocity.  
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Assuming a homogeneous change in the medium, the two can be related via a stretching 

factor as:  

 

𝜀 = 	
𝑑𝑣
𝑣 = 	−

𝑑𝑡
𝑡  

 

Where e is the stretching factor, dt/t is the time shift from the reference trace, and dv/v is 

the change in velocity (the variable of interest). The velocity change (dv/v) for all 

independent cross correlations are then averaged, which has been shown to stabilize the 

signal of the velocity change (Hobiger et al., 2014). 

 

3. Results 

3.1 Velocity changes 

We show all velocity changes in Table 1, examples of velocity change time series from 

stations with clear co-seismic velocity change in Figure 2, and examples of velocity 

change time series from stations with smaller (less than an absolute value of 0.1%) or no 

co-seismic velocity changes in Figure 3. To estimate changes in velocity due to the 

earthquakes, we limit our search to a 12-hour window before and a 12-hour window after 

each event; only instances where the change is greater than 0.1% are reported. We then 

find the largest change in velocity within this window. At 14 stations, we identify a 

decrease in velocity following one or both events: five stations (LRL, MPM, SLA, TOW2, 

and WCS2) had a decrease in velocity only after the Mw 6.4 event, four (CCC, CLC, WBS, 

and WRC2) had a decrease only after the Mw 7.1 event, and five (DAW, DTP, ISA, SRT, 
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and WBM) had a decrease after both events—all but station WBM also saw a recovery in 

velocities between the two events. While Boschelli et al. (2021) only report decreases in 

velocity following the 7.1, we also estimate velocity increases at nine stations. Four stations 

(CLC, CWC, WBS, and WRC2) had a velocity increase after the 6.4 only, while five 

stations (LRL, MPM, SLA, TOW2, and WCS2) had an increase after the 7.1 only; there 

were no stations where the velocity increased after both events. Five of the stations used 

had no significant changes in velocity after either event, and all of these stations were more 

than 100 km from the epicenter. The largest decrease in velocity was 1.17% at MPM, while 

the largest increase was 1.42% at CLC (both changes occurred after the 6.4 rather than the 

7.1). The furthest station with a noticeable increase was CWC at 86.1 km from the 

epicenter, while the closest was CLC at 5.57 km.  

 

While we limited our initial estimation of velocity change to 12-hour windows before and 

after the event, we note that there were several stations where there was a persistent change 

in velocity after the Mw 7.1 event that was not captured in these windows. In these 

instances, we examine the change in velocity from the sample immediately before the Mw 

7.1 event to the lowest measured velocity value. These stations include DAW (velocity 

decrease from 16-52 hours after), DTP (28-40 hours after), ISA (52 hours after onward), 

SLA (16 hours after onward), SRT (48-84 hours after), WBS (36 hours onward), and 

WCS2 (20 hours onward). The largest of these changes was at ISA, where we observe a 

drop in velocity of 0.81%. However, while SLA had a relatively modest drop of 0.15% 

from immediately before the Mw 7.1 event, velocity changes began 24 hours before the Mw 
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6.4 event; when measured from that point to the lowest point in velocity (at 36 hours after 

the Mw 7.1 event), the drop in velocity is 0.98%. 

 

3.2 Long-term recovery 

Changes in velocity generally appear to be not permanent at the stations in this study. We 

classify long-term changes in velocity according to four categories: (1) stations where no 

recovery in velocity is observed following the earthquakes; (2) stations where a velocity 

change is observed after the earthquakes but is then followed by a near immediate recovery 

in velocity; (3) stations with a change in velocity after the earthquakes followed by a long-

term recovery in velocity (days to weeks after the event); and (4) stations where the velocity 

signal is continuous or shows a constant increase over the whole timeframe. Stations SLA 

and WCS2 fall into the first category. Six stations (CCC, CLC, LRL, WBM, WRC2, and 

WBS) fall into the second category. Stations DAW, MPM, and SRT are in the third 

category. Finally, stations CWC, GRA, and TOW2 fall into the final category. Beyond 

these four categories, there are other stations where the velocity signal is inconsistent or 

exhibits complex changes with time that are not associated with the earthquakes (such as 

DSC, DTP, and ISA). Distance from the epicenter of the Mw 7.1 event does not appear to 

be the controlling factor in whether there is a long- or short-term recovery in velocity 

change; for instance, CLC is the closest station to the epicenter and has a recovery in 

velocity change within 12 hours, but other close stations (e.g. SRT) recover over the days 

following. Other close stations (e.g. TOW2) have a continuous increase in velocity over 

the 28 days following the earthquake. For SLA and WCS2, we calculated velocity change 
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over a longer time period (60 days before and 120 days after the Mw 7.1 event) to test for 

the potential of a recovery in velocity change over an even longer period—in both cases 

there was no observed long-term recovery. However, there are minor differences in the 

velocity changes calculated for each station, as this is reliant on the reference trace 

calculated over the entire time span examined (see Figure 4).  

 

3.3 Correlation change 

In addition to changes in velocity, we also observed changes in both the average correlation 

coefficient for all cross-component correlations as well as changes at individual cross-

component correlations. A high correlation coefficient implies that waveforms are similar 

in shape even if time separated, and can thus be explained solely by velocity changes; a 

lower correlation coefficient suggests that waveforms are dissimilar and thus may require 

a structural change. There are marked changes in the correlation coefficient at DTP, SLA, 

SRT, WBM, WBS, and WCS2. At SLA, WBM, WBS, and WCS2, the average correlation 

coefficient is close to 1.0 before the Mw 6.4 event but decreases afterwards (to ~0.6 for 

SLA, WBM, and WCS2, but ~0.8 for WBS). All four also saw a clear decrease in the 

average correlation coefficient after the Mw 7.1 event: for WCS2 it dropped to ~0.5, for 

SLA and WBM it dropped to ~0.4, and for SRT it dropped to 0. At DTP there was also a 

drop in average correlation coefficients to 0 following the Mw 6.4 event. Interestingly, the 

two stations closest to the epicenter of the Mw 7.1 event (CLC and TOW2) saw very 

minimal changes in their average correlation coefficient.  
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Cross-component correlations for all stations saw some change following the Mw 7.1 event. 

In Figure 5, we show the autocorrelation and cross-correlation of all components for a 

sample of four stations (the remainder are shown in Figure S2). We classify these as being 

more coherent after the Mw 7.1 event (i.e., patterns are more apparent), less coherent after 

the Mw 7.1 event (i.e., patterns are less apparent), or time shifted (i.e., no change in 

coherency, but a clear shift in the timing). Nine stations became more coherent following 

the event, two stations became less coherent, and nine stations were time shifted. All 

stations with more coherency after the Mw 7.1 event were less than 60 km from its 

epicenter. Of the two stations with less coherency, DSC was 153.0 km and SLA was 32.1 

km from the epicenter. Stations with only time shifted cross-component correlations ranged 

from 32.2 km to 155.0 km from the epicenter (with five stations more than 100 km away; 

these stations did not have any change in velocity greater than 0.1% following either event). 

The most noticeable change was at MPM, where there was very little coherency before the 

Mw 7.1 event, followed by very clear patterns with strong positive and negative correlation 

values after. 

 

4. Discussion 

4.1 Comparison to previous studies 

Of the 20 stations used in this study, 15 were also used by Boschelli et al. (2021) in their 

analysis of the Ridgecrest earthquake. They report velocity decreases at four of the stations 

in common (CCC, CLC, SRT, and WRC2). We also observe velocity drops at all four 

stations, though at CLC we observe a much smaller velocity change; at SRT we observe 
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drops at both the Mw 6.4 event and the Mw 7.1 event, while Boschelli et al. (2021) only 

report one at the Mw 7.1 event. At three stations (DSC, HEC, and SHO) both this study and 

Boschelli et al. (2021) report no velocity changes; it should be noted that these are all more 

than 100 km away, which may imply that the upper threshold for observable velocity 

changes is below this distance. Of the remaining eight stations, Boschelli et al. (2021) 

report no change in velocity following the Mw 7.1 event, yet we do observe changes. For 

instance, at ISA we see a velocity drop associated with both events, at MPM we see a 

velocity drop following the Mw 6.4 event but a velocity increase following the Mw 7.1 

event. In general, we see much larger changes in velocity following the Mw 6.4 event (more 

than 1.0% in some cases), a result that disagrees with Boschelli et al. (2021), who report 

no changes following that event. Additionally, we report a velocity increase at many of the 

stations used in this study, which is not reported by Boschelli et al. (2021)—though at some 

stations shown in that study such as TOW2 and WBS there does appear to be an increase 

in velocity following the Mw 7.1 event. 

 

Differences between the two studies may be due to filtering: both utilize the same high-

pass filter of 1.0 Hz, but Boschelli et al. (2021) does not report a low-pass filter (we use a 

low-pass of 20.0 Hz). As shown in Section 4.2, choice of frequency bands does seem to 

have some effect on the observed velocity changes because different bands are sensitive to 

different depths. Additionally, Boschelli et al. (2021) resampled their data to 20 Hz, while 

we retain the original sampling rate of 100 Hz. Cutoff criteria for observed velocity changes 
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are also different between the two studies, with Boschelli et al. (2021) only reporting 

decreases of more than 0.4%, while we report those with 0.1% change or more.  

 

Lu and Ben-Zion (2021) performed a joint analysis of converted waves and station 

autocorrelations to estimate changes in velocity following the Ridgecrest sequence. Five 

of the stations used in that study (CCC, SRT, TOW2, WCS2, and WRC2) were also used 

in this study. Lu and Ben-Zion (2021) reported a large coseismic velocity drop following 

the Mw 7.1 event at WCS2 (~8.0%) and WRC2 (~7.0%). While we do observe velocity 

decreases at both stations, the magnitude of the drop is much smaller in this study than the 

previous one: a 0.58% decrease following the Mw 6.4 event at WCS2 and a 0.66% decrease 

following the Mw 7.1 event at WRC2. At station SRT, Lu and Ben-Zion (2021) showed a 

modest coseismic velocity drop (~2.0%) followed by an overcorrection in the recovery of 

velocity change: we do observe a drop following the earthquake, but the recovery we 

identify is interrupted by further velocity drops. At CCC and TOW2, both studies show a 

slight change in velocity following the Mw 7.1 earthquake followed by rapid recovery. In 

general, the magnitude of velocity change shown in Lu and Ben-Zion (2021) is much larger 

than those that we observe: for instance, at WRC2 they reported a 7% decrease while we 

report only a ~0.7% decrease.   

 

One of the key differences between this study and Lu and Ben-Zion (2021) is the way in 

which changes in velocity were determined. While we use all independent correlations 

(both auto and cross-correlations), Lu and Ben-Zion (2021) only utilized autocorrelations. 
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Previous studies have shown that averaging over all independent correlations stabilizes the 

velocity change (Hobiger et al., 2014). Furthermore, there are differences in filtering: we 

use a passband from 1-20 Hz, while they use a passband from 8-12 Hz to filter out 

contributions from low frequency surface waves. Finally, the time period over which data 

are analyzed is different: we used data starting 14 days before the Mw 7.1 and 28 days after, 

whereas Lu and Ben-Zion (2021) analyze data from 10 days before and 20 days after. As 

shown below, the selection of time period over which to calculate the velocity change has 

an effect on the final outcome.  

 

4.2 Frequency dependence 

Previous studies examining single-station cross correlations have used a number of 

frequency bands, though Hobiger et al. (2014) note that the method appears to work best 

at frequencies above 0.5 Hz. In this section, we discuss the effect that filtering has on our 

results. For all stations, we filtered the data in two passbands: 1-20 Hz (similar to Boschelli 

et al., 2021) and 10-30 Hz. We show comparative results for SLA and WCS2 in Figure 6, 

and results for all stations filtered from 10-30 Hz in Figure S3. In general, stations where 

no change in velocity was observed (greater than 100 km from the Mw 7.1 epicenter), 

filtering had little effect on the overall variation in velocities seen over the period analyzed. 

Stations closer to the epicenter were more influenced by filtering, with those at the higher 

passband having somewhat more stable behavior over time (e.g., CLC, DAW, and WBS) 

and several stations even exhibiting more pronounced changes in velocity following the 

events (e.g., CLC, DTP, LRL, and WCS2). At the two stations where the velocity decrease 
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was most visually evident (SLA and WCS2), filtering did not change the overall trend of 

the data, though there were slight changes in the value of velocity decrease—at WCS2, for 

instance, the increase in velocity immediately following the Mw 7.1 earthquake went from 

0.3874% to 0.7783% (see Figure 6). At most stations there was no change in the stability 

of the velocity change over time, but the individual values were often different.  

 

4.3 Explanations for velocity changes 

For both the Ridgecrest Mw 6.4 and the Mw 7.1 events, there is little relationship between 

the distance from the epicenter of the Mw 7.1 event to the station and changes in velocity 

(see Figure 7). Following the Mw 6.4, fourteen of the stations had some change in velocity, 

with ten having a velocity decrease; fifteen stations had some change in velocity following 

the Mw 7.1 event, also with ten stations having a velocity decrease. While there was no 

decay in velocity change following the Mw 6.4 event, there was a slight decay following 

the Mw 7.1 event, with stations more than 50 km from the epicenter experiencing smaller 

changes in velocity. Rubinstein and Beroza (2004) posit several explanations for 

postseismic velocity changes following larger magnitude earthquakes (lithology, static 

stress changes, dynamic stress changes, and hydrology). We use Jennings et al. (1977) to 

determine local geology. We display the velocity change and local geology for all stations 

in Figure 9. The largest change in velocity following the Mw 6.4 event was an increase of 

1.42% at CLC (situated on Mesozoic granite), though the largest decrease in velocity 

(1.17%) was at station MPM on Quaternary alluvium. After the Mw 7.1 event, the largest 

change was at CCC (0.90%) on Quaternary alluvium, though the largest increase in 
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velocity (0.76%) was at MPM also on Quaternary alluvium. Velocity increases and 

decreases following both events occurred at stations with varying geology.  We thus infer 

that there is no correlation between the two. 

 

Changes in static stress may also have some effect on observe velocity changes, with 

increased mean stress correlating to increased velocities and vice versa (Rubinstein and 

Beroza, 2004). At some stations this may be a plausible explanation for observed velocity 

changes. For instance, at SRT and ISA there are decreases in both shear and normal stresses 

(Wang et al., 2020) with corresponding velocity decreases. However, at the station where 

we observe the largest velocity drop following the Mw 7.1 event (i.e. CCC), Wang et al. 

(2020) report shear and normal stress increases. Furthermore, at many of the stations used 

in this study, we find a velocity increase following one event and a velocity decrease 

following the other. At such stations, we do not infer an obvious relationship between 

velocity change and static stress change. No studies have examined stress changes 

specifically due to the Mw 6.4 event, so we cannot determine whether the reverse velocity 

changes we observe at some sites (such as CLC, MPM, SLA, WBS, WCS2, and WRC2) 

are due to variations in static stress following one event. 

 

Similar to changes in static stress, changes in dynamic stress may have some influence on 

near-surface velocity changes (Rubinstein and Beroza, 2004). To test this, we calculated 

the peak dynamic strain following Hill et al. (1993) and van der Elst and Brodsky (2010). 

This also allows us to directly compare our results to Boschelli et al. (2021), who performed 
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the same analysis. To estimate peak dynamic strain, we divide peak ground velocity (PGV) 

by seismic wave velocity –estimated through Vs30 (Taira et al., 2015; Wald and Allen, 

2007). In Figure 8, we show results for both the Mw 6.4 and 7.1 events. While Boschelli 

et al. (2021) reported a clear correlation between peak dynamic strain and velocity changes 

(higher peak dynamic strain means higher velocity changes), we do not observe a clear 

relationship between the two. For instance, following the Mw 6.4 event we calculate 

roughly the same decrease in velocity for MPM and SRT, yet SRT has significantly more 

peak dynamic strain than MPM; similarly, following the Mw 7.1 event, WBM and SRT 

have roughly the same velocity change with SRT again having a significantly larger peak 

dynamic strain. The only clear relationship we observe is that some of the stations with no 

perceptible change following the Mw 7.1 event (i.e. DSC, HEC, and TIN) have very low 

peak dynamic strain. But even this relationship is complicated by other stations with 

similarly low peak dynamic strain and observable velocity changes (ISA, for example).  

We also examine the relationship between velocity change and peak ground acceleration 

(PGA); Boschelli et al. (2021) note that while they observe a general trend between the 

two, there is complex behavior. We also observe an inconsistent relationship between 

velocity change and PGA. For example, following the Mw 7.1 event there was a large 

amount of shaking at station CLC (56.91 %g), but it had a small velocity decrease (0.19%); 

yet at station CCC there was more modest shaking (35.00 %g) yet a much larger velocity 

decrease (0.90%).  
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Hydrologic changes may contribute to velocity changes. For instance, experiments have 

shown that increasing water content for soils, granites, and basalts (comparable to the 

lithology seen at various stations in this study) decreases velocity (Dong and Lu, 2016; 

Juneja and Endait, 2017; Zaima and Katayama, 2018). Large precipitation events (greater 

than ~five mm/hr) could increase saturation of soils, leading to velocity decreases as seen 

following the 2011 Tohoku-Ōki earthquake (Viens et al., 2018). Meteorological data for 

our area indicate that during the one-and-a-half-month period of this study there is only a 

small amount of precipitation—0.30 and 0.15 inches in June and July, respectively 

(NOAA, 2019).  We can therefore rule out the possibility that any of the observed velocity 

changes that occur post-seismically can be related to precipitation. Structural changes (i.e. 

changes in porosity or permeability) in the subsurface could also change the amount of 

water present in the subsurface. Liquefaction was reported near the Mw 7.1 rupture, 

particularly near stations CLC, SRT, TOW2, and WRC2; stations to the north and west of 

the main rupture also have moderate to high liquefaction susceptibility (Zimmaro et al., 

2020). Stations CLC, SRT, and WRC2 all experienced velocity decreases following the 

Mw 7.1 event, suggesting that liquefaction near those stations may be the result of increased 

porosity and permeability in the subsurface. Station TOW2, however, had a velocity 

increase; this is somewhat more difficult to explain through hydrologic effects. 

Importantly, many laboratory studies of the effects of water on shear velocities (i.e. those 

listed above) assume an elastic rheology, in which increases in porosity would decrease 

velocity. However, poroelastic media have been shown theoretically to have velocity 

increases with increased porosity (Son and Kang, 2012). 
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While specific causes of change in velocity are not clear in this case, sites where there was 

a recovery in velocity likely exhibit an elastic rheology, whereas at two stations (SLA and 

WCS2) there is no observed recovery over the time period exmained. This would argue for 

a plastic rheology. Both stations have different local geologic conditions (SLA is on 

Tertiary volcanic flows, while WCS2 is on Mesozoic granite). However, both did 

experience a decrease in normal stress following the Mw 7.1 event (Wang et al., 2020). In 

the case of SLA, this lack of recovery may be due to the opening of mircocracks, as has 

been observed previously (Lyakhovsky et al., 1997; Ostrovsky and Johnson, 2001). 

Because WCS2 is on weaker lithology, this change may instead be due to the 

rearrangement of grains or cracks (e.g. Nakata and Snieder, 2011; Rubinstein and Berzoa, 

2004).  

 

5. Conclusion 

Using passive image interferometry, we analyzed velocity changes following the 2019 Mw 

6.4 and Mw 7.1 Ridgecrest earthquakes. At most stations, we observe only minimal velocity 

changes that recover quickly, suggesting viscoelastic rheology within the shallow 

subsurface. At two of the stations analyzed, there is a sustained reduction in subsurface 

velocities over the time period analyzed, suggesting plastic rheology. 
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Figure 4.1: Map of stations used in this study. White star shows location of the Mw 7.1 
Ridgecrest earthquake. Red lines are faults, with the San Andreas Fault (SAF) and the Garlock 
Fault (GF) labelled. 
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Figure 4.2: Change in velocity (dv/v) plotted against time for four stations with coseismic 
variations. Color of dots shows the average correlation coefficient for all independent cross-
correlations. Distance is from the Mw 7.1 epicenter. Blue cyan line shows a Gibbs sampled fit 
to the data. 
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Figure 4.3: Change in velocity (dv/v) plotted against time for four stations without coseismic 
variations. All else is the same as in Figure 4.2. 
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Figure 4.4: Change in velocity (dv/v) plotted against time over a longer period (60 days before 
and 120 days after the Mw 7.1). All else is the same as in Figure 4.2. 
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Figure 4.5: Daily cross-correlations for the four stations shown in Figure 4.2. Only positive 
times are shown on the y-axis. 
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Figure 4.6: Change in velocity (dv/v) plotted against time for the two stations shown in Figure 
4.4 at two different frequency bands. All else is the same as in Figure 4.2. 
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Figure 4.7: Change in velocity (dv/v) for all stations plotted against the distance to the respective 
epicenter. Stations are color-coded according to the peak-ground acceleration (PGA) at the site. 
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Figure 4.8: Change in velocity (dv/v) for all stations plotted against the peak dynamic 
microstrain at each site (defined as the peak ground velocity divided by Vs30 at the site). Stations 
are color-coded according to their distance from the respective epicenters. 
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Figure 4.9: Change in velocity (dv/v) for all stations. White star shows the location of the Mw 
6.4 (top panel) and the Mw 7.1 (bottom panel) respectively. Rock types are from Jennings et al. 
(1977).  
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Table 4.2: Other parameters examined for each station. Stress change was obtained from 
Wang et al. (2020). Rock type was determined from Jennings et al. (1977). 
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Conclusion 
 
Throughout the body of this work, we present evidence for complex seismic structure 

within the Earth’s interior. While this is not a novel finding, it is becoming increasingly 

important to our understanding of the Earth’s evolution, current structure, and dynamics to 

thoroughly examine its interior on multiple depth and areal scales. Below, we briefly 

summarize our findings in each chapter and highlight key outstanding questions. 

 

In Chapter 1 we present clear evidence that the Australian lithosphere is seismically 

layered. Receiver function analysis of converted Sp phases indicate that there are sharp 

seismic discontinuities above the tomographically predicted lithosphere-asthenosphere 

boundary within cratonic Australia. These mid-lithospheric discontinuities seem to be a 

ubiquitous feature of cratonic lithosphere. Additionally, we observe a sharp, shallow 

negative phase on receiver functions that we can interpret as the lithosphere-asthenosphere 

boundary along the Phanerozoic eastern coast of the continent. However, it is not yet clear 

precisely what causes the aforementioned mid-lithospheric discontinuities. While we favor 

hydrous minerals, their presence in the mid-lithosphere still lacks a thorough explanation. 

 

Chapter 2 proceeds with a further discussion of the seismic complexity of the Australian 

lithosphere. We present shear wave splitting and anisotropic Ps receiver functions. Shear 

wave splitting fast directions and delay times are inconsistent across the continent; while 

some averaged fast directions can be explained through plate motion alone, the smoothing 

out of significant backazimuthal dependence obscures robust results that argue for complex 
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seismic anisotropy. While modelling has shown that seismic anisotropy can induce clear, 

periodic variations on the transverse component of backazimuthally-binned Ps receiver 

functions, we do not observe such systematic changes. Rather, we suggest that the 

variations observed must occur over a broader depth range. Initial comparisons between 

other models of seismic anisotropy and both sets of results have been presented here, but 

further analysis is required. Basic forward modelling cannot replicate the complexity of 

shear wave splitting results. Further modelling may elucidate the exact nature of seismic 

anisotropy within the Australian lithosphere, particularly if shear wave splitting and Ps 

receiver functions can be jointly inverted. One key problem that must be addressed is the 

nature and presence of seismic anisotropy within the lowermost mantle.  

 

We scale our analysis from a continent to a single craton in Chapter 3. As with shear wave 

splitting in Australia, the Wyoming Craton has complex splitting results. Averaged fast 

directions and delay times do indicate some geographic dependence, with consistency 

between results to the west of the Bighorn Mountains and east of the Black Hills; within 

the Powder River Basin splitting results are far more variable. However, we observe 

backazimuthal dependence, arguing for layered seismic anisotropy or a non-horizontal axis 

of symmetry. When paired with other analysis (such as an examination of modal fast 

directions within a given backazimuthal bin), shear wave splitting results in the Powder 

River Basin clearly deviate from others in the region. The region of anomalous splitting 

agrees well with attenuation modelling. While we present evidence of a change in shear 

wave splitting within the Powder River Basin, multiple explanations for the cause still 
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exist. We again stress that seismic anisotropy within the lowermost mantle could severely 

affect our understanding of our results. 

 

Finally, we scale down even further to a regional examination of velocity and rheology 

changes within the top hundred meters of the subsurface in the area around the 2019 

Ridgecrest earthquake. A lack of long-term changes in velocity perturbations at most 

stations suggests an elastic response. Two stations maintain a decreased velocity 

perturbation, which implies a plastic response. While we test a number of possible 

mechanisms to explain these changes, no single explanation seems best suited to our 

results. A further examination of hydrologic effects is needed. 
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Appendix A: Supplementary Material for Chapter 1 
 

 
Figure S1.1: Comparison between Moho estimates from Ps and Sp receiver functions for all 
stations presented in this study. 
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Figure S1.2 (previous pages): Single station stacked receiver functions for all stations used in 
this study. Solid magenta lines are our estimate for the Moho. Solid cyan lines are at primary 
and secondary phase depths. Dashed cyan lines are at smaller amplitude phases. Gray boxes are 
the depth range of the negative velocity gradient from AuSREM profiles. Receiver functions are 
labelled as good (G), fair (F), or poor (P). 
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Appendix B: Supplementary Material for Chapter 2 
 

 
Figure S2.1: Probability density function of shear wave splitting delay times for each region in 
this study. 
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Figure S2.2: Probability density function of shear wave splitting fast directions (phi) for each 
region in this study. 
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Figure S2.3: Stereoplots of shear wave splitting results (blue lines) and nulls (red lines) for 
Phanerozoic Australia. Backazimuth of events is along the circumference, while the inclination 
of the ray is plotted from 0° at the center to 15° at the edge. 
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Figure S2.4: Stereoplots of shear wave splitting results (blue lines) and nulls (red lines) for the 
North Australian Craton (NAC). Backazimuth of events is along the circumference, while the 
inclination of the ray is plotted from 0° at the center to 15° at the edge. 
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Figure S2.5: Stereoplots of shear wave splitting results (blue lines) and nulls (red lines) for the 
South Australian Craton (SAC). Backazimuth of events is along the circumference, while the 
inclination of the ray is plotted from 0° at the center to 15° at the edge. 
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Figure S2.6: Stereoplots of shear wave splitting results (blue lines) and nulls (red lines) for the 
West Australian Craton (WAC). Backazimuth of events is along the circumference, while the 
inclination of the ray is plotted from 0° at the center to 15° at the edge. 
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Figure S2.7: Effective splitting parameters for two two-layer models, calculated in MSAT 
(Walker and Wookey, 2012). 
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Figure S2.8: All non-null splits plotted at 2700 km depth against the 2700 km depth slice from 
the 3D2018_08Sv model (Debayle et al., 2016). 
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Figure S2.9: All non-null splits calculated for this study (blue lines) as well as splits from 
previously published studies (gray lines). An example split with a fast direction of 90° and a 
delay time of 1 second is shown in the lower left. 
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Figure S2.10: Average splitting parameters calculated for this study (blue lines) as well as 
average splitting parameters from previously published studies (gray lines). An example split 
with a fast direction of 90° and a delay time of 1 second is shown in the lower left. 
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Figure S2.11: Shear wave splitting results projected along their raypaths to 150 km depth. 
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Figure S2.12: Scatter plot of shear wave splitting fast direction against backazimuth for all 
stations in Phanerozoic Australia. 
 

 
  



	 266 

 
Figure S2.13: Scatter plot of shear wave splitting delay time against backazimuth for all stations 
in Phanerozoic Australia. 
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Figure S2.14: Scatter plot of shear wave splitting fast direction against backazimuth for all 
stations in the North Australian Craton (NAC). 
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Figure S2.15: Scatter plot of shear wave splitting delay time against backazimuth for all stations 
in in the North Australian Craton (NAC). 
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Figure S2.16: Scatter plot of shear wave splitting fast direction against backazimuth for all 
stations in the South Australian Craton (SAC). 
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Figure S2.17: Scatter plot of shear wave splitting delay time against backazimuth for all stations 
in in the South Australian Craton (SAC). 
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Figure S2.18: Scatter plot of shear wave splitting fast direction against backazimuth for all 
stations in the West Australian Craton (WAC). 
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Figure S2.19: Scatter plot of shear wave splitting delay time against backazimuth for all stations 
in in the West Australian Craton (WAC). 
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Appendix C: Supplementary Material for Chapter 3 
 

 
Figure S3.1: Percentage of non-null splits per station. Circles are BASE stations, triangles are 
CIELO stations, and inverted triangles are TA stations. 
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Figure S3.2: Non-null splits plotted at their piercing points for 2700 km depth (i.e. within the 
D” layer). Splits are plotted over the 2700 km depth slice from the GyPSuM tomography model 
(Simmons et al., 2010). 

 
  



	 275 

 
Figure S3.3: Piercing point of all splits at four different depths (20, 80, 140, and 200 km). An 
example split with a fast direction of 90° and 1 second delay time is plotted in the upper left 
corner. The large red arrow is the apparent plate motion in this region. 
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Appendix D: Supplementary Material for Chapter 4 
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Figure S4.1: Change in velocity (dv/v) plotted against time for all stations not shown in Figures 
4.2 and 4.3. 
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Figure S4.2 (previous pages): Daily cross-correlations for all stations not shown in Figure 4.5. 
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Figure S4.3: Change in velocity (dv/v) plotted against time and filtered from 10-30 Hz. All else 
is the same as in Figure 4.2. 

 




