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Abstract

Accelerating Numerical Simulations with Deep Learning

by

Dong Hoon Kim

Doctor of Philosophy in Mechanical Engineering

University of California, Berkeley

Professor Tarek I. Zohdi, Chair

In many industrial applications, numerical simulations allow us to perform virtual exper-
iments through computers by solving differential equations. However, it often requires us
to put large amounts of computational resources, because solving differential equations is
computationally expensive and time-consuming in general. This could be more critical when
we need to run heavy simulations in real-time applications.

This work introduces a hybrid approach on how to accelerate numerical simulations by
applying the fundamental idea of deep learning to the numerical simulations. Deep learning
and numerical simulation have proposed two different ways for engineers and scientists to
predict and understand the complex behavior of systems. While numerical simulation is a
traditional technology that relies on the fundamental laws of nature, deep learning is an
emerging technology that is highly data-driven.

In the first half of this dissertation, I will review a basic background on deep learning and
nonconvex optimization to help readers easily understand the fundamental concepts. In
the second half, I will introduce the two engineering problems on accelerating numerical
simulations with both reduced simulation costs and desirable accuracy. The first problem is
in rapid process control of multiphase flowing foods. The second problem is to optimize the
tool path in the Selective Laser Sintering process.
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Chapter 1

Fundamentals of Deep Learning

1.1 Introduction

Artificial Intelligence (AI) is a technology that realizes human learning ability, reasoning
ability, perception ability, and the ability to understand natural languages through computer
programs. Since around the 1950s when AI emerged, the AI has consistently demonstrated
problem-solving skills and has had a significant effect on the development of science and
technology.

In 2016, AlphaGo, an AI developed by Google DeepMind, surprised all over the world
by defeating the human champion of the world, Sedol Lee, in the board game Go. Go is an
abstract strategy board game for two players, in which the aim is to surround more territory
than the opponent. There are 2.089× 10170 cases to locate the go stone on the board while
playing [1], and it is impossible to calculate the possibilities to win by using a brute force
approach. AlphaGo uses a novel combination of supervised learning from games between
human experts and reinforcement learning from games of self-play [2].

Amazon Echo (Figure 1.1), a smart speaker from Amazon, is capable of voice interaction
with humans, recommending music that users would like to listen to, and providing real-time
information (e.g. weather, traffic, news, etc.). It can also control several smart devices using
itself as a home automation system.

Machine Learning (ML), a major branch of AI, is a field of study that gives comput-
ers the ability to learn without being explicitly programmed [4]. In explicit programming,
developers encapsulate the implementation details associated with a design concept and ex-
plicitly express their idea through their programming languages. However, there is a critical
limitation of explicit programming when the object of programming has many rules which
are difficult to be explicitly programmed (e.g. spam filtering, face recognition, automatic
driving, etc.). Beyond the limitations of explicit programming, the ML allows a computer
to learn through experience and improve its performance automatically. The ML builds a
mathematical model based on sample data, known as training data, to learn the patterns
of the data and make predictions or decisions without being explicitly programmed to do
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Figure 1.1: Echo Dot (3rd Gen) - Smart speaker with Alexa [3]

so. The ML algorithms are used in many applications, such as spam filtering and computer
vision.

Deep Learning (DL) is a subset of the ML. The ML uses algorithms to parse data, learn
from that data, and make informed decisions based on what it has learned. On the other
hand, the DL structures algorithms in layers itself to learn and make intelligent predictions
on its own. The difference between the DL and the ML is illustrated in Figure 1.2. While
machine learning still requires guidance from humans on feature selection to predict the
output, deep learning could extract the feature and learn through its method of computing
by itself. The overall concepts of the AI, ML, and DL are shown in Figure 1.3. From the
next section, we will review the fundamental concepts needed to implement deep learning in
our programming language.
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Figure 1.2: Machine Learning vs. Deep Learning [5]

Figure 1.3: Artificial Intelligence, Machine Learning, and Deep Learning [6]



CHAPTER 1. FUNDAMENTALS OF DEEP LEARNING 4

1.2 Machine Learning

Machine Learning systems learn how to combine input to produce useful predictions on
never-before-seen data. Machine learning has demonstrated its powerful potentials in various
fields such as image recognition, autonomous driving, spam detection, speech recognition,
medical prediction, and so on. There are two kinds of machine learning, Supervised Learning
and Unsupervised Learning :

Supervised Learning

1. Learning the mapping function from the input data (features) to the output data
(labels).

2. The goal is to approximate the mapping function so well that it can predict the output
variables for the new input data.

3. Predictive models for classification and regression.

Unsupervised Learning

1. We only have input data and no corresponding output data (label).

2. The goal is to model the underlying structure or distribution in the data in order to
learn more about the data.

3. Pattern/structure recognition for clustering, association, dimensionality reduction.

In the upcoming contents, we will only focus on supervised learning which is much more
common and widely used. Also, I will use the words machine learning and deep learning
only for supervised learning. A simple example of supervised learning is shown in Figure 1.4.

There are three core concepts for machine learning: Features, labels, and a model. Fea-
tures represent input variables, and labels represent the thing we want to make predictions
on. A model is a mapping function that defines the relationship between features and labels.
The objective of machine learning is to find the best model which has strong predictive
power on never-before-seen data.

In order to train the model to have good predictive power, we should divide the total
data we have into two subsets, which are a training set and a test set :

• A training set is a subset to train the model

• A test set is a subset to test the performance of the trained model
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Figure 1.4: Supervised learning

Figure 1.5: A workflow with a training set and a test set [7]

Note that the test set is completely isolated from the training set and the training process.
A workflow with the training set and the test set is shown in Figure 1.5. In Figure 1.5, ‘Tweak
model’ means adjusting anything about the model (e.g. changing the learning rate, adding
or removing features, designing a completely new model from scratch). At the end of this
workflow, we pick the model that does best on the test set. However, dividing the total
data set into three subsets (a training set, a validation set, and a test set) could be a better
workflow in some cases, as shown in Figure 1.6, because it creates fewer exposures to the
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test set while training. Also, we may want to check the performance of the model with the
validation set while training, so that we could take action as soon as possible if training is
not going well [7].

Figure 1.6: A workflow with a training set, a validation set, and a test set [7]

1.3 Regression

Linear Regression

Regression is an approach to find the relationship between input variables (features) and
continuous output variables (labels). In machine learning, the objective of the regression is
to develop a continuous mapping function that has strong predictive power on never-before-
seen data.

Linear regression is the simplest regression method in machine learning. Assuming we
are going to use J kinds of input features, the linear model could be expressed as shown in
Figure 1.7.



CHAPTER 1. FUNDAMENTALS OF DEEP LEARNING 7

Figure 1.7: Linear regression

In this case, N represents the number of data samples (either for the training, validation,
or test set). y represents labels that we finally want to make predictions on for the test data.
W is a weight for which we eventually want to get. Also, w0 (the first component of W) is
an additive bias.

From Figure 1.7, one can write the hypothesis function for the linear model as follows:

H(X) = XW (1.1)

In this linear model, we want to minimize the loss function L(W):

L(W) = ‖H(X)− y‖2
2 = ‖XW − y‖2

2 (1.2)

In order to minimize the L(W), we use a gradient ∇L(W) for gradient descent:

∇L(W) = 2XT(XW − y) (1.3)

This represents the gradient of the loss function. Based on this, we correct the weight
vector W, to search for optimal weights which minimizes the loss function:

W←W − α∇L(W) (1.4)

The method described in Equation 1.4 is called gradient descent. The gradient descent
is visually illustrated in Figure 1.8. If the gradient (slope) is big, then we could take a big
step in a single training step because we are still far from the local minimum of the loss
function. However, if the gradient (slope) is small, we need to take a small step carefully to
get to the optimal point. We could compare this process with a hiker hiking downhill on a
mountain, as shown in Figure 1.9. α in Equation 1.4 represents the training rate (also called
the learning rate), which means how much we would multiply to the gradient in every single
training step of the training process. We update W over and over based on Equation 1.4
until the training process ends.
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Figure 1.8: A schematic of gradient descent [7]

Figure 1.9: A person walking down on a mountain [8]
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Nonlinear Regression with Neural Networks

Even though the linear model is simple and computationally cheap enough, many things we
want to predict in the world are highly nonlinear. Therefore, the linear model often fails
to make good predictions in many cases. A neural network, which mimics the structure of
biological neurons of the human brain, is used to overcome this limitation (Figure 1.11).
Using a neural network, we could perform machine learning with nonlinear regression, which
could have stronger predictive power in many nonlinear problems. A simple example of the
neural network is shown in Figure 1.10.

Figure 1.10: A 3-layer neural network with three input features [9]

When N by M data (N : the number of data set, M : the number of features) gets
into the input layer, M features (N by 1 vectors) enter the corresponding M nodes in the
input layer. Passing through the hidden layers, they are multiplied by weight values in
‘axons’ between the layers,1 and they are activated in the nodes by activation functions.
Activation functions are nonlinear functions that allow the machine learning model to have
nonlinear properties. There are a variety of activation functions, as shown in Figure 1.12. A
rectified linear unit (ReLU) is widely used for activation functions because it could overcome
the gradient vanishing problem in the deep neural network, which sigmoid function and
hyperbolic tangent function are suffering from.

After passing through all the hidden layers, we need to train the model with gradient
descent as we did in linear regression. youtput represents the hypothesis of the model on the
input data X, and ytarget represents the true label values for the given data set.2 In Figure
1.13, the objective is to minimize the loss:

E =
1

N
‖youtput − ytarget‖2

2 (1.5)

1Additionally, one can have biases in the nodes which are added after the linear multiplication of weights.
In this case, biases would be ‘learned’ along with weight values during the training process.

2youtput is equivalent to H(X), and ytarget is equivalent to y in the linear regression above.
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(a) A biological neuron

(b) An artificial neuron

Figure 1.11: A biological neuron vs. An artificial neuron [9]

where N represents the number of data samples. Taking derivative of this yields:

∂E

∂youtput

=
2

N
(youtput − ytarget) (1.6)

Having x as a vector entering to some node and y as a vector coming out from the node,
we could write:

∂E

∂x
=
dy

dx
· ∂E
∂y

=
df(x)

dx
· ∂E
∂y

(1.7)

where f(x) represents the activation function (ReLU, sigmoid, etc.).
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Figure 1.12: Activation functions in nodes

Also, having yi as an output vector from ith node of the previous layer and xj as an input
vector to jth node in the next layer, we could apply the chain rule to write:

∂E

∂wij
=

∂xj

∂wij
· ∂E
∂xj

= yi ·
∂E

∂xj

(1.8)

where wij represents the weight which is multiplied in an ‘axon’ connecting ith node of
the previous layer and jth node of the next layer.

Based on ∂E
∂wij

shown in Equation 1.8, we could update the weight values for all the ‘axons’

by gradient descent:

wij ← wij − α
dE

dwij
(1.9)

where α represents the learning rate.
Also, we could get the derivative of output error with respect to yi (output vector of the

node in the previous layer):

∂E

∂yi

=
∑

j∈out(i)

∂xj

∂yi

· ∂E
∂xj

=
∑

j∈out(i)

wij
∂E

∂xj

(1.10)
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Figure 1.13: A fully connected neural network

The overall process explained above is called backpropagation. We start from the error
of the output layer, and backpropagate the error information to update weight values in
‘axons’ between all the layers.

1.4 Mini-batches

When training the model, we also have to consider the batch size. Batch size represents the
number of training examples utilized in one iteration. This could be the same as the size
of the training data or could be less than training data.

In some applications, the size of the training data set is large enough and it makes
the training process with all those data at once in each iteration more difficult and time-
consuming. Therefore, we could split the training data into mini-batches to train the model
efficiently, taking advantage of the parallel computing functionality of the graphics processing
unit. If the batch size is 1 in gradient descent, it is called stochastic gradient descent (SGD).
The word stochastic represents selecting a random sample from the total training data. If
we perform the iteration over and over, the SGD could effectively get to one of the minima.
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However, the SGD still has a problem that it is too noisy because it has much less batch
size than full batch iteration. Mini-batch gradient descent is a compromise between the
full batch iteration and the SGD. Mini-batches typically consist of 10 to 1000 randomly
selected examples. Mini-batch gradient descent reduces the noise of the SGD and is more
efficient than iteration with the entire batch of the training data. The comparison of gradient
descent, mini-batch gradient descent, and stochastic gradient descent is illustrated in Figure
1.14. The blue line represents gradient descent, the purple line represents stochastic
gradient descent (SGD), and the green line represents mini-batch gradient descent.
The red circle in the center is a local minimum of the loss function.

Figure 1.14: Gradient descent, Stochastic gradient descent, and Mini-batch gradient descent

1.5 Regularization

Overfitting

Figure 1.15 illustrates the cases of underfitting and overfitting. While underfitting could be
resolved easily by increasing more features to expand the hypothesis space, overfitting is a
critical problem in machine learning. As mentioned above, we split the total data into the
training set and the test set (and the validation set if applicable). We train the model with
the training set and make predictions on the test set to check the performance of the trained
model. Overfitting means the case when the model was over-trained from the training set, so
it has weak predictive power on never-before-seen data (the test set). Even though training



CHAPTER 1. FUNDAMENTALS OF DEEP LEARNING 14

error decreases continuously while the training process, test error starts increasing at some
point and the model starts losing generalization performance, as shown in Figure 1.16.

Figure 1.15: Underfitting, Good fitting, and Overfitting [10]

Here are some ways to prevent overfitting:

1. L1/L2 regularization

2. Dropout

3. Batch normalization

4. Early stopping (Figure 1.16)3

5. Adding more data

6. Reducing architecture complexity to generalize well

7. Adding noise to the input or output [12]

8. Cross-validation [13, 14]

One way to prevent overfitting in a quantified way is to penalize complex models, which
is a principle called regularization [16, 17]. In other words, instead of simply aiming to
minimize loss:

minimize(Loss(Data|Model)) (1.11)

We could try to minimize loss and complexity at once:

minimize(Loss(Data|Model) + λcomplexity(Model)) (1.12)

where λ is a regularization rate. Some ways to penalize the complexity of the model
are in the following subsections.

3For the readers who are interested in theoretical analysis on early stopping, refer to [11].



CHAPTER 1. FUNDAMENTALS OF DEEP LEARNING 15

Figure 1.16: Early stopping [15]

L1 Regularization (Lasso Regression)

L1 regularization adds absolute value of magnitude of coefficient as penalty term to the
loss function.

L(W) = ‖y −H(X)‖2
2︸ ︷︷ ︸

Original loss function

+ λ ‖W‖1︸ ︷︷ ︸
Regularization term

(1.13)

where H(X) represents the hypothesis of the model on the input data X, and y represents
the true label values for the given data set.

Performing L1 regularization has the following effect on a model:

• It encourages many of the uninformative coefficients of weights in a model to be exactly
0. In other words, it removes the unnecessary features from the model.

• Zeroing out features will save computational cost and may reduce noise in the model.

L2 Regularization (Ridge Regression)

L2 regularization adds squared magnitude of coefficient as penalty term to the loss func-
tion.

L(W) = ‖y −H(X)‖2
2︸ ︷︷ ︸

Original loss function

+ λ ‖W‖2
2︸ ︷︷ ︸

Regularization term

(1.14)
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where H(X) represents the hypothesis of the model on the input data X, and y represents
the true label values for the given data set.

Performing L2 regularization has the following effect on a model:

• It encourages weight values toward 0 (but not exactly 0).

• It encourages the mean of the weights toward 0, with a normal (bell-shaped or Gaus-
sian) distribution.

Dropout

On top of L1/L2 regularization, we could randomly drop the nodes in the neural network as
another way of the regularization. Dropout is a technique for regularizing neural networks,
developed by Hinton et al. [18]. The core idea behind dropout is to randomly set some of
the weights in a neural network to 0 during the training process. We set a keep probability
for dropout, which represents the ratio of the nodes that a weight value is left undisturbed
to all the nodes. Figure 1.17 illustrates how dropout works.

Figure 1.17: “Dropout: a simple way to prevent neural networks from overfitting” - Srivastava
et al. (2014) [19]

Batch Normalization

Batch normalization has become a necessary technique for neural network training since
Ioffe and Szegedy [20] suggested in 2015. Batch normalization is basically one of the ideas
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to prevent gradient exploding or gradient vanishing while training the deep neural networks.
People tried to resolve these gradient problems by changing the activation function to ReLU,
carefully initializing the weights, and using a small learning rate.

However, Ioffe and Szegedy devised a fundamental way to prevent the gradient problems
and eventually accelerate the learning speed by stabilizing the training process itself, rather
than those indirect methods. The overall algorithm of the batch normalization is shown in
Figures 1.18 and 1.19.

When training the neural network, data is usually brought as mini-batch units for train-
ing. After normalizing the batch by the average and standard deviation for each feature,
it is scaled by the scale factor and shift factor in the batch normalization layer. The scaled
batch then enters a hidden layer that has the activation function. The scale factors and shift
factors are trained during backpropagation as weight values in ‘axons’. A schematic of the
neural network with batch normalization is shown in Figure 1.20.

Figure 1.18: Batch Normalizing Transform - Ioffe & Szegedy (2015) [20]

The remarkable advantages of batch normalization are as follows:

1. In traditional deep neural networks, the gradient exploding or vanishing could occur
when the learning rate is high, due to the scale of the parameters. When using batch
normalization, it is not affected by the scale of the parameters when propagating.
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Figure 1.19: Training a Batch-Normalized Network - Ioffe & Szegedy (2015) [20]

Therefore, the learning rate can be greatly increased, and it enables fast learning
processes.

2. Batch normalization itself has a regularization effect. This allows the model
to exclude the weight regularization term (either for L1 or L2) and dropout. It also
overcomes the disadvantage of dropout by accelerating the learning process (because
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Figure 1.20: Without batch normalization (LEFT) vs. With batch normalization (RIGHT)
[21]

learning speed gets slightly slower when we use dropout).

1.6 Classification

Classification represents classifying the data into multiple categories. While labels are con-
tinuous values in regression problems, labels are discretized values (classes) in classification
problems. The classification technique could be applied to visual recognition and the detec-
tion of spam mail or credit card fraudulent transactions. There are two kinds of regression
methods for classification: Logistic regression and Softmax regression.4

Logistic Regression

Logistic regression is a regression method for binary classification. In regression problems,
the hypothesis of the model could potentially have any continuous value from −∞ to ∞.
However, in classification problems, we need to manipulate the hypothesis function so that
its output could have values between 0 and 1 as probabilities, using the sigmoid function
(Figure 1.21). We could express the hypothesis of logistic regression, H(X), as follows:

H(X) =
1

1 + exp(−z)
(1.15)

4We should distinguish the word regression and the phrase regression methods. While regression is a
type of machine learning algorithms [22] as we dealt in section 1.3, the regression methods are mathematical
methods for estimating the relationship between input variables and output variables.
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where z represents the output of the function that operates on layers earlier than the
sigmoid function. The sigmoid function converts the unscaled output of earlier layers, z, to
the new values between 0 and 1.

Figure 1.21: A sigmoid function

Note that there are only two classes, which are 0 and 1, in logistic regression. The
hypothesis of logistic regression will have predicted values between 0 and 1. As we can see
in Figure 1.21, the sigmoid function converts the values from −∞ to∞ into the values from
0 and 1.

We could write log loss function for Xi,
5 the ith data sample of the input X, as follows:

Loss =

{
−log(H(Xi)) if yi = 1

−log(1−H(Xi)) if yi = 0
(1.16)

where yi represents the label corresponding to Xi, and H(Xi) represents the logistic
hypothesis for Xi. We observe that the loss becomes a minimum when H(Xi) = yi. Writing
Equation 1.16 in the simpler form yields:

Loss = yilog(H(Xi))− (1− yi)log(1−H(Xi)) (1.17)

Now we could rewrite this form to express the overall loss function L(W) for the data
set :

L(W) = − 1

N

N∑
i=1

(
yilog(H(Xi))− (1− yi)log(1−H(Xi))

)
(1.18)

5For logistic regression with the hypothesis function shown in Equation 1.15, loss function in the mean
squared error form is non-convex and not suitable for training. For further detail, refer to [23].
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where N is the number of data samples in the data set (either for the training, validation,
or test set). Xi and yi represent the ith data sample of the input X and the corresponding
label, respectively.

Lastly, we could do logistic regression with L(W), by gradient descent:

W←W − α ∂

∂W
(L(W)) (1.19)

where α is the learning rate.

Softmax Regression

Softmax regression is used when we need to solve multinomial classification problems. In
logistic regression, we had only two kinds of labels. However, for multinomial classification
problems, we need to classify the input data into more than two classes, as shown in Figure
1.22. Therefore, we need to use another shape of hypothesis function and loss function.

Since softmax regression should output the predicted probabilities for every input data
sample to be in each class, the hypothesis H(X) on the input data X should have sizes of
N by c, where N is the number of the data samples (either for the training, validation, or
test set), and c is the number of the total classes.6

Figure 1.22: An example of multinomial classification

We could express the softmax probability for the mth data sample to belong to the kth

class, Hm,k(X), as follows:

Hm,k(X) =
ezm,k∑c
i=1 e

zm,i
(1.20)

6This is a remarkable difference from the logistic regression, where H(X) has a size of N by 1.
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where zm,i represents the mth row and the ith column of z, which is the output of the
function that operates on layers earlier than the softmax function. In this case, there are c
classes in total, from class 1 to class c. Hm,k(X) is the element on the mth row and kth

column of H(X). Also, Equation 1.20 implies that the sum of the probabilities to be in all
the classes should be 1.

For the loss function in multinomial classification, a cross-entropy loss function is used:

L(W) = − 1

N

N∑
m=1

c∑
k=1

(
Lm,k · log(Hm,k(X))

)
(1.21)

where N refers to the number of the data samples, and Lm,k represents the kth column
of the one-hot encoded label of mth data sample. For example, if the true label of some data
is class 3, Lm,(k=3) = 1 and Lm,(k 6=3) = 0.

Lastly, we could do softmax regression with loss (L(W)), by gradient descent:

W←W − α ∂

∂W
(L(W)) (1.22)

where α is the learning rate.

1.7 Convolutional Neural Networks (CNN)

In the 1960s, Hubel and Wiesel [24] worked on the area of Sensory Processing. They ex-
perimented by inserting a microelectrode into the primary visual cortex of a partially anes-
thetized cat so that it can’t move. They showed the images of the line at different angles
to the cat, as shown in Figure 1.23.7 Through the micro-electrode, they found out that
some neurons fired very rapidly by watching the lines at specific angles, while other neurons
responded best to the lines at different angles. Some of these neurons responded to lightness
patterns differently, while other neurons focused on detecting motion in a certain direction.
The concept of the Convolutional Neural Network was biologically inspired by this experi-
ment. LeCun [25–27], a French-American computer scientist, is known as a founding father
of Convolutional Neural Networks.

In deep learning, a Convolutional Neural Network (CNN) is one of the core classes of
neural networks, which is most commonly applied to image classification and recognition
[25–28]. The difference between the fully connected neural network (classical neural network)
and the CNN is that the CNN has convolution layers that extract and determine the features
from the image itself, in addition to the fully connected layers. A schematic of the CNN is
shown in Figure 1.24. Also, a simple application of the CNN to a classification problem is
shown in Figure 1.25. Note that the structure of the CNN shown in Figure 1.24 is simply
one of the diverse CNN structures it could have. CNNs could have more complex and deeper
architectures, as shown in Figures 1.26 and 1.27.

7Cat image by CNX OpenStax is licensed under CC BY 4.0; changes made
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Figure 1.23: The experiment on the visual cortex of a cat - Hubel & Wiesel (1962) [9, 24]

Figure 1.24: A CNN with many convolution layers [29]
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Figure 1.25: An application of the CNN to a classification problem

Figure 1.26: AlexNet - Krizhevsky, et al. (2012) [30]
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Figure 1.27: GoogLeNet - Szegedy, et al. (2014) [31]

As we could observe in Figure 1.24, the CNN is composed of convolution layers which
perform feature learning, and a fully connected neural network which processes the output
of convolution layers. Each convolution layer contains a set of filters (convolution filters,
activation function layers, and pooling layers) whose parameters need to be learned along
with the weights in the fully connected neural network. The explanations of the components
in convolution layers are as follows.

Convolution Filters

Every single convolution layer has its convolution filters. As shown in Figure 1.28, we have
an input image (input feature) entering the convolution layer and a convolution filter which
has scalar weight values as filter elements. We multiply the convolution filter values to the
input image values and get the sum of those values, by striding the filter from the left-top
to the right bottom of the image by stride.8 This process yields an output image (output
feature) as shown in Figure 1.29. The weight values multiplied by convolution filters will be
trained over and over during the training process.

Figure 1.28: An input feature and and a convolution filter

8Stride denotes how many steps we are shifting a convolution filter per each step in convolution.
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Figure 1.29: An input feature and a corresponding output feature

The output image size from a convolution filter

We could calculate the output image size from a convolution filter. We could assume that we
have an input image that has a dimension of 32 by 32 by 3 (3 because of the RGB channel),
and 10 different convolution filters which has a dimension of 5 by 5 by 3 (3 because of the
RGB channel). We also assume that stride is 1 and padding is 2.9 Then the new image will
have a dimension of 32 by 32 by 10, based on the following relationship:

Output size =
Input size–Filter size + 2× Padding

Stride
+ 1 (1.23)

The number of filters of the input image
= The number of channels of the output image

(1.24)

Activation Function Layers

We could give non-linearity to the filtered images by applying activation functions, as we
did in the fully connected neural network. The activation functions are commonly ReLU
(rectified linear units). Other choices might include sigmoid, tangent hyperbolic, leaky ReLU,
maxout, and so on. For the readers who are interested in other kinds of activation functions,
refer to [9].

Pooling Layers

We use pooling layers to detect and extract the summary information from the image. The
pooling layers are responsible for reducing the dimension of the convolved feature. The main
objective of pooling is to decrease the computational power required to process the data.

9Padding represents padding 0 values along the sides of the image before entering a convolution filter.
For example, M by M by 3 image becomes (M + 4) by (M + 4) by 3 when padding is 2.
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Max-pooling is the most popular pooling method. The concept of max-pooling is illustrated
in Figure 1.30. Other pooling functions include the average of a rectangular neighborhood,
L2 norm of a rectangular neighborhood, or a weighted average based on the distance from
the central pixel [32].

Figure 1.30: Max-pooling: pooling out the maximum value from a rectangular neighborhood

1.8 Recurrent Neural Networks (RNN)

A Recurrent Neural Network (RNN) is a class of deep neural networks that can train and
predict sequential data. The RNNs have been applied to a variety of fields including voice
recognition, speech recognition, machine translation, image/video captioning, and so on. An
example structure of the RNN is shown in Figure 1.31.

Figure 1.31: An example structure of the RNN [33]

Figure 1.31 shows the simplest structure of the RNN which is called a Vanilla RNN. ht
represents (hidden) state at the time t, and the previous (hidden) state affects to the next
state. Every single state consists of a single hidden vector h. We associate the new state
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with the old state ht−1 and input vector xt, by some function with parameters W (which
will be trained), as shown in Equation 1.25. For example, tangent hyperbolic could be used
for the function to calculate the new state as in Equation 1.26. Based on the new state, we
could calculate the output vector yt at time t, as shown in Equation 1.27.

ht = fW(ht−1,xt) (1.25)

ht = tanh(Whhht−1 + Wxhxt) (1.26)

yt = Whyht (1.27)

Figure 1.32 shows how we train the sequence of the word ‘hello’. All the characters
appearing in the word ‘hello’ were one-hot encoded. The RNN should be able to predict
that ‘ello’ will follow the very first character ‘h’. Since the output layer still has an error
(e.g. ‘eolo’), we still need to train the model by backpropagating the loss function with
softmax.

Figure 1.32: An example of the training sequence of word “hello” [9]

In addition to the Vanilla RNN, RNNs offer a lot of flexibility, as shown in Figures
1.33 and 1.34. For example, one to many structures could be used in image captioning by
converting images into a sequence of words. Many to one type could be used in sentiment
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classification by interpreting the sequence of words into sentiment. The first many to many
type could be used for machine translation, and the second many to many type could be
used to classify videos on frame level. The multi-layer RNN, shown in Figure 1.34, is also
useful when we would like to train the RNN in a more complex manner.

Figure 1.33: Diverse structures of the RNN [9]

Figure 1.34: A multi-layer RNN [9]
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Long Short-Term Memory (LSTM)

Figure 1.35: Repeating modules in the LSTM containing four interacting layers [33]

Long short-term memory (LSTM) is an advanced architecture of the RNN, which was
invented by Hochreiter and Schmidhuber [34] in 1997 and sets accuracy records in multiple
application domains. In recent years, employing the LSTM has become a necessary technique
in many applications of the RNN. The LSTM is explicitly designed to avoid the long-term
dependency problem.

For the long-term dependency problem, we could consider a language model trying to
predict the next word based on the previous ones. If we are to predict the last word in “The
clouds are in the”, we do not need any further context. That is because it is obvious that the
last word will be ‘sky’. Since the gap between the relevant information and the last word is
small enough, traditional RNNs can learn from the recent information and predict the next
word.

However, traditional RNNs become unable to learn to connect the information in the
cases when we need more previous context far away from the current sentence. For example,
we could consider the case when the model needs to predict the last word ‘Korean’ from
the long text “I was born in the United States but I moved to Korea when I was two years
old. I have grown up in Korea. (. . . ) I speak fluent”. We need the context of Korea, which
is further back from the recent sentences, to predict the last word, and traditional RNNs
cannot learn to connect the information when the gap is large. The LSTM was proposed to
overcome this limitation which traditional RNNs have.

The interacting layers in the LSTM module (Figure 1.35) are as follows:

1. The forget gate layer determines whether to throw away the information from the
previous cell state.

2. The input gate layer determines which values to update.
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3. The tanh layer creates a vector of the new candidate values that could be added to
the state.

4. The output layer decides which parts it is going to output.

The LSTM structure mentioned above is simply a standard form of the LSTM. But not
all LSTMs have the same structure as above. For example, Gers and Schmidhuber [35], and
Cho, et al. [36] proposed different types of LSTM networks. For more detail on the LSTM,
refer to [33].

1.9 The Overall Outlook and Further Algorithms

We have reviewed the core algorithms in supervised learning so far. There are also a variety
of unsupervised learning algorithms. For example, an Autoencoder [37] is a type of artificial
neural networks that is used to perform feature learning in an unsupervised manner. The
objective of using an autoencoder is to learn a representation (encoding) for a set of data,
typically for dimensionality reduction by training the network to ignore signal noise. This
kind of idea could be applied to the reduced-order simulations in many applications. Other
examples of unsupervised learning include Deep Generative Models with Boltzmann Ma-
chines [38, 39], Deep Belief Networks (DBN) [40], Variational Autoencoders (VAE) [41], and
Generative Adversarial Networks (GAN) [42, 43]. Deep generative models are powerful ways
of learning any kind of data distribution using unsupervised learning, and it has achieved
great success in many fields recently. For the readers who are interested in more detail on
both supervised learning and unsupervised learning, refer to [9, 32, 44–48]. PyTorch [49] and
TensorFlow [50], which are the most popular and powerful machine learning frameworks,
also provide good tutorials on deep learning on their websites [51, 52].
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Chapter 2

Fundamentals of Non-Convex
Optimization

2.1 Introduction

Optimization is the selection of the best parameters, which minimizes (or maximizes) the
objective function, from some set of available candidates. Optimization problems are indis-
pensable in all quantitative disciplines from computer science and engineering to economics
and operations research. Even though we could easily solve optimization problems by using
gradient-based methods when the objective function is convex, the majority of the optimiza-
tion problems in engineering applications are highly non-convex.

In convex problems, a local minimum is also the global minimum if it is interior (not on the
edge of the objective function). However, there may be multiple local minima in non-convex
problems, which makes scientists and engineers difficult to solve for the global minimum. A
large number of algorithms proposed for solving non-convex problems are still not capable
of making a distinction between locally optimal solutions and globally optimal solutions.
However, there are still powerful algorithms to solve non-convex optimization problems,
which are capable of guaranteeing convergence in finite time to the highly desirable (near-
optimal) solutions. In this chapter, I will review the three representative and powerful non-
convex optimization techniques, Bayesian Optimization, Genetic Algorithms, and Particle
Swarm Optimization.

2.2 Bayesian Optimization

Hyperparameters

In machine learning, hyperparameters are parameters whose values are used to control the
learning process. As an example of a deep learning model, the learning rate, mini-batch size,
regularization coefficients are typical hyperparameters that are related to learning algorithms
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or regularization. Factors that determine the structure of deep learning models (e.g. the
number of layers, convolution filter size, etc.) are also considered as hyperparameters.

Hyperparameter optimization refers to the problem of finding the optimal values of hy-
perparameter in machine learning and deep learning, which are values that must be set in
advance to perform learning [32, 53]. Here, the optimal values of the hyperparameter mean
the hyperparameters that enable the machine learning model to have the highest gener-
alization performance (e.g. predictive power with a reasonable amount of training data).
Hyperparameter optimization is criticial for obtaining good performance in many machine
learning and deep learning algorithms [54].

However, since optimal hyperparameters are hard to be determined, many people make
decisions depending on their intuition, experience, or publicly known know-how. Therefore,
in many cases, the decision of optimal hyperparameters may need trial and error from re-
peating the learning process several times to find the optimal hyperparameters with limited
computational resources.

As the simplest way, we could perform a manual search to find the optimal parame-
ters. We set the candidates of hyperparameters and manually evaluate the corresponding
predictive performances of the learning model. Even though the manual search is the most
intuitive method for hyperparameter optimization, it still has some problems.

First, the process of searching for the optimal hyperparameter is somewhat dependent on
luck. For example, there is a graph of performance of the machine learning model (objective
function to maximize) in Figure 2.1. The blue line represents the objective function, and red
markers correspond to the hyperparameter points we already evaluated the performance. We
could evaluate objective function many times until when we are confident about ‘discovered’
best-performing hyperparameter. If one is lucky, the global maximum point could be evalu-
ated and selected as an optimal point. However, there is less chance to get to the true global
maximum by brute force manual search in reality. The example shown in Figure 2.1 is the
simplest 1D function example to help readers easily understand the limitation of a manual
search. This could become an even more difficult problem when there are a large number of
hyperparameters, and the objective function is complex, noisy, or hard-to-evaluate.

The second problem with manual search is that the problem becomes more complicated
when we want to search for multiple hyperparameters at once. The best example of this is
the relationship between the learning rate and L2 regularization coefficients. The following
equation is a loss function of linear regression with L2 regularization.

L(W) = ‖XW − y‖2
2 + λ ‖W‖2

2

The L2 regularization term corresponds to the second term in the loss function equation.
If the value of λ (regularization rate), which is the L2 regularization coefficient, is changed
on the entire parameter W space of the deep learning model, the shape of the loss function
L(W) also changes. As a result, it can be inferred that the value of the optimal learning rate
to achieve optimal performance will also change naturally. As some types of hyperparameters
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Figure 2.1: A manual search of the hyperparameter

show mutually influencing relationship with each other, it is very difficult to apply this idea
to every single hyperparameter when searching for two or more hyperparameters at once.

The third problem of manual search is that we still need to do unnecessary calcula-
tions and explorations during trial and error. Even though we take advantage of the prior
knowledge and intuition on choosing the next candidate hyperparameters, we still may not
confident about whether the next candidate hyperparameters are better one until we evaluate
the objective function.

Bayesian Optimization is a methodology that allows us to systematically carry out the
entire exploration process while simultaneously reflecting prior knowledge and intuition when
conducting investigations of new hyperparameter values each time. The main purpose of
Bayesian optimization is to tune the hyperparameters in machine learning and deep
learning [55, 56].

Bayesian Optimization

Bayesian Optimization is an approach to search for the global maximum or minimum of
an objective function. It is an optimization method that is useful for objective functions
that are complex, noisy, and/or expensive to evaluate. Bayesian optimization is
a powerful strategy for finding the maximum or minimum of objective functions that are
expensive to evaluate [55, 57–59].

Bayesian optimization aims to find the optimal solution x∗ which maximizes the function
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value f(x) when unknown objective function f that takes an input value x is given.1 It is
usually assumed that the expression of the objective function is not known explicitly (i.e.
black-box function) and it takes a long time to calculate a function f(x). The main goal is
to efficiently find the optimal solution x∗ that maximizes f(x), by examining the function
value for as few input candidates as possible.

There are two essential elements in Bayesian optimization, which are a surrogate model
and acquisition functions. A surrogate model is a stochastic estimation of the shape of
an unknown objective function, which is constructed based on the real function points
(x1, f(x1)), ..., (xt, f(xt)) investigated so far. Acquisition functions refer to the functions
that recommend the next input value candidate xt+1 which is the most useful for finding
the optimal input value x∗, based on the results of the probabilistic estimation of the
objective function. The overall algorithm is shown in Algorithm 1.

Algorithm 1: Bayesian Optimization

for t=1,2,... do
STEP 1: Obtain the stochastic estimation of surrogate model for the collection
of existing points (x1, f(x1)), ..., (xt, f(xt)).

STEP 2: Based on this, select the candidate for the next input value xt+1 that
maximizes the acquisition function.

STEP 3: Compute the function value, f(xt+1), for the input value candidate
xt+1.

STEP 4: Add (xt+1, f(xt+1)) to the collection of existing function value points.
end

A Surrogate Model

Based on the function points (x1, f(x1)), ..., (xt, f(xt)) investigated so far, a stochastic es-
timation of the approximate form of the unknown objective function is performed. This
estimated model is called a surrogate model. The most widely used probabilistic model for
the surrogate model is a Gaussian Process (GP) [55, 60–63]. In addition to the GP, a model
that can cover the uncertainty in estimating the objective function, based on the input value
points of the objective function investigated so far, can be used as a surrogate model. Other
kinds of surrogate models that are frequently used include tree-structured Parzen estimators
(TPE) and deep neural networks.

The Gaussian Process (GP) is a probability model that represents the probability distri-
bution for functions, unlike the ordinary probability model (which expresses the probability
distribution for a specific variable). In the GP, the joint distribution between its com-
ponents is characterized by the Gaussian distribution, assuming a multivariable Gaussian
distribution. The GP is capable of efficient and effective summarization of a large number of
functions and smooth transition as more observations become available to the model. The

1For simplicity, we confine Bayesian optimization to the 1D case in the contents of this section.



CHAPTER 2. FUNDAMENTALS OF NON-CONVEX OPTIMIZATION 36

GP expresses the probability distribution for the functions using the mean function µ and
the covariance function k as follows.

f(x) ∼ GP (µ(x), k(x, x
′
)) (2.1)

Based on the function points investigated so far, the GP performs stochastic estimation
of the objective function as shown in Figure 2.2.

Figure 2.2: An example of Bayesian optimization process using the GP approximation over
four iterations - Brochu et al. (2010) [55]

• Black dotted line: Actual objective function

• Black solid line: Estimated mean of the surrogate model
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• Shaded blue: Estimated standard deviation of the surrogate model

• Black points: Function point investigated so far

• Green solid line at the bottom: Acquisition Function

In Figure 2.2, the horizontal axis is the input value x, and the vertical axis is the function
value f(x). The black solid line indicates an estimated average µ(x) for all the points, which
were estimated based on points (x1, f(x1)), ..., (xt, f(xt)) investigated so far. The blue shaded
region corresponds to the standard deviation σ(x) for all the points, which were estimated
based on points investigated so far. The shape of µ(x) is determined to pass the points which
have already been investigated. Also, we could observe that standard deviation σ(x) gets
larger if some point gets far away from investigated points, and vice versa.

When t = 2 in Figure 2.2, we observe that the blue shaded region is large if it is far away
from the two investigated points. On the other hand, as the number of investigated points
increases (e.g. t = 3 and t = 4), the size of the blue shaded region gradually decreases. This
implies that the estimation of the objective function gains more certainty, as the number of
investigated points increases. As uncertainty decreases, the likelihood of finding the input
value x∗, which maximizes the objective function, increases.

Acquisition Functions

Based on the stochastic estimates of the objective function from the surrogate model (e.g.
GP), the acquisition function recommends the next candidate point xt+1 on which we evalu-
ate the objective function. xt+1 that acquisition function selected is the most useful point
for finding the optimal input x∗ of the objective function.

Figure 2.3: An acquisition function - Brochu et al. (2010) [55]

Two points have been investigated so far in t = 2, as shown in Figure 2.3. It is reasonable
to think that there would be a higher probability to find the optimal point x∗ around the
point with the higher function value (the point on the right in Figure 2.3). Accordingly, it
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is a reasonable strategy to investigate the region around the point with the largest function
value, among all the points investigated so far. This form of strategy is called exploitation.

On the other hand, the optimal point x∗ may exist in the region with large uncertainty,
and it is hard to guarantee that the estimated mean function in this region would be similar
to the true objective function. Therefore, it will be a reasonable strategy to explore the blue
shaded region with large uncertainty and select the next candidate point from the region
with the largest deviation in the estimated objective function. This form of strategy is called
exploration.

Both exploration and exploitation strategies are equally important strategies for effec-
tively finding the optimal input value x∗, but the two strategies are in a trade-off relationship
with each other. Therefore, it is important to properly control the relative strength between
exploration and exploitation to successfully find the optimal input value for the true objective
function.

There are two kinds of acquisition functions that are widely used. The one is the Expected
Improvement (EI), and the other one is the Probability of Improvement (PI). The PI function
is the simplest, and the EI function is the most commonly used.2

Expected Improvement (EI)

The Expected Improvement (EI) function is designed to take both exploration and exploita-
tion strategies and is most often used as an acquisition function. The EI gives us the
usefulness of the candidate x, based on the probability of having greater value than
the maximum function value investigated so far (f(x+) = max

i
f(xi)) and the magnitude

of the difference between f(x+) and the function value of the candidate x.
In Figure 2.4, ‘PI’ represents the Probability of Improvement, which will be explained

in the following part of this section. In this case, the maximum value f(x+) of the points
investigated so far is at the rightmost point. For the candidate point x3 located further
to the right, the probability distribution of f(x3) can be displayed in the form of Gaussian
distribution, based on the probability estimation result. The green shaded area represents
the probability that the function value of the new candidate point x3 is greater than f(x+).
The larger the size of this area, the higher the probability that f(x3) is greater than f(x+).
In other words, if x3 is adopted as the next input point, it is more likely to obtain a larger
function value than the existing three points. Also, the difference between the mean of
x3 (µ(x3)) and f(x+) is calculated. Accordingly, the EI value for x3 is finally calculated
considering both how much likely to obtain a function value that is larger than
existing points and how big the difference is, as shown in Equations 2.2 and 2.3. For

2There are many other options for the acquisition function, such as Upper Confidence Bound (UCB) and
Entropy Search (ES).
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Figure 2.4: An example of visualizing probability to derive a function value greater than the
maximum function value f(x+) - Brochu et al. (2010) [55]

the readers who are interested in the derivation of Equations 2.2 and 2.3, refer to [64, 65].

EI(x) = E[max(f(x)− f(x+), 0)]

=

{
(µ(x)− f(x+)− ξ)Φ(Z) + σ(x)φ(Z) if σ(x) > 0

0 if σ(x) = 0

(2.2)

Z =

{
µ(x)−f(x+)−ξ

σ(x)
if σ(x) > 0

0 if σ(x) = 0
(2.3)

In Equations 2.2 and 2.3, Φ and φ represents the cumulative distribution function (CDF)
and the probability density function (PDF), respectively. ξ represents the parameter that
balances the strength of exploration and exploitation (ξ ≥ 0) [66]. Exploration gets dominant
as ξ gets bigger, and exploitation gets dominant as ξ gets smaller.

Probability of Improvement (PI)

The Probability of Improvement (PI) is an acquisition function that was proposed earlier
than the EI in the history of Bayesian optimization. The PI evaluates only the probability
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to obtain a function value that is greater than the maximum function value of the
points investigated so far. The score of the new candidate point evaluated by the PI could
be described as follows. Φ represents the CDF. Since standard deviation, σ(x), represents
uncertainty, a candidate point with a lower deviation will have a better score.

PI(x) = Φ(
µ(x)− f(x+)

σ(x)
) (2.4)

Based on the calculated PI value, we add the new point which has the highest PI value.

The Implementation of Bayesian Optimization

The following example illustrates the simple implementation of Bayesian optimization to
find the global maximum in the 1D non-convex function. In this case, I used the following
configuration.

• Surrogate model: Gaussian Process

• Acquisition function: Probability of Improvement (PI)

• The number of iterations: 100

Also, the objective function is as follows.

f(x) = 4(x− 2)2sin5(2πx) + 1.2x +Noise (2.5)

where Noise is the probability density function of the Gaussian distribution, with µ = 0
(mean) and σ = 0.1 (standard deviation).

In Figures 2.5 and 2.6, the blue line represents the average of the surrogate model af-
ter fitting the investigated points with the Gaussian process (GP) regressor. Red dots
represent the true points on the objective function that Bayesian optimizer selected and
evaluated as the most useful points for finding the optimal input value x∗. After investi-
gating the useful points during the iterations as shown in Figure 2.6, it also discovered that
(x,y) = (0.241,13.305) is the optimal point of the function which maximizes the objective
function value. From Figure 2.6, we could observe that the region around the optimum
has much more investigated samplings (red dots) than Figure 2.5 because they have been
regarded as useful sample points to find the optimum during the optimization process.
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Figure 2.5: All samples (dots) and the surrogate function (line) before Bayesian optimization

Figure 2.6: All samples (dots) and the surrogate function (line) after Bayesian optimization
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2.3 Genetic Algorithms

In many optimization problems, cost functions are often non-convex in design parameter
space and often nonsmooth. Their minimization is usually difficult with the direct applica-
tion of gradient methods. A Genetic Algorithm (GA) is a non-derivative and easy-to-
parallelize optimization method introduced by Holland [67, 68], which has both affordable
computational cost and high optimization performance. The GA can treat a wide
variety of non-convex inverse problems involving various aspects of multiphysics/multiscale
phenomena [69–72].

Figure 2.7: The basic action of the genetic algorithm

Suppose we have a multi-variate objective function which we want to minimize:

Π(Λ) = Π(λ1, λ2, ..., λn) (2.6)

According to Zohdi [69], the GA could be described as shown in Algorithm 2. The basic
idea of the GA comes from ‘mating’ the parent strings to obtain the offspring strings by
combining the parameters in the parent strings, as shown in Figure 2.7. In Algorithm 2,
performance represents the evaluated objective function value for each string.3 For example,
if we have an objective function we want to minimize, the smaller objective function value
on a certain parameter combination has better performance.

If one does not retain the parents in Algorithm 2, inferior performing offspring strings
or inferior new strings may replace superior parents. Thus, top parents should be kept for
the next generation. This guarantees a monotone reduction in the cost function, and this is
critical for proper convergence.

3There are N system parameters in this case.
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Algorithm 2: Genetic Algorithms

Initialization: Randomly generate a population of S initial strings, Λi

(i = 1, 2, 3, ..., S). −→Λi , {λi1, λi2, λi3, ..., λiN}

while min(Π) ≥ Tolerance do

STEP 1: Compute the performance of each genetic string Π(Λi)
(i = 1, 2, 3, ..., S), and rank those strings based on the performance values.

STEP 2: Mate the best performing P parent strings to generate C offspring
strings. ΛNEW , Φ�ΛOLD1 + (1−Φ)�ΛOLD2

, where Φ = {φ1, φ2, φ3, ..., φN}, and 0 ≤ φk ≤ 1 (k = 1, 2, ..., N).
� represents component-wise multiplication.

STEP 3: Replace the worst performing C strings in the old genetic strings with
the new child strings obtained in STEP 2.

STEP 4:
if Keeping parents then

Keep the old P parent strings
Generate S − P − C new strings

else
Remove the old P parent strings
Generate S − C new strings

end

end

(Optional) Employ gradient-based methods afterward in the local minima, if the
neighbor of the obtained optimal point is smooth enough.

Furthermore, retained parents do not need to be re-evaluated-making the algorithm less
computationally less expensive, since these parameter sets do not need to be re-evaluated in
the next generation. Numerous studies have shown that the advantage of retaining parents
outweighs the advantage of generating new strings, for sufficiently large populations [73–75].

Additionally, if one selects the ‘mating’ parameters in Φ to be greater that one and/or less
than zero, one can induce ‘mutations’ to have characteristics that neither parent possesses.
However, this is somewhat redundant with the introduction of new random members of the
population in the current algorithm.
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The Application of the Genetic Algorithm: Material Optimization

This subsection is the application of the genetic algorithm in multiphase material optimiza-
tion. The contents of this subsection are from the class project of the Mechanical Engineering
C201 class (2017) from Professor Tarek I. Zohdi.

When we would like to design new multiphase material (Figure 2.8) by adding particulate
material to the matrix (binding) material, we need to find the optimal microscopic properties
of particulate materials to get desirable macroscopic responses of the new material (including
bulk/shear moduli, electrical conductivity, stress concentration and so on). For simplicity,
we confine material optimization to the two-phase isotropic materials in this work.4 The
final objective is to optimize the two-phase material using a macro-micro objective function
and get the top 10 performing design parameters.

Figure 2.8: 3D printing of a multiphase material [70, 76]

4For the readers who are interested in making estimates of the overall properties of a mixture of more
than two materials, refer to Zohdi [70].
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Effective Property Bounds

Consider the widely used Hashin and Shtrikman bounds [77–79] for multiphase isotropic
materials with isotropic effective responses. For the bulk modulus,

κ∗,−
def
= κ1 +

v2

1
κ2−κ1

+ 3(1−v2)
3κ1+4µ1

≤ κ∗ ≤ κ2 +
1− v2

1
κ1−κ2

+ 3v2
3κ2+4µ2

def
= κ∗,+, (2.7)

and for the shear modulus

µ∗,−
def
= µ1 +

v2

1
µ2−µ1

+ 6(1−v2)(κ1+2µ1)
5µ1(3κ1+4µ1)

≤ µ∗ ≤ µ2 +
(1− v2)

1
µ1−µ2

+ 6v2(κ2+2µ2)
5µ2(3κ2+4µ2)

def
= µ∗,+, (2.8)

where κ2 and κ1 are the bulk moduli and µ2 and µ1 are the shear moduli of the respective
phases ((κ2 ≥ κ1) and (µ2 ≥ µ1)). v2 is the second phase volume fraction.

Such bounds are the tightest known on isotropic effective responses, with isotropic two-
phase microstructures, where only the volume fractions and phase contrasts of the con-
stituents are known.

As a model problem, our goal is to computationally design the macroscale effective bulk
and shear moduli κ∗ and µ∗, using linear combinations of the Hashin-Shtrikman bounds as
approximations for the effective moduli κ∗ ≈ θκ∗+ + (1− θ)κ∗− and µ∗ ≈ θµ∗+ + (1− θ)µ∗−,
where 0 ≤ θ ≤ 1.

We can also use the Hashin and Shtrikman bounds for the overall electrical conductivity
σ∗e

〈σ−1
e (x)〉−1

Ω ≤ σ1,e +
v2

1
σ2,e−σ1,e

+ 1−v2

3σ1,e︸ ︷︷ ︸
σ∗,−e

≤ σ∗e ≤ σ2,e +
1− v2

1
σ1,e−σ2,e

+ v2

3σ2,e︸ ︷︷ ︸
σ∗,+e

≤ 〈σe(x)〉Ω (2.9)

where σ2,e ≥ σ1,e, and v2 is the volume fraction of phase 2. Note that the subscript in
σ∗e is to distinguish between a mechanical stress component and is meant to denote electric
conductivity.

The original proofs, which are algebraically complicated, can be found in Hashin and
Shtrikman [77–79]. We emphasize that in the derivation of the bounds, the body is assumed
to be infinite, the micro-structure is isotropic, and that the effective responses are isotropic.
We remark that the bounds are the tightest possible, under the previous assumptions that
no geometric (micro-topological) information is included.

Stress and Strain Concentration Factors

In addition to the effective (macroscopic) properties, when selecting particulate micro-
additives for a base matrix, information about the changes in the otherwise (relatively)
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smooth internal fields, corresponding to the matrix material alone, is valuable to character-
ize a new tailored material’s performance. For this work, one way to analytically characterize
the smoothness of the microscopic field behavior is via (stress and strain) concentration ten-
sors, which provide a measure of the deviation away from the mean fields throughout the
material. We could consider the following identities:

〈ε〉Ω =
1

|Ω|
(

∫
Ω1

ε dΩ +

∫
Ω2

ε dΩ) = v1〈ε〉Ω1 + v2〈ε〉Ω2 (2.10)

and

〈σ〉Ω =
1

|Ω|
(

∫
Ω1

σ dΩ +

∫
Ω2

σ dΩ) = v1〈σ〉Ω1 + v2〈σ〉Ω2 . (2.11)

By direct manipulation we obtain

〈σ〉Ω = v1〈σ〉Ω1 + v2〈σ〉Ω2

= v1IE1 : 〈ε〉Ω1 + v2IE2 : 〈ε〉Ω2

= IE1 : (〈ε〉Ω − v2〈ε〉Ω2) + v2IE2 : 〈ε〉Ω2

= (IE1 + v2(IE2 − IE1) : C) : 〈ε〉Ω (2.12)

where (
1

v2
(IE2 − IE1)−1 : (IE∗ − IE1)

)
︸ ︷︷ ︸

def
=C

: 〈ε〉Ω = 〈ε〉Ω2 . (2.13)

Thereafter, we may write the following for the variation in the stress: C : IE∗−1 : 〈σ〉Ω =
IE−1

2 : 〈σ〉Ω2 , which reduces to

IE2 : C : IE∗−1 : 〈σ〉Ω
def
= C : 〈σ〉Ω = 〈σ〉Ω2 . (2.14)

C is known as the stress concentration tensor. Therefore, once either C or IE∗ are
known, the other can be determined.

In the case of isotropy we may write:

Cκ
def
=

1

v2

κ2

κ∗
κ∗ − κ1

κ2 − κ1
and Cµ

def
=

1

v2

µ2

µ∗
µ∗ − µ1

µ2 − µ1
(2.15)

where Cκ〈 trσ3 〉Ω = 〈 trσ
3
〉Ω2 and where Cµ〈σ′〉Ω = 〈σ′〉Ω2 . The microstress fields are

minimally distorted when Cκ = Cµ = 1.
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For the matrix, since 〈σ〉Ω1 =
〈σ〉Ω−v2〈σ〉Ω2

v1
, we could write:

〈σ〉Ω1 =
〈σ〉Ω − v2C : 〈σ〉Ω

v1
=

(1− v2C) : 〈σ〉Ω
v1

= C : 〈σ〉Ω. (2.16)

Also, in the case of isotropy, we could write:

Cκ
def
=

1

v1
(1− v2Cκ) and Cµ

def
=

1

v1
(1− v2Cµ). (2.17)

Finally, we get the following relations for the deviations in the particulate stress fields.

1. The deviation away from the mean for pressure:

|〈trσ〉Ω2 − 〈trσ〉Ω
〈trσ〉Ω2

| = |Cκ − 1

Cκ

| (2.18)

2. The deviation away from the mean for deviatoric stress:

√
(〈σ′〉Ω2 − 〈σ′〉Ω) : (〈σ′〉Ω2 − 〈σ′〉Ω)

〈σ′〉Ω2 : 〈σ′〉Ω2

= |Cµ − 1

Cµ

|, (2.19)

3. The deviation of matrix material away from the mean for pressure:

|〈trσ〉Ω1 − 〈trσ〉Ω
〈trσ〉Ω1

| = |Cκ − 1

Cκ

| (2.20)

4. The deviation of matrix material away from the mean for deviatoric stress:

√
(〈σ′〉Ω1 − 〈σ′〉Ω) : (〈σ′〉Ω1 − 〈σ′〉Ω)

〈σ′〉Ω1 : 〈σ′〉Ω1

= |Cµ − 1

Cµ

|. (2.21)

In order to incorporate these deviations into the cost function, we introduce tolarance
TOLµ and TOLκ as follows:

|Cκ − 1

Cκ

| ≤ TOLκ and |Cµ − 1

Cµ

| ≤ TOLµ. (2.22)
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and

|Cκ − 1

Cκ

| ≤ TOLκ and |Cµ − 1

Cµ

| ≤ TOLµ. (2.23)

If the normalized deviation exceeds the corresponding tolerance, then the level of violation
is incorporated as a multilateral constraint to the macroscopic objectives.

The Objective Function

The objective is to minimize the following macro-micro objective function (cost function):

Π = w1|
κ∗

κ∗,D
− 1|p + w2|

µ∗

µ∗,D
− 1|p + w3|

σ∗e
σ∗,De

− 1|p

+ŵ4

(∣∣∣∣∣
Cκ−1
Cκ

TOLκ

∣∣∣∣∣− 1

)q

+ ŵ5

∣∣∣∣∣∣
Cµ−1

Cµ

TOLµ

∣∣∣∣∣∣− 1

q

+ŵ6

∣∣∣∣∣∣
Cκ−1

Cκ

TOLκ

∣∣∣∣∣∣− 1

q

+ ŵ7


∣∣∣∣∣∣∣
Cµ−1

Cµ

TOLµ

∣∣∣∣∣∣∣− 1


q

where

1. if |Cκ−1
Cκ
| ≤ TOLκ, then ŵ4 = 0,

2. if |Cκ−1
Cκ
| > TOLκ, then ŵ4 = w4,

3. if |Cµ−1

Cµ
| ≤ TOLµ, then ŵ5 = 0,

4. if |Cµ−1

Cµ
| > TOLµ, then ŵ5 = w5,

5. if |Cκ−1

Cκ
| ≤ TOLκ, then ŵ6 = 0,

6. if |Cκ−1

Cκ
| > TOLκ, then ŵ6 = w6,

7. if |Cµ−1

Cµ
| ≤ TOLµ, then ŵ7 = 0,

8. if |Cµ
Cµ
− 1| > TOLµ, then ŵ7 = w7.
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Here the design variables are Λ = {κ2, µ2 σ2,e, v2}, and their constrained ranges are

κ
(−)
2 ≤ κ2 ≤ κ

(+)
2 , µ

(−)
2 ≤ µ2 ≤ µ

(+)
2 , σ

(−)
2,e ≤ σ2,e ≤ σ

(+)
2,e and v

(−)
2 ≤ v2 ≤ v

(+)
2 . There are two

characteristics of such a formulation which make the application of standard gradient type
minimization schemes (e.g. Newton’s method) inapplicable:

1. The incorporation of limits on the micro field behavior, as well as design search space
restrictions, renders the objective function not continuously differentiable in design
space.

2. The objective function is non-convex, which means that the system Hessian is not
positive definite (invertible) throughout design space.

Therefore, the genetic algorithm could be a good option to be applied to this non-convex
problem with the restrictions on the design parameters (Λ = {κ2, µ2 σ2,e, v2}). The parame-
ters used in the simulation are as shown in Table 2.1.

Symbol Units Value Description

κ1 GPa 80 Bulk modulus (Phase 1)
µ1 GPa 30 Shear modulus (Phase 1)
σ1,e S/m 1.0× 107 Electrical conductivity (Phase 1)
κ∗,D GPa 111 Desired bulk modulus
µ∗,D GPa 47 Desired shear modulus
σ∗,De S/m 2.0× 107 Desired electrical conductivity

TOLκ, TOLµ unitless 0.5 Physical tolerance

κ2 GPa κ1 = κ
(−)
2 ≤ κ2 ≤ κ

(+)
2 = 10κ1 Bulk modulus range

µ2 GPa µ1 = µ
(−)
2 ≤ µ2 ≤ µ

(+)
2 = 10µ1 Shear modulus range

σ2,e S/m σ1,e = σ
(−)
2,e ≤ σ2,e ≤ σ

(+)
2,e = 10σ1,e Electrical conductivity range

v2 unitless 0 = v
(−)
2 ≤ v2 ≤ v

(+)
2 = 2

3
Volume fraction (Phase 2)

w1, w2, w3 unitless 1 Cost function weights
w4, w5, w6, w7 unitless 0.5 Cost function weights

p, q unitless 2 Cost function coefficients
θ unitless 0.5 Hashin-Shtrikman bound combination ratio

TOL unitless 10−6 Simulation tolerance
- unitless 100 The number of genetic strings per generation
- unitless 2 The number of offspring strings per pairs

Table 2.1: Simulation Parameters

For the genetic algorithm, the two cases of the genetic algorithm were considered:

• CASE 1: Keeping the top 10 parents after each generation. (80 new genetic strings
are created per generation.)

• CASE 2: Not keeping top 10 parents after each generation. (90 new genetic strings
are created per generation.)
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The plots of the best performing design’s objective value for each generation for CASE
1 and CASE 2 are shown in Figures 2.9 and 2.10. Note that both axes are in log-log scale.

As we can see, the best performing cost function value decreases monotonically when
the top parents are retained. That is because Π(Λopt,I) ≥ Π(Λopt,I+1), where Λopt,I+1 and
Λopt,I are the best genetic strings from generations I + 1 and I respectively. There is no
such guarantee if the top parents are not retained. As in Figure 2.10, the case of not keeping
parents shows an increase in the cost function sometimes.

While the non-retention of parents allows newer genetic strings to be evaluated in the
next generation, numerous studies have shown that the benefits of parent retention outweigh
this advantage when there are sufficiently large populations.

The table with the top 10 performing design values κ2, µ2 and v2 for both cases are in
Tables 2.2 and 2.3. Young’s modulus and Poisson ratio corresponding to the effective bulk
and shear modulus were calculated based on Equations 2.24, 2.25, and 2.26:

κ = λ+
2

3
µ =

Ey

3(1− 2ν)
(2.24)

µ =
Ey

2(1 + ν)
(2.25)

κ

µ
=

2(1 + ν)

3(1− 2ν)
(2.26)
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Figure 2.9: Best performing Π vs. Generation (CASE 1)

Π κ2 (Pa) µ2 (Pa) σ2 (S/m) v2 E (Pa) ν

8.276E-07 3.369E+11 1.594E+11 8.344E+07 2.447E-01 9.161E+10 3.268E-01
1.958E-06 3.957E+11 1.848E+11 9.689E+07 2.183E-01 9.316E+10 3.260E-01
1.973E-06 3.347E+11 1.572E+11 8.212E+07 2.474E-01 9.148E+10 3.269E-01
2.846E-06 3.218E+11 1.537E+11 8.018E+07 2.525E-01 9.124E+10 3.269E-01
4.332E-06 3.013E+11 1.410E+11 7.415E+07 2.687E-01 9.045E+10 3.275E-01
4.492E-06 3.320E+11 1.568E+11 8.154E+07 2.488E-01 9.145E+10 3.269E-01
4.850E-06 3.380E+11 1.591E+11 8.394E+07 2.446E-01 9.160E+10 3.268E-01
5.023E-06 4.037E+11 1.877E+11 9.757E+07 2.169E-01 9.334E+10 3.259E-01
5.098E-06 3.272E+11 1.563E+11 8.120E+07 2.495E-01 9.141E+10 3.268E-01
5.245E-06 3.351E+11 1.575E+11 8.196E+07 2.475E-01 9.150E+10 3.269E-01

Table 2.2: Top 10 performing parameters (CASE 1)
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Figure 2.10: Best performing Π vs. Generation (CASE 2)

Π κ2 (Pa) µ2 (Pa) σ2 (S/m) v2 E (Pa) ν

8.791E-07 3.442E+11 1.626E+11 8.515E+07 2.413E-01 1.423E+11 3.096E-01
4.034E-06 3.459E+11 1.636E+11 8.579E+07 2.404E-01 1.427E+11 3.094E-01
4.034E-06 3.459E+11 1.636E+11 8.579E+07 2.404E-01 1.427E+11 3.094E-01
7.701E-06 3.449E+11 1.638E+11 8.601E+07 2.401E-01 1.427E+11 3.093E-01
7.701E-06 3.449E+11 1.638E+11 8.601E+07 2.401E-01 1.427E+11 3.093E-01
1.357E-05 3.405E+11 1.628E+11 8.414E+07 2.431E-01 1.423E+11 3.091E-01
1.888E-05 3.403E+11 1.601E+11 8.401E+07 2.423E-01 1.415E+11 3.100E-01
2.308E-05 3.464E+11 1.633E+11 8.578E+07 2.414E-01 1.426E+11 3.096E-01
2.308E-05 3.464E+11 1.633E+11 8.578E+07 2.414E-01 1.426E+11 3.096E-01
3.167E-05 3.418E+11 1.609E+11 8.579E+07 2.417E-01 1.418E+11 3.099E-01

Table 2.3: Top 10 performing parameters (CASE 2)
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2.4 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is an optimization method in which we iteratively trying
to improve the candidate optimal solution. Introduced by Kennedy, Eberhart, and Shi [80,
81], the PSO was biologically inspired by flocking of birds and schooling of fish. The PSO
uses particles (corresponding to birds or fish) to find the optimal point of the objective
function (either to minimize or to maximize). The PSO is a robust and fast-converging
optimization method that is computationally efficient and easy to parallelize.5 Even though
the PSO is not guaranteed to find the global minimum, it still does a solid job in many
optimization problems.

Equations 2.27 and 2.28 are the only two equations we need to know in order to implement
the PSO. Descriptions of the variables in Equations 2.27 and 2.28 are shown in Table 2.4.

x
(k+1)
i = x

(k)
i + v

(k+1)
i (2.27)

v
(k+1)
i = wv

(k)
i︸ ︷︷ ︸

inertia

+ c1r1(p
(k)
i − x

(k)
i )︸ ︷︷ ︸

cognitive term

+ c2r2(p(k) − x(k)
i )︸ ︷︷ ︸

social term

(2.28)

Variable Definition

x
(k)
i Position of the ith particle at kth iteration

v
(k)
i Velocity of the ith particle at kth iteration
w Inertia weight

p
(k)
i Best position of the ith particle until kth iteration
p(k) Best position of all the particles (swarm) until kth iteration
c1,c2 Cognitive parameter and social parameter, respectively
r1,r2 Random numbers between 0 and 1

f
(k)
i Objective function value at x

(k)
i

fk,besti Objective function value at p
(k)
i

fk,best Objective function value at p(k)

Table 2.4: Variables of particle swarm optimization

In the PSO, both x
(k)
i and v

(k)
i are vectors having the length of the number of

system parameters. In Equation 2.28, the first term, inertia, represents how much the
particle would like to keep the current velocity in the next iteration. The second term,
cognitive term, represents how much the particle wants to consider the difference between

5A disadvantage of the PSO is that it can converge prematurely and be trapped into a local minimum,
especially with complex problems [82].
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its current position and its own best position it has ever taken, in calculating the velocity
in the next iteration. The third term, social term, represents how much the particle wants
to consider the difference between its current position and the best position of all the
particles (swarm) obtained so far, in calculating the velocity in the next iteration.

The remarkable point of the PSO is that every single particle remembers its own local
best position so far, while all the particles moving together as a swarm trying to find the
global best position. Each particle then considers both the cognitively best direction and the
socially best direction to determine the velocity in the next time step. This principle is well
described in Equation 2.28.

The basic action of a single particle is shown in Figure 2.11. Also, the overall flowchart
of the PSO could be described as shown in Algorithm 3. Note that, in Algorithm 3, the goal
is to find the optimal parameter which minimizes the objective function. If the objective is
to find the parameter which maximizes the objective function, one could simply replace the
inequalities in STEP 1, f

(k)
i < fk,besti and f

(k)
i < fk,best, with f

(k)
i > fk,besti and f

(k)
i > fk,best,

respectively.

Figure 2.11: The basic action of a particle in particle swarm optimization
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Algorithm 3: Particle Swarm Optimization

Initialization: Set the constants (N , kmax, w, c1, and c2). Randomly initialize the

initial positions (x
(0)
i ) and velocities (v

(0)
i ) of the particles (i = 1, 2, ..., N).

for k=0 to kmax do

STEP 1: Evaluate the objective function for each particle. Update the
local/global best positions and corresponding fitness values.

for i=1 to N do

Evaluate f
(k)
i

if f
(k)
i < fk,besti then

p
(k)
i ← x

(k)
i

fk,besti ← f
(k)
i

else
pass

end

if f
(k)
i < fk,best then

p(k) ← x
(k)
i

fk,best ← f
(k)
i

else
pass

end

end

STEP 2: Update the velocities and positions of the particles for the next
iteration.

for i=1 to N do

v
(k+1)
i = wv

(k)
i + c1r1(p

(k)
i − x

(k)
i ) + c2r2(p(k) − x(k)

i )

x
(k+1)
i = x

(k)
i + v

(k+1)
i

end

STEP 3: Record the global best position and corresponding objective function
value of the current kth iteration, p(k) and fk,best, respectively.

end

As in the genetic algorithm, one could employ gradient-based methods afterward if the
neighbor of the obtained optimal point is smooth enough. Also, if there are upper or lower
bound constraints in the searching domain, one could repair the updated positions of the
particles to satisfy the bounds.
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The Implementation of Particle Swarm Optimization

The following example illustrates the simple implementation of particle swarm optimization
to find the global minimum in the 2D non-convex function. In this case, I used the following
configuration.

• The number of particles: 100

• The maximum number of iterations: 200

• Inertia weight (w): 0.85

• Cognitive parameter (c1): 1

• Social parameter (c2): 2

Also, the objective function we want to minimize is as follows.

f(x, y) = 3(1− x)2e−x
2−(y+1)2 − 2(x− 5x3 − 5y5)e−x

2−y2 − 1

3
e−(x+1)2−y2

, (2.29)

in the range of −3 ≤ x ≤ 3 and −3 ≤ y ≤ 3.

Additionally, one could add a penalty score to the objective function if there are any
inequality constraints which the objective function is subject to. For example, if there is an
inequality constraint (x− 2)3 − y + 1 ≤ 0 for this problem, the final objective function will
look like the following.

f(x, y) = 3(1− x)2e−x
2−(y+1)2 − 2(x− 5x3 − 5y5)e−x

2−y2 − 1

3
e−(x+1)2−y2

+ Penalty, (2.30)

where

Penalty =

{
106 if (x− 2)3 − y + 1 > 0

0 if (x− 2)3 − y + 1 ≤ 0
(2.31)

For simplicity, I implemented the particle swarm optimization with the objective function
in Equation 2.29 (without any inequality constraint), not in Equation 2.30. The plot of the
objective function is shown in Figures 2.12 and 2.13.
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Figure 2.12: The objective function (3D view)

Figure 2.13: The objective function (2D view)
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After performing the particle swarm optimization, we could observe that the best per-
forming objective function value monotonically decreases by iterations, as shown in Figure
2.14.

Figure 2.14: Best performing function value vs. Iteration

Also, the positions of the particles before and after the particle swarm optimization are
shown in Figures 2.15 and 2.16, respectively. The red dots represent the particles. We could
observe that the particles converged on the location where we expected as a global minimum
from Figure 2.12. By performing the particle swarm optimization, it also discovered that
the global best position is (x,y) = (0.228,−1.625), having the objective function value of
−6.551.
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Figure 2.15: Initial positions of the particles
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Figure 2.16: Final positions of the particles

2.5 The Overall Outlook and Further Algorithms

We have reviewed three optimization algorithms for solving non-convex optimization prob-
lems, Bayesian Optimization, Genetic Algorithms, and Particle Swarm Optimization. They
are powerful algorithms that are widely used in a variety of disciplines including computer
science, engineering, economics, and business.

Finding the global optimum of a function is usually difficult. That is because analytical
methods are not applicable in general, and the numerical approaches often lead to very hard
challenges (e.g. ensuring that the investigated optimal point is the true global optimum).
Trying to overcome this limitation, many scientists and engineers have proposed a variety of
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optimization algorithms.
Mean-Variance Mapping Optimization (MVMO) is based on the particle swarm opti-

mization principles, but it uses a continuously updated mean and variance of best solutions
[83–85]. However, particle swarm optimization or the genetic algorithm sometimes converges
more accurately than the MVMO.

Graduated Optimization is an optimization technique that attempts to solve a difficult
optimization problem by solving a simplified version of the problem. It then progressively
transforms the problem into the complex version of the problem while optimizing, until it
becomes equivalent to the given difficult optimization problem [86–88].

The Ant Colony Optimization Algorithm (ACO) is a biologically inspired stochastic op-
timization method for solving problems that can be transformed into finding good paths
through graphs [89].

Some people even try to innovate the structures of the existing optimization methods.
For example, Dao, et al. [90, 91] provided an innovative framework for designing an effective
genetic algorithm structure that can enhance the performance of the genetic algorithm while
searching for the global optimal solution.6

There are many other algorithms for solving non-convex optimization algorithms includ-
ing the Artificial Bee Colony Algorithm [93], Cuckoo Search [94], Greedy Algorithms [95],
Simulated Annealing [96], and Tabu Search [97, 98]. However, the choice of the ‘optimal’
optimization algorithm is highly problem dependent. For the readers who are interested in
further optimization algorithms, please refer to [99–105].

6Dao, the first author of [90, 91], provides good tutorials on many optimization techniques in his blog.
Refer to [92] for more detail.
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Chapter 3

Modeling, Simulation and Machine
Learning for Rapid Process Control of
Multiphase Flowing Foods

3.1 Abstract

The contents of this chapter are from the journal paper, “Modeling, simulation and ma-
chine learning for rapid process control of multiphase flowing foods” by Kim, D.H., Zohdi,
T.I., and Singh, R.P., which was accepted by Computer Methods in Applied Mechanics and
Engineering (VSI: Artificial Intelligence).

Across many modern industries, as technologies have matured, the use of more complex
processes involving multiphase materials has increased. In the food industry, multiphase
fluids are now relatively wide-spread, in particular, because of the desire to have faster
throughput for large-scale food production. In many cases involving transport, such mate-
rials consist of a fluidized binder material with embedded particles. As one increases the
volume fraction of particles, a corresponding increase in effective overall viscosity occurs.
Often, during the process, the material must be heated, for example, to ensure food safety,
induce pasteurization, sterilization, etc. For real-time control, this requires rapidly com-
putable models to guide thermal processing, for example by applied electrical induction. In
the present analysis, models are developed for the required heating field (electrically induced)
and pressure gradient needed in a pipe to heat a multiphase material to a target temperature
and to transport the material with a prescribed flow rate.

3.2 Introduction

Across many industries, new types of particle-laden materials are being developed and uti-
lized. In the development of such materials, the basic philosophy is to select material com-
binations to produce desired aggregate responses upon deposition onto a substrate or into a
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mold. Oftentimes, such materials start in a fluidized form comprised of particles in a solvent
or fluidized binder, forming a viscous slurry. However, because of the increasing demands for
faster throughput and industrial-scale production of complex particle-laden materials, the
determination of accurate pumping pressures is critical to move such fluids through delivery
piping systems (Figure 3.1).

APPLIED CURRENT

2R x

r

Figure 3.1: Flow of a particle-laden fluid through a pipe in the presence of an applied current
(heating)

There have been monumental leaps in manufacturing technologies across many industries.
These technologies have the potential to drastically improve the precision in food processing
efficiency, food quality, and safety [106]. Some approaches are methodical and systematic,
while some are ad-hoc and haphazard. The purpose of this paper is to explore modeling
and simulation themes associated with multiphase fluid flow and thermal food processing.
Many foods and beverage manufacturers control their continuous fluid processes with PID
algorithms, using data from downstream sensors to adjust flow and heating parameters, for
example in pasteurization or sterilization processes. As food and beverage manufacturing
looks to optimize production efficiencies and energy productivity, machine learning, and
other data science tools offer a chance to improve precision and predictive capabilities for
real-time process optimization. In particular, new foods, such as plant-based meats, such as
Beyond Meat [107] and Impossible Burger [108] present new opportunities and challenges.
However, for such procedures to be successful, rapidly computable models are needed to
drive these technologies.
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3.3 Technological Approaches

The main objective of this work is to develop a relatively simple model for the pressure
gradient needed in a pipe and the reduction of a food channel width by fouling, while particle-
laden fluids moving through the channel, as a function of (1) the volume fraction of added
particles, (2) the pipe radius, (3) the volumetric flow rate, (4) the fluid-induced intensity of
the shear stress at the pipe wall and (5) the multiphase fluid viscosity. Things overlaid on
this are the induced thermal fields and associated thermal dependency of the materials in
the system. This type of physical system has become increasingly more important to the
3D printing industry as well, which is attempting to rapidly print complex electrical inks
(“e-inks”) of multiphase extruded materials, where the embedded particles endow the cured
printed materials with overall (mechanical, electrical, thermal, magnetic, etc.) properties
that the pure solvent (particle-free ink) alone does not possess. This paper intends to adapt
and to do further this analysis for food production methods.

An overall objective of the analysis is to develop semi-analytical expressions that can
help guide analysts who are designing manufacturing systems involving fluidized particle-
laden foods. Theoretically speaking, one could attempt a large-scale CFD analysis, however,
for accurate direct numerical simulation of particle-laden continua, the spatial discretization
grids must be extremely fine, with several thousand numerical unknowns needed per particle
length-scale. Furthermore, extremely fine time-discretization is required. Thus, for even a
small system with several hundred-thousand particles, a proper discretization would require
several billion numerical unknowns (see, for example, [109–113]). Although such simulations
are possible in high-performance computing centers, their usefulness for rapid daily design
analysis for real-time food processing and related processes is minimal. This is even more
critical if the models are used to drive real-time control. Therefore, in this paper we seek to
develop simplified approaches. This work presents reduced-order calculations to predict the
radius change of the food channel by fouling, and pressure required to pump a suspension
of rigid particles in a fluid through a pipe, under the assumption that the flow is uni-
directional and fully developed. Heat is also applied as a function of an externally-applied
electric field. It first arrives at a modification of Poiseulle flow through a pipe. The analysis
assumes the suspension can be treated as a homogeneous fluid with an effective viscosity
µ∗. This is a simplification, in order to develop useful and practical results, without having
to resort to overly computationally-intensive numerical methods which seek results from
detailed accounting of the micro-scale hydrodynamic interactions between particles in a
suspension.
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3.4 Fluid through a Pipe of Radius R

We consider fluid that is flowing through an idealized pipe with a circular cross-section of
area A = πR2.

v = vmax

(
1−

(
r

R

)q)
, (3.1)

where q is now considered a variable. For fully developed laminar flow, q = 2, while for
increasing q one characterizes progressively turbulent flow (q ≥ 2). Also, assuming that the
overall flow rate is assumed constant Qo, one can show that

vmax =
Qo(q + 2)

πR2q
, (3.2)

and

τw =
µ∗Qo(q + 2)

πR3
, (3.3)

where µ∗ represents effective viscosity of multiphase fluid.
We have the following observations: (a) Increasing µ∗ or Qo increases the stress at the

wall (τw) and (b) Decreasing R increases the stress at the wall (τw).
Also, by performing a force balance in the positive x-direction, we obtain

−∆P

∆x
= −∂P

∂x
=

2µ∗(q + 2)

πR4︸ ︷︷ ︸
C

Qo
def
= CQo. (3.4)

This expression allows us to correlate the pressure applied to a volume of particle-laden
to allow it to move as a constant flow rate. If we fix the flow rate Qo, the multiplier C
identifies the pressure gradient needed to achieve a flow rate Qo.

As the Reynolds number increases, the velocity profile will change from a quadratic
(q = 2) to a more blunted profile (q > 2). The effect of a changing profile is described by
representing q as follows.

q =
1

2

(
(γ∗ + c2) +

√
(γ∗ + c2)2 + 8γ∗

)
, (3.5)

where

γ∗ =
2c1Qoρ

∗

πRµ∗
. (3.6)

ρ∗ represents effective density of multiphase fluid, respectively. c1 and c2 are constants
where 0 ≤ c1 << 1 and c2 ≈ 2. For laminar flow (q = 2), c1 = 0 and c2 = 2. See [114]
for more detail. In the remaining analysis, we will consider turbulent flow (q > 2) of the
particle-laden fluid, in which the Reynolds number is greater than 4000 [115]. Also, we will
assume that the particles are not elongated and that they are well distributed within the
base fluid.
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Comments on the Turbulent Flow

This subsection describes the reason why the flow we are considering is turbulent flow. We
could write the Reynolds number of the multiphase flow through a pipe as follows:

Re =
2ρ∗uavgR

µ∗
=

2ρ∗R

µ∗
Qo

πR2
=

2ρ∗Qo

πRµ∗
(3.7)

Referring to Equations 3.14 and 3.34 which will be explained further in the following
sections, we could write:

Re =
2ρ∗Qo(1− 2.5vp)

πRµf
=

2(vpρp + (1− vp)ρf )(1− 2.5vp)Qo

πRµf
(3.8)

The descriptions of variables in Equation 3.8 are in Table 3.1. From Equation 3.8, we
could consider the minimum Reynolds number it can have.

1. Maximum R (biggest when no fouling): 0.1 (m)

2. Maximum viscosity of the fluid µf (the maximum is from the initial time when the
flow temperature is the lowest): 0.005 (Pa− S)

3. Minimum flow rate (Qo): 0.008 (m3/s)

4. Minimum of the particle density (ρp) : 3000 (kg/m3)

5. Accordingly,
min((vpρp + (1− vp)ρf )(1− 2.5vp)) = (3000vp + 2000(1− vp))(1− 2.5vp)

6. Minimum of (3000vp + 2000(1− vp))(1− 2.5vp) is when vp = 0.3 (0.05 ≤ vp ≤ 0.3).

Therefore, we could observe that the minimum Reynolds number of the multiphase flow
is:

Remin =
2 · (3000 · 0.3 + 2000 · 0.7) · (1− 2.5 · 0.3) · 0.008

π · 0.1 · 0.005
= 5856.9 > 4000 (3.9)

Since it is higher than 4000 [115], it is turbulent flow.

3.5 Induced Thermal Fields via Joule Heating

The heating process in food and beverage production facilities is typically accomplished with
steam-heated heat exchangers. Most commonly, low-pressure steam heats a plate and frame
or tubular heat exchanger. For thermally sensitive food products, typical industry practice is
to heat food in long tubular heat exchangers using flowing hot water, heated via direct steam
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injection, maintained at a single static temperature. Both steam-heated (single loop) and
hot water heated (double-loop) heating processes are notoriously slow to reach processing
temperature or adapt the temperature to changing processing conditions. In particular,
industrial-scale double-loop systems can take up to 10 minutes to create a response in end-
target heating. Steam-powered heat exchange, in either single loop or double loop systems,
is optimized for production in large facilities where processing conditions remain static and
unchanging. These systems are optimized for traditional manufacturing operations and
do not have the capabilities needed for the future. As this manufacturing sector moves
towards shorter production runs and expanding the number of products produced in a single
production line, there is an opportunity to find new production efficiencies and increase
energy production to boost yields and facility operational effective efficiency (OEE). Joule
heating (also known as Ohmic heating) generates heat by passing an electric current through
food which has electrical resistance [116]. Heat is generated rapidly and uniformly in the
liquid matrix as well as in particulates, producing a higher quality sterile and aseptic product
[117]. This heating method is best for foods containing particulates in a weak salt-containing
medium due to their high resistance [118]. Joule heating adapts well to computer control and
allows for instantaneous control, even though it is currently limited by the sensitivity and
response time of a downstream thermocouple. It is for this reason that we select induction
heating as a model process. From the first law of thermodynamics, we have the following
description of Watts per unit volume:

ρ∗C∗θ̇ = H − S (3.10)

where θ is the temperature, C∗ is specific heat capacity, H represents heating and S repre-
sents sinks. For the heating

H = a
J2

σ∗
, (3.11)

where a is the absorption coefficient, and S represents all of the losses (conductive, convective,
radiative, refrigeration). σ∗ is the effective electrical conductivity, and J is the electric current
for Joule heating. Discretizing and solving yields

θ(t+ ∆t) = θ(t) +
∆t

ρ∗C∗
(H − S) = θ(t) +

∆t

ρ∗C∗
(a
J2

σ∗
− S(t)). (3.12)

If at a given time t, one can solve for the necessary J(t) when θ(t+ ∆t) = θ∗:

J(t) =

√
σ∗

a

(
ρ∗C∗

θ∗ − θ(t)
∆t

+ S(t)

)
. (3.13)
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3.6 Models for Effective Properties of Particle-Laden

Fluids

A key component of the analysis requires the characterization of the effective properties
of a particle-laden fluid as a function of the volume fraction of particles and the baseline
(interstitial) fluid properties. The density of the particle-laden fluid is actually an “effective
density” since it actually is a mixture of materials (particles and interstitial fluid). Effective
properties are defined through volume averages. For example, the effective density of the
mixture is

ρ∗
def
= 〈ρ(x)〉V

def
=

1

V

∫
V

ρ(x) dV =
1

V

(∫
Vf

ρf dV +

∫
Vp

ρp dV

)
= νfρf + νpρp (3.14)

where νf and νp are the volume fractions of the fluid and particles, respectively. The volume
fractions have to sum to unity: νf + νp = 1⇒ νf = 1− νp. Similar approaches can be used
to calculate various types of properties, such as effective viscosity. However, to calculate
it is somewhat more complicated since it requires one to estimate the interaction between
the constituents. There are a number of models that provide expressions for the effective
viscosity of the fluid containing particles. One of the first models for the effective viscosity
of such fluids was developed in 1906 by [119]. It reads as

µ∗ = µf (1 + 2.5νp), (3.15)

where µ∗ is the effective viscosity, µf is the viscosity of the fluid and νp is the volume fraction
of particles. This expression is accurate only for low volume fractions of particles. A more
accurate approximation, in fact, a strict, rigorous, lower bound can be derived from the well-
known Hashin and Shtrikman bounds [77–79] in solid mechanics. Specifically, for linearized
elasticity applications, for isotropic materials with isotropic effective (mechanical) responses,
the Hashin-Shtrikman bounds (for a two-phase material) are as follows for the effective bulk
modulus (κ∗)

κ∗,−
def
= κ1 +

ν2

1
κ2−κ1

+ 3(1−ν2)
3κ1+4µ1

≤ κ∗ ≤ κ2 +
1− ν2

1
κ1−κ2

+ 3ν2

3κ2+4µ2

def
= κ∗,+ (3.16)

and for the effective shear modulus (G∗)

G∗,−
def
= G1 +

ν2

1
G2−G1

+ 6(1−ν2)(κ1+2G1)
5G1(3κ1+4G1)

≤ G∗ ≤ G2 +
(1− ν2)

1
G1−G2

+ 6ν2(κ2+2G2)
5G2(3κ2+4G2)

def
= G∗,+, (3.17)

where κ1 (usually the matrix material) and κ2 (usually the particulate material) are
the bulk moduli and G1 and G2 are the shear moduli of the respective phases (κ2 ≥ κ1
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and G2 ≥ G1), and where ν2 is the second phase volume fraction. Such bounds are the
tightest possible on isotropic effective responses, with isotropic two-phase microstructures,
where only the volume fractions and phase contrasts of the constituents are known (see [79]
for a discussion on the optimality of such bounds). Note that no geometric or statistical
information is required for the bounds. For an authoritative review of the general theory
of random heterogeneous media see [120]. One can take the limit of the particle phase
becoming rigid, i.e. the bulk and shear moduli tending towards infinity, κ2 = κp → ∞ and
G2 = µp →∞, signifying that the particles are much stiffer than the interstitial fluid, while
simultaneously specifying that the interstitial fluid is incompressible, i.e. κ1/G1 = κf/µf →
∞ with G1 being finite. This yields,

µ∗ ≥ µ∗,− = µf

(
1 + 2.5

νp
1− νp

)
. (3.18)

Equation 3.18 represents the tightest known lower bound on the effective viscosity of a
two-phase material comprised of rigid particles in a surrounding incompressible fluid. The
bound recaptures the Einstein result in the νp → 0 limit, but is a rigorous lower bound at
significant νp. This rigorous lower bound is extremely accurate up to approximately 20 %
volume fraction, which is sufficient for most applications of interest. These bounds have
been tested in the numerical analysis literature repeatedly, for example against direct Finite
Element calculations found in [113]. We refer the reader to [121] for a more in-depth analysis
of the effective viscosity of particle-laden fluids. Refer to [122] for the analysis of the proper
application of the non-interaction and the “dilute limit” approximations, and for detailed
discussions on the isotropic and anisotropic viscosity of suspensions containing particles of
diverse shapes and orientations. It is important to emphasize that [121] is accurate for up to
25-30 % in the case of spherical particles. Furthermore, [121] covers other shapes, including,
importantly, mixtures of diverse shapes. Of course, one can employ formulas such as in [121]
for more accuracy, however, because the Hashin-Strikman expression is a strict lower bound,
µ∗,− ≤ µ∗, we consequently generate a strict lower bound for the pressure gradient

−∂P
∂x
≥ 2µ∗,−(q + 2)

πR4︸ ︷︷ ︸
C−

Qo
def
= C−Qo. (3.19)

Comments on the Volume Fraction

We assume that the multiphase flow we simulate has particle volume fraction which is lower
than or equal to 30%. That is because the objective of this work is to develop a relatively
simple model for multiphase food processing through a channel. This simple model enables
us to perform the rapid computation to efficiently control the thermal processing of foods.
More accurate and delicate numerical methods could be applied when the particle volume
fraction is more than 30%.
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3.7 Approximate Effective Thermal Properties

For illustration purposes, in this model problem, a relatively simplistic definition of the heat
capacity is defined through the stored energy at a point, w = C(θ − θo), where θo is a
reference temperature, for example, θo = 0 degrees Kelvin. In this case, the effective heat
capacity for a small body is given by

〈w〉V = 〈Cθ〉V = C∗〈θ〉V
def
=

1

V

∫
V

C(x)θ(x) dV

=
1

V

(∫
Vf

Cfθ(x) dV +

∫
Vp

Cpθ(x) dV

)
≈ (νfCf + νpCp)θ ⇒ C∗ = (νfCf + νpCp), (3.20)

provided θ is uniform in the (small body).
The effective density of a mixture for two-phase materials can directly be determined by

m = ρ∗V = (νfρf + νpρp)V, (3.21)

, while the effective thermal mass is mC = ρ∗C∗V .

Thermal Material Behavior

For illustration purposes, in this model problem, the primary properties which change by
temperature are viscosity, electrical conductivity, and thermal conductivity. This could be
expressed as follows.

µf = µfoe
−s1 θ−θoθo , (3.22)

and

σf = σfoe
−s2 θ−θoθo , (3.23)

and

σp = σpoe
−s3 θ−θoθo , (3.24)

and

kf = kfoe
−s4 θ−θoθo , (3.25)

and

kp = kpoe
−s5 θ−θoθo , (3.26)
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where µ, σ, and k represents viscosity, electrical conductivity, and thermal conductiv-
ity, respectively. Subscript f represents fluid carrying particles, and subscript p represents
particles. s1, s2, s3, s4, and s5 represents thermal softening parameters.

3.8 A Fouling Model

Fouling is a cost-increasing problem for a variety of industries, including aerospace, petro-
chemicals and especially food [123–126]. The reduction of a food channel width, caused by
deposition of thermally modified proteins and other food components, is a major issue in
food processing since cleaning or removal of such deposits is crucial for quality and safety
issues [127]. Also, fouling of heat exchangers (undesirable depositions on channel surfaces) is
directly related to the quality of processed foods and processing cost, because it may require
more energy consumption for the pressure gradients and Joule heating. In this section, we
adopted the most common fouling model of a heat exchanger by Ebert and Panchal [128],
to predict the deposition thickness of the food channel, as shown in equation [3.27]:

dRf

dt
= c1Re

−0.66Pr−0.33e
− Ea
RTf︸ ︷︷ ︸

deposition

− c2τw︸︷︷︸
suppression

, (3.27)

where Rf is the fouling resistance (m2K/W ), Re is the Reynolds number, Pr is the Prandtl
number, Ea is the activation energy (J/mol), Tf is the film temperature (K) and τw is the
shear at the deposit surface (Pa). c1 and c2 are fouling parameters determined by regression
of experimental data. For flow in a pipe or tube, the Reynolds number is generally defined
as Re = ρuD

µ
, where ρ is the density of the fluid, u is the mean velocity of the fluid, D is the

hydraulic diameter of the pipe and µ is the dynamic viscosity of the fluid. Also, the Prandtl
number is defined as Pr = Cpµ

k
, where Cp is the specific heat capacity, µ is the dynamic

viscosity of the fluid an k is the thermal conductivity. From fouling resistance obtained by
equation [3.27], we can get the deposition thickness, as shown in equation [3.28]

df = Rfλf , (3.28)

where df is the average thickness of the fouling (m), and λf is the thermal conductivity of
the fouling (W/mK).

3.9 Numerical Experiments

The main object of this section is to show how the pressure gradients, the electric current
needed to heat the multiphase food, and the Reynolds number are dependent on the particle
volume fraction in the multiphase fluid. We plotted the pressure gradient as a function of
of νp, with the following parameters: (a) viscosity, µf = 0.01Pa − s,1 (b) fluid density:

1For reference, the viscosity of water is µf = 0.001Pa− s and for honey, µf = 1Pa− s.
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ρf = 1000 kg/m3, (c) particle density: ρp = 2000 kg/m3, (d) flow rate: Qo = 0.00001m3/s,
(e) thermal sensitivity: s1 = s2 = s3 = 1, and (f) pipe radius: R = 0.01m. The goal was to
raise the temperature from 300 K to 400 K in 1 second. The plots are shown in Figure 3.2.
The pressure gradient steadily increases with particle volume fraction. Due to the increase
in the particle volume fraction, the viscosity increases, thus the Reynolds number decreases
(already quite small). The point of this example was not to illustrate all the encompassing
parameter set, but simply to show the explicit dependency of the pressure gradient on the
presence of secondary particles.

(a) The electric field needed for the volume
fraction of particles

(b) The pressure gradient needed (∆P
∆x ) as

a function of volume fractions of νp

(INCREASING q)

INCREASINGLY  BLUNTED

(c) Progressive blunting of the velocity pro-
file with increasing q

(d) The resulting Reynolds number

Figure 3.2: The electric current, the pressure gradient, and the Reynolds number by the
particle volume fraction
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3.10 A Simulation Algorithm

The objective of the simulation is to analyze

• the thermal behavior of food while processing,

• pressure gradient needed in a pipe to heat a multiphase material,

• the change of the radius (caused by fouling) of food channel by time.

First, we consider the electric current for heating the multiphase material, as a function of
the time as follows, having a factor α which represents the response rate

J = J0(1− e−αt)sin(2πt). (3.29)

We obtain the temperature of the next time step (equation 3.12) using a forward Euler
scheme.2 The thermal loss term S can account for any kind of thermal loss. In this example,
we assume that the dominant mode of thermal loss to the environment is convection and
that the temperature is essentially uniform within a cross-section of the pipe. Convective
losses are often modeled by:

S = hA(θ(t)− θa),
where h is the convection coefficient, A is the area over which conduction occurs, θ(t) is the
temperature of the object being modeled at a given time, t and θa is the temperature of
the ambient environment. Since all of our other terms are per unit volume of the slurry, we
must alter this relationship to have compatible units. We assume that we are considering an
arbitrary length ∆x of the pipe. The surface area A will be 2πR∆x, and the total volume
will be πR2∆x. Dividing A by volume yields 2/R. As such, the convective losses per unit
volume will be:

S = 2h(θ(t)− θa)/R. (3.30)

Note that S(t) models the transfer of heat out of the system, so a positive value of S repre-
sents a loss of energy. As temperature changes, primary material properties of the mixture
change(σ∗, k∗ and µ∗), because those properties of fluid and particle change (equation 3.22,
3.23, 3.24, 3.25, and 3.26).

The Hashin-Shtrikman bounds for σ∗ (electrical conductivity) are as follows, and σf and
σp were calculated based on Equations 3.23, and 3.24

σf +
vp

1
σp−σf

+ 1−vp
3σf︸ ︷︷ ︸

σ∗,−

≤ σ∗ ≤ σp +
1− vp
1

σf−σp
+ vp

3σp︸ ︷︷ ︸
σ∗,+

, (3.31)

2For the readers who are interested in further numerical methods for solving ordinary differential equa-
tions, refer to [129–132]. MATH 228A from the Department of Mathematics at UC Berkeley is also helpful.
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Similarly, the Hashin-Shtrikman bounds for k∗ (thermal conductivity) are as follows, and kf
and kp were calculated based on Equations 3.25, and 3.26

kf +
vp

1
kp−kf

+ 1−vp
3kf︸ ︷︷ ︸

k∗,−

≤ k∗ ≤ kp +
1− vp
1

kf−kp
+ vp

3kp︸ ︷︷ ︸
k∗,+

, (3.32)

In the simulation, we take the average of the lower bound and upper bound to approximate
σ∗ and k∗

σ∗ =
σ∗,− + σ∗,+

2
, and k∗. =

k∗,− + k∗,+

2
(3.33)

Also, widely used effective viscosity estimate is that of Oliver&Ward [133] which is in
much better agreement (than Equation 3.18) with experimental data up to vp = 0.30 (see
[121, 122] for extensive reviews). It reads as

µ∗ ≈ µ∗e =
µf

1− 2.5vp
. (3.34)

We could observe that the ratio of the rigorous lower bound to the Oliver&Ward [133]
estimate is always less than unity for finite volume fraction [134]. In the remaining analysis,
we will employ Oliver&Ward estimate for the effective viscosity of multiphase flow.

Updating σ∗ affects integration of the next time step for obtaining the temperature,
and updating µ∗ and k∗ causes the change of channel radius (Equation 3.27-3.28) and the
pressure gradient (Equation 3.4), because they are function of µ∗ and k∗. Based on this, we
can obtain the new channel radius for the next step, which will be used for the calculation
of the temperature, pressure gradient of the next time step. This iteration is done until the
temperature becomes greater than or equal to the desired temperature of the food product.
The overall flowchart is shown in Figure 3.3, and the simulation parameters are shown in
Table 3.1.

3.11 The Genetic Algorithm for Optimization

A genetic algorithm (GA) is a type of non-derivative search and optimization tool, which
works differently from classical search and gradient-optimization methods. Because of its
broad applicability, ease of use and global perspective, the GA has been increasingly applied
to various search and optimization problems in the recent past [135, 136]. Our final objective
is to find the optimal parameters we could control for food processing using the GA. In order
to do that, we should set the cost function we want to minimize to find a way to process
food in a reasonable and efficient way. In this case, we try to minimize the fouling of the
food channel after processing (because it gets larger and larger as the food flows), as well as
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Figure 3.3: The overall flowchart of the simulation

minimize the processing time and the total energy consumption for the process. We applied
a penalty if either the food processing time or energy consumption exceeded a preset limit.

The cost function we want to minimize is:

Π = w1 |η|2 + ŵ2

∣∣∣∣T − TlimitTlimit

∣∣∣∣2 + ŵ3

∣∣∣∣Efinal − ElimitElimit

∣∣∣∣2
where

1. T : Total processing time,

2. Tlimit: Limit of the total processing time,

3. Efinal: Energy consumption for food processing,

4. Elimit: Limit of the total energy consumption for processing,

5. if T ≤ Tlimit, then ŵ2 = 0,

6. if T > Tlimit, then ŵ2 = w2,

7. if Efinal ≤ Elimit, then ŵ3 = 0,
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8. if Efinal > Elimit, then ŵ3 = w3.

Also, η represents the fouling rate of the channel, as shown in Equation 3.35, and Efinal
is calculated by numerically integrating the power by time during processing time.

η =
R0 −R
R0

(3.35)

Here the design variables we want to optimize are Λ = {α, vp, σp0, ρp, Cp, kp0}, and their

constrained ranges are α(−) ≤ α ≤ α(+), v
(−)
p ≤ vp ≤ v

(+)
p , σ

(−)
p0 ≤ σp0 ≤ σ

(+)
p0 , ρ

(−)
p ≤ ρp ≤

ρ
(+)
p , C

(−)
p ≤ Cp ≤ C

(+)
p and k

(−)
p0 ≤ kp0 ≤ k

(+)
p0 .

As a consequence of the character of the objective function, we can use the following
genetic algorithm:

Algorithm 4: Genetic Algorithm

Initialization: Randomly generate a population of S initial strings, Λi

(i = 1, 2, 3, ..., S). −→Λi , {λi1, λi2, λi3, ..., λiN}

while min(Π) ≥ Tolerance do

STEP 1: Compute the performance of each genetic string Π(Λi)
(i = 1, 2, 3, ..., S), and rank those strings based on the performance values.

STEP 2: Mate the best performing P parent strings to generate C offspring
strings. ΛNEW , Φ�ΛOLD1 + (1−Φ)�ΛOLD2

, where Φ = {φ1, φ2, φ3, ..., φN}, and 0 ≤ φk ≤ 1 (k = 1, 2, ..., N).
� represents component-wise multiplication.

STEP 3: Replace the worst performing C strings in the old genetic strings with
the new child strings obtained in STEP 2.

STEP 4:
if Keeping parents then

Keep the old P parent strings
Generate S − P − C new strings

else
Remove the old P parent strings
Generate S − C new strings

end

end

(Optional) Employ gradient-based methods afterward in the local minima, if the
neighbor of the obtained optimal point is smooth enough.
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We remark that the definition of fitness of a genetic string in this algorithm indicates
the value of the objective function. In other words, the most fit genetic string is simply the
one with the smallest objective function. STEPS, which are associated with the genetic part
of the overall algorithm, attempt to collect multiple local minima.3

By observing Figure 3.4 one sees that if the objective functions are highly nonconvex,
there exists a strong possibility that the inferior offspring will replace superior parents.
Therefore, retaining the top parents is not only less computationally expensive, since these
designs do not have to be reevaluated, but it is also theoretically superior. The minimiza-
tion of the cost function is guaranteed to be monotone, if the top parents are retained,
i.e. Π(Λopt,I) ≥ Π(Λopt,I+1), where Λopt,I+1 and Λopt,I are the best genetic strings from
generations I + 1 and I respectively.

Symbol Units Value Description

µf0 Pa s .005 Reference temp. viscosity of fluid (Phase 1)
σf0

−1 m−1 0.617 Reference temp. electrical conductivity of fluid (Phase 1)
ρf kg/m3 2000 Density of fluid (Phase 1)
kf0 W/(m K) 0.45 Reference temp. heat conductivity of fluid (Phase 1)
Cf J/(kg K) 1600 Specific heat capacity of fluid (Phase 1)
R0 m 1e1 Initial channel radius
Qo m3/s 8e3, 10e3, 12e3 Flow rate
J0 A/m2 2e4 Base electric current
h W/(m2 K) 10 Convective heat transfer coefficient
c1 (m2 K)/(W s) 5e3 Fouling parameter
c2 (m2 K)/(W Pa s) 8e8 Fouling parameter
θ0 K 300 Initial slurry temperature
θa K 300 Ambient temperature
∆t s 0.001 Time step size
a Unitless 0.8 Absorption coefficient

Tlimit s 2.5 Limit of the total processing time
Elimit MJ/m3 600 Limit of the total energy consumption for processing

s1, s2, s3 Unitless 0.1, 0.12, 0.2 Thermal softening parameters
s4, s5 Unitless 0.01, 0.02 Thermal softening parameters
φ Unitless 0.5 Hashin–Shtrikman bound combination weight
α unitless 1 = α(−) ≤ α ≤ α(+) = 10 Current response rate

vp unitless 0.05 = v
(−)
p ≤ vp ≤ v

(+)
p = 0.3 Volume fraction (Phase 2)

σp0 S/m 0.1 = σ
(−)
p0 ≤ σp0 ≤ σ

(+)
p0 = 2.5 Reference temp. electrical conductivity of particles (Phase 2)

ρp kg/m3 3000 = ρ
(−)
p ≤ ρp ≤ ρ

(+)
p = 9000 Density of particles (Phase 2)

Cp J/(kg ·K) 1000 = C
(−)
p ≤ Cp ≤ C

(+)
p = 6000 Specific heat capacity of particles (Phase 2)

kp0 W/(m ·K) 0.11 = k
(−)
p0 ≤ kp0 ≤ k

(+)
p0 = 0.52 Reference temp. heat conductivity of particles (Phase 2)

w1, w2, w3 unitless 1, 2, 3 Cost function weights
N unitless 100 The number of genetic strings per generation
- unitless 2 The number of offspring strings per pairs

Table 3.1: Simulation Parameters

3If one selects the ‘mating’ parameters in Φ to be greater that one and/or less than zero, one can induce
‘mutations’ to have characteristics that neither parent possesses.
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Figure 3.4: LEFT: A characterization of the class of objective functions of interest. RIGHT:
A loss of superior older genetic strings if the top parents are not retained.

3.12 Simulation Results

We have developed a relatively simple model for multiphase food processing through a chan-
nel and optimized the parameters for processing with numerical simulations and the genetic
algorithm. Specifically, with the parameters which were optimized using the genetic algo-
rithm, we could obtain (a) the thermal behavior of multiphase food while processing, (b)
the pressure gradient needed in a pipe to heat the multiphase material, (c) the change of
the radius (by deposition fouling) of food channel by time and (d) the power needed for
processing by time. The plots are shown in Figures 3.4-3.6. Figure 3.4 represents the case
when Qo = 0.008 (m3/s), Figure 3.5 represents the case when Qo = 0.010 (m3/s), and Figure
3.6 represents the case when Qo = 0.012 (m3/s).
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Figure 3.4: CASE 1 (Qo = 0.008 (m3/s))
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Figure 3.5: CASE 2 (Qo = 0.010 (m3/s))
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Figure 3.6: CASE 3 (Qo = 0.012 (m3/s))

3.13 Prediction of Deposition Fouling on the Channel

The unintended accumulation of the food on a channel wall while processing can cause
deposition fouling. The fouling on the food delivery channel is a critical issue for processing,
because it directly affects manufacturing costs [123–125]. It becomes harder to process the
food precisely in a desirable way, as channel radius gets smaller and smaller. Therefore,
predicting the possible changes in the radius of the food channel is important to control food
quality. We applied a machine learning technique to predict the fouling rate of the food
channel after final food processing time to get to the desired food temperature.

To obtain the channel fouling rate for combinations of the parameters, we still need to
solve differential equations using numerical methods, as we already did in the genetic algo-
rithm of the previous section. It might be computationally expensive when we use elaborate
numerical methods (Discrete element methods, Finite element methods, etc.) and/or there
are a large number of parameter sets to simulate. Even though numerical simulations are
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computationally expensive in general, it gives us the data that is useful for generating a
predictive model.

Therefore, we applied a machine learning technique to predict the fouling rate of the
channel at the final processing time with reduced computation time and desirable accuracy,
when specific parameter sets are chosen while the other operation conditions (the initial
channel radius, the electric current, the ambient temperature) are fixed.

Machine learning (ML) is a subdivision of artificial intelligence, which allows computers
to learn from the past data so that it could detect patterns and make predictions from noisy
and complex data sets [32, 137–140]. The ML approach deals with the design of algorithms
to learn from machine-readable data and make predictions on future unknown data [141].
Also, there has been some research on generating prediction models using machine learning
to solve a variety of engineering problems such as material design, computer vision, pattern
recognition, and spam filtering [142–148], including those in computational mechanics [149–
151].

In our approach, we used a fully connected neural network to develop the model for
predicting the final fouling rate of the channel. The neural network is a biologically-inspired
machine learning model which enables nonlinear learning process based on how neurons
communicate and learn in living things. We used 9010 parameter combinations for the total
data. All the parameter combinations (features) and corresponding fouling rates (labels)
were normalized to have the range between 0 and 1, before training the neural network. We
implemented our machine learning model with PyTorch (1.1.0 version), which is an efficient
machine learning framework for Python and competent in both usability and speed [49]. We
used batch normalization, which is one of the ways to accelerate neural network training,
by reducing the internal covariance shift, allowing us to use much higher learning rates
[20]. Xavier initialization was used for weight initialization in order to obtain substantially
faster convergence [152]. Also, an Adam optimizer was used for the optimization, which is
computationally efficient and has little memory requirements [153]. The configuration of the
Machine Learning model is as follows.

• Learning rate: 0.001

• Training epochs: 100

• Batch size: 50

• The number of hidden layers: 2

• The number of nodes in hidden layers: 40, 20

• Activation function: ReLu (Rectified Linear Unit)

• Weight initialization: Xavier uniform

• Loss function: Mean Squared Error
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• Optimization Method: Adam optimizer

• Division of the data: 20% for training, 79% for validation, and 1% for testing

With the trained model, we were able to desirably predict the fouling rate of the channel
(Equation 3.35) for the test data set, even though we trained our model with a small portion
of the total data (20% for training, 79% for validating, and 1% for testing), with considerable
accuracy, as shown in Figure 3.6. There are three cases with varying flow rates (Figure 3.6).
Data number represents the combinations of Λ = {α, vp, σp0, ρp, Cp, kp0} of the test data.
The parameter combinations of the test data represented by Data number is shown in
Table 3.4 - 3.6. Note that the test data is brand new data for the trained model, which
means they were completely isolated from the training data set and training process.

Also, our model reduced computational cost significantly (as shown in Table 3.2) while
ensuring the desired accuracy (as shown in Table 3.3). The total time represents the en-
tire simulation time of the machine learning model, including numerical simulation for the
number of training data (20% of the total data), the training time, and the testing (predic-
tion) time. The acceleration represents how many times faster it is than direct exhaustive
simulations to calculate the fouling rate for 9010 combinations of parameters.
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Figure 3.6: The prediction of the food channel fouling rate
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Flow rate(m3/s) Training (s) Prediction (s) Total time (s) Acceleration

0.008 13.74 0.0008 172.90 4.60
0.01 12.46 0.001 174.12 4.64
0.012 12.22 0.0008 171.39 4.64

Table 3.2: Computation time comparison

Flow rate(m3/s) RMS error of the fouling rate

0.008 0.00408
0.01 0.00318
0.012 0.00246

Table 3.3: Root mean squared error of prediction

This implies that the machine learning model could learn and detect the pattern of the
fouling rate (which includes the process of solving differential equations) and predict the
fouling of the channel, without having any mathematical or physical knowledge to solve
differential equations and physics problems. This could illustrate the potential predictive
power of machine learning with the low computational cost because we do not need to do
numerical simulation for all the combinations which may be included in the genetic algorithm
process.

3.14 The Overall Outlook

Currently, a modest level of modern technologies has been implemented in food produc-
tion. For example, sensors, cameras, telecommunications have not been widely deployed.
Furthermore, the cost of specialized equipment has been prohibitive and the development
of coherent, easy-to-use, rapid data fusion/management systems across different platforms
is lacking. Additionally, while control systems exist, they simply are too slow to be useful
in deployed mobile computing platforms in harsh environments. The long term mission of
this research is to integrate and implement convergent research in the development of smart,
robust, and inexpensive systems that are easy to maintain, upgrade, and deploy, incorpo-
rating state-of-the-art technologies. A key to much of this work is the transfer of advances
in the fields of Advanced Manufacturing and Computational Science to food production. In
particular, digital twins, which refers to a digital replica of physical systems, blend artificial
intelligence, machine learning, and software analytics with data to create living digital com-
puter models that can update and change in tandem with their physical counterparts. We
will seek to enable real-time simulation of processing devices to operate in tandem with their
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deployed response. Updates to the digital twin are made continuously in near real-time,
which necessitates rapid wireless communication, hyperspectral cameras and sensor fusion,
and rapid simulation of process behavior. The digital twin concept should quickly ascertain
fault behavior by utilizing the best available data. Today, there is no shortage of simulation
codes; however, the fundamental limitations are real-time accuracy and deployable in-the-
field use in harsh environments. A core issue across all domains of application is extreme
flexibility - the ability of a system to adapt to rapid changes in the environment and sys-
tem capabilities by autonomously modifying tasks and then apply various problem-solving
approaches. In this context, a goal will be to make fundamental advances in several coupled
autonomy-related fields to increase functional flexibility, while being constrained by the mul-
tiple aspects of variable system capabilities and operation in complex environments. These
methods should be benchmarked and validated against an extensive suite of experimental
tests.
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Table 3.4: Parameter combinations of the test data (Qo = 0.008 (m3/s))

Data α vp σp0(Ω−1m−1) ρp(kg/m
3) Cp(J/(kgK)) kp0(W/(mK))

0 1.549 0.15 2.456 7759.404 3433.3 0.218
1 3.847 0.294 0.335 6105.349 4259.458 0.508
2 3.895 0.245 0.819 4181.942 5092.967 0.266
3 1.064 0.125 0.506 6140.392 5263.828 0.193
4 2.562 0.297 2.351 3775.15 3415.132 0.438
5 8.099 0.237 0.121 3727.23 2749.679 0.195
6 4.487 0.226 0.157 5545.354 3138.772 0.328
7 6.373 0.186 1.66 7784.213 5910.001 0.268
8 4.621 0.091 1.949 6439.95 4414.465 0.188
9 7.89 0.277 0.12 4903.641 1327.825 0.143
10 5.276 0.264 1.484 7035.64 3099.573 0.27
11 5.347 0.165 1.009 8632.634 5082.983 0.461
12 7.999 0.212 1.315 6683.187 1967.633 0.44
13 8.607 0.051 1.426 8422.895 3126.233 0.406
14 4.689 0.181 2.007 7584.325 5890.057 0.373
15 6.837 0.271 1.947 3265.004 4077.301 0.422
16 4.067 0.101 0.14 7968.876 3444.474 0.436
17 6.099 0.144 1.381 5948.694 4144.484 0.279
18 6.815 0.24 1.905 3973.045 3267.218 0.346
19 4.376 0.136 0.722 7860.504 2820.899 0.5
20 9.257 0.197 0.173 3092.617 2956.472 0.158
21 5.528 0.122 0.209 4989.043 5837.073 0.14
22 5.655 0.071 0.528 6727.897 5773.078 0.116
23 6.002 0.191 2.224 3335.19 3355.906 0.306
24 7.627 0.064 0.304 4873.36 1369.402 0.167
25 7.68 0.106 1.054 3243.908 4748.334 0.216
26 8.307 0.097 1.901 7089.897 2308.456 0.237
27 2.666 0.153 1.32 4057.853 1012.664 0.255
28 4.896 0.116 2.103 5193.494 5475.022 0.146
29 6.049 0.061 2.233 6832.804 4226.989 0.133
30 9.659 0.077 0.493 7077.536 3192.111 0.243
31 7.775 0.255 1.57 8566.101 1376.947 0.472
32 8.81 0.283 1.545 4493.745 5214.075 0.235
33 2.054 0.268 1.047 7779.834 1362.59 0.191
34 8.589 0.216 1.123 7107.375 3363.087 0.17
35 9.497 0.283 1.739 4630.313 1993.417 0.271
36 5.772 0.136 1.529 4635.428 4075.312 0.472

Continued on next page
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Table 3.4 – continued from previous page
Data α vp σp0(Ω−1m−1) ρp(kg/m

3) Cp(J/(kgK)) kp0(W/(mK))
37 3.959 0.249 0.567 4696.297 1548.019 0.328
38 5.166 0.06 0.816 7087.657 5301.154 0.308
39 6.712 0.158 0.832 7776.77 2382.714 0.327
40 7.988 0.19 0.145 3634.772 1554.625 0.236
41 1.044 0.117 0.37 6138.783 4653.459 0.239
42 4.365 0.054 2.375 3587.32 5727.176 0.362
43 9.887 0.063 0.317 8819.026 5592.158 0.225
44 4.351 0.225 0.663 3033.798 5027.076 0.194
45 3.4 0.292 1.52 8851.484 2095.329 0.236
46 3.999 0.292 0.947 6391.476 4732.204 0.139
47 1.701 0.155 0.129 7762.79 5396.288 0.306
48 2.909 0.281 2.455 3551.428 2084.967 0.373
49 9.847 0.167 0.844 5712.906 4155.826 0.477
50 1.418 0.056 0.512 3089.134 5009.892 0.255
51 2.694 0.169 2.128 8402.041 2136.059 0.171
52 3.747 0.117 1.019 4391.483 4364.756 0.517
53 4.239 0.3 2.043 5246.343 4470.875 0.412
54 9.979 0.077 0.273 4239.395 2739.448 0.396
55 4.874 0.261 0.328 8498.197 5401.833 0.24
56 6.398 0.056 0.301 3232.287 3332.41 0.373
57 7.663 0.078 0.154 3122.636 2411.005 0.214
58 1.514 0.14 0.238 6034.478 5289.729 0.509
59 9.996 0.19 0.883 6812.561 5578.166 0.165
60 1.607 0.251 1.41 4849.983 3990.129 0.139
61 9.718 0.12 0.854 4394.153 2442.501 0.378
62 4.92 0.099 1.503 3621.493 4953.384 0.446
63 6.286 0.195 0.854 8390.804 5191.483 0.287
64 2.437 0.089 1.775 5797.98 1149.577 0.481
65 1.329 0.191 1.449 8568.115 5527.728 0.315
66 5.432 0.257 2.285 6038.271 4253.427 0.269
67 4.804 0.278 2.287 8215.119 3030.96 0.115
68 8.814 0.184 0.157 3068.411 2843.516 0.151
69 6.651 0.144 2.44 6823.313 3277.01 0.413
70 9.965 0.28 1.788 7031.894 3760.994 0.472
71 3.354 0.086 1.932 5018.222 3000.592 0.382
72 1.169 0.235 1.463 6540.024 4345.719 0.497
73 3.062 0.275 2.028 3219.607 3852.654 0.195
74 4.217 0.249 0.704 3738.223 3115.538 0.263
75 5.827 0.074 2.087 4486.627 4704.963 0.519

Continued on next page
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Table 3.4 – continued from previous page
Data α vp σp0(Ω−1m−1) ρp(kg/m

3) Cp(J/(kgK)) kp0(W/(mK))
76 7.767 0.244 0.141 3435.857 1243.581 0.134
77 1.346 0.154 0.224 6231.153 4732.696 0.224
78 1.27 0.241 1.288 8043.79 4691.051 0.481
79 5.676 0.24 1.278 8149.764 3998.937 0.463
80 5.215 0.081 0.316 4160.237 1821.958 0.512
81 5.495 0.149 1.72 6061.707 3496.811 0.309
82 9.217 0.153 0.451 5250.311 1459.664 0.467
83 7.969 0.069 1.825 7418.46 4914.177 0.509
84 3.173 0.183 2.44 8438.922 3141.411 0.483
85 1.882 0.141 2.28 4967.85 1073.279 0.38
86 5.487 0.156 1.35 3969.385 2644.987 0.238
87 6.69 0.281 1.166 8996.767 1632.565 0.362
88 5.602 0.092 0.341 7741.338 3433.192 0.111
89 4.442 0.284 1.206 8580.623 2926.173 0.357
90 1.573 0.082 1.427 4317.658 5299.801 0.179
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Table 3.5: Parameter combinations of the test data (Qo = 0.010 (m3/s))

Data α vp σp0(Ω−1m−1) ρp(kg/m
3) Cp(J/(kgK)) kp0(W/(mK))

0 6.14 0.131 2.336 3580.736 1074.287 0.405
1 7.366 0.194 1.319 7920.128 3488.167 0.441
2 6.546 0.069 0.595 7439.564 1296.572 0.142
3 8.069 0.197 0.273 7197.536 2553.029 0.394
4 6.992 0.198 0.91 3704.36 5351.689 0.308
5 6.506 0.169 0.215 5782.7 5007.166 0.494
6 1.283 0.075 1.633 7819.798 4286.152 0.518
7 8.999 0.064 2.009 4702.403 2703.609 0.232
8 6.913 0.057 2.295 6070.889 3640.574 0.211
9 5.313 0.28 1.504 5434.051 4517.909 0.285
10 8.343 0.149 1.713 7696.903 3796.667 0.119
11 4.251 0.268 2.251 5347.55 5358.302 0.366
12 5.399 0.195 0.924 4955.521 5341.165 0.495
13 1.573 0.084 0.16 3933.561 1358.369 0.427
14 5.526 0.059 1.299 4417.878 5746.938 0.233
15 7.907 0.199 1.525 8347.193 5045.599 0.15
16 7.913 0.184 1.262 4081.202 5150.931 0.258
17 8.825 0.118 0.127 3679.186 3709.769 0.261
18 8.208 0.244 1.45 4764.49 4500.437 0.434
19 6.495 0.238 0.22 6225.841 4326.061 0.2
20 3.545 0.159 0.58 3533.284 1859.182 0.337
21 3.646 0.201 2.372 6478.118 3440.068 0.12
22 3.986 0.195 0.497 7797.545 1876.565 0.137
23 1.525 0.121 0.24 5680.408 5489.909 0.301
24 2.546 0.202 1.015 8919.161 3901.178 0.376
25 1.336 0.071 1.671 6119.824 2968.495 0.328
26 2.328 0.061 2.496 3945.234 4892.474 0.199
27 8.521 0.226 1.592 8861.208 4454.62 0.456
28 9.33 0.188 0.625 7597.352 1331.154 0.181
29 9.309 0.083 0.142 4597.605 3840.298 0.396
30 4.506 0.211 2.116 6237.805 1367.773 0.402
31 7.365 0.152 1.846 8430.727 1885.953 0.377
32 6.613 0.216 2.199 8504.861 2341.794 0.421
33 4.45 0.238 1.446 3544.603 4181.313 0.34
34 4.609 0.087 0.288 7393.452 1554.853 0.288
35 9.616 0.261 2.172 7403.373 5379.083 0.386
36 1.071 0.089 1.857 8608.928 1252.925 0.439

Continued on next page
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Table 3.5 – continued from previous page
Data α vp σp0(Ω−1m−1) ρp(kg/m

3) Cp(J/(kgK)) kp0(W/(mK))
37 3.446 0.193 0.418 4291.864 3091.729 0.117
38 6.782 0.106 2.198 8922.436 3786.966 0.397
39 4.383 0.166 2.492 5042.57 1773.285 0.472
40 6.799 0.254 0.11 6127.599 1292.772 0.196
41 5.138 0.134 1.987 7621.284 2952.805 0.371
42 7.023 0.175 2.296 3309.995 4505.566 0.489
43 7.086 0.267 0.218 4201.604 2153.164 0.159
44 5.792 0.145 1.29 3216.131 1738.549 0.497
45 8.795 0.155 2.01 5458.378 2902.507 0.334
46 5.576 0.206 0.772 4151.183 1507.298 0.179
47 5.532 0.167 1.711 8743.86 2311.082 0.309
48 9.374 0.248 1.838 8682.585 2009.389 0.359
49 6.109 0.078 2.381 3636.448 2012.176 0.296
50 2.166 0.203 1.099 8702.51 3044.366 0.334
51 5.297 0.077 2.366 4051.802 3998.746 0.518
52 3.328 0.271 2.136 7263.344 2043.585 0.261
53 4.575 0.101 0.154 6912.569 2418.829 0.19
54 8.081 0.151 2.457 7083.64 2776.945 0.17
55 3.908 0.177 0.548 6635.572 3127.318 0.314
56 6.428 0.264 1.733 6713.824 2894.822 0.515
57 8.357 0.123 0.296 6581.155 2697.933 0.323
58 9.003 0.214 0.194 5955.788 1192.977 0.253
59 9.802 0.055 0.202 6481.557 5289.709 0.308
60 2.432 0.103 2.243 4260.709 3420.331 0.171
61 7.717 0.12 1.827 6263.439 2399.915 0.37
62 3.475 0.131 1.634 7523.677 4489.278 0.256
63 7.867 0.129 0.271 3663.054 1972.714 0.347
64 5.743 0.271 2.386 4490.073 1391.131 0.26
65 1.977 0.193 2.254 6120.876 4469.23 0.458
66 2.757 0.152 0.42 6308.862 1341.053 0.27
67 4.742 0.183 1.68 4413.228 1015.702 0.484
68 9.889 0.096 0.274 3253.247 1898.977 0.44
69 6.368 0.265 0.808 7856.217 5156.008 0.455
70 9.919 0.095 1.355 5642.983 1646.385 0.291
71 2.827 0.221 0.558 8795.148 4688.409 0.265
72 4.534 0.184 1.4 4462.572 1254.301 0.134
73 1.227 0.166 1.265 8281.254 3170.687 0.14
74 6.591 0.297 1.538 4557.043 5111.217 0.25
75 5.312 0.147 1.817 5661.513 1222.957 0.455

Continued on next page
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Table 3.5 – continued from previous page
Data α vp σp0(Ω−1m−1) ρp(kg/m

3) Cp(J/(kgK)) kp0(W/(mK))
76 3.909 0.118 1.692 3771.867 3305.802 0.194
77 9.697 0.269 2.317 7709.971 5539.29 0.173
78 4.905 0.12 0.937 3135.147 5807.623 0.158
79 7.611 0.111 0.419 5335.717 5490.597 0.245
80 2.27 0.282 0.806 7178.22 5990.579 0.375
81 7.148 0.119 0.147 3693.587 2416.442 0.33
82 2.208 0.291 1.094 3544.886 3700.504 0.196
83 9.935 0.068 1.739 6036.328 2055.888 0.206
84 3.848 0.103 1.569 6220.79 1088.941 0.513
85 4.786 0.068 0.35 4669.444 3201.769 0.516
86 3.297 0.186 2.295 3256.407 1832.094 0.442
87 8.355 0.163 1.026 3105.065 5858.134 0.487
88 9.78 0.23 1.363 8354.454 4339.494 0.312
89 8.423 0.21 1.314 4572.152 3396.524 0.126
90 3.571 0.208 2.002 4743.436 4432.712 0.221
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Table 3.6: Parameter combinations of the test data (Qo = 0.012 (m3/s))

Data α vp σp0(Ω−1m−1) ρp(kg/m
3) Cp(J/(kgK)) kp0(W/(mK))

0 6.4 0.067 0.522 7876.243 5294.28 0.195
1 8.78 0.24 1.116 3315.163 3814.936 0.241
2 1.915 0.132 2.017 5458.866 5279.052 0.474
3 5.979 0.146 2.487 4069.539 4539.445 0.317
4 4.064 0.115 2.412 3081.456 4120.004 0.327
5 3.761 0.085 0.371 3162.713 5162.42 0.458
6 2.31 0.069 0.104 4964.014 5683.006 0.335
7 4.44 0.151 0.919 8144.161 5741.744 0.308
8 1.221 0.209 0.376 8897.054 1056.524 0.116
9 6.439 0.21 0.847 5777.023 1814 0.321
10 8.849 0.288 0.183 7840.757 1727.002 0.258
11 7.487 0.171 0.55 8558.128 3965.964 0.121
12 7.588 0.169 1.783 6494.871 2374.835 0.338
13 8.981 0.216 0.99 7794.138 4990.806 0.472
14 8.75 0.139 1.734 5713.009 2484.315 0.17
15 4.216 0.093 0.442 6046.996 5614.149 0.493
16 5.844 0.282 0.22 3935.321 4672.811 0.256
17 4.761 0.191 1.158 7752.158 3894.048 0.431
18 4.763 0.269 2.057 3853.139 1174.468 0.152
19 5.056 0.214 1.258 4200.577 2981.031 0.413
20 6.769 0.206 1.161 8467.196 5783.529 0.388
21 9.673 0.101 0.352 5057.071 2211.53 0.189
22 3.21 0.297 2.194 3280.192 4266.42 0.318
23 9.994 0.273 1.797 4081.603 2730.073 0.178
24 4.713 0.188 1.656 5510.669 3933.104 0.159
25 1.086 0.188 0.581 5109.942 1802.562 0.365
26 9.754 0.291 1.306 8539.635 4946.283 0.269
27 6.067 0.3 0.765 3245.378 1794.394 0.517
28 3.226 0.283 0.529 7603.214 4977.732 0.179
29 7.635 0.114 2.404 6106.222 4012.162 0.235
30 8.139 0.288 0.121 3781.991 1329.161 0.147
31 8.736 0.26 1.823 8281.504 1041.569 0.359
32 8.915 0.206 0.463 6300.075 2275.214 0.257
33 6.199 0.123 1.633 8890.819 2525.629 0.197
34 5.162 0.235 1.417 4398.862 4607.633 0.146
35 8.868 0.062 1 3597.699 5313.489 0.27
36 3.883 0.146 0.627 6571.866 1986.721 0.379

Continued on next page
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Table 3.6 – continued from previous page
Data α vp σp0(Ω−1m−1) ρp(kg/m

3) Cp(J/(kgK)) kp0(W/(mK))
37 2.454 0.153 0.578 3642.078 4549.263 0.276
38 1.263 0.145 0.207 4141.563 3678.891 0.372
39 5.341 0.089 0.959 4360.097 2066.179 0.438
40 1.107 0.183 0.205 8058.297 4336.652 0.302
41 7.514 0.088 2.165 7392.249 1587.091 0.498
42 4.528 0.294 1.271 5270.921 4601.011 0.234
43 8.451 0.133 0.204 5234.141 1257.345 0.195
44 9.383 0.076 0.184 6001.8 1902.392 0.341
45 9.766 0.11 1.323 5491.346 3151.914 0.112
46 8.075 0.121 1.084 4987.955 5017.741 0.142
47 8.623 0.141 1.427 5743.662 5370.107 0.447
48 8.812 0.177 2.22 4669.98 5199.864 0.291
49 4.039 0.26 2.427 5501.073 4214.584 0.494
50 3.25 0.168 1.554 7151.826 4625.882 0.491
51 1.659 0.296 1.132 6315.573 1746.152 0.305
52 5.033 0.06 2.072 5041.384 2139.78 0.286
53 5.723 0.265 1.25 8936.12 4446.507 0.13
54 7.419 0.195 1.261 6695.9 1515.017 0.249
55 6.283 0.054 0.949 4657.896 4149.641 0.511
56 8.674 0.191 2.111 4430.844 3077.662 0.261
57 3.723 0.136 2.064 4707.604 1925.808 0.329
58 1.435 0.266 1.987 6817.481 2040.755 0.43
59 8.294 0.198 0.958 7924.672 1850.88 0.135
60 5.616 0.16 2.158 7039.122 3272.005 0.15
61 8.249 0.225 0.383 4251.902 1873.476 0.314
62 7.484 0.2 1.954 7625.207 2127.711 0.507
63 8.496 0.267 0.382 3791.214 5095.26 0.49
64 9.224 0.147 1.351 8413.807 3864.131 0.358
65 4.129 0.081 2.221 7633.587 2446.464 0.506
66 3.505 0.059 1.365 5032.053 3032.907 0.415
67 3.215 0.109 0.23 7915.023 1055.042 0.471
68 5.79 0.059 1.71 6376.457 2151.38 0.213
69 2.214 0.178 1.516 5894.345 4671.929 0.35
70 3.621 0.098 1.716 8745.389 4080.627 0.309
71 2.539 0.179 0.465 6227.274 3531.866 0.225
72 9.306 0.274 1.967 3629.099 5095.89 0.135
73 7.608 0.055 2.16 8401.329 4750.897 0.487
74 2.708 0.066 2.313 6694.385 3688.736 0.117
75 2.993 0.15 1.284 3730.68 4412.211 0.292

Continued on next page
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Table 3.6 – continued from previous page
Data α vp σp0(Ω−1m−1) ρp(kg/m

3) Cp(J/(kgK)) kp0(W/(mK))
76 2.232 0.258 2.491 8767.063 4597.317 0.194
77 6.972 0.251 0.256 7734.183 1171.318 0.185
78 4.931 0.171 1.98 4670.762 4427.269 0.394
79 7.116 0.168 2.029 8174.577 3866.464 0.174
80 7.671 0.241 0.107 4285.157 1597.274 0.142
81 4.819 0.116 0.28 3542.585 1363.044 0.156
82 4.388 0.225 0.355 7705.786 3898.758 0.179
83 3.838 0.129 1.132 3071.931 3060.07 0.182
84 7.787 0.223 0.106 3666.485 1475.339 0.133
85 3.691 0.283 2.366 7904.586 3782.818 0.199
86 1.286 0.195 1.802 3339.908 5903.523 0.456
87 5.092 0.114 0.203 3557.497 1379.287 0.166
88 2.214 0.265 1.511 4430.614 3331.978 0.242
89 6.272 0.207 0.895 7031.337 3987.298 0.195
90 7.152 0.068 0.624 3125.018 3860.56 0.437
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Chapter 4

Tool Path Optimization of the
Selective Laser Sintering Process
using Deep Learning

4.1 Abstract

The contents of this chapter are from the journal paper, “Tool path optimization of Selective
Laser Sintering process using Deep Learning” by Kim, D.H., and Zohdi, T.I., which was
submitted to the Journal of Manufacturing Science and Engineering, ASME.

Advancements in additive manufacturing (3D printing) have enabled researchers to cre-
ate complex structures, offering a new class of materials that can surpass their individual
constituent properties. Selective Laser Sintering (SLS) is one of the most popular additive
manufacturing techniques and uses laser power to bond powdered material into intricate
structures. It is one of the fastest additive manufacturing processes for printing functional,
durable prototypes, or end-user parts. It is also widely used in many industries, due to its
ability to easily make complex geometries with little to no added manufacturing effort. In the
SLS process, tool path selection is important because it is directly related to the integrity of
a 3D printed structure. In this research, we focus on how to obtain an optimal tool path for
the SLS process from a numerical simulation. Also, we apply a Deep Learning technique to
accelerate the simulation of the SLS processes, while obtaining accurate simulation results.

4.2 Introduction

Selective Laser Sintering (SLS) is an additive manufacturing technique that uses a laser as
a power source to sinter powdered material,1 by directing the laser automatically at points

1PA12 is a widely used thermoplastic material for Selective Laser Sintering which is suitable for many
applications [154]
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in space, dictated by a 3-D model.2 The original SLS process was invented in 1986 at the
University of Texas at Austin, with increasing applications as the technology matures [161].
Many researchers have proposed various ways to simulate the SLS process, to figure out the
mechanical/thermal behavior of the sintered material [162]. Dong et al. [163] developed a
transient three-dimensional Finite Element (FE) model to simulate the temperature evolu-
tion during the SLS process. Kolossov et al. [164] created a three-dimensional finite element
model for SLS processes, considering the non-linear behavior of thermal conductivity and
specific heat due to temperature changes and phase transformations. Matsumoto et al. [165]
proposed a FE model for calculating the temperature and stress distribution in a single layer
of metallic powder in selective laser processing. Simchi [166] and Simchi and Pohl [167]
used experimental results to observe microstructural evolution and densification during laser
sintering of metal powders. Gusarov and Kruth [168] employed a radiation transfer model to
calculate absorptances and deposited energy profiles while processing thin layers of metallic
powder, and provided an analytical equation of laser penetration as a function of particle
size and powder bed density. This work was followed by a finite difference simulation of heat
transfer during Selective Laser Melting [169]. There also have been Discrete Element Mod-
els, which is a good option for simulation of additive manufacturing processes, for modeling
and simulation of the laser processing of the powdered particles [70, 170–173]. That work
developed a coupled discrete element-finite difference model of SLS process [174].

As mentioned, tool path selection in additive manufacturing is important because it is
directly related to the durability of the 3D printed structure [74]. This research aims to
obtain an optimal tool path for the SLS process from numerical simulations. During laser
processing, temperature gradients occur within a 3-D printed structure, which can cause
unintended residual stresses. This is one of the major reasons for premature failure in parts
printed by additive manufacturing. In order to find an optimal laser path which minimizes
temperature gradients among a variety of tool paths, we first need to solve a dynamic
programming problem to find all the possible laser paths for the laser grid configuration of
a given geometry. After obtaining all possible laser paths, we could use numerical methods,
such as the Finite Difference Method, the Discrete Element Method, the Finite Element
Method, etc.,3 to calculate the thermal gradients or residual stresses of a printed geometry.

However, when the simulation system becomes excessively large, it can become computa-
tionally expensive to perform exhaustive simulations to calculate the temperature gradients
for large numbers of possible paths. Accordingly, in order to efficiently obtain an optimal
laser path for SLS processes, we apply Deep Learning techniques, which allow computers
to learn and detect patterns from noisy/complex data sets, and then to extract discovered
patterns to make predictions for future unknown data. Based on this idea, we can accelerate
the numerical simulations with high accuracy, as well as low computational cost. In order

2For the readers who are interested in comprehensive background of additive manufacturing, refer to
[155–160].

3For the readers who are interested in further numerical methods for solving partial differential equations,
refer to [129, 132, 175–177]. MATH 228A/B from the Department of Mathematics at UC Berkeley is also
helpful.
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to efficiently process multi-dimensional data, we employ the Convolutional Neural Network
(CNN) to solve this manufacturing problem.

4.3 Technological Approaches

The main objective of this work is to develop a deep learning model to efficiently predict
the optimal tool path of the SLS process, which minimizes the average thermal gradient. In
order to achieve this, we first obtain all the possible laser paths needed to print the objective
geometry. We then solve a dynamic programming problem (which will be explained further
in the next section). After that, we model and simulate the SLS process in order to calculate
the average thermal gradient. Finally, based on the obtained simulation data, we construct
a deep learning model to predict the optimal laser path for the SLS process. The overall
flowchart is shown in Figure 4.1.

Figure 4.1: The overall algorithm flowchart
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4.4 Tool Path Generation using Dynamic

Programming

In this section, we will focus on finding all the possible laser paths within the discretized
domain. Examples of the possible laser paths for a simple 4 by 4 grid is shown in Figure
4.2. After discretizing the domain into a structured grid, we can set the starting point of
the laser from any of the nodes in the grid. In order to simplify the problem, we set the
following restrictions on the laser path:

• The laser should visit all the nodes in the grid.

• The laser should visit each node only once.

• The laser cannot jump over nodes.

The main problem we encounter is that, as the laser moves from node to node, every single
path obtained so far branches down to the new points, as shown in Figure 4.3. For example,
if we have connected the points (0, 4, 8, 12, 13, 14, 10) so far, then there are three possible
next points 9,6, and 11. Therefore, (0, 4, 8, 12, 13, 14, 10) branches down to (0, 4, 8, 12, 13,
14, 10, 9), (0, 4, 8, 12, 13, 14, 10, 6), and (0, 4, 8, 12, 13, 14, 10, 11) in the next step. We
have to accumulate the cases to search for all the possible tool paths.

Due to this difficulty, we apply a dynamic programming technique to efficiently solve for
the laser path. Dynamic programming is a technique that simplifies a complicated problem
by breaking it down into simpler sub-problems in a recursive manner. Dynamic programming
was developed by Richard Bellman in the 1950s and has found applications in numerous
fields, ranging from aerospace engineering to economics.4

Memoization is used primarily to solve the dynamic programming problem by a top-down
approach. This accelerates computer programs by storing the results of expensive function
calls and returning the cached result, whenever the same inputs occur again. In order to
develop the tool path finder which could be applied for various kinds of complex geometries,
we employ memoization in order to store the previous movements of paths, so that all the
possible paths can be found efficiently.

There could be many possible starting points for the laser paths and the number of
starting points is equal to the number of points in the laser grid. However, since the laser
grid obtained from the geometry could be symmetric in either the x-axis, y-axis, or y = x
line, one can reduce the number of starting points to remove symmetrically overlapping laser
paths. For example, one can start from only three points marked in red, as shown in Figure
4.4, because the given laser grid in Figure 4.4 is symmetric about the x-axis, y-axis, and
y = x line. In other words, one does not need to consider all nodes as starting points.

4For the readers who are interested in comprehensive background of dynamic programming, refer to
[178–181].
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Figure 4.2: Examples of the possible laser paths in a 4 by 4 laser grid

Figure 4.3: Laser path finding (RED: Accumulated path points, BLUE: New possible points)
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Figure 4.4: Starting points considering the symmetric laser grid

The Trick for Finding Paths

This subsection deals with the trick I used in the path finding process. Even though we can
apply a dynamic programming technique to find all the possible laser paths, every single
path obtained so far branches off to the possible new points. Also, those new points are
added back to the current paths to create new current paths. They branch off again to the
new points in the next time steps. This process is iterated over and over until we obtain all
the final paths visiting all the nodes in a given laser grid.

For this reason, performing calculations to obtain all the possible paths could be compu-
tationally expensive when the size of the laser grid is large. To overcome this limitation, one
could perform early detection of the paths to be failed and remove them from the candidate
path set in advance. This work could prevent path finder from a huge amount of unnec-
essary calculations. The examples of the failed paths are shown in Figure 4.5. In Figure
4.5, red lines represent current paths and blue arrows represent possible next points. As
we can observe, they can not be included in the set of possible laser paths no matter what
direction of blue arrows they choose, since either paths or boundary of the geometry already
encompassed some node points in the laser grid.

To implement this, we could create a circular linked list (flag list) in either clockwise or
counterclockwise direction along with boundary nodes, which indicates whether the bound-
ary nodes of the laser grid are touched by the path. After that, we flag-up each boundary
node when the path touches them. If flags have any interval between ‘1’s (flagged-up), that
is a failed path. This is applied in the same way for inner boundaries for hollow geometries.
Also, a similar principle could be applied for detecting the self-colliding paths.
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Figure 4.5: Failed paths to be removed from the candidate path set

4.5 Modeling and Simulation of the SLS Process

After obtaining all of the possible laser paths, one needs to mathematically model the laser
sintering process in order to perform numerical simulations for given laser paths. A schematic
of the laser processing is shown in Figure 4.6. As for the grid configuration, we adopt a
material grid that is three times finer and includes the laser grid nodes, as shown in Figure
4.7. In Figure 4.7, yellow circles represent the area covered by laser. While the laser grid
points are the positions through which a laser moves as time progresses, the material grid
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points are the points where numerical simulations are actually performed to evaluate the
thermal gradients. The simulation parameters are shown in Table 4.1.

Figure 4.6: A schematic and the coordinate system of the laser processing

Figure 4.7: Grid configuration (RED: The laser grid, BLACK: The material grid)

The governing equation is as follows:

ρC
∂θ

∂t
= ∇ · (K∇θ) + Iabs, (4.1)

where
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• θ: Temperature (K)

• ρ: Density (kg/m3)

• C: Specific heat capacity (J/(kgK))

• K: Heat conductivity (W/mK)

• Iabs: Absorbed laser energy within the laser zone (W/m3)

Assuming that we have a constant thermal conductivity k for simplicity, the boundary
conditions are as follows:

• Top surface: Convection

−kdθ
dz

= h(θ∞ − θ) (4.2)

• Other surfaces: Adiabatic

qs = −k dθ
dx

= 0 (4.3)

qs = −kdθ
dy

= 0 (4.4)

qs = −kdθ
dz

= 0, (4.5)

where θ∞ is the ambient temperature (K), and qS is heat flux at the surfaces (W/m2). As
for energy absorption Iabs, we use the Beer-Lambert penetration model for a Gaussian laser,
where

Iabs(r, z) = I0e
−βze

−2r2

w2 (4.6)

with

I0 =
2P

πw2
, (4.7)

where β is an optical extinction coefficient [182], P is the power of the laser, and w is the
laser radius. The optical extinction coefficient for a powder bed is modeled according to the
theory of Gusarov et al. [168, 169]. Also, we can rewrite Equation 4.1 as follows:

ρC
∂θ

∂t
= k
(∂2θ

∂x2
+
∂2θ

∂y2
+
∂2θ

∂z2

)
+ Iabs(r, z). (4.8)
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When we discretize Equation 4.8 using finite difference method with a forward Euler scheme
for time integration,5 we obtain:

θ(t+ ∆t, x, y, z) = θ(t, x, y, z) + ∆t
[ k
ρC

(
Ax + Ay + Az

)
+

1

ρC
Iabs(r, z)

]
, (4.9)

where

Ax =
∂2θ

∂x2
=
θ(t, x+ ∆x, y, z)− 2θ(t, x, y, z) + θ(t, x−∆x, y, z)

∆x2
(4.10)

and

Ay =
∂2θ

∂y2
=
θ(t, x, y + ∆y, z)− 2θ(t, x, y, z) + θ(t, x, y −∆y, z)

∆y2
(4.11)

and

Az =
∂2θ

∂z2
=
θ(t, x, y, z + ∆z)− 2θ(t, x, y, z) + θ(t, x, y, z −∆z)

∆z2
. (4.12)

The convective boundary condition [4.2] on the top surface is discretized as follows

h(θ∞ − θ) + k
θ1 − θ0

∆z
= 0, (4.13)

where θ1 is the temperature at the outermost inner node, which is adjacent to the boundary
node, and θ0 is the temperature at the boundary node.

After obtaining the final temperature values throughout the domain, we get the average
thermal gradient by calculating the average of the root mean squares of the temperature
gradients throughout the inner nodes of the 3D printed layer, as shown in Equation [4.14].
For each gradient component, we take a central difference from the adjacent nodes.

Average thermal gradient =
1

N

∑
i∈Z

√(
∂θ

∂x

)2

i

+

(
∂θ

∂y

)2

i

+

(
∂θ

∂z

)2

i

, (4.14)

where Z is a printing zone sintered by laser, and N is the number of material grid nodes
included in the printing zone. Also, in this work, we assume that we are printing a single
layer, which has a thickness of 4 ×∆L. The temperature gradient values are then used for
the labeling of the training/test data in the next section.

5Since the heat equation is stiff, explicit methods including the forward Euler method have the strict CFL
(Courant–Friedrichs–Lewy) condition [183, 184]. Therefore, implicit methods including the Crank-Nicholson
method [185] would be a good choice to relax the CFL condition. For more detail, refer to the chapter 9 of
[129].
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Symbol Units Value Description

θ∞ K 300 Ambient temperature
θ0 K 300 Initial temperature
h W/m2K 10 Convection coefficient
K W/(mK) 0.22 Thermal conductivity of PA12
ρ kg/m3 1100 Density of PA12
C J/(kgK) 1590 Specific heat capacity of PA12
w m 0.0025 Laser radius
v mm/s 10 Laser scanning speed
P W 200 Power term in Iabs
β 1/m 80 Optical extinction coefficient

∆L m 0.00167 Material grid gap size (= ∆x = ∆y = ∆z)

Table 4.1: Simulation Parameters

4.6 Numerical Experiments

We implemented the simulation of the SLS process to print the example geometry shown
in Figure 4.8. We consider two example laser paths, even though there could be numerous
possible laser paths for this geometry and the corresponding laser grid. The possible starting
points on the laser grid, considering the symmetry of the geometry, are also shown in Figure
4.8. There were 66,464 possible laser paths in total for this geometry and corresponding laser
grid configuration, which were found by dynamic programming. The examples of laser paths
are shown in Figure 4.9. Also, the temperature plots of the powder bed for the corresponding
laser paths at the final processing time is shown in Figure 4.10.
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Figure 4.8: LEFT: Example geometry, RIGHT: Corresponding laser grid

(a) Example path 1 (b) Example path 2

Figure 4.9: Examples of the possible laser paths for the given geometry

In the same way, we can perform the numerical simulations for all the other laser paths
to obtain the corresponding average thermal gradients described in Equation 4.14. The data
distribution of the temperature gradients for 66464 laser paths is shown in Figure 4.11.
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Figure 4.10: Temperature plots of the top surfaces at the final processing time (37.5 (s))
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Figure 4.11: Distribution of the temperature gradients
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Comments on Temporal Discretization

Temporal discretization refers to the discretization in the time domain for transient problems
as laser processing simulation in this work. For temporal discretization, we should also
consider how many time intervals will be included in every single material grid interval.
If temporal discretization is too coarse, it will give less accurate results even though the
simulation is fast. On the other hand, if temporal discretization is too fine, the simulation
will consume more computational power despite more accurate results. Therefore, it is
important to determine the optimal balance between these two in numerical simulations.

As mentioned above, the temperature gradient is a critical property in the SLS process
because it is directly related to the unintended residual stress that could cause premature
failure of a 3D printed structure. Therefore, we need to ensure reasonable accuracy for the
thermal gradient calculation.

We could do a temporal discretization based on the following steps.

1. Randomly select a possible laser path for the given geometry.

2. With the finest time step,6 run the simulation to obtain the temperature gradients for
the path. Consider them as true temperature gradients (GRADtrue).

3. Select the coarsest time step considering the CFL condition.7

4. Run the simulation to obtain the temperature gradients (GRAD) and calculate the
relative maximum error (Error) of the temperature gradients:

Error = max(
∣∣∣GRADtrue−GRADGRADtrue

∣∣∣).
5. Iterate Step 4 with finer time steps until Error falls below the Tolerance (Error ≤
Tolerance).8 If this is achieved, set this as a time step size for simulations.

4.7 Preprocessing of the Laser Paths

In deep learning, a Convolutional Neural Network (CNN, or ConvNet) is a class of deep
neural networks, most commonly applied to image classification and recognition [25–28].
The CNN processes data that has a known grid-like topology [32]. Our next step is to
convert the laser paths we found into gray-scale path map images to train the deep learning
model (CNN). The way to convert the laser paths (time data) into the image (space data) is
shown in Figure 4.12. The path maps (as shown in Figure 4.12) also help to visually check

6A large number of time steps between material grid points.
7The Courant–Friedrichs–Lewy (CFL) condition which is a necessary condition for convergence when

solving time-dependent partial differential equations. For more detail, refer to [183, 184], or MATH 228A
from the Department of Mathematics at UC Berkeley.

8For example, one could set the Tolerance as 2-3%.
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that each node was visited only once by looking at each row. Node numbering goes from
the left to the right, and from the top to the bottom, starting from zero. On the converted
path map image, we identify the white points based on the laser path. In other words, the
white squares correspond to the laser location at each time step. For example, if the second
point of the laser path is node number 4, then the time-stamp identifier for this point is ‘1’
(since node numbering starts from zero), and the spatial identifier of this point is ‘4’.

Figure 4.12: Preprocessing of path data

Since the number of the laser grid nodes of the given geometry is 76, every single laser
path is preprocessed into 76 by 76 gray-scale images. The preprocessing of the previous
example paths for the given geometry is shown in Figure 4.13.
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(a) Image of example path 1
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(b) Image of example path 2

Figure 4.13: Preprocessing of the paths into path map images

4.8 A Deep Learning Model to Predict the Optimal

Tool Path

Deep learning is a branch of artificial intelligence based on a biologically-inspired learning
process based on how neurons communicate and learn in living things, allowing computers
to learn from the past data so that it could detect patterns and make predictions from noisy
and complex data sets [32, 137–140]. The deep learning approach deals with the design of
algorithms to learn from machine-readable data. Also, there has been some research on gen-
erating predictive models to solve a variety of engineering problems such as material design,
computer vision, pattern recognition, and spam filtering [142–148, 186], including those in
computational mechanics [187]. In our approach, we applied a deep learning algorithm to
efficiently and accurately predict the optimal laser paths for SLS. We implemented our deep
learning model with PyTorch (1.1.0 version), which is an efficient deep learning framework
for Python and competent in both usability and speed [49].

In the previous section, we converted laser paths into grayscale images. Those images
were processed in our deep learning model. Also, every path map image was ranked before
training with the deep learning model, based on the average thermal gradient described in
equation 4.14. The lower the average thermal gradient, the better the path. After that, we
gave each path two kinds of labels: half of the group was labeled as ‘good’ (a label of ‘1’)
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and the other half was labeled as ‘bad’ (a label of ‘0’).
The architecture of the CNN that we used for training and prediction is shown in Figure

4.14. In order to reduce architectural complexity, we used a simple CNN structure having
three convolutional layers, which was followed by a fully connected neural network. In Figure
4.14, None represents the number of data samples, and FC Neural Network represents the
fully connected neural network. For initialization of the parameters, Xavier initialization was
used for the weight initialization, in order to obtain substantially faster convergence [152].
The configuration of the hyper-parameters is shown below.

Figure 4.14: CNN architecture

• Convolution filter size: (3,3)

• Pooling: max-pooling, (2,2)

• Padding: 1

• Stride: 1

• Learning rate: 0.001

• Training epochs: 25

• Batch size: 200

• The number of hidden layers in a FC neural network: 1

• The number of nodes in a hidden layer: 800

• Activation function: ReLu (Rectified Linear Unit)

• Weight initialization: Xavier uniform

• Loss function: cross entropy loss
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• Optimization method: Adam optimizer

After passing through the CNN, we used the softmax function to convert neural network
output numbers to probabilities (of being either a good path or a bad path) for each image.
We not only used the softmax function to calculate the cross entropy loss function while
training, but also used it as a probability extractor to predict the probability of being a
good path for each path map image in a test data set. The softmax probability function is
described in equation 4.15.

Pθ(y
(m) = i) =

ez
(m)
i

1∑
k=0

ez
(m)
k

, (4.15)

where i is the label of either 1 (good) or 0 (bad), z
(m)
i is the output number of mth image

data for the label i from the CNN, and Pθ(y
(m) = i) is the predicted probability for mth

image to have label i. Also, for multi-class classification, we used the cross entropy loss as
in Equation 4.16.

L = − 1

N

N∑
m=1

1∑
i=0

P (y(m) = i) · logPθ(y(m) = i), (4.16)

where N refers to the number of data samples (path map images), and P (y(m) = i) is the
actual probability (either 0 or 1) for mth image to have label i.

In order to train the CNN with the cross entropy loss function, an Adam optimizer
was used for the optimization, which is computationally efficient and has little memory
requirements [153].

Also, note that the test data is brand new data for the trained model, which means they
were completely isolated from the training data set and training process. The training set
was randomly selected from all data sets.

4.9 Simulation Results

With the deep learning model described above, we predicted what the optimal laser path
should be, by ranking them based on the probability of being a good path, as obtained by
the softmax probability extractor in Equation 4.15. We compared the predicted results from
the CNN model with that of the linear model. The configuration of the linear prediction
model is shown below.

• Learning rate: 0.001

• Training epochs: 25
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• Batch size: 200

• Weight initialization: Xavier uniform

• Loss function: cross entropy loss

• Optimization method: Adam optimizer

We first trained both the CNN model and the linear model with 33,000 point training
data set (49.7% of 66464 total data points). In this case, the rest of the data (33464 paths)
are what we actually make the predictions for. The ranking of the predicted results is shown
in Figure 4.15. Also, a closeup on the top-ranked path for Figures 4.15a and 4.15b are shown
in Figures 4.16a and 4.16b, respectively.

We observe that the linear model could not capture the actual optimal laser path well,
as shown in Figures 4.15a and 4.16a. That is because the system is highly nonlinear. Even
though the linear model is the least expensive machine learning model with the lowest
computational cost, we need to account for the accuracy. However, we can see that the
CNN model captures the highest-ranked laser path quite well, as shown in Figures 4.15b and
4.16b.

We also attempted to train both the CNN model and the linear model with quite small
data sets: 4000 training data points (only 6.02% of 66464 total data points). In this case,
the rest of the data (62464 paths, 93.98%) are used to make the predictions. A ranking of
the predicted results is shown in Figure 4.17. Also, a closeup on the top-ranked path for
Figures 4.17a and 4.17b are shown in Figures 4.18a and 4.18b, respectively.
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Figure 4.15: Ranking prediction (33000 training data)
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Figure 4.16: Ranking prediction (33000 training data, Closeup)
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Figure 4.17: Ranking prediction (4000 training data)
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Figure 4.18: Ranking prediction (4000 training data, Closeup)
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We clearly observe that the linear model could not capture the actual optimal laser path
pattern, as shown in Figures 4.17a and 4.18a. This implies that the linear model becomes
less useful when the data set is even small. However, the CNN model still captures the
high-ranked laser paths reasonably well, in spite of a much smaller training set, as shown in
Figures 4.17b and 4.18b. The CNN model is quite successful in capturing the top 35 paths,
even though 34 paths of them were from the test data set. The top 4 paths which were
chosen by the linear model are shown in Figure 4.19, and the corresponding plots of the
temperature at the top surface of the powder bed are shown in Figure 4.20. Also, the top 4
paths which were chosen by the CNN model are shown in Figure 4.21, and the corresponding
plots of the temperature at the top surface of the powder bed are shown in Figure 4.22.

(a) Ranking 1 (b) Ranking 2

(c) Ranking 3 (d) Ranking 4

Figure 4.19: Top 4 paths of the linear model
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(b) Ranking 2
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(c) Ranking 3
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(d) Ranking 4

Figure 4.20: Temperature plots at the top surfaces (Top 4, linear model)
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(a) Ranking 1 (b) Ranking 2

(c) Ranking 3 (d) Ranking 4

Figure 4.21: Top 4 paths of the CNN model
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(c) Ranking 3
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Figure 4.22: Temperature plots at the top surfaces (Top 4, CNN model)

The computing times for all the above models are shown in Table 4.2. The computer
employed for the entire simulation was a MacBook Pro (Retina, 15-inch, Mid 2014), and the
corresponding CPU was a 2.8 GHz Intel Core i7. The exhaustive simulation time for all the
66,464 laser paths was 38,109.53 (s). The total time represents the entire simulation time,
including every single path simulation for the number of training data points, the training
time, and the prediction time. The acceleration represents how many times faster it is than
direct exhaustive simulations for 66,464 possible paths.

As we see in the table, the CNN model with 4000 training data (only 6.02% of 66464
total data) was more than 10 times faster than a brute force simulation for all the possible
laser paths needed to calculate the thermal gradients, with the desired accuracy. This implies
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Model Training data Training (s) Prediction (s) Total time (s) Acceleration

CNN 33000 3872.44 747.45 23541.63 1.619
CNN 4000 473.13 752.91 3519.58 10.828

Linear 33000 12.58 0.52 18934.84 2.013
Linear 4000 1.98 0.47 2295.99 16.598

Table 4.2: Computation time comparison

that the deep learning model can learn the pattern of the preferable paths (which includes
the process of solving differential equations) and predict the optimal laser paths accurately
and efficiently, without knowing geometry and without having any mathematical or physical
knowledge to solve differential equations and optimization problems.

4.10 The Overall Outlook

As this work illustrated, optimal laser paths can be accurately predicted using a Deep
Learning technique, even with a very small amount of training data and binary information
(good/bad path). Furthermore, a Deep Learning simulation using the CNN was significantly
faster than a brute force simulation. These results illustrate the potential of Deep Learning
for tool path optimization, in particular the ability to learn the patterns of tool paths and
rebuild detailed path performances.

Clearly, Deep Learning techniques can be applied to many other fields of numerical
simulations, well beyond simple tool path optimization for additive manufacturing, and
deliver reduced simulation costs while ensuring desirable accuracy [187, 188]. However, there
will always be trade-offs between computational costs and accuracy. A more computational
effort may be required if we use complex and delicate deep learning models, yielding good
predictive capabilities, as opposed to simple deep learning models, with limited predictive
power. Determining the optimal balance between these competing interests is an ongoing
issue throughout this field.
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