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ABSTRACT OF THE DISSERTATION

Improving Statistical Inference through Flexible Approximations

By

Lingge Li

Doctor of Philosophy in Statistics

University of California, Irvine, 2020

Prof. Pierre Baldi, Chair

In the statistics and machine learning communities, there exists a perceived dichotomy be-

tween statistical inference and out-of-sample prediction. Statistical inference is often done

with models that are carefully specified a priori while out-of-sample prediction is often done

with “black-box” models that have greater flexibility. The former is more concerned with

model theoretical properties when data become infinite; the later focuses more on algorithms

that scale up to larger data sets. To a scientist who is outside of these communities, the

distinction of inference and prediction might not seem so clear. With technological advance-

ments, scientists can now collect overwhelming amounts of data in various formats and their

objective is to make sense of the data. To this end, we propose the synergy of statisti-

cal inference and prediction workhorses that are neural networks and Gaussian processes.

Despite hardware improvements under Moore’s law, ever bigger data and more complex mod-

els pose computational challenges for statistical inference. To address these computational

challenges, we approximate functional forms of the data to effectively reduce the burden of

model evaluation. In addition, we present a case study where we use flexible models to learn

scientifically interesting representations of rat memories from experimental data for better

understanding of the brain.

xiii



Chapter 1

Introduction

1.1 Statistical Inference on Scientific Data

Statistics, as its own discipline that is separate from mathematics, has always been motivated

by and driven forward the advancement of sciences. On one hand, many statistical models

were created to answer specific scientific questions. On the other hand, no scientific study

could be legitimized without presenting compelling statistical evidence. Generally speaking,

the loop of statistical analysis for scientific data goes as follows:

• generate hypothesis based on current scientific knowledge

• collect data from either an experiment or an observational study

• build statistical model and estimate relevant parameters

• translate statistical results to new scientific knowledge.

Scientific data in the 21st century have become more challenging to analyze as we are able

to collect much more data due to new technologies and study more complex phenomena

on the shoulders of previous giants. For instance, the large hadron collider for studying

particle physics collects over 2TB of data every hour and that is roughly 10,000 millions

1



lines of tabular data. This is not just a singular example; on the macro level, connected

telescopes around the world let us observe an expanded universe while on the micro level,

next generation sequencing allows us measure the DNAs of each single cell. At the scientific

frontiers, a wide range of questions are raised from the origin and the future of our universe

to the innerworkings of our brains. Some of these questions are so exploratory that we do not

yet have specific hypotheses, let alone well formulated models and interpretable parameters.

Figure 1.1: Illustration of the data analysis loop and challenges within the loop when science
gets to the cutting edge.

The gigantic volume of these data poses computational challenges for statistical analysis.

While theoretical statistics relies on mathematical analysis of model behaviors asymptot-

ically, applied statistics has its backbone in computation. In the frequentist framework,

mixed effect models commonly used for longitudinal data analysis would not be possible

without numerical optimization and integration algorithms. On the other hand, the entire

Bayesian framework would have been rendered useless if not for modern computers that can

run fast Monte Carlo Markov Chain (MCMC) algorithms.

While computation enables statistical analysis, the translation between statistical results

and scientific knowledge is crucial. Without proper and careful interpretation, statistical

2



results can easily lead to unreliable and even false scientific understanding. As many well

know, there is a reproducibility crisis in many fields centered at statistical significance. While

statistical significance is a valid concept, it does not tell the whole story, is widely mis-used

and is often irrelevant. To shed a clear light through fuzzy scientific data, we need better

ways of conveying statistical results to the greater scientific audience.

The computational challenges can be attributed to two sources: big data and complex model.

Assuming that we use a sequential algorithm on the same machine, the running time should

roughly scale linearly with the number of data points. Whereas when the data are held

constant, the model complexity can have immense impact; some models do not have an

explicit likelihood function and simulating it numerically is time consuming. In this disser-

tation, we present two lines of work that both attempt to cut out either the large data or

the complex model with approximation. The first is neural network gradient hamiltonian

monte carlo. While hamiltonian monte carlo is great for sampling from high dimensional

posteriors, it requires expensive gradient calculation on the data repeatedly. We propose

replacing the data with an approximated gradient field that is parametrized with a neural

network. The second is Gaussian process accelerated neutrino oscillation inference. Data

models for neutrino osclliation experiments are not directly available and simulations are

used to model how neutrino oscillation parameters affect observations. To efficiently utilize

computational resources, we use a Gaussian process model to guide an iterative search for

confidence intervals of neutrino oscillaiton parameters.

Latent variable models, or so-called representation learning in the machine learning com-

munity, offer great potential to extract scientific insights from high-dimensional data. They

can reduce the data dimensionality to a reasonable degree while still preserving the struc-

ture in the data so that we can make sense of it. To this end, we present an application in

a neuroscience experiment where we make use the hidden layer of a neural network model.

The learned representation enables us to visualize how the rat hippocampus keeps memories.

3



Also, inspired by the same experiment, we create a general latent Gaussian process model

for studying dynamic functional connectivity in the brain.

1.2 Neural networks

In theory, it is proven that neural networks can provide universal functional approximation

[26]; in practice, neural networks have achieved state-of-the-art performance when carefully

designed and trained. Researchers have created neural networks to classify certain images at

human level, translate languages coherently, and play strategy games better than humans.

The success of neural networks largely attributes to the explosion of data and computational

power alongside recent developments such as deep network architecture, stochastic gradient

descent, and drop-out regularization [56][13][11]. With a variety of model architectures

and training techniques, neural networks can be adapted to tasks across data modalities

and application domains. In addition, neural networks can learn useful low-dimensional

representations of complex data. On the other hand, it often requires a non-trivial amount

of human efforts to design and train a suitable neural network. Moreover, we are only

starting to understand the probabilistic behaviors of neural networks better.

Neural networks originate from a computational model of a single neuron in the brain [71].

The naive model of a neuron has multiple inputs, denoted by ~x, coming from previously

connected neurons and a single output y to other connected neurons. The inputs are weighted

by the strength of connections from the input neurons and we can denote the weights by

~w. Given the total weighted input to the neuron ~w · ~x, the neuron either becomes activated

or stays inactive. If the neuron is activated, the output would be 1; otherwise the output

would be 0. The relationship between the total weighted input and the neuron output is

modeled by an activation function f and we have y = f(~w · ~x). The activation function f is

often chosen to be sigmoidal. A bias term b could also be added to account for the neuron’s
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innate tendency to be activated or not. The model is therefore given by

y =
1

1 + e−(~w·~x+b)
. (1.1)

For statisticians, this formulation is very similar to a generalized linear model, where f is

the link function.

Many of such neurons together form a neural network as illustrated in 1.2. The input neurons

on the left do not have previous connections; they form an input layer. On the other hand,

the neurons on the right form the output layer; there is only a single output in this case.

The layers of neurons in the middle are called hidden layers. Denote each neuron in the first

hidden layer by h1j with weights ~w1j, each neuron in the second hidden layer by h2k with

weights ~w2k, and the output neuron by y with weights ~wo. Using successive relations, we can

write out the function from the input layer to the output layer as follows

h1j = f( ~w1j · ~x), h2k = f( ~w2k · ~h1), y = f( ~wo · ~h2). (1.2)

Though each neuron is modeled by a simple function f , the behavior of the entire neural

network is much more complex as long as f is non-linear. We can see such an example

of a two layer neural network with sigmoidal activation and random weights. Compared

to the logistic regression model whose decision boundary is a plane, the neural network is

capable of producing surfaces that are more flexible decision boundaries. In 2, we leverage

the flexibility of neural networks to approximate the gradient field in Hamiltonian Monte

Carlo.

The universal approximation theorem states that neural networks can be arbitrarily close to

any function. However, it is not guaranteed that we would find a desired network in practice.

To fit a neural network to data, gradient based optimization methods are most commonly
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Figure 1.2: Illustration of the neural network architecture with two hidden layers (left) and
example output surface of model with random weights (right). The surface can represent a
more flexible approximation in R2 than the logistic function.

used [72]. As neural networks do not have an explicit analytical form, the gradient with

respect to weights and biases is calculated for each layer and “back-propagated” with chain

rule. This calculation could be tedious by hand but efficiently implemented with automatic

differentiation libraries. When there is a large volume of data, performing such gradient

calculations on highly optimized computing hardware can still be time consuming. Therefore,

second order derivatives are rarely used to train neural networks. To make model fitting more

scalable, stochastic gradient descent and its variants are usually used. In stochastic gradient

descent, subsets of the training data are randomly sampled for gradient calculation in every

iteration.

Given the non-convexity of neural networks, it is surprising that stochastic gradient descent

should succeed at all. For a deep neural network, the landscape of loss function is extremely

high dimensional and treacherous due to the number of parameters and layers of non-linearity.

The noise in stochastic gradient descent actually helps the training algorithm escape saddle

points and find good local minima. However, the uncertainty in the trained parameters is

not directly measurable as their sampling distribution is intractable. In practical settings

where data are sufficiently big, usual numerical methods such as sampling and bootstrap are
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not feasible for neural networks because of the high computational cost. One ad hoc method

is to inject noise during prediction as well as during training with the drop-out algorithm.

The drop-out algorithm randomly removes neurons or their connections from the network in

every iteration and can be related to approximate Bayesian inference [35].

One important advantage of using neural networks is that one could compose new model ar-

chitecture with simple building blocks to take advantage of the structure in the data. Besides

feedforward neural networks, convolutional and recurrent neural networks are preferred for

computer vision and natural language processing [51][40]. Different from feedforward neu-

ral networks, they leverage parameter sharing to be more data efficient and customized for

specific tasks. Convolutional neural networks run the same filters across an image and can

capture translation invariance within the image. Recurrent neural networks have internal

states based on past inputs and can account for temporal dependence in sequential data

such as text. The latest image classification models have so-called inception modules that

perform convolution at various scales and the attention mechanism for language translation

combines a feedforward network with a recurrent network. In 4, we create a new convolu-

tional architecture that is able to efficiently extract local interactions between two types of

neuronal data.

Another important advantage of neural networks is representation learning [15]. Each layer

of the neural network can be considered as a latent variable; from the input data to the

output target, these latent variables can gradually become lower dimensional and more

interpretable. In the most basic case of an auto-encoder, the neural network has one hidden

layer that is smaller than the input dimension and maps it back to the input data; the auto-

encoder can be considered to perform non-linear principal component analysis (PCA). When

we have data such as images and text that live on complicated manifolds, neural network

layers could allow for modeling in the Euclidean space. The most prominent example is

the word2vec model that learns a transformation from the discrete space of words to latent
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vectors. The latent vectors form a continuous representation of words that preserves their

semantic meanings. In 4, we visualize the latent representation of different stimuli in the rat

hippocampus to provide evidence for the phenomenon of sequential memory replay.

1.3 Gaussian processes

Gaussian processes can be considered as probability distributions in the functional space.

By definition, a Gaussian process (GP) is a collection of random variables, any finite number

of which have a joint Gaussian distribution [69]. To understand the Gaussian process, one

could start with a multivariate Gaussian with probability density function f(~x). Consider

R[0,1] which is the space of functions from [0, 1] to R. Define a σ-algebra as

{f : f(a1, ..., ak) ∈ B}

where a1, ..., ak are k fixed points in [0, 1]. Then the k-dimensional Gaussian probability

measure induces a probabiliy measure on R[0,1]. If we extend the Gaussian to infinite di-

mensions, we would obtain a probability measure on all continuous functions from R to R,

allowing great flexibility for modeling. In practice, data sets are finite and modeling with

GPs boils down to working with multivariate Gaussians. Therefore, making probabilistic

inference with GPs could be straightforward with closed analytical forms, making it very

attractive for certain applications where model uncertainty is important. However, when

data are abundant, GPs do not scale as easily as neural networks; they are also less easily

adaptable to different data modalities.

Typically, the zero mean GP is used for modeling as a prior on the unknown function to

approximate and the GP posterior updated on observed data would be used for prediction

[16]. It is impossible to specify an infinite-dimensional covariance matrix explicitly. Instead,
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we can parametrize a zero mean GP with a kernel function κ that defines the pairwise

covariance. Let f ∼ GP(0, κ(·, ·)). Then for any pair x and x′ we have

 f(x)

f(x′)

 ∼ N (0,

 κ(x, x) κ(x, x′)

κ(x, x′) κ(x′, x′)

).

Given a finite set of observed data ~xobs, we can write down the multivariate Gaussian like-

lihood with covariance matrix κ(~xobs, ~xobs) and maximize it through kernel parameters ω.

Conveniently, at a new point x∗ we can obtain the closed form predictive distribution:

f(x∗)|f(~xobs) ∼ N(κ(x∗, ~xobs)(κ(~xobs, ~xobs))
−1f(~xobs),

κ(x∗, x∗)− κ(x∗, ~xobs)(κ(~xobs, ~xobs))
−1κ(~xobs, x

∗)).

Despite the closed form, in order to calculate the GP likelihood, one needs to evaluate the

probability density function of the multivariate Gaussian repeatedly, which requires inverting

the covariace matrix. Typically, inverting the covariance matrix involves all the data com-

pared to only a small subset in stochastic gradient descent; the inversion cost is prohibitively

O(n3). A general strategy to speed up computation for GP is using inducing points [75].

Inducing points are a set of pseudo inputs based on the data points and produce a very

similar posterior. This is perhaps better understood through decomposing the covariance

matrix into blocks with an inducing point in each. The covariance between points in different

blocks is approximated by the between block covariance and the covariance with inducing

points.

Since a GP is uniquely characterized by the kernel, different kernels produce distinct behav-

iors [29]. A commonly used kernel is squared exponential κ(x1, x2) = exp(− (x1−x2)2

l2
) where l

is called the length scale. Intuitively, the length scale determines the distance over which the

GP interpolates between points. The squared exponential kernel is infinitely differentiable
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and functions drawn from such a GP would be smooth. However, this smoothness assump-

tion might not be appropriate for some applications; a more general kernel is the Matérn

kernel. The Matérn kernel has an additional parameter ν that controls the smoothness and

the squared exponential kernel is a special case where ν →∞. Other common kernels include

white noise kernel for modeling observational noise and periodic kernel that could capture

seasonal trends. More importantly, kernels can be composed together through addition and

multiplication to approximate different structures in the data.

Figure 1.3: Sampled 1-dimensional paths from Gaussian processes with different kernels
exhibit distinct behaviors. Note that the bottom right GP path has multiple features as the
kernel is composed of linear and periodic functions.

Gaussian processes and neural networks both have great flexibility to approximate functions.

Mathematically, Gaussian processes and neural networks can be shown to be equivalent [59].
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A neural network with Gaussian priors on the hidden layer has the asymptotic properties of

a Gaussian process. Gaussian processes are also used as latent variables to learn useful repre-

sentations from data [49]. For many simple prediction tasks, specifying an appropriate kernel

and performing the computation for Gaussian processes require more expertise whereas high-

level libraries for neural networks are easily accessible and make rapid iterations possible.

However, in the context of statistical inference and sequential decision making, the availabil-

ity of full posterior distribution makes Gaussian processes much more attractive than neural

networks, whose parameter uncertainty is hard to quantify. In 3 we use a Gaussian process

to iteratively explore the bounded parameter space for neutrino oscillation inference. In 5,

we propose a new dynamic functional connectivity model with latent Gaussian processes.
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Chapter 2

Neural Network Gradient Hamiltonian

Monte Carlo

2.1 Introduction

Hamiltonian Monte Carlo is a widely used algorithm for sampling from posterior distributions

of complex Bayesian models. It can efficiently explore high-dimensional parameter spaces

guided by simulated Hamiltonian flows. However, the algorithm requires repeated gradient

calculations, and these computations become increasingly burdensome as data sets scale. We

present a method to substantially reduce the computation burden by using a neural network

to approximate the gradient. First, we prove that the proposed method still maintains

convergence to the true distribution though the approximated gradient no longer comes

from a Hamiltonian system. Second, we conduct experiments on synthetic examples and

real data to validate the proposed method.

Hamiltonian Monte Carlo (HMC) uses local geometric information provided by the log-

posterior gradient to explore the high posterior density regions of the parameter space

[61]. Compared to the Metropolis-Hastings random walk algorithm, HMC has high ac-

ceptance probability and low sample auto-correlation even when the parameter space is
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high-dimensional. That said, the advantages of HMC come at a computational cost that

limits its application to smaller data sets. The gradient calculation involves the entire data

set and scales linearly with the number of observations. As HMC needs to calculate the

gradient multiple times within every single step, performing HMC on millions of observa-

tions requires an enormous computational budget. Allowing HMC to scale to large data sets

would help tackle the double challenge of big data and big models.

There have been two main approaches to scaling HMC to larger data sets. The first is

stochastic gradient HMC, which calculates the gradient on subsets of the data. [83] im-

plemented a stochastic gradient version of Langevin Dynamics, which may be viewed as

single-step HMC. [24] introduced stochastic gradient HMC with “friction” to counterbal-

ance the inherently noisy gradient. However, these methods may not be optimal because

subsampling substantially reduces the acceptance probability of HMC [17].

The second approach relies on a surrogate function, the gradient of which is less expensive

to calculate. [70][47] used Gaussian process (GP) to produce satisfactory results in lower

dimensions. However, training a GP is itself computationally expensive and training points

must be chosen with great care. More recently, [85] implemented neural network surrogate

with random bases. It outperforms GP surrogate in their experiments but fails in parameter

spaces of moderate dimensionality.

In this paper, we develop a third approach, neural network gradient HMC (NNgHMC), by

using a neural network to directly approximate the gradient instead of using it as a surrogate.

We also train all the neural network weights through backpropagation rather than having

random weights [85]. Compared to existing methods, our proposed approach can emulate

Hamiltonian flows accurately even when dimensionality increases. In Section 3, details of our

method and proof of convergence are presented. Section 4 includes experiments to validate

our method and comparisons with previous methods on synthetic and real data.
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2.2 Background

2.2.1 Hamiltonian Monte Carlo

Let x ∼ π(x|q) denote a probabilistic model with q as its corresponding parameter. We also

make q a random variable by giving the parameter a prior distribution π(q). The integration

constant of the posterior distribution

π(q|x) =
π(x|q)π(q)∫
π(x|q)π(q) dq

(2.1)

is usually analytically intractable, but the distribution can be numerically simulated using

MCMC. The Metropolis-Hastings algorithm constructs a Markov chain that randomly pro-

poses a new state q′ from current state q based on transition distribution g(q′|q) and moves

from q to q′ with probability min{1, π(q′|X)g(q|q′)
π(q|X)g(q′|q) }. Unfortunately, in a higher dimensional

space, the probability of randomly moving to q′ drops dramatically. Therefore, the MH

algorithm has trouble exploring the posterior efficiently in higher dimensions.

The idea of HMC is to explore a frictionless landscape induced by potential energy function U

and kinetic energy functionK where potential energy U(q) = − log π(x|q)π(q) is proportional

to the negative log posterior. HMC introduces an auxiliary Gaussian momentum p, and K(p)

is the negative log density of p. Potential energy U tends to convert to kinetic energy K so q

will likely move to a position with higher posterior density. More formally, the Hamiltonian
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system is defined by the following equations.

H(q, p) = U(q) +K(p) = −
(

log π(q) +
N∑
i=1

log π(xi|q)
)

+
1

2
pTp , (2.2)

dq

dt
=
∂H

∂p
=
∂K

∂p
= p (2.3)

dp

dt
= −∂H

∂q
= −∂U

∂q
= ∇q

(
log π(q) +

N∑
i=1

log π(xi|q)
)
. (2.4)

In theory, convergence of HMC is guaranteed by the time reversibility of the Hamiltonian

dynamics which, in turn, renders the Markov chain transitions reversible, thus ensuring

detailed balance. By conservation of the Hamiltonian, HMC has acceptance probability

1 and can travel arbitrarily long trajectories along energy level contours. In practice, the

Hamiltonian dynamics is simulated with the leapfrog algorithm which adds numerical errors.

To ensure convergence to the posterior, a Metropolis correction step is used at the end of

each trajectory.

Within each simulated trajectory, the leapfrog algorithm iterates back and forth between

Equations (2.3) and (2.4), the latter of which features a summation over the log-likelihood

evaluated at each separate data point. For large data sets, this repeated evaluation of the

gradient becomes infeasible. In Section 2.3, we show how to greatly speed up HMC using

neural network approximations to this gradient term, but first we introduce an important

predecessor to our method, the surrogate HMC class of algorithms.

2.2.2 Surrogate HMC

Two methods for approximating the log-posterior in the HMC context have already been

advanced. The first uses a Gaussian Process regression to model the log-posterior, the second

uses a neural network. We refer to the latter as neural network surrogate HMC (NNsHMC).

It is natural that both models would be used in such a capacity: Cybenko [26] showed that
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neural networks can provide universal function approximation, and Neal [59] showed that

certain probabilistic neural networks converge to Gaussian processes as the number of hidden

units goes to infinity. In this section, we focus on NNsHMC, since it is more closely related

to our method (Section 2.3).

NNsHMC approximates the potential energy U with a neural network surrogate Û and uses

∇Û during leapfrog steps. The surrogate neural network has one hidden layer with softplus

activation:

Û(q) = W2 ln(1 + exp(W1q + b1)) + b1 (2.5)

where W1,W2 and b1, b2 are weight matrices and bias vectors, respectively. Under this

formulation, one can explicitly calculate the gradient

∇Û = W T
1 diag(W2)

1

1 + exp (−(W1q + b1))
(2.6)

and represent ∇Û with another neural network, which is just the backpropagation graph of

Û . Therefore, we can view neural network surrogate as using a constrained network with

tied weights and local connections to approximate the gradient.

For training the neural network, Zhang et al [85] uses extreme learning machine (ELM) [43].

ELM is a simple algorithm that randomly projects the input to the hidden layer and only

trains the weights from the hidden layer to the output. Random projection is widely used

in machine learning but backpropagation is the “default” training method for most neural

networks with its optimality theoretically explained by [12]. Moreover, since the goal is to

improve computational efficiency, we want to make the surrogate neural network as small

as possible. From this point of view, large hidden layers often seen in ELMs are less than

optimal.
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2.3 Neural network gradient HMC

Algorithm 2.1 Neural network gradient HMC

Initialize q(0), leapfrog step number L and step size ε
for t = 1, 2, ..., T do

q0 = q(t−1)

Sample momentum p0 ∼ N (0, I)

p0 = p0 − ε
2
∇̂U(qt) . Leapfrog steps with approximated gradient ∇̂U instead of ∇U

for i = 1, 2, ..., L do
qi = qi−1 + εpi−1

pi = pi−1 − ε∇̂U(qi)
end for
pL = pL − ε

2
∇̂U(qL)

r = exp (H(qL, pL)−H(q0, p0)), u ∼ Uniform(0, 1)
if u < min(1, r) then . Metropolis accept/reject based on H = U +K

q(t) = qL
else

q(t) = q0

end if
end for

In contrast to previous work, NNgHMC does not use a surrogate function for U but fits a

neural network to approximate ∇U directly with backpropagation. Training data (q,∇U(q))

for the neural network are collected during the early period of HMC shortly after convergence.

Once the approximate gradient is learned, the algorithm is exactly the same as classical HMC,

but with neural network gradient ∇̂U replacing ∇U . Details are given in Algorithm 1.

One benefit of our method occurs as early as the data collection process. Since we approxi-

mate the gradient ∇U and not U , we can collect more training data faster: surrogate HMC

must reach the end of a leapfrog trajectory before obtaining a single (functional evaluation)

training sample; the same leapfrog trajectory renders a new (gradient evaluation) training

sample for each leapfrog step, and the number of such steps in a single trajectory can range

into the hundreds.

Suppose that there are N data points xn and that the parameter space is d-dimensional. In
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this case, gradient calculations involve d partial derivatives

∂U

∂qj
= − ∂

∂qj
log
(
π(q)

N∏
i=1

π(xi|q)
)

= − ∂

∂qj
log π(q)−

N∑
i=1

∂

∂qj
log π(xi|q) , (2.7)

each of which involves a summation over the N data points. On the other hand, performing

a forward pass in a shallow neural network is proportional only to the hidden layer size

s � N . Once the neural network is trained on burn-in samples, posterior sampling with

approximated gradient is orders of magnitude faster.

Although the neural network gradient approximation ∇̂U(q) is not the same as ∇U(q),

the method nonetheless samples from the true posterior. If one were able to simulate the

Hamiltonian system directly, i.e. without numerical integration, then all the benefits of

HMC would be preserved in the limit, as the gradient field approximates the true gradient

field to arbitrary degree. On the other hand, the NNgHMC transition kernel—characterized

by the approximate gradient leapfrog integrator combined with the Metropolis accept-reject

step—leaves the posterior distribution invariant. We formalize the relevant results here and

defer proofs to the appendix.

An important litmus test for the validity of our method is that it should leave the Hamiltonian

invariant in the limit as step-sizes and gradient approximation errors approach zero. In

turn, this result will imply high acceptance probabilities when the system is simulated from

numerically, and when gradient approximations are good.

Proposition 1. When the system induced by the approximate gradient field is simulated

directly, changes in the Hamiltonian H(q, p) = U(q) + K(p) converge in probability to 0 as

the approximate gradient converges pointwise to the true gradient. That is, for a sequence of

approximate gradient fields {∇̂n
qU}∞n=1 converging to the true gradient field ∇qU , the change
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in Hamiltonian values satisfies

(dH
dt

)
n

= op(1) . (2.8)

Proof. Following [26], assume we are able to construct a sequence of approximate gradients

∇̂n
qH satisfying

∇qH = ∇̂n
qH + En(q), En(q) ∈ B1/n(0) , (2.9)

where B1/n(0) is the ball around the origin of radius 1/n. In this case, the vector field given

by the approximate gradient induces a new system of equations:

dqi
dt

=
∂H

∂pi
(2.10)

dpi
dt

= − ∂̂H
∂qi

.

Then it follows that

dH

dt
=

d∑
i=1

[dqi
dt

∂H

∂qi
+
dpi
dt

∂H

∂pi

]
(2.11)

=
d∑
i=1

[∂H
∂pi

( ∂̂H
∂qi

+ En,i(q)
)
− ∂̂H

∂qi

∂H

∂pi

]
=

d∑
i=1

∂H

∂pi
En,i

= pTEn ∼ N(0, ET
nEn) .

This last line implies pTEn is Op(
√
ET
nEn), and hence that dH

dt
is op(1).

We note that Proposition 1 is a local result, and that local deviations from the true Hamilto-

nian flow will accrue to larger global deviations in general. While this may seem disconcert-
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ing, NNgHMC maintains remarkably high acceptance rates in practice. To help understand

why this is the case, we present local and global error analyses for the dynamics of the

ordinary differential equation initial value problem

d

dt
z = f(z) , z(t0) = z0 ∈ Rk , (2.12)

approximated with function f̂ ≈ f . These results will then be related back to NNgHMC by

specifying z = (q, p) and

z = (q, p)T , f(q, p) =
(
p,−∂H

∂q

)T
, and f̂(q, p) =

(
p,− ∂̂H

∂q

)T
. (2.13)

The general form of the following proofs follows after Section 2.1.2 of [52].

Proposition 2. (Local error bounds) Let z0 = z(0) be the initial value, let z(∆t) be the

value of the exact, true trajectory after traveling for time ∆t, and let z1 be the value of

the computed trajectory using Euler’s method applied to the approximated gradient field.

Finally, assume that the exact solution is twice continuously differentiable. Then the local

error ε1 = z(∆t)− z1 has the following bounds:

‖ε1‖ ≤ ∆t δ +O(∆t2) , (2.14)

where δ = ‖f(z0)− f̂(z0)‖ measures the difference between the true, exact trajectory and the

approximated trajectory at point z0.

Proof. The proof follows from the Taylor expansion of both z(∆t) and z1:

ε1 =
(
z0 + ∆t ż(0) +

1

2
∆t2z̈(τ)

)
−
(
z0 + ∆tf̂(z0)

)
(2.15)

= ∆t
(
f(z0)− f̂(z0)

)
+

1

2
∆t2z̈(τ) ,
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where τ ∈ [0,∆t]. The result follows from the triangular inequality.

From the above result, it follows that the local error rate approaches the O(∆t2) error rate

of Euler’s method using the true gradient field as δ = ‖f(z0)− f̂(z0)‖ = ‖∂H
∂q

(z0)− ∂̂H
∂q

(z0)‖

goes to 0. The same approach can be used to obtain global error bounds.

Proposition 3. (Global error bounds) We adopt the same notation as above with the addition

of the error at iteration n, εn = z(n∆t) − zn, where zn is the value after n Euler updates

using the approximate gradient field. Also, let tn = n∆t. Again we assume that the exact

solution is twice differentiable, and we further assume that it is Lipschitz with constant L.

Then the following bounds on εn hold:

‖εn‖ ≤
(
en∆tL − 1

)( δ
L

+O(∆t)
)
, for δ = max ‖f(z(j∆t))− f̂(zj)‖ , (2.16)

and j = 0, . . . , n.

Proof. The proof proceeds by recursion. Assume that we have obtained εn = z(tn) − zn.

Letting τ ∈ [tn, tn+1], a Taylor’s expansion gives:

εn+1 =
(
z(tn) + ∆tż(tn) +

1

2
∆t2z̈(τ)

)
−
(
zn + ∆tf̂(zn)

)
(2.17)

=
(
z(tn) + ∆t f(z(tn)) +

1

2
∆t2z̈(τ)

)
−
(
zn + ∆tf̂(zn)

)
=
(
z(tn)− zn

)
+ ∆t

(
f(z(tn))− f̂(zn)

)
+

1

2
∆t2z̈(τ) .

But z̈ is continuous by assumption, so we can bound z̈ on the closed interval [tn, tn+1] by a

constant M . Furthermore, the Lipschitz assumption combined with the triangle inequality
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give:

‖εn+1‖ ≤ ‖εn‖+ ∆t
(
‖f(z(tn))− f(zn)‖+ ‖f(zn)− f̂(zn)‖

)
+

∆t2M

2
(2.18)

≤ (1 + ∆tL)‖εn‖+ ∆t δ +
∆t2M

2

Next we make use of the following recursion relationship:

an+1 ≤ C an +D =⇒ an ≤ Cn a0 +
Cn − 1

C − 1
D (2.19)

for C = (1 + ∆tL) and D = ∆t δ + ∆t2M/2. Noting that a0 = ε0 = 0 gives

‖εn‖ ≤ (etnL − 1)
( δ
L

+
∆tM

2L

)
, (2.20)

and the result follows.

The above result suggests that the usual numerical error caused by a large Lipschitz constant

L can overpower the effects of gradient approximation error δ.

The preservation of volume entailed by both the theoretical Hamiltonian flow and the leapfrog

integrator is important for HMC. The latter fact implies there is no need for Jacobian

corrections within the accept-reject step. It turns out that the NNgHMC dynamics also

preserve volume, both for direct and for leapfrog simulation.

Lemma 1. Both for infinitesimal and finite step sizes, the NNgHMC trajectory preserves

volume.

Proof. For the finite case, the leapfrog algorithm iterates between shear transformations and

so preserves volume [61]. For the case of direct simulation, we use the fact that the Hamilto-

nian vector field induced by the approximate gradient field has zero divergence (Liouville’s
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Theorem, [61]). We use the notation of Proposition 1, but drop the subscript n for the sake

of readability:

d∑
i=1

[ ∂
∂qi

dqi
dt

+
∂

∂pi

dpi
dt

]
=

d∑
i=1

[ ∂
∂qi

∂H

∂pi
− ∂

∂pi

∂̂H

∂qi

]
(2.21)

=
d∑
i=1

[ ∂
∂qi

∂H

∂pi
− ∂

∂pi

(∂H
∂qi
− Ei

)]
=

d∑
i=1

∂

∂pi
Ei = 0 .

Not only does the NNgHMC trajectory preserve volume, it is reversible as well. This easy

fact is shown in the proof of Proposition 2.

Theorem 1. The NNgHMC transition kernel leaves the canonical distribution exp{−H(q, p)}

invariant.

Proof. Since leapfrog integration preserves volume and since the Metropolis acceptance prob-

ability is the same as for classical HMC, all we need to show is that the leapfrog integration

is reversible. This fact follows in the exact same way as for HMC, despite the use of an

approximate gradient field to generate the dynamics:

pi(t+ ε/2) = pi(t)− (ε/2)
∂̂U

∂qi
(q(t)) (2.22)

qi(t+ ε) = qi(t) + ε pi(t+ ε/2)

pi(t+ ε) = pi(t+ ε/2)− (ε/2)
∂̂U

∂qi
(q(t+ ε)) .

These are the same equations as in [61] except with ∂̂U
∂qi

replacing ∂U
∂qi

. Hence, just as in [61],

the NNgHMC leapfrog equations are symmetric and thus reversible: to reverse a sequence of

leapfrog dynamics, negate p, take the same number of steps, and negate p again. It follows
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that the NNgHMC transition kernel leaves the canonical distribution invariant and is an

asymptotically exact method for sampling from the posterior distribution.

Regardless of the accuracy of neural network gradient approximation, following the leapfrog

simulated Hamiltonian proposal scheme would recover the true posterior distribution when

combined with Metropolis-Hastings correction. If the gradient approximation is “bad,”

NNgHMC would break down to a random walk algorithm. If the gradient approximation is

“close enough,” NNgHMC would behave just like standard HMC, operating on energy level

contours at a fraction of the computation cost. The neural network gradient approximation

can be controlled with two tuning parameters: hidden layer size h and training time t, in

addition to leapfrog steps l and step size s. The neural network architecture is fixed to have

one hidden layer and the number of units has to be pre-determined. Neural network train-

ing time can be either set to some number of epochs or dependent on a stopping criterion

(typically based on change in loss function between epochs). Since there is no noise (error)

in the gradient, overfitting is not a concern; the hidden layer size and training time could be

relatively large.

Given sufficient training data, the neural network will be able to accurately approximate

the gradient field. The important question is: how much training data should be collected?

To address this, we propose a training schedule that consists of a start point, an end point,

and a rate for gradient data collection. For example, one may wish to run a HMC chain

to draw 5000 samples in total. A training schedule could be training the neural network

every 200 draws between the 400th and 1000th draws. After the neural network is trained

each time, one would use the approximated gradient to sample for some iterations. If the

acceptance probability is similar to that of standard HMC, one would stop the training

schedule and complete the entire chain with NNgHMC. Otherwise, standard HMC would

be used to sample the remaining draws. Since training the neural network and using it to

sample is much cheaper computationally compared to standard HMC, the training schedule
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would add little overhead even if the neural network gradient approximation fails.

Figure 2.1: After the neural network learns an accurate gradient approximation, the compu-
tation cost of sampling is substantially reduced compared to standard HMC. Therefore, the
benefit of neural network gradient HMC depends on how much training data is enough for
the neural network. Using a training schedule, we would stop standard HMC immediately
after the neural network has learned from enough data.

2.4 Experiments

In this section, we demonstrate the merits of proposed method: accuracy and scalability

through a variety of experiments. The accuracy of gradient approximation can be reflected

by high acceptance probability that is similar to standard HMC using the true gradient.

Compared to draws from stochastic gradient HMC, the draws using proposed method are

much more similar to standard HMC draws. Scalability means better performance when

both data size n and dimensionality p increase. The performance metric is effective sample

size (ESS) adjusted by CPU time. ESS estimates the number of “independent” samples by

factoring ρ(k) correlation between samples at lag k into account:

ESS =
n

1 + 2
∑∞

k=1 ρ(k)
.
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The previous surrogate approach fails when p reaches 40 while the proposed method works

well up to p = 200. Lastly, speed evaluation is done on three real data sets and the

proposed method consistently beats standard HMC even when the time to collect training

data and train the neural network is included. Our proposed NNgHMC method is imple-

mented in Keras and uses the default Adam optimizer [46] during training. All experi-

ments are performed on a 3.4 GHz Intel Quad-Core CPU and our code is available at:

https://github.com/modestbayes/hamiltonian.

2.4.1 Distributions with challenging gradient fields

The banana shaped distribution in two dimensions can be sampled using the following

un-normalized density

f(x1, x2) ∝ exp−(Ax1)2

200
− 1

2
(Cx2 +B(Ax1)2 − 100B)2 (2.23)

where A,C control the scale in x1, x2-space and B determines the curvature. For HMC, the

energy function is set to be − log f(x1, x2) and the its gradient can be easily calculated. Using

leapfrog steps l = 5 and step size s = 0.1, standard HMC is used to sample 5000 draws with

acceptance probability 0.58. Gradient values collected during the first 1000 draws are then

used to train a neural network with hidden layer size h = 100 for t = 50 epochs. With the

same tuning parameters, NNgHMC is used to sample 5000 draws with acceptance probability

0.57. Figure 2.2 compares standard HMC and NNgHMC draws, the true and approximated

gradient fields, and two long simulated leapfrog trajectories using both. The neural network

learns the distorted gradient field accurately and NNgHMC completely recovers the banana

shape.

Next, we illustrate the proposed method on a multivariate Gaussian distribution with
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Figure 2.2: Gradient fields, samples, and leapfrog trajectories using standard HMC (blue)
and NNgHMC (red) are indistinguishable.

ill-conditioned covariance. The distribution is given by q ∼ N30(0,Σ) where Σ is a

diagonal matrix with smallest value 0.1, largest value 1000 and other values uniformly drawn

between 1 and 100. As the distribution is on very disparate scales in different dimensions,

HMC needs accurate gradient information to move accordingly. For HMC, the leapfrog step

size s is set to be 0.5 and the number of steps l is set to be 100 so that acceptance probability

is around 0.7. If the step size is too big, HMC would miss the high density region in the

narrowest dimension. Without a sufficiently long trajectory, HMC would fail to explore the

elongated tails in the widest dimension.

We collect sample gradients until 50 iterations after convergence to train the neural network.

The neural network has h = 100 units in the hidden layer and is trained for t = 10 epochs.

With the same tuning parameters as standard HMC, NNgHMC has acceptance probability

around 0.5. Despite slightly lower acceptance probability, as shown in Figure 2.3, NNgHMC

converges to the true posterior just as standard HMC. With more training data, the neu-

ral network will learn the gradient field more accurately and NNgHMC will have similar
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Figure 2.3: NNgHMC posterior (bottom) captures the highly elongated shape of the Gaus-
sian distribution in the two most extreme dimensions (σ2

1 = 0.1, σ2
30 = 1000) as well as the

HMC posterior (top). Note that the x- and y-axes are on very different scales.

acceptance probability as standard HMC.
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Figure 2.4: With the same initial position and momentum, the leapfrog trajectory in the
same dimensions as in Figure 1 using approximated gradient (blue) faithfully resembles the
one using true gradient (red) despite heavy oscillation on the energy level contour. The
periodic nature of the Hamiltonian flow reflects the fact that the Hamiltonian is that of the
harmonic oscillator, i.e. both potential and kinetic energies are quadratic. The vectors and
trajectories are slightly jittered for plotting.

2.4.2 200-dimensional Bayesian logistic regression

Next we demonstrate the scalability of proposed method on logistic regression with simulated

data. The X matrix has 50, 000 rows drawn from a 200 dimensional multivariate Gaussian

distribution with mean zero and covariance I200. The regression coefficients β are drawn

independently from Uniform(−1, 1). Given X and β, the response vector is created with

Yi ∼ Bernoulli(logistic(Xiβ)). With l = 20 leapfrog steps and step size s = 0.01, HMC

makes 1000 draws in 300 seconds with acceptance probability around 0.8. 4000 training
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points and gradients, which come from 200 draws after convergence, are used for neural

network training.

With the same tuning parameters, NNgHMC can make 1000 draws in just 40 seconds with

acceptance probability around 0.6. HMC yields 1.5 effective samples per second while

NNgHMC yields 6.75 effective draws per second on average. The improvement on effec-

tive sample size and CPU time ratio is considerable and will only increase as the size of the

data set increases.
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HMC

−1.00

−0.95

−0.90

−0.85

−0.80

−0.20 −0.15 −0.10

NNgHMC

Figure 2.5: We first use HMC to collect training samples from the posterior of the 200-
dimensional logistic regression model under a diffused prior with variance 10 for NNgHMC.
The HMC (left) and NNgHMC (right) posteriors are colored in green. Then we use the same
trained network for NNgHMC under a concentrated prior with variance 0.1. The new HMC
and NNgHMC posteriors are colored in red. Although most of the training data come from
the green region, the neural network can extrapolate well to sample around the red region.

The choice of prior plays an important role in Bayesian inference, and it is common to fit

models with different priors for sensitivity analysis. The gradient of energy function ∇U is

equal to the sum of the gradient of negative log-likelihood −∇ log π(x|q) and the gradient

of log prior ∇ log π(q). As the proposed method provides an accurate approximation of ∇U

under prior π(q), adding ∇ log π′(q)−∇ log π(q) will yield an approximation of ∇U under a

new prior π′(q). In this case, NNgHMC can sample from the new posterior much faster than

HMC without additional training. Figure 2.5 compares the NNgHMC and HMC posteriors.

29



Remark 1. While there are no fixed rules on the size of hidden layers, non-generative models

typically have larger hidden layers than output layers. With input and output dimensions

both being 200, a large hidden layer of size 400 would lead to 160, 000 total units, which is

computationally expensive. Meanwhile, a network with a hidden layer of size 200 has half as

many total units but is not nearly as expressive. Here we use eight disjoint hidden layers of

size 50 to approximate 25 dimensional blocks of the gradient to cut down the number of total

units to 90,000. Figure 2.6 compares the training losses of these three networks.
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Figure 2.6: The gradient of the 200-dimensional logistic regression model is approximated
by neural networks of different designs. In terms of performance measured by training L2

loss on the true gradient, the block network (blue) matches the single large network (green)
and outperforms the single small network (red) using comparable number of total units.

2.4.3 Low-dimensional models with expensive gradients

In this section, we evaluate our method using two models that involve costly gradient eval-

uations in spite of their typically low dimensions. First, we focus on the generalized

autoregressive conditional heteroskedasticity (GARCH), which is a common econo-

metric model that models the variance at time t as a function of previous observations and
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variances. The general GARCH(m, r) model is given by

yt ∼ N(0, σ2
t ) (2.24)

σ2
t = α0 +

m∑
j=1

αjy
2
t−j +

r∑
j=1

βjσ
2
t−j. (2.25)

Conditioning on the first max(m, r) observations, the likelihood is the product of N(0, σ2
t )

densities. The likelihood and gradient calculation for GARCH models can be slow as it has

to be done iteratively and scales with the number of observations. As shown in figure 2.7,

1000 observations are generated with a GARCH(2, 1) model and used as data for comparing

standard HMC and NNgHMC. Truncated uninformative Gaussian priors are used because of

GARCH stationarity constraints. 10000 draws are taken with standard HMC and gradient

values collected between 1000 to 2000 iterations are used for training. Training a neural

network with hidden layer size 50 takes 5s. With tuning parameters fixed at step size

s = 0.002 and l = 15 leapfrog steps, standard HMC and NN gradient HMC both have close

to 0.7 acceptance probability, but the latter is more computationally efficient (Table 2.1).

Table 2.1: Comparing standard HMC and NNgHMC using a GARCH model.

Method AP ESS CPU time Median ESS/s Speed-up

Standard 0.72 (99, 261, 424) 436s 0.60 1
NNg 0.70 (116, 176, 303) 59s 2.98 4.98

AP: acceptance probability
ESS: effective sample size (min, median, max) after removing 10% burn-in

Figure 2.7: Time series data generated with a GARCH(2, 1) model.

31



Gaussian process is computationally expensive because the covariance matrix is n×n and

inverting it requires O(n3) computation. Here we consider a Gaussian process regression

model with the Matérn kernel:

Y ∼ N (0,K(X,X)) (2.26)

K(d) =
21−ν

Γ(ν)
(
√

2ν
d

l
)νKν(

√
2ν
d

l
) (2.27)

where d is the Euclidean distance between two observations x and x′, length scale l and

smoothness ν are the hyper-parameters. Γ denotes the gamma function and Kν is the modi-

fied Bessel function of the second kind. Here ν is fixed at 1.5 to limit Gaussian process draws

to be once differentiable functions. It is common to add white noise σ2I to the covariance

matrix for numerical stability. Therefore, the second free hyper-parameters besides l is σ2.

Diffused Lognormal priors are used for the hyperparameters. The 500× 4 data matrix X is

drawn from Multivariate Gaussian with mean zero and identity covariance. Y is obtained

by mapping X with a polynomial pattern and adding noise.

10000 draws are sampled using standard HMC with leapfrog steps l = 20 and step size

s = 0.05; the acceptance probability is 0.83 but it is very time consuming. Gradient collected

during the first 1000 draws is then used to train a neural network with hidden layer size

h = 100 for t = 100 epochs. Using the same tuning parameters, NNgHMC can sample

10000 draws in much shorter time with the same acceptance probability (Table 2.2). Figure

2.8 compares the standard HMC and NNgHMC posteriors; Figure 2.9 compares Gaussian

process model posterior draws along one particular direction.
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Table 2.2: Experiment results using Gaussian process regression model

Method AP ESS CPU time Median ESS/s Speed-up

Standard 0.83 (5135, 5754, 7635) 1834s 3.14 1
NNg 0.84 (4606, 6172, 7741) 50s 123.4 39.3

AP: acceptance probability
ESS: effective sample size (min, median, max) after removing 10% burn-in

Figure 2.8: GP regression model posteriors of hyper-parameters using standard HMC (blue)
and NNgHMC draws (red).

Figure 2.9: GP regression model predictions with standard HMC (blue) and NNgHMC
posteriors (red).

2.4.4 Comparison with stochastic gradient HMC

Näıve stochastic gradient HMC using mini-batches of data is problematic as the noisy gra-

dient can push the sampler away from the target region. Recent more advanced stochastic

gradient method uses a friction term and is shown to sample from the true posterior asymp-

totically. The formulation of SGHMC is given by:
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dθ = M−1rdt (2.28)

dr = −∇U(θ)dt−BM−1rdt+N(0, 2Bdt) (2.29)

where N(0, 2Bdt) is the noise added to the gradient by subsampling. In practice, the friction

term BM−1rdt is set arbitrarily.

To further improve speed, SGHMC does not perform Metropolis-Hastings correction and

uses very small step sizes. The SGHMC posterior is dependent on the choice of step size;

however, a priori one would not know the optimal step size. Here we want to show that

while SGHMC provides fast approximation of the true posterior when data are abundant,

the SGHMC posterior may not be suitable for inference.

In our experiment, the Cover Type data from UCI machine learning repository is used. We

run standard HMC for 4000 iterations with l = 50 leapfrog steps and step size s = 0.002.

We also run SGHMC for 4000 iterations with default parameters and varying step sizes from

s = 5e− 6 to s = 5e− 8.

Figure 2.10 illustrates the main issue with SGHMC. For these two marginal distributions, the

SGHMC posteriors have roughly the same location but completely different shapes. On the

other hand, NNgHMC posteriors agree with the standard HMC posteriors almost exactly.

Another comparison with SGHMC is performed with Metropolis-Hastings correction. Here

the sub-sampled data size is 5000 and the tuning parameters are l = 10 leapfrog steps and

step size s = 0.001 so that the simulated trajectory is shorter for less gradient noise to

compound. While SGHMC is faster still, the quality of samples is inferior compared to

proposed method as indicated by lower ESS in Table 2.3 and less mixed trace plot in Figure

2.11. Overall, NNgHMC still outperforms SGHMC in terms of median EES per second.
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Figure 2.10: Histograms of marginal posteriors of logistic regression model coefficients with
Laplace prior on Cover Type data. Blue: standard HMC; Red: stochastic gradient HMC;
Green: neural network gradient HMC

Table 2.3: Experiment results on Cover Type data

Method AP ESS CPU time Median ESS/s Speed-up

Standard 0.80 (73, 143, 10000) 3147s 0.05 1
NNg 0.67 (57, 186, 7174) 710s 0.26 5.77
SG 0.33 (49, 59, 246) 357s 0.17 3.64

AP: acceptance probability
ESS: effective sample size (min, median, max) after removing 10% burn-in

Figure 2.11: Trace plots of NNgHMC (top) and stochastic gradient HMC (below) show that
the NNgHMC chain is more efficient as the approximated gradient is more accurate than
sub-sampled gradient.
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2.4.5 Comparison with Gaussian process surrogate

We now compare our method to the Gaussian process surrogate approach with the squared

exponential kernel parametrized by K(x, x′) = exp− (x−x′)2
2l2

. We also add white noise σ2I

to the covariance matrix. The squared exponential kernel, the default choice, is infinitely

differentiable and gives rise to another Gaussian process as the derivative. Given observations

X and Y , we can explicitly write down the mean of the derivative at x∗.

E
∂f

∂x∗
=

∂

∂x∗
Ef =

∂

∂x∗
K(x∗, X)K(X,X)−1Y (2.30)

Here we estimate both the length scale l in the squared exponential kernel and the white

noise parameter σ jointly with maximum likelihood. The estimation requires inverting the

observed covariance matrix, which is O(n3) where n is the number of observations.

We compare with GP surrogate method on multivariate Gaussian distributions with covari-

ance Id where d varies from 10 to 40. For each Gaussian, we generate n training data points

to train the GP surrogate and neural network. The neural network has 100 hidden units and

is trained for 10 epochs. After training, both methods are used to draw 1000 samples.

Table 4 compares acceptance probability for the two methods. We can see that the neu-

ral network predicted gradient provides better approximation overall than the gradient of

GP as indicated by higher acceptance probability. This advantage is more pronounced as

dimensionality increases.
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Table 2.4: Acceptance probability when sampling from multivariate Gaussian

Method Dimension / Training 500 1000 2000

Gaussian process 10 0.65 0.61 0.57

20 0.64 0.65 0.62

40 0.31 0.32 0.32

Neural network gradient 10 0.95 0.96 0.97

20 0.82 0.87 0.91

40 0.61 0.75 0.87

2.4.6 Speed evaluation on real data

Similar to other surrogate methods, NNgHMC has three stages: training data collection,

training, and sampling. We have demonstrated that using a neural network can provide

accurate approximation of the gradient, however, the effectiveness of our method still needs

to be evaluated by time. If the neural network requires too much training data, then it would

not reduce computation time. Here we first run standard HMC to draw a desired number of

samples (10000) and record time as benchmark. Then we collect different amounts of training

data points (10%, 15% and 20% of total number) and use NNgHMC to draw remaining

samples. The time to collect training data and train the neural network is included for

NNgHMC. As shown in Table 5, 10% of training data is sufficient for the neural network to

learn the gradient and gives the most speed-up. While adding more training data increases

the quality of gradient approximation, the computation cost outweighs the benefit of higher

acceptance probability.
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Table 2.5: Experiment results on data sets from UCI machine learning repository

Method AP ESS CPU time Median ESS/s Speed-up

Online News Popularity (39797× 44)

Standard 0.77 (777, 2021, 5929) 3607s 0.66 1

NNg (10%) 0.61 (605, 1416, 4865) 502s 2.82 4.27

NNg (15%) 0.64 (620, 1382, 5500) 678s 2.04 3.09

NNg (20%) 0.68 (700, 1731, 5397) 854s 2.03 3.08

Census Income (48842× 123)

Standard 0.84 (6306, 9390, 10000) 1796s 5.23 1

NNg (10%) 0.60 (4023, 6024, 7156) 564s 10.68 2.04

NNg (15%) 0.68 (4617, 7511, 9201) 656s 11.45 2.19

NNg (20%) 0.76 (5036, 7558, 8696) 740s 10.21 1.95

Dota2 Games Results (102944× 116)

Standard 0.75 (1677, 5519, 8621) 20760s 0.27 1

NNg (10%) 0.59 (1446, 4197, 6442) 2903s 1.45 5.44

NNg (15%) 0.70 (1901, 4865, 7600) 3911s 1.24 4.59

NNg (20%) 0.74 (2432, 5744, 8860) 4992s 1.15 4.26

AP: acceptance probability

ESS: effective sample size (min, median, max) after removing 10% burn-in
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2.5 Discussion

Whereas HMC is helpful for computing large Bayesian models, its repeated gradient eval-

uations become overly costly for big data analysis. We have presented a method that cir-

cumvents the costly gradient evaluations, not by subsampling data batches but by learning

an approximate gradient that is functionally free of the data. We find that multi-output,

feedforward neural networks are ripe for this application: NNgHMC is able to handle models

of comparatively large dimensionality.

The NNgHMC algorithm is an important paradigm shift away from the class of surrogate

function approximate HMC algorithms, but this shift leaves many open questions. Much

work is needed to extend NNgHMC to an on-line, adaptive methodology: what measures of

approximation error will be useful criteria for ending the training regime of the algorithm,

and are there benefits to iterating between training and sampling regimes? Are there any

valid second-order extensions to the NNgHMC algorithm à la Riemannian HMC? Finally—

and most interestingly—can the representational power of deep neural networks be leveraged

for more accurate approximations to the Hamiltonian flow?
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Chapter 3

Gaussian Process Accelerated Approach

for Physical Parameter Inference

3.1 Introduction

Constructing classical confidence intervals for physical parameters with boundary conditions

is challenging when dealing with small signals. The challenge is especially evident when

studying neutrino oscillations because of the low event counts and multiple competing effects

on the energy spectrum. The low event counts are primarily caused by the extremely low

interaction cross-section of neutrinos, arising from the fact that they interact via the weak

nuclear force. In order to extract meaningful statistical conclusions, one has to resort to

means other than the asymptotic properties of Poisson data. The gold standard is the so-

called unified approach outlined by Feldman and Cousins [30]. It builds upon the Neyman

construction of classical confidence intervals by specifying an ordering principle based on

likelihood ratios and is known for providing correct coverage.

The Feldman-Cousins approach is firmly grounded in statistical theory and widely used in

neutrino experiments, for example Refs. [1][2][3]. However, it comes at a heavy computational

cost, which in some cases such as Ref. [1] renders it infeasible for multi-dimensional confidence
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intervals. For the 1 − α confidence interval, the Feldman-Cousins approach includes all

the values in the parameter space where the likelihood ratio test fails to reject at α level.

However, it doesnt provide a prescription for how to sample that parameter space. Therefore,

one is forced to sample it in its entirety in a grid-based fashion. Moreover, at each point one

has to perform a large number of Monte Carlo simulations in order to calculate the p-value

for the likelihood ratio test.

To accelerate the Feldman-Cousins approach, we propose approximating the function of

p-values over the parameter space with Gaussian processes. Instead of performing a large

number of Monte Carlo simulations, we start with just a small number of them at several pa-

rameter values to get noisy estimates of the p-values. We then train a Gaussian process model

to interpolate over these estimates. Iteratively, we perform more Monte Carlo simulations

to refine the Gaussian process approximation. We can control the p-value approximation

error so that it does not change the likelihood ratio test decisions and the confidence inter-

val. Meanwhile, the Monte Carlo simulations can be allocated intelligently in the parameter

space to achieve substantial savings in computation.

The proposed algorithm is rooted in the framework of Bayesian optimization [57]. It was

originally designed to find the extremal points of an objective function that is unknown a

priori. In the Feldman-Cousins approach, the function of p-values over the parameter space

is unknown. We adapt Bayesian optimization to locate a set of points in the parameter

space that lie on the boundary of desired confidence intervals. By side-stepping points that

are estimated to be either inside or outside the confidence interval with high probability, we

can thus reduce the computational cost while producing the same result. We show that in

the context of neutrino oscillation experiments, one can accelerate the construction of one-

dimensional and two-dimensional confidence intervals by a factor of 5 and 10 respectively,

without sacrificing the accuracy of the Feldman-Cousins approach.
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3.2 Statistical Inference for Neutrino Oscillations

3.2.1 Neutrino Oscillations

Neutrino oscillations demonstrate that neutrinos have mass and that the neutrino mass

eigenstates are different from their flavor eigenstates. In the three flavor framework, the

transformation of the mass eigenstates (ν1, ν2, ν3) into the flavor eigenstates (νe, νµ, ντ ) is

described by the 3× 3 unitary matrix UPMNS [66], which is parameterized by three mixing

angles θ12, θ23 and θ13, and a CP violation phase δCP . The probability of oscillations between

different neutrino flavor states of given energy Eν over a propagation distance (baseline) L

depends on the UPMNS parameters and the difference of the squared masses of the eigenstates,

∆m2
32 and ∆m2

21.

The mixing angles θ12 and θ13 along with the squared-mass splitting ∆m2
12 have been mea-

sured to relatively high accuracy by several experiments, for example, Refs. [5][34][9]. One

can then infer the remaining parameters, θ23, δCP , and ∆m2
32, by measuring the probabilities

P (νµ → νµ) and P (νµ → νe). Of particular interest are: (1) the sign of ∆m2
32, positive indi-

cating a “Normal Hierarchy” (NH) and negative indicating a “Inverted Hierarchy” (IH) of

neutrino mass states; (2) whether δCP 6= 0, π, indicating Charge-Parity (CP) violation in the

lepton sector; (3) whether the mixing angle is in fact maximal, i.e θ23 = 45◦. The neutrino

mass hierarchy has important implications for current and future neutrino experiments [28]

involved in measuring the absolute neutrino mass and investigating the possible Majorana

nature of the neutrino. Leptonic CP-violation could be important to deduce the origin of

the predominance of matter in the universe.

To infer neutrino oscillation parameters θ, a typical long baseline neutrino oscillation exper-

iment sends a beam of νµ neutrinos into a detector and observes a handful of oscillated νe

neutrinos along with νµ neutrinos that survive over the baseline. As the oscillation prob-
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ability is a function of neutrino energy, the observed neutrinos are binned by their energy.

The neutrino oscillation parameters are inferred by comparing the observed neutrino energy

spectra with the expected spectra for different oscillation parameters as shown in Fig. 3.1.
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Figure 3.1: An illustration of a toy neutrino oscillation experiment setup with the νµ → νe
channel on the left and the νµ → νµ on the right. Expectations for different oscillation pa-
rameters are compared to mock observations in order to find maximum likelihood estimates.
The likelihood of observed data is maximized using the extended likelihood function. The
fit is performed in both channels simultaneously.

3.2.2 Feldman-Cousins Approach

Denote the random variable for the neutrino count in the i-th energy bin by Xi. Further, as-

sume that each Xi follows an independent Poisson distribution with mean λi. For a given θ,

the expectations ~λ are also influenced by systematic uncertainties in the beam configuration

and the interaction model among others, which we parameterize by δ. For given oscillation

and nuisance parameters (θ, δ), the expectations ~λ given (θ, δ) are obtained through simula-

tions as they are analytically intractable. Denote the implicit mapping between ~λ and (θ, δ)

by v. The extended log-likelihood of (θ, δ) is given by:

logL(θ, δ) =
∑
i∈I

logPois(xi; v(θ, δ)i) + logPois(
∑
i∈I

xi;
∑
i∈I

v(θ, δ)i)−
1

2
δ2

where −1
2
δ2 is a penalty term for systematic error [14].
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For a unified treatment of constructing classical confidence intervals for both null and non-

null observations, an ordering principle based on likelihood ratios was introduced by Feldman

and Cousins in 1997. The unified approach provides correct coverage even at parameter

boundaries and has the highest statistical power as a result of the Neyman-Pearson lemma.

In essence, a particular parameter value θ0 is included in the 1−α confidence interval if the

likelihood ratio test fails to reject the null hypothesis θ = θ0 at the α level. The likelihood

ratio test statistic is given by

−2 log
L(θ0)

arg maxθ L(θ)

and has an asymptotic χ2 distribution by Wilks’ theorem.

Figure 3.2: In the context of neutrino oscillations, the likelihood ratio test statistic distri-
bution changes in the parameter space. Here the parameter is δCP and ranges from 0 to
2π. The solid blue line indicates the 68th-percentile of Monte Carlo simulated distributions
while the dashed black line is the 68th-percentile of the asymptotic χ2

1 distribution.

In the context of neutrino oscillations, the asymptotic distribution is unreliable because of the

small sample size in neutrino data and physical boundaries on the oscillation parameters.

The reference distribution of the likelihood ratio test statistic can vary drastically as a

function of θ; Fig. 3.2 shows several distributions at different θ values and comparisons of

their critical values in particular. Therefore, for any given θ, Monte Carlo experiments are
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used to simulate the reference distribution and calculate the p-value for the likelihood ratio

test. Since the parameter space is bounded, the simulations are performed on a grid for a

large number of θ values and the computational cost adds up quickly.

Another motivation for this work is sequential experimental design [? ] as the proposed

method allocates various amounts of Monte Carlo computation across points in the parameter

space. Hence, the Gaussian process model has different levels of variance. But different from

most studies in statistics literature, this work does not have an explicit parametric model.

The most similar work is using a Gaussian Process surrogate in the approximate Bayesian

computation framework [? ] and inside an MCMC algorithm [47]. The similarity is that

both of these methods and the proposed method use Gaussian process approximation in

the procedure of statistical inference. However, there are two major distinctions. First, the

Gaussian process surrogate in [? ] approximates the likelihood function in the “likelihood-

free” scenario [? ] whereas we have an explicit likelihood function to evaluate. Second, these

methods return an approximate posterior distribution but the Bayesian credible intervals

may not achieve desired coverage probability [? ]. In contrast, the proposed method only

targets confidence intervals at certain levels and they are “exact.”

3.3 Gaussian Process Algorithm

Different kernels can be combined to compose a GP as long as the new kernel covariance ma-

trix is still positive semi-definite. With the squared exponential kernel alone, the covariance

implies that the observed data has no error. To account for error in the data, a diagonal ma-

trix σ2I is usually added to model constant variance across observations. In many situations

such as ours, there exists heteroskedasticity, which means that different observations have

different errors. When we iteratively perform Monte Carlo simulations to calculate p-values,

the errors in the estimates also vary based on the number of simulations. We can actually
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model the p-value error as a diagonal matrix and add it to the GP covariance.

Figure 3.3: Sampled paths from Gaussian process prior and posterior with squared exponen-
tial kernel (right). The posterior paths, representing the curves drawn from the predictive
distribution, are better aligned with the observed data points in solid blue.

3.3.1 Monte Carlo Error Estimation

In the Feldman-Cousins approach, a large number of Monte Carlo simulations is required

in order to make the error in p-value calculation negligible. When the Monte Carlo error in

p-value calculation is not negligible, we should try to quantify it. Since the p-value is the

quantile of the observed likelihood ratio statistic under the reference distribution, we can

use a binomial proportion confidence interval as the p-value error estimate as outlined below

[38]. As shown in Fig. 3.4, the Monte Carlo error only slowly approaches zero when the

number of simulations increases to 10,000.
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Figure 3.4: Monte Carlo error in terms of p-value as a function of the number of experiments
(left). Example of non-parametric quantile interval construction using Binomial distribution
(right). In a sample with 100 draws, the 85th and 95th order statistics form a 95% confidence
interval for the 90th quantile of the unknown distribution.

Suppose X1, ..., Xn are independent draws from an unknown distribution F whose qth quan-

tile is denoted by F−1(q). Each draw Xi is either below or above F−1(q) with probability

q. Consequently, M , the number of Xi’s less than or equal to F−1(q), has a Binomial(n, q)

distribution. We can obtain a confidence interval for F−1(q) with sample statistics X(l), X(u)

(the lth and uth ordered draws) with 1 ≤ l ≤ u ≤ n such that

B(u− 1;n, q)−B(l − 1;n, q) ≥ 1− α.

B(u − 1;n, q) − B(l − 1;n, q) is the probability that M is between l and u − 1. Thus,

(l, u) would form a confidence interval for M . Correspondingly, (X(l), X(u)) would form a

confidence interval for F−1(q). Our goal, however, is to estimate F (x∗) for an arbitrary x∗

given sample X, where, in our context, x∗ is the observed likelihood ratio test statistic and

F (x∗) is the p-value. This can be done by inverting the quantile confidence interval until the

confidence intervals for F−1(ql) and F−1(qu) no longer contain x∗. Then (ql, qu) would form

a confidence interval for F (x∗).
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3.3.2 Bayesian Optimization

Bayesian optimization can be used to find the extremum of a black-box function f when

f is expensive to evaluate so that a grid search is too computationally intensive. Bayesian

optimization is an iterative procedure; in each iteration, f is evaluated at a number of

points to update an approximation of f . The approximation usually starts from a zero-

mean Gaussian process prior GP(0, κ(·, ·)). After each iteration, the GP model yields a

posterior distribution, hence Bayesian. Based on the approximation posterior, the points in

the next iteration are proposed by an acquisition function a. The acquisition function a aims

to balance between “exploration”, reducing approximation uncertainty, and “exploitation”,

reaching the extremum.

Denote the GP kernel parameters by ω, mean function by µ, and standard deviation by σ.

The typical acquisition functions include probability of improvement

a(x) =
f(xbest)− µ(x;ω|X)

σ(x;ω|X)
,

expected improvement, which is integrated over the GP posterior, and upper confidence

bound

a(x) = µ(x;ω|X)− kσ(x;ω|X) where k is a constant.

Take probability of improvement for example, the numerator favors points where the GP

predictive means are greater than the current best. But if two points have the same predictive

mean that is less than the current best, the numerator will be negative and the denominator

will favor the point with higher variance. Compared to probability of improvement, expected

improvement and upper confidence bound behave similarly as shown in Fig. 3.5 but no

acquisition function is known to always outperform others [76].
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Figure 3.5: Illustration of different acquisition functions: probability of improvement (PI),
expected improvement (EI), and upper confidence bound (UCB). The solid black dots repre-
sent observed data points and the transparent gray curves are drawn from the GP posterior.

Different from typical Bayesian optimization, where f is evaluated once at each point, it takes

many Monte Carlo simulations to calculate the p-value in the Feldman-Cousins approach.

It is therefore analogous to experimental design where there are repeated measurements

for each design point. First proposed by George Box in [? ], methods to place these design

points iteratively are called sequential experimental design and have been studied extensively.

However, the studies tend to focus on parametric models and the objective is usually very

different from ours.

3.3.3 Proposed Algorithm

Bayesian optimization can be used to find the extremum of a black-box function h when

h is expensive to evaluate so that a grid search is too computationally intensive. Bayesian

optimization is an iterative procedure; in each iteration, h is evaluated at a number of

points to update an approximation of h. The approximation usually starts from a zero-

mean Gaussian process prior GP(0, κ(·, ·)). After each iteration, the GP model yields a

posterior distribution, hence Bayesian. Based on the approximation posterior, the points in

the next iteration are proposed by an acquisition function a. The acquisition function a aims
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to balance between “exploration”, reducing approximation uncertainty, and “exploitation”,

reaching the extremum.

In our context, the expensive black-box function is the the function of p-values over the

parameter space. Denote the grid points in the parameter space, where Monte Carlo sim-

ulations are performed, by ~θo, the simulated p-values at these points by y(~θo), and the

independent simulation errors by σ(~θo). The GP predictive posterior distribution of the

unobserved p-values at ~θu conditional on obtained p-values y(~θo) at points ~θo is then given

by

f(~θu)|y(~θo) ∼ N (Kuo(Koo + diag(σ2(~θo)))
−1y(~θo),

Kuu −Kuo(Koo + σ2(~θo)I)−1Kou)

where Koo, Kou, Kuo, Kuu denote the covariance matrices between points ~θo and ~θu.

Different from typical Bayesian optimization, we do not simply wish to find the minimum

or maximum p-value. Instead, we want to find the points where the p-value is equal to α

so that they enclose the confidence interval. Moreover, we want to be able to find multiple

intervals at different confidence levels. Therefore, we choose our acquisition function to be

a(θ) =
∑
αi

|f(θ)− αi
σf(θ)

|−1

where f(θ) is the GP approximated p-value (posterior mean) at θ and σf(θ) is the GP posterior

standard deviation at θ.
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Algorithm 3.1 GP iterative confidence interval construction

for each iteration t = 1, 2, ... do

Propose points in parameter space arg maxθ a(θ)

for each point θ′ do

Simulate likelihood ratio statistic distribution

for k = 1, 2, ... do

Perform a pseudo experiment

Maximize the likelihood with respect to (θ, δ)

Maximize the likelihood with constraint θ = θ′

Calculate likelihood ratio statistic

end for

Calculate p-value based on the simulated distribution

end for

Train GP approximation f(θ) for the p-values

Update confidence intervals

end for

Iteratively, the GP algorithm will seek points on the boundary of confidence intervals, for

which it is unsure about. Points far from the boundary, which have p-values much greater

or less than αi, are probabilistically “ruled out.” At these points, we will end up performing

fewer Monte Carlo experiments or skipping them altogether. Every point on the grid would

be either included or rejected with some uncertainty based on the GP posterior. With

more iterations, the uncertainty will diminish so that the approximated confidence intervals

converges to the ones produced by a full grid search. Fig. 3.6 illustrates the proposed

algorithm on an 1-dimensional example.

Here we use the squared exponential kernel with the Monte Carlo errors added to the co-
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Figure 3.6: An illustration of our construction for the 68% and 90% confidence intervals for
δCP , which consist of points lying underneath the dashed horizontal lines. From a few initial
points with high variance, the GP learns a rough approximation of the true curve (left).
Based on the approximation, more points are proposed around the interval boundary, shown
in dark blue, and the GP improves itself (right). The shade of blue represents the number
of simulations used to calculate the p-value and the error bars are for the p-value.

variance diagonal and a small amount of white noise as often done in a regression setting

[69]. Point estimates of the GP kernel parameters by optimizing the log marginal likelihood

−1

2
y(~θo)

T (Koo + diag(σ2(~θo)))
−1y(~θo)−

1

2
log |Koo + diag(σ2(~θo))| −

n

2
log 2π.

There are constraints on the kernel parameters that should be incorporated. For instance,

the length scale l should be greater than the grid resolution and less than the grid range.

3.4 Numerical Studies

By way of illustration, we set up a toy long-baseline neutrino oscillation experiment in order

to construct confidence intervals for the oscillation parameters. A flux distribution of νµs is

modeled as a Landau function over neutrino energies, Eν ∈ (0.5, 4.5) GeV with the location

parameter at 2 GeV as shown in Fig 3.7. The normalisation uncertainty is taken to be 10%

and is applied as a nuisance parameter. The νµ distribution is then oscillated into νes using
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the PMNS model for a toy baseline of 810km through the Earth. Corrections from matter

interactions [74] are applied assuming a constant matter density of 2.84 g/cm3. The setup

is similar to NOvA [2], an accelerator-based long-baseline experiment at Fermilab. The

oscillated νes are then “observed” with a toy interaction cross-section distribution, similar

in shape to Ref. [32]; the cross-section increases as a function of neutrino energy from 0 GeV

up to 1 GeV and decreases slowly until a maximum neutrino energy of 4.5 GeV as shown in

Fig 3.7. A 10% normalisation uncertainty is applied on the cross-section as another nuisance

parameter. Finally, we scale up the νe distribution to get an energy spectrum expectation,

in energy bins of 0.5 GeV between the flux range, similar to observations from NOvA [2].

The expected spectrum is computed from scratch for each set of oscillation and nuisance

parameters in the toy experiment as shown in Fig. 3.1. A similar setup is used for the

νµ → νµ channel. However, in order to expedite the computation, the 2-flavor oscillation

probability approximation is used. The reactor mixing angle, θ13 and the solar parameters,

θ12 and ∆m2
12 are fixed at the values given in Ref. [37]. A mock data set is obtained by

applying Poisson variations on the expected spectrum at oscillation parameter values given

by NOvA.
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Figure 3.7: The distributions for νe interaction cross-section (left) and νµ flux (right) are
shown along with a normalization systematic error of 10%.

We then use this setup to construct 1-dimensional confidence intervals for δCP and 2-
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dimensional confidence intervals for sin2 θ23 vs δCP by the two algorithms, a standard grid-

search implementation of Feldman-Cousins and the GP-based algorithm. |∆m2
32| is treated

as a nuisance parameter while sin2 θ23 is treated as another in the case of the 1-dimensional

interval for δCP . The likelihood function is integrated over the nuisance parameters assum-

ing a flat prior in the range (2, 3) ×10−3 eV2 for |∆m2
32| and (0.3, 0.7) for sin2 θ23, similar to

Ref. [1]. The prior on the nuisance parameters for the systematic uncertainties in the toy

model is assumed to be a standard normal distribution. The toy model and parameter fitting

routine are implemented in ROOT [21] while the Gaussian process algorithm is implemented

with scikit-learn [65].

3.4.1 1-dimensional Confidence Intervals

To make inference on δCP , a significance curve is usually drawn under different assumptions

of mass hierarchy as shown in Fig. 3.8. The portion of the significance curve below a certain

value gives us the confidence interval at that level. We can observe that the NH curves by

both the standard FC and GP algorithms have the same intersections with 1σ horizontal

line, which implies that the 1σ confidence intervals are the same. Though there are slight

discrepancies, the shape of the GP significance curve is mostly correct.
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Figure 3.8: Example significance curves obtained with the standard Feldman-Cousins and
Gaussian process algorithms mostly overlap, especially when the significance is close to 1σ
and 1.6σ as desired. In this case, the inverted hierarchy (IH) is rejected at 1.6σ level and
the normal hierarchy (NH) has the same 1σ confidence interval.

To evaluate the performance of the GP algorithm, we perform the same inference procedure

on 200 different data sets to find the 68% and 90% confidence intervals. First, with standard

FC results as ground truth, we consider the accuracy of the GP algorithm for classifying

whether or not each grid point is included in the confidence intervals. As the GP algorithm

is iterative, we can calculate the accuracy at the end of each iteration with fixed computation.

When the computation reaches 20% of that is required by standard FC, we stop the algorithm

and calculate the absolute error as the difference in confidence interval endpoints. Fig 3.9

shows that the median accuracy reaches 1 with less than 20% of computation and the error is

no more than 0.1π for most data sets. As δCP ranges from 0 to 2π and there are only 20 grid

points, an error of 0.1π is just one grid point. With a finer grid, we expect the performance

of the GP algorithm to improve.
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Figure 3.9: Relative accuracy of the confidence intervals in terms of correctly included grid
points as a function of computation (left) and the distribution of absolute errors for both
normal and inverted hierarchies (right).

3.4.2 2-dimensional Confidence Contours

To find the 2-dimensional confidence contours under hierarchy constraints, the GP algorithm

approximates the p-value surface on the parameter grid as shown in Fig. 3.10 and specifically

prioritizes points on the contour boundaries. Grid points below a certain value are included

in the confidence contour at that level. To make the final smooth contours in Fig. 3.11, we

use Fourier smoothing to draw the closest elliptical curves. We can observe that the FC and

GP contours overlap in the same areas. In fact, the area difference between the contours is

on the same order of magnitude with Fourier smoothing.

Similarly, we use both algorithms on 200 different data sets to find the 68% and 90% con-

fidence contours and calculate the grid point classification accuracy after each iteration up

to 10% of the standard FC computation. A concern is that contours with larger area could

require more computation to achieve the same accuracy as there are more points along the

boundary. We address this concern by stratifying contours by area quartile and plotting

median accuracy as a function of computation. Fig. 3.12 shows that the median accuracy

reaches 1 with less than 10% of computation and contour area does not have an effect. The
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Figure 3.10: GP approximated percentile (1−p-value) on the 20×20 grid for sin2 θ23 vs δCP
(left) and the priority to sample points from the grid (right). Notice that the points near
68% and 90% have the highest priority.

Figure 3.11: Confidence contours for the same data constrained to normal (left) and inverted
hierarchies (right). The true (dashed) and approximated (transparent) contours are almost
indistinguishable.

reason is that while larger contours have more points on the boundary, smaller contours

are more difficult to locate precisely. Overall, it takes roughly the same computation to

probe the p-value surface accurately so the GP algorithm should have similar performance

regardless of the contour size.

Lastly, we are interested in where the computational savings come from. We keep track of

the number of grid points explored by the GP algorithm and the number of simulations at
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Figure 3.12: Relative accuracy of the confidence contours as a function of computation (left)
and median accuracy stratified by area as a function of computation (right).

each point for the 200 data sets. Fig. 3.13 shows that the algorithm explores about half

of the total grid points and on average only about 300 Monte Carlo simulations are done

instead of 2000 in standard FC. We conclude that most of the computational savings come

from performing fewer Monte Carlo simulations; skipping grid points nearly doubles the

computational savings. As mentioned earlier, the advantage of the GP algorithm could be

greater on a finer grid.

Figure 3.13: Distribution of the number of points explored on the grid (left) and distribution
of the average number of Monte Carlo experiments simulated at a point (right).
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3.5 Discussion

The proposed algorithm significantly accelerates the Feldman-Cousins approach wherein

experiments have to devote enormous computational resources in order to estimate uncer-

tainties in neutrino oscillation parameters [77]. This could also prove useful in estimating

confidence intervals from a combined fit of neutrino oscillation results from different experi-

ments when the respective likelihood functions are available. While we design the GP based

construction in the neutrino oscillation context, the GP approximation does not have a par-

ticular parametric form. The same idea can therefore be applied to many other scenarios

where the confidence interval construction for a continuous parameter over a bounded region

normally proceeds via the unified approach.
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Chapter 4

Sequential Memory Replay Analysis with

Neural Networks

4.1 Introduction

The hippocampus is critical to the temporal organization of our experiences, including the

ability to remember past event sequences and predict future ones. Although this fundamen-

tal capacity is conserved across modalities and species, its underlying neuronal mechanisms

remain poorly understood. Here we recorded hippocampal ensemble activity as rats re-

membered a sequence of nonspatial events (five odor presentations unfolding over several

seconds), using a task with established parallels in humans. We then used novel statisti-

cal methods and deep learning techniques to identify new forms of sequential organization

in hippocampal activity linked with task performance. More specifically, we used a latent

representation learning approach to quantify the differentiation of each type of task-critical

information (stimulus, temporal order, and trial outcome information), and a neural decod-

ing approach to quantify the decoding probability of each stimulus in the sequence. We

discovered that sequential firing fields (“time cells) provided temporal information within

and across events in the sequence, and that distinct types of task-critical information (stim-

ulus identity, temporal order, and trial outcome) were also sequentially differentiated within
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event presentations. Finally, as previously only observed with spatial information, we report

that the representations of past, present and future events were sequentially activated within

individual event presentations.

4.2 Data description and modeling approach

Figure 4.1: The memory task for the rat involves smelling a sequence of odors from A to
E and the rat has to decide whether the odors are presented in the right order. When the
odors are in the right order, the rat should keep its nose in the port. Otherwise, the rat
should withdraw early.

In the experiment, rats are trained to memorize a sequence of odors from A to E as illustrated

in 4.1. The presentation of one odor is considered a trial. Each rat is prompted to smell the

odors in many trials and has to decide whether the odors are in the correct order at the end

of each trial. There are five rats in total; for each rat, a number of tetrodes are surgically

implanted in the hippocampus CA-1 region. The number of tetrodes varies across rats and

the exact locations are also different. Therefore, the data are not exchangeable among the

rats. From each tetrode, spiking activities of multiple neurons (spike train) and local field

potentials (LFP) are collected every 1ms. For each trial, spike train and LFP data are
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available from -2s to 2s relative to odor presentation. In total, there are 700 trials combined

from all five rats, where the rat makes the correct decision. The number of neurons ranges

from 40 to 100 for different rats.

Figure 4.2: Spike train data and LFP data during the first second after odor release from
one trial. The data are binned into 10ms time windows because the spike train are sparse
with mostly zero counts. It is a challenge to model the sparse discrete data and the noisy
continuous data simultaneously.

In previous memory related studies, spike train data are used to associate neuron firing

patterns with sensory and other stimuli; this kind of analysis is called brain decoding [6].

Most commonly, the average of spike train data is calculated within small time windows as

estimated neuron firing rates. These firing rates can be modeled by Poisson distributions

with different means, which are conditional on external stimuli. To make predictions based

on observed spike train data, the posterior distribution can be obtained with Bayes rule as

follows.

P (time|spikes, odor) =
P (spikes|time,odor) · P (time|odor)

P (spikes|odor)

= C · P (time|odor)
N∏
i=1

[τfi(time,odor)]ni

ni!
exp[−τ

N∑
i=1

fi(time,odor)]

This Bayesian decoding model is applied on each neuron individually. Another approach is

to employ a hidden markov model on the ensemble of neurons [20]. Both approaches have

been successful when the decoding target is a continuous variable such as rat position that
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varies across time windows. However, in our experiment, even though the neuron firing rates

change across time windows, the external odor stimuli, which are discrete, are the same

within each trial. A different approach is needed in order to accurately decode odors and

study odor related memory replay within the same trial.

Since 2s is a long time period relative to how rapidly neurons fire, it is reasonable to believe

that there is a short time window when the neuron firing pattern is the most distinctive

among trials of different odors. Therefore, we select a 250ms time window briefly after

odor presentation and use data only in that time window to train a model to differentiate

the odors. Then we would apply the trained model in the remaining time windows for

decoding; the hope is to see neuron firing patterns of subsequent odors. A baseline decoding

model is multinomial logistic regression with LASSO regularization on the neuron firing

rates calculated within the training time window. However, we would like to extract all the

information in the data by utilizing the LFP data as well. One attempt is to summarize

the LFP time series with wavelet coefficients and include them in the multinomial logistic

regression model [42].

The most important drawback of the baseline approach for decoding is that the time windows

are fixed across trials but the neuron firing patterns actually occur at slightly varied time

scales. Intuitively, the same rat may take 100ms to react to an odor in one trial but 150ms

in another trial. The temporal variations in odor decoding make it difficult to aggregate

results from different trials. It is well known that the hippocampus processes information at

specific rhythms. Theta cycles can be determined from the LFP data and used for temporal

alignment of different trials [78]. For example, the time scale of spike train data in each trial

can be transformed from time in ms to the phase to LFP theta cycles. To determine theta

cycles, the LFP signal is smoothed with a Butterworth filter between 4Hz and 7Hz. Then a

Hilbert transformation is used to calculate the theta phase at each time point.
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Figure 4.3: Theta cycles occur at different times across trials and last for different duration
(top). One common approach is to align the horizontal scale of spike train data with the
phase of theta cycles (bottom).

4.3 Tetrode convolution model

Here we introduce the convolutional neural network (CNN) decoding model. In our context,

the convolution is done on a tetrode basis. As previosuly mentioned, for each tetrode in the

rat hippocampus, there is a continuous LFP signal and multiple spike trains for the neurons

around the tetrode. The LFP signal and spike trains are combined into one multivariate

time series; filters (small matrices) are convolved on the multivaraite data over time to ex-

tract features. The filters have dimensions (nneuron + 1)× 1 and the extracted features have

dimensions nfilter × t. Time averaged features from different tetrodes are concatenated to-

gether and fed into a hidden layer before the output layer that has the predicted probabilities
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for different odors. The convolution filters and hidden layer parameters are learned during

model training to minimize odor decoding error.

For each trial, the 250ms time window starting from 0.1s after odor release is used for training

the CNN decoding model. For data processing, the unfiltered LFP and spike train data are

first binned every 10ms then scaled to have zero mean and unit standard deviation during the

training window. To prevent overfitting, the model is trained with 10-fold cross-validation

where the folds are created by stratified sampling. To train the neural network, we use a

variant of stochastic gradient descent algorithm and follow the early stopping rule when the

validation loss plateaus. As models trained on different folds cannot be easily combined, a

final model is trained on all the data to reach the cross-validated accuracy for each rat.

Compared to baseline multinomial logistic regression model with LASSO regularization, the

CNN model has a higher overall classification accuracy. We think this is because convolu-

tion captures the interaction between LFP and spike data while multiple layers add more

flexibility. More importantly, the CNN model creates a nonlinear projection of the LFP and

spike train data within a time window. It maps the data to a hidden layer vector then makes

the final prediction. The hidden layer vector can be considered as a low dimensional latent

representation of the data. When we apply the decoding model on different time windows

during the trial, we will obtain corresponding hidden layer vectors. We can visualize these

vectors in the low dimensional latent space, where each trial is represented by a point that

moves around across time windows.

4.4 Latent space analysis

We want to find recurring neuronal activities that are strongly correlated with non-spatial

stimuli by visualizing latent representations in the neural network hidden layer. The idea is
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Figure 4.4: The model mapped the LFP and spike train data within the time window to a
hidden layer vector and then made a prediction based on that vector. More specifically, the
neural network performed convolution on each tetrode separately.

Algorithm 4.1 Neural network decoding model training

for each rat in the experiment do
for each implanted tetrode do

Organize LFP and spike train data into a multivariate time series
end for
Obtain k cross-validation (CV) folds through stratified sampling
for each of the k training folds do

Train a CNN decoding model until the validation loss stops decreasing
end for
Train the final CNN decoding model on all the data to reach CV accuracy
for a range of time windows do

Run the trained CNN decoding model and extract the hidden layer
end for

end for
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to divide the latent space into areas corresponding to different odors and movement across

these areas in the correct direction would imply sequential replay. Figure shows all the odor

B trials for Super Chris in several time windows from before odor release to 1.2s after. We

can see that the points cluster in the area of odor B after odor release and the cluster then

moves to the areas of odor C and odor D. This means that during these trials, the neuronal

activities are associated with different odors in the sequence of B, C, and D.

Figure 4.5: The proportions of trials in different odors and 95% multinomial confidence in-
tervals are estimated from neural network predictions in a range of 250ms time windows from
-0.4s to 1.2s relative to odor presentation. Then the estimated proportions and confidence
intervals endpoints are interpolated with cubic splines for the smooth visualization across
the entire time duration.

The two-dimensional space has the first two principal components of the neural network hid-

den layer. It can be divided by odor with CNN model decision boundaries, where different

odors have equal predicted probabilities. Moving along any direction away from the bound-

ary increases a higher predicted probability of an odor. Therefore, each area separated by

decision boundaries corresponds to a specific odor. Since there is a separate model for each
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rat, the model hidden layers cannot be directly compared. To aggregate decoding results

across rat, we simply add up the number of points in each odor cluster in the latent space for

each rat during a given time window. As a result, during each time window, we obtain four

aggregate odor clusters of different sizes but the total number of points remains the constant

over time. Figure shows the aggregate odor clusters over time when odor B is presented for

all the rats. We can see that the biggest cluster is odor B after odor release but it changes

to odor C and odor D later.

4.5 Discussion

Even though the data set is not particularly large and has a lot of noise, the neural net-

work with carefully designed tetrode-wise convolution architecture outperforms the baseline

multinomial logistic regression model. Moreover, it is hard to formulate a parametric model

to describe the data generation mechanism and test the scientific hypothesis in the context of

this experiment. The visualization of the neural network hidden layer provides an intuitive

way of understanding the novel phenomenon of sequential odor memory replay. Since the

neural network computational cost is manageable here, more work could be done to assess

the uncertainty in learning the latent representations.
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Chapter 5

Modeling Dynamic Functional

Connectivity with Latent Factor

Gaussian Processes

5.1 Introduction

The celebrated discoveries of place cells, grid cells, and similar structures in the hippocampus

have produced a detailed, experimentally validated theory of the formation and processing of

spatial memories. However, the specific characteristics of non-spatial memories, e.g. memo-

ries of odors and sounds, are still poorly understood. Recent results from human fMRI and

EEG experiments suggest that dynamic functional connectivity (DFC) is important for the

encoding and retrieval of memories [27, 45, 31, 64, 79, 62], yet DFC in local field potentials

(LFP) in animal models has received relatively little attention. We here propose a novel

latent factor Gaussian process (LFGP) model for DFC estimation and apply it to a data set

of rat hippocampus LFP during a non-spatial memory task [8]. The model produces strong

statistical evidence for DFC and finds distinctive patterns of DFC associated with different

experimental stimuli.
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Due to the high-dimensionality of time-varying covariance and the complex nature of cogni-

tive processes, effective analysis of DFC requires balancing model parsimony, flexibility, and

robustness to noise. DFC models fall into a common framework with three key elements:

dimensionality reduction, covariance estimation from time series, and identification of con-

nectivity patterns [68]. Many neuroimaging studies use a combination of various methods,

such as sliding window (SW) estimation, principal component analysis (PCA), and the hid-

den Markov model (HMM) (see e.g. [63, 82, 73]). In general, these methods are not fully

probabilistic, which can make uncertainty quantification and inference difficult in practice.

Bayesian latent factor models provide a probabilistic approach to modeling dynamic covari-

ance that allows for simultaneous dimensionality reduction and covariance process estima-

tion. Examples include the latent factor stochastic volatility (LFSV) model [44] and the

nonparametric covariance model [33]. In the LFSV model, an autoregressive process is im-

posed on the latent factors and can be overly restrictive. While the nonparametric model

is considerably more flexible, the matrix process for time-varying loadings adds substantial

complexity.

Aiming to bridge the gap between these factor models, we propose the latent factor Gaussian

process (LFGP) model. In this approach, a latent factor structure is placed on the log-

covariance process of a non-stationary multivariate time series, rather than on the observed

time series itself as in other factor models. Since covariance matrices lie on the manifold

of symmetric positive-definite (SPD) matrices, we utilize the Log-Euclidean metric to allow

unconstrained modeling of the vectorized upper triangle of the covariance process. Dimension

reduction and model parsimony is achieved by representing each covariance element as a

linear combination of Gaussian process latent factors [50].

In this work, we highlight three major advantages of the LFGP model for practical DFC

analysis. First, through the prior on the Gaussian process length scale, we are able to incor-
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porate scientific knowledge to target specific frequency ranges that are of scientific interest.

Second, the model posterior allows us to perform Bayesian inference for scientific hypotheses,

for instance, whether the LFP time series is non-stationary, and if characteristics of DFC

differ across experimental conditions. Third, the latent factors serve as a low-dimensional

representation of the covariance process, which facilitates visualization of complex phenom-

ena of scientific interest, such as the role of DFC in stimuli discrimination in the context of

a non-spatial memory experiment.

5.2 Background

5.2.1 Sliding Window Covariance Estimation

Sliding window methods have been extensively researched for the estimation and analysis

of DFC, particularly in human fMRI studies; applications of these methods have identi-

fied significant associations of DFC with disease status, behavioral outcomes, and cogni-

tive differences in humans. See [68] for a recent detailed review of existing literature. For

X(t) ∼ N (0, K(t)) a p-variate time series of length T with covariance process K(t), the

sliding window covariance estimate K̂SW (t) with window length L can be written as the

convolution K̂SW (t) = (h ∗ XX ′)(t) =
∑T

s=1 h(s)X(t − s)X(t − s)′ ds, for the rectangu-

lar kernel h(t) = 1[0,L−1](t)/L, where 1 is the indicator function. Studies of the perfor-

mance of sliding window estimates recommend the use of a tapered kernel to decrease

the impact of outlying measurements and to improve the spectral properties of the esti-

mate [39, 7, 53]. In the present work we employ a Gaussian taper with scale τ defined as

hτ (t) = 1
ζ

exp

{
−1

2

(
t−L/2
τL/2

)2
}
1[0,L−1](t), where ζ is a normalizing constant. The correspond-

ing tapered SW estimate is K̂τ (t) = (hτ ∗XX ′)(t).
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5.2.2 Log-Euclidean Metric

Direct modeling of the covariance process from the SW estimates is complicated by the

positive definite constraint of the covariance matrices. To ensure the model estimates are

positive definite, it is necessary to employ post-hoc adjustments, or to build the constraints

into the model, typically by utilizing the Cholesky or spectral decompositions. The LFGP

model instead uses the Log-Euclidean framework of symmetric positive definite (SPD) ma-

trices to naturally ensure positive-definiteness of the estimated covariance process while also

simplifying the model formulation and implementation.

Denote the space of p× p SPD matrices as Pp. For X1, X2 ∈ Pp, the Log-Euclidean distance

is defined by dLE(X1, X2) = ‖Log(X1)− Log(X2)‖, where Log is the matrix logarithm, and

‖ · ‖ is the Frobenius norm. The metric space (Pp, dLE) is a Riemannian manifold that is

isomorphic to Rq with the usual Euclidean norm, for q = (p+ 1)p/2.

Methods for modeling covariances in regression contexts via the matrix logarithm were first

introduced in [25]. The Log-Euclidean framework for analysis of SPD matrices in neuroimag-

ing contexts was first proposed in [10], with further applications in neuroimaging having been

developed in recent years [86]. The present work is a novel application of the Log-Euclidean

framework for DFC analysis.

5.2.3 Bayesian Latent Factor Models

For xij, i = 1, . . . , n, j = 1, . . . , p, the simple Bayesian latent factor model is xi = fiΛ + εi,

with fi
iid∼ N (0, Ir), εi

iid∼ N (0,Σ), and Λ an r × p matrix of factor loadings [4]. Σ is

commonly assumed to be a diagonal matrix, implying the latent factors capture all the

correlation structure of the p features of x. The latent factor model shares some similarities

with principal component analysis, but includes a stochastic error term, which leads to a

different interpretation of the resulting factors [63, 82].
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Variants of the linear factor model have been developed for modeling non-stationary multi-

variate time series [67, 58]. In general, these models represent the p-variate observed time

series as a linear combination of r latent factors fj(t), j = 1, . . . , r, with r× q loading matrix

Λ and errors ε(t): X(t) = f(t)Λ + ε(t). From this general modeling framework, numer-

ous methods for capturing the non-stationary dynamics in the underlying time series have

been developed, such as latent factor stochastic volatility (LFSV) [44], dynamic conditional

correlation [54], and the nonparametric covariance model [33].

5.2.4 Gaussian Processes

A Gaussian process (GP) is a continuous stochastic process for which any finite collection

of points are jointly Gaussian with some specified mean and covariance. A GP can be

understood as a distribution on functions belonging to a particular reproducing kernel Hilbert

space (RKHS) determined by the covariance operator of the process [81]. Typically, a zero

mean GP is assumed (i.e. the functional data has been centered by subtracting a consistent

estimator of the mean), so that the GP is parameterized entirely by the kernel function κ

that defines the pairwise covariance. Let f ∼ GP(0, k(·, ·)). Then for any x and x′ we have

 f(x)

f(x′)

 ∼ N
0,

 κ(x, x) κ(x, x′)

κ(x, x′) κ(x′, x′)


 . (5.1)

Further details are given in [69].
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5.3 Latent Factor Gaussian Process Model

5.3.1 Formulation

We consider estimation of dynamic covariance from a sample of n independent time series

with p variables and T time points. Denote the ith observed p-variate time series by Xi(t),

i = 1, · · · , n. We assume that each Xi(t) follows an independent distribution D with zero

mean and stochastic covariance process Ki(t). To model the covariance process, we first

compute the Gaussian tapered sliding window covariance estimates for each Xi(t), with

fixed window size L and taper τ to obtain K̂τ,i. We then apply the matrix logarithm to

obtain the q = p(p + 1)/2 length vector Yi(t) specified by K̂τ,i = Log(~u(Yi)), where ~u maps

a matrix to its vectorized upper triangle. We refer to Yi(t) as the “log-covariance” at time t.

The resulting Yi(t) can be modeled as an unconstrained q-variate time series. The LFGP

model represents Yi(t) as a linear combination of r latent factors Fi(t) through an r × q

loading matrix B and independent Gaussian errors εi. The loading matrix B is held constant

across observations and time. Here Fi(t) is modeled as a product of independent Gaussian

processes. Placing priors p1, p2, p3 on the loading matrix B, Gaussian noise variance σ2, and

Gaussian process hyper-parameter θ, respectively, gives a fully probabilistic latent factor

model on the covariance process:

Xi(t) ∼ D(0, Ki(t)) where Ki(t) = exp (~u(Yi(t))) (5.2)

Yi(t) = Fi(t) ·B + εi where εi
iid∼ N (0, Iσ2) (5.3)

Fi(t) ∼ GP(0, κ(t; θ)) (5.4)

B ∼ p1, σ
2 ∼ p2, θ ∼ p3. (5.5)

The LFGP model employs a latent distribution of curves GP(0, κ(t; θ)) to capture temporal

dependence of the covariance process, thus inducing a Gaussian process on the log-covariance
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Y (t). This conveniently allows multiple observations to be modeled as different realizations

of the same induced GP as done in [48]. The model posteriors are conditioned on different

observations despite sharing the same kernel. For better identifiability, the GP variance scale

is fixed so that the loading matrix can be unconstrained.

5.3.2 Properties

Theorem 5.1. The log-covariance process induced by the LFGP model is weakly stationary

when the GP kernel κ(s, t) depends only on |s− t|.

Proof. The covariance of the log-covariance process Y (t) depends only on the static loading

matrix B = (βkj)1≤k≤r;1≤j≤q and the factor covariance kernels. Explicitly, for factor kernels

κ(s, t; θk), k = 1, . . . , r, and assuming εi(t)
iid∼ N (0,Σ), with Σ = (σ2

jj′)j,j′≤q constant across

observations and time, the covariance of elements of Y (t) is

Cov(Yij(s), Yij′(t)) = Cov

(
r∑

k=1

Fik(s)βkj + εij′(t),
r∑

k=1

Fik(t)βkj′ + εij′(t)

)
(5.6)

=
r∑

k=1

βkjβkj′κ(s, t; θk) + σ2
jj′ , (5.7)

which is weakly stationary when κ(s, t) depends only on |s− t|.

Posterior contraction. To consider posterior contraction of the LFGP model, we make

the following assumptions. The true log-covariance process w = ~u(log(K(t)) is in the support

of the product GP W ∼ F (t)B, for F (t) and B defined above, with known number of latent

factors r. The GP kernel κ is α-Hölder continuous with α ≥ 1/2. Y (t) : [0, 1] → Rq is a

smooth function in `∞q ([0, 1]) with respect to the Euclidean norm, and the prior p2 for σ2

has support on a given interval [a, b] ⊂ (0,∞). Under the above assumptions, bounds on

the posterior contraction rates then follow from previous results on posterior contraction of
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Gaussian process regression for α-smooth functions given in [36, 80]. Specifically,

E0Πn((w, σ) : ‖w − w0‖n + |σ − σ0| > Mεn|Y1, · · · , Yn)→ 0

for sufficiently large M and with posterior contraction rate εn = n−α/(2α+q) logδ(n) for some

δ > 0, where E0(Πn(·|Y1, · · · , Yn)) is the expectation of the posterior under the model priors.

To illustrate posterior contraction in the LFGP model, we simulate data for five signals

with various sample sizes (n) and numbers of observation time points (t), with a covariance

process generated by two latent factors. To measure model bias, we consider the mean

squared error of posterior median of the reconstructed log-covariance series. To measure

posterior uncertainty, the posterior sample variance is used. As shown in Table 5.1, both

sample size n and number of observation time points t contribute to posterior contraction.

Table 5.1: Mean squared error of posterior median (posterior sample variance) ×10−2

n = 1 n = 10 n = 20 n = 50

t = 25 12.212 (20.225) 7.845 (8.743) 7.089 (7.714) 5.869 (7.358)
t = 50 6.911 (7.588) 4.123 (5.836) 3.273 (3.989) 3.237 (3.709)
t = 100 3.728 (5.218) 1.682 (2.582) 1.672 (2.659) 1.672 (1.907)

Large prior support. The prior distribution of the log-covariance process Y (t) is a

linear combination of r independent GPs each with mean 0 and kernel κ(s, t; θk), k =

1, · · · , r. That is, each log-covariance element will have prior Yj(t) =
∑r

k=1 βjkFk(t) ∼

GP(0,
∑
β2
jkκ(s, t; θk)). Considering B fixed, the resulting prior for Fi(t)B has support

equal to the closure of the reproducing kernel Hilbert space (RKHS) with kernel BTK(t, ·)B

[69], where K is the covariance tensor formed by stacking κk = κ(s, t; θk), k = 1, · · · , r [81].

Accounting for the prior p1 of B, a function W ∈ `∞q [0, 1] will have nonzero prior probability

Π0(W ) > 0 if W is in the closure of the RKHS with kernel ATK(t, ·)A for some A in the

support of p1.
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5.3.3 Factor Selection via the Horseshoe Prior

Similar to other factor models, the number of latent factors in the LFGP model has a crucial

effect on model performance, and must be selected somehow. For Bayesian factor analysis,

there is extensive literature on factor selection methods, such as Bayes factors, reversible

jump sampling [55], and shrinkage priors [18]. While we can compare different models in

terms of goodness-of-fit, we cannot compare their latent factors in a meaningful way due to

identifiability issues. Therefore, we instead iteratively increase the number of factors and fit

the new factors on the residuals resulting from the previous fit. In order to avoid overfitting

with too many factors, we place a horseshoe prior on the loadings of the new factors, so that

the loadings shrink to zero if the new factor is unnecessary.

Figure 5.1: Violin plots of loading posteriors show that the loadings for the fourth factor
(indices 30 to 39) shrink to zero with the horseshoe prior (left). Compared to the posteriors
of the first three factors (dashed gray), the posterior of the extraneous factor (solid red) is
diffused around zero as a result of zero loadings (right).

Introduced by [23], the horseshoe prior in the regression setting is given by

β|λ, τ ∼ N(0, λ2ρ2) (5.8)

λ ∼ Cauchy+(0, 1) (5.9)

and can be considered as a scale-mixture of Gaussian distributions. A small global scale

ρ encourages shrinkage, while the heavy tailed Cauchy distribution allows the loadings to

escape from zero. The example shown in Figure 5.1 illustrates the shrinkage effect of the
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horseshoe prior when iteratively fitting an LFGP model with four factors to simulated data

generated from three latent factors. For sampling from the loading posterior distribution,

we use the No-U-Turn Sampler [41] as implemented in PyStan [22].

5.3.4 Scalable Computation

The LFGP model can be fit via Gibbs sampling, as commonly done for Bayesian latent vari-

able models. In every iteration, we first sample F |B, σ2, θ, Y from the conditional p(F |Y )

as F, Y are jointly multivariate Gaussian where the covariance can be written in terms of

B, σ2, θ. However, it is worth noting that this multivariate Gaussian has a large covari-

ance matrix, which could be computationally expensive to invert. Given F , the parameters

B, σ2 and θ become conditionally independent. Using conjugate priors for Bayesian linear

regression, the posterior p(B, σ2|F, Y ) is directly available. For the GP parameter posterior

p(θ|F ), either Metropolis random walk or slice sampling [60] can be used within each Gibbs

step because the parameter space is low dimensional.

For efficient GP posterior sampling, it is essential to exploit the structure of the covariance

matrix. For each independent latent GP factor Fj, there are n independent sets of obser-

vations at t time points. Therefore, the GP covariance matrix Σj has dimensions nT × nT .

To reduce the computational burden, we notice that the covariance Σj can be decomposed

using a Kronecker product Σj = In⊗Ktime(t), where Ktime is the T ×T temporal covariance.

The cost to invert Σj using this decomposition is O(T 3), which is a substantial reduction

compared to the original cost O((nT )3). For many choices of kernel, such as the squared-

exponential or Matérn kernel, Ktime(t) has a Toeplitz structure and can be approximated

through interpolation [84], further reducing the computational cost.

Combining the latent GP factors F (dimensions n×T×r) and loading matrix B (dimensions

r × q) induces a GP on Y . The dimensionality of Y is n× T × q so the full (nTq)× (nTq)
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(a) (b)

(c) (d)

Figure 5.2: The full covariance matrix ΣY is composed of building blocks of smaller matrices.
(a) GP covariance matrix at evenly-spaced time points, (b) covariance matrix of factor Fj
for n sets of observations, (c) contribution to the covariance of Y from factor Fj, and (d)
full covariance matrix ΣY .

covariance matrix ΣY is prohibitive to invert. As every column of Y is a weighted sum of

the GP factors, the covariance matrix ΣY can be written as a sum of Kronecker products∑r
j=1 Aj⊗Σj+Iσ2, where Σj is the covariance matrix of the jth latent GP factor and Aj is a

q×q matrix based on the factor loadings. We can regress residuals of Y on each column of F

iteratively to sample from the conditional distribution p(F |Y ) so that the residual covariance

is only Aj ⊗ Σj + I. The inversion can be done in a computationally efficient way with the
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following matrix identity

(C ⊗D + I)−1 = (P ⊗Q)T (I + Λ1 ⊗ Λ2)−1(P ⊗Q) (5.10)

where C = PΛ1P
T and D = QΛ2Q

T are the spectral decompositions. In the identity,

obtaining P,Q,Λ1,Λ2 costs O(q3) and O((nT )3), which is a substantial reduction from the

cost of direct inversion, O((nTq)3); calculating (I + Λ1 ⊗ Λ2)−1 is straightforward since Λ1

and Λ2 are diagonal.

Algorithm 5.1 Sampling algorithms for LFGP model

Initialize parameters B, σ2, θ from prior distributions, Metropolis random walk step num-
ber L and step size ε
for t = 1, 2, ..., T do

Calculate the joint distribution p(Y, F ) with given B, σ2, θ
Sample latent factors Ft from MVN (F |Y )
Obtain the posterior of B, σ2 through Y ∼ Ft with conjugate priors
Perform GP regression on latent factors Ft
for i = 1, 2, ..., L do

Take a random step ε to update GP parameter θ
end for
Keep current values of B, σ2, θ

end for

5.4 Experiments

5.4.1 Model Comparisons on Simulated Data

We here consider three benchmark models: sliding window with principal component analysis

(SW-PCA), hidden Markov model, and LFSV model. SW-PCA and HMM are commonly

used in DFC studies but have severe limitations. The sliding window covariance estimates

are consistent but noisy, and PCA does not take the estimation error into account. HMM is

a probabilistic model and can be used in conjunction with a time series model, but it is not

well-suited to capturing smoothly varying dynamics in brain connectivity.
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Figure 5.3: With the jagged dynamics of discrete states, the LFGP model fails to capture
the “jumps” but approximates the overall trend (left). When the underlying dynamics are
smooth, the LFGP model can accurately recover the shape up to some scaling constant
(right).

To compare the performance of different models, we simulate time series dataXt ∼ N(0, K(t))

with time-varying covariance K(t). The covariance K(t) follows deterministic dynamics that

are given by ~u(log(K(t))) = U(t) ·A. We consider three different scenarios of dynamics U(t):

square waves, piece-wise linear functions, and cubic splines. Note that both square waves and

piece-wise linear functions give rise to dynamics that are not well-represented by the LFGP

model when the squared-exponential kernel is used. For each scenario, we randomly gener-

ate 100 time series data sets and fit all the models. The evaluation metric is reconstruction

loss of the covariance as measured by the Log-Euclidean distance. The simulation results

in Table 5.2 show that the proposed LFGP model has the lowest reconstruction loss among

the methods considered. Each time series has 10 variables with 1000 observations and the

latent dynamics are 4-dimensional as illustrated in Figure 5.3. For the SW-PCA model, the

sliding window size is 50 and the number of principal components is 4. For the HMM, the

number of hidden states is increased gradually until the model does not converge, following

the implementation outlined in [19]. For the LFSV model, the R package factorstochvol is
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Table 5.2: Median reconstruction loss (standard deviation) across 100 data sets

SW-PCA HMM LFSV LFGP

Square save 0.693 (0.499) 1.003 (1.299) 4.458 (2.416) 0.380 (0.420)
Piece-wise 0.034 (0.093) 0.130 (0.124) 0.660 (0.890) 0.027 (0.088)

Smooth spline 0.037 (0.016) 0.137 (0.113) 0.532 (0.400) 0.028 (0.123)

used with default settings. All simulations are run on a 2.7 GHz Intel Core i5 Macbook Pro

laptop with 8GB memory.

5.4.2 Application to Rat Hippocampus Local Field Potentials

To investigate the neural mechanisms underlying the temporal organization of memories, [8]

recorded neural activity in the CA1 region of the hippocampus as rats performed a sequence

memory task. The task involves the presentation of repeated sequences of 5 stimuli (odors

A, B, C, D, and E) at a single port and requires animals to correctly identify each stimulus

as being presented either “in sequence (e.g., ABC...) or “out of sequence (e.g., ABD...) to

receive a reward. Here the model is applied to local field potential (LFP) activity recorded

from the rat hippocampus, but the key reason for choosing this data set is that it provides

a rare opportunity to subsequently apply the model to other forms of neural activity data

collected using the same task (including spiking activity from different regions in rats [42]

and whole-brain fMRI in humans).

LFP signals were recorded in the hippocampi of five rats performing the task. The local field

potentials are measured by surgically implanted tetrodes and the exact tetrode locations vary

across rats. Therefore, it may not make sense to compare LFP channels of different rats. This

issue actually motivates the latent factor approach because we want to eventually visualize

and compare the latent trajectories for all the rats. For the present analysis, we have focused

on the data from a particular rat exhibiting the best memory task performance. To boost

the signal-to-noise ratio, six LFP channels that recorded a majority of the attached neurons
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were chosen. Only trials of odors B and C were considered, to avoid potential confounders

with odor A being the first odor presented, and due to substantially fewer trials for odors D

and E.

Figure 5.4: Time series of 6 LFP channels for a single trial sampled at 1000Hz include all
frequency components (left). Posterior draws of latent factors for the covariance process
appear to be smoothly varying near the theta frequency range (right).

During each trial, the LFP signals are sampled at 1000Hz for one second after odor release.

We focus on 41 trials of odor B and 37 trials of odor C. Figure 5.4 shows the time series

of these six LFP channels for a single trial. We treat all 78 trials as different realizations

of the same stochastic process without distinguishing the stimuli explicitly in the model. In

order to facilitate interpretation of the latent space representation, we fit two latent factors

which explain about 40% of the variance in the data. The prior for GP length scale is

a Gamma distribution concentrated around 100ms on the time scale to encourage learning

frequency dynamics close to the theta range (4-12 Hz). Notably, oscillations in this frequency

range have been associated with memory function but have not previously been shown to

differentiate among the type of stimuli used here, thus providing an opportunity to test

the sensitivity of the model. For the loadings and variances, we use the Gaussian-Inverse

Gamma conjugate priors. 20,000 MCMC draws are taken with the first 5000 draws discarded

as burn-in.

For each odor, we can calculate the posterior median latent factors across trials and visualize

them as a trajectory in the latent space. Figure 5.5 shows that the two trajectories start in

an almost overlapping area, with separation occurring around 250ms. This is corroborated

by the experimental data indicating that animals begin to identify the odor 200-250ms
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Figure 5.5: Posterior draws of median GP factors visualized as trajectories in latent space
can be separated based on the odor, with maximum separation around 250ms (left). The
latent trajectories are much more intertwined when the model is fitted to data of the same
odor. (right)

after onset. We also observe that the two trajectories converge toward the end of the odor

presentation. This is also consistent with the experimental data showing that, by then,

animals have correctly identified the odors and are simply waiting to perform the response

(thereby resulting in similar neural states). In order to quantify odor separation, we can

evaluate the difference between the posterior distributions of odor median latent trajectories

by using classifiers on the MCMC draws. We also fit the model to two random subsets of the

58 trials of odor A and train the same classifiers. Table 5.3) shows the classification results

and the posteriors are more separated for different odors.

Table 5.3: Odor separation as measured by Latent space classification accuracy (standard
deviation)

Different odors Same odor

Logistic regression 69.97 (0.78) 63.10 (0.91)
k-NN 87.12 (0.33) 78.41 (0.65)
SVM 74.53 (0.67) 64.75 (1.21)

As a comparison, a hidden Markov model was fit to the LFP data from the same six selected

tetrodes. Figure 5.6 compares the estimated covariance with different models. Eight states
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were selected with an elbow method using the AIC of the HMM; we note that the minimum

AIC is not achieved for less than 50 states, suggesting that the dynamics of the LFP covari-

ance may be better described with a continuous model. Moreover, the proportion of time

spent in each state for odor B and C trials given in Table 5.4 fails to capture odor separation

in the LFP data.

Table 5.4: State proportions for odors B and C as estimated by HMM

Odor State 1 State 2 State 3 State 4 State 5 State 6 State 7 State 8

B 0.123 0.089 0.146 0.153 0.109 0.159 0.160 0.061
C 0.133 0.092 0.144 0.147 0.106 0.164 0.152 0.062

Collectively, these results provide compelling evidence that this model can use LFP activity

to differentiate the representation of different stimuli, as well as capture their expected

dynamics within trials. Stimuli differentiation has frequently been accomplished by analyzing

spiking activity, but not LFP activity alone. This approach, which may be applicable to other

types of neural data including spiking activity and fMRI activity, may significantly advance

our ability to understand how information is represented among brain regions.

5.5 Discussion

The proposed LFGP model is a novel application of latent factor models for directly modeling

the dynamic covariance in multivariate non-stationary time series. As a fully probabilistic

approach, the model naturally allows for inference regarding the presence of DFC, and for

detecting differences in connectivity across experimental conditions. Moreover, the latent

factor structure enables visualization and scientific interpretation of connectivity patterns.

Currently, the main limitation of the model is scalability with respect to the number of

observed signals. Thus, in practical applications it may be necessary to select a relevant

subset of the observed signals, or apply some form of clustering of similar signals. Future
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Figure 5.6: Median covariance matrices over time for odor B trials estimated with sliding
window (top), HMM (middle), and LFGP model (bottom) reveal similar patterns in dynamic
connectivity in the six LFP channels.

work will consider simultaneously reducing the dimension of the signals and modeling the

covariance process to improve the scalability and performance of the LFGP model.

The Gaussian process regression framework is a new avenue for analysis of DFC in many neu-

roimaging modalities. Within this framework, it is possible to incorporate other covariates

in the kernel function to naturally account for between-subject variability. In our setting,

multiple trials are treated as independent observations or repeated measurements from the

same rat, while in human neuroimaging studies, there are often single observations from

many subjects. Pooling information across subjects in this setting could yield more efficient

inference and lead to more generalizable results.
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Chapter 6

Future Work

In conclusion, neural networks and Gaussian processes can provide flexible approximations

to improve statistical inference on scientific data by reducing the computational burden and

allowing more general model specifications. First, we have presented a neural network gradi-

ent approximation scheme to essentially remove the data burden during posterior sampling

using Hamiltonian Monte carlo. An exciting future direction for this work is in the setting

of distributed learning. As the volume of data further increases, it would not be reasonable

to expect all the data to be on a single machine waiting to be analyzed. If the data are

distributed among a cluster of machines, we could build the neural network gradient ap-

proximation for the data on each machine and aggregate the posteriors without the need to

centralize the data. In addition, by keeping data on each machine, we would preserve the

privacy of individuals in the data and this would be particularly important when analyzing

sensitive data such as those in the healthcare system.

Second, we have demonstrated a Gaussian process guided algorithm for parameter inference

with a simulation based physics model. Typically, physicists would perform a large number

of simulations to reduce numerical error; our algorithm directly takes the error into account

and leaves more room for error when possible to be more efficient. Numerical simulations are

widely used for complex scenarios in physical sciences and engineering applications; many

of these numerical simulations require substantial computational resources. Hence, there is
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a whole range of possible use cases for our algorithm.

Lastly, we have proposed a neural network model and a Gaussian process model to reveal

interesting patterns from neuroscience experimental data. These models are not explicitly

specified a priori and can learn latent representations of the data, which would be used for

scientific interpretation. In the neural network model example, latent representations could

be combined from different subjects because they share the common stimuli information.

This effectively strengthens a weak pattern among the subjects into a clear trend overall. In

the Gaussian process model example, the latent representation is more general and plausible

compared to the usually assumed discrete latent states. This also leads to incorporation of

scientific knowledge through prior distribution in the latent space. It remains a challenge for

statisticians and neuroscientists to come up with informative priors together.
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[44] G. Kastner, S. Frühwirth-Schnatter, and H. F. Lopes. Efficient bayesian inference for
multivariate factor stochastic volatility models. Journal of Computational and Graphical
Statistics, 26(4):905–917, 2017.

[45] M. Khosla, K. Jamison, G. H. Ngo, A. Kuceyeski, and M. R. Sabuncu. Machine learning
in resting-state fmri analysis. arXiv preprint arXiv:1812.11477, 2018.

[46] D. Kingma and J. Ba. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014.

[47] S. Lan, T. Bui-Thanh, M. Christie, and M. Girolami. Emulation of higher-order tensors
in manifold monte carlo methods for bayesian inverse problems. Journal of Computa-
tional Physics, 308:81–101, 2016.

[48] S. Lan, A. Holbrook, N. J. Fortin, H. Ombao, and B. Shahbaba. Flexible bayesian
dynamic modeling of covariance and correlation matrices. 2017.

[49] N. Lawrence. Probabilistic non-linear principal component analysis with gaussian pro-
cess latent variable models. Journal of machine learning research, 6(Nov):1783–1816,
2005.

[50] N. D. Lawrence. Gaussian process latent variable models for visualisation of high di-
mensional data. In Advances in neural information processing systems, pages 329–336,
2004.

[51] Y. LeCun, B. E. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. E. Hubbard,
and L. D. Jackel. Handwritten digit recognition with a back-propagation network. In
Advances in neural information processing systems, pages 396–404, 1990.

[52] B. Leimkuhler and S. Reich. Simulating hamiltonian dynamics, volume 14. Cambridge
university press, 2004.

[53] N. Leonardi and D. Van De Ville. On spurious and real fluctuations of dynamic func-
tional connectivity during rest. Neuroimage, 104:430–436, 2015.

[54] M. A. Lindquist, Y. Xu, M. B. Nebel, and B. S. Caffo. Evaluating dynamic bivariate
correlations in resting-state fmri: a comparison study and a new approach. NeuroImage,
101:531–546, 2014.

[55] H. F. Lopes and M. West. Bayesian model assessment in factor analysis. Statistica
Sinica, 14(1):41–68, 2004.

[56] S. Mandt, M. D. Hoffman, and D. M. Blei. Stochastic gradient descent as approximate
bayesian inference. The Journal of Machine Learning Research, 18(1):4873–4907, 2017.
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