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    Atmospheric particles adversely affect climate, visibility, and health and thus the need to 

understand their formation and growth mechanisms is essential.  However, the lack of complete 

understanding of these mechanisms may be a result of the complexity of the interactions between 

gas and particle phase species.  Model systems of atmospherically relevant species are often 

utilized to better understand the chemistry of these reactions in the atmosphere.   

 

This dissertation work explores uptake and reaction of various atmospherically relevant 

reaction systems to determine if the chemical properties of the gas and condensed phases affect 

the mechanism of uptake.  In the first approach, attenuated total reflectance–Fourier transform 

infrared (ATR–FTIR) spectroscopy was used to measure the uptake of various gas phase species 

on different low viscosity liquids and on secondary organic aerosol (SOA) generated from the 

ozonolysis of α–pinene.  Uptake of gas phase isobutyl nitrate (IBN) into squalane and Fomblin ® 

was rapid, with equilibrium established quickly.  A higher concentration of gas phase IBN was 
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needed to see uptake into Fomblin ®, which may be due to the increased number of polar groups 

compared to squalane.  Uptake of IBN onto laboratory generated SOA was much slower than 

squalane, which may be indicative of the much higher viscosity of SOA.  Polar compounds were 

readily taken up onto the clean ATR crystal, even with a self–assembled monolayer fixed to the 

crystal surface. 

 

The second system of interest was the reaction between gas phase amines and solid 

dicarboxylic acids (diacids), which was carried out using two different techniques.  The first 

technique utilized a flow reactor coupled to a quadrupole mass spectrometer.  The second 

method involved a Knudsen cell interfaced to the mass spectrometer.  Uptake coefficients for n–

butylamine on solid C2 – C5 diacids were on the order of 10-3 – 10-2 using the flow reactor.  

Experiments conducted using the Knudsen cell had measured uptake coefficients from 10-1 to ≤ 

10-6, depending on the number of carbon atoms in the diacid chain.  Those experiments 

performed using the flow reactor were operated at time constants that may have been too slow to 

capture the initial uptake of the amine onto the diacid.  This manifest itself into a lack of 

difference in uptake coefficients between diacids, as well as signs of surface saturation.  Further 

exploration of this reaction using the Knudsen cell concluded that uptake coefficients for odd 

carbon number diacids are orders of magnitude larger than the even carbon number diacids.  This 

difference is due to the dissimilarities in packing of the crystal structures, as well as the 

formation of an ionic liquid layer on the surface that is able to provide replenishment of the 

diacid.  Subsequent studies of different primary amines, as well as dimethylamine, 

trimethylamine, and ammonia show that structure of the amine also affects the kinetics and 

formation of the ionic liquid layer. 
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These reaction systems show that the nature of the gas and condensed phase species both 

play a large role in uptake and reaction of the gas phase.  Results from these experiments show 

that overall assumptions in the interactions between the gas and condensed phases may not be 

accurate in predicting concentrations of atmospheric particles.  Experiments carried out on these 

reaction systems highlight the benefits of studying model systems in order to gain a better 

understanding of one component of atmospheric interactions between two species.  Ultimately, 

these and other model systems will help build a better understanding on a molecular level of the 

chemistry behind particle growth in the atmosphere. 
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CHAPTER 1:  INTRODUCTION 

 

I. The Importance of Atmospheric Particles 

The need to understand the chemistry behind atmospheric particles is essential due to 

their adverse effects on health and climate.  Particles are classified by their size with those < 10 

μm in diameter categorized as coarse, and those < 2.5 μm as fine.1-3  The fine particles can easily 

deposit into the lungs and can often lead to serious respiratory illnesses1, 2, 4-12 and increased  

mortality.6, 13-15  On a molecular level, pollutants can increase the concentration of reactive 

oxygen species in the lung lining fluid.11  Additionally, lung lining fluid contains surface–active 

antioxidants to protect the lungs from pollutants such as ozone.  However, studies have shown 

that the ozonolysis of these surfactants can occur,16-18 which have implications for potential 

chemistry occurring in the lung lining fluid. 

 

Particles can also affect climate via their ability to scatter and/or absorb incoming solar 

radiation.  At sizes ~ 100 nm and above, particles can become efficient in scattering incoming 

radiation.  Radiative forcing is used to describe the balance of incoming solar radiation based on 

a particular forcing agent, such as particles.19  The net radiative forcing for aerosol particles is 

negative, indicating these particles have an overall cooling effect.19  However, other types of 

particles, such as black carbon, have an overall positive radiative forcing, signifying it has a 

warming effect.19  Once at diameters of 100 nm or larger, particles can also act as cloud 

condensation nuclei (CCN).20-25  These CCN serve as nucleation points for the formation of 

cloud droplets which in turn scatter incoming radiation.20-22, 24, 25 
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II. Primary vs. Secondary Organic Aerosol 

There are two main types of atmospheric particles as classified by source: primary and 

secondary.  Particles can also be categorized as either organic or inorganic, with 20 – 90% 

grouped as organic in composition.26  Primary organic aerosol (POA) particles are emitted 

directly from their sources, which include anthropogenic (biomass burning, and combustion)4, 27-

29 and biogenic sources (volcanic eruptions, and sea salt).4, 27  Oxidation of anthropogenic and 

biogenic volatile organic compounds (VOCs) via common atmospheric oxidants such as O3, 

NOx, and OH,12, 27, 28, 30 lead to the formation of lower volatility, highly oxidized products known 

as secondary organic aerosol (SOA).3, 28-30  Common classes of these oxygenated products 

include carboxylic acids (–COOH), alcohols, aldehydes, ketones, and nitrates.27-30  However, in 

cases where oxidation leads to fragmentation of the carbon chains to form lower molecular 

weight oxygenated products, these products tend to be more volatile.27, 28, 30  Ultimately, 

oxidation of VOCs lead to the production of  CO2,
27, 28 which in turn has a warming effect on the 

atmosphere due to the positive radiative forcing value.19 

 

III. Mechanisms of Particle Formation and Growth 

The formation of new particles in the atmosphere takes place via a stepwise process.  

First, through molecular collisions, the formation of a cluster is achieved.3, 31-34  This cluster then 

grows to a critical size in which further growth of this nucleus dominates.3, 31-35  The rate of 

nucleation of this critical cluster is dependent its chemical composition as well as the 

concentrations of the gas molecules that subsequently grow this cluster.3, 31  In the atmosphere, 

nucleation commonly occurs via interactions of multiple types of gas phase molecules, such as 

organics, inorganic acids, bases, and/or water.3, 31-35 
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Subsequent growth of atmospheric particles can occur via condensation of gas phase 

species onto the existing particles.3, 4, 32-34, 36  Products from VOC oxidation with sufficiently low 

vapor pressure can condense onto pre–existing particles.26, 29-31  The size of the particle also 

governs condensation of gases via the Kelvin effect.  This theory states that the vapor pressure at 

a particle surface is increased over the curved surface and with increasing particle radius, this 

vapor pressure over the droplet decreases.3, 31, 33  Therefore, in order for condensational growth to 

occur, the particle must have a sufficiently large radius so that the vapor pressure of the particle 

is small enough to prevent evaporation of the particle.3, 31 

 

Partitioning of the gas phase species is dependent on the properties of the gas and 

particle.  For example, particle phase is known to affect the rate at which gas phase molecules 

partition into the particle.37-39  It had been assumed for decades that atmospheric particles are 

liquid–like, and thus grow via a thermodynamic quasi–equilibrium with gas phase species.27, 36, 

38-45  Pankow derived a set of equations that take into account the activities and pressures of the 

gas and particle phases to describe the equilibrium partitioning between the two species.43, 44  An 

expression for the fractional mass yield of SOA is given by using the SOA mass concentration 

produced for a given amount of gas phase species reacted.40, 46-50  Using this relationship, several 

studies of SOA yields from a variety of gas phase precursors have shown that SOA yield is a 

function of the SOA mass concentration.40, 47, 48, 51, 52 

 

The equilibrium partitioning theory assumes that the particle is a well–mixed low 

viscosity material in which the particle’s equilibrium mixing times will be sufficiently fast.37-39  
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However, recent experiments have shown that the behavior of SOA did not match a well–mixed, 

low viscosity, easily diffusible particle.  Abramson et al.53 showed that tracer compounds in the 

presence of generating SOA become trapped in the SOA particles with little evaporation of the 

tracer occurring over 24 hours.  Estimated diffusion coefficients for these tracers in SOA led to 

the conclusion that the SOA material is more tar–like.53  Perraud et al.46 found that when plotting 

the ratio of the mass concentration of organic nitrates in the particle phase over mass 

concentration of the particulate matter as a function of concentration of organic nitrates in the 

gas phase, the plot was non–linear which indicated that equilibrium gas–particle partitioning was 

not occurring.  Cappa and Wilson54 compared the volatility of compounds associated with 

lubricating oil and SOA components from the ozonolysis of α–pinene.  Mass spectrometry 

studies showed that high vapor pressure compounds associated with the lubricating oil 

evaporated as expected at high temperatures, while the mass spectrum of SOA remained 

unchanged, indicating no evaporation of SOA components.54   

 

These studies, and numerous others, have shown that under certain conditions, SOA 

particles can adopt a more viscous or tar–like phase,46, 53-64 in which case gas phase species 

irreversibly condense on particles by a diffusion–limited process.3, 38, 65  Using the Stokes–

Einstein equation, the diffusion coefficient of a substance is inversely related to the viscosity.37, 

38  Thus, compounds in these high viscosity SOA particles are expected to have very low 

diffusion coefficients, therefore creating diffusion limitations under some conditions which may 

depend on particle size, volatility, and mass loading of SOA.37, 38 
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IV. Acid–Base Reactions in the Atmosphere 

Particle growth can also occur via heterogeneous reactions in the atmosphere.  The most 

common example of heterogeneous reactions is acid–base reactions that can form their 

respective salts.  Extensive studies on the reaction of NH3 with sulfuric acid have been 

conducted, with the conclusion that these reactions are important in new particle formation.31, 66-

72  In addition to NH3, studies of the reaction of amines with sulfuric acid have also been carried 

out.66, 71-76  Recent studies on methanesulfonic acid and amines have been performed to assess 

their importance in new particle formation and growth.77-83   

 

The acid–base reactions involving amines and ammonia are important and relevant to the 

atmosphere.  Amines and ammonia are ubiquitous in the atmosphere, with concentrations of 

ammonia generally surpassing those of amines.84-90  Concentrations of amines are around ppb 

levels near agricultural sources, while in other regions, levels reach ppt amounts and are typicall 

1 – 3 orders of magnitude lower than concentrations of ammonia.84, 91  However, ammonia has 

been shown to be less effective at forming particles with sulfuric acid66, 71, 72, 74, 76, 92 and 

methanesulfonic acid77, 78 when compared to amines.  The oxidation of gas phase amines can 

also lead to SOA formation.93-107  Ammonia has also been observed to affect properties of SOA, 

including yield,108, 109 morphology,109-112 composition,108, 110, 112-115 optical properties108, 111, 116, 117 

and evaporation kinetics.110   

 

In addition to inorganic acids, organic acids are also present in organic particulate 

matter.118-122  Laboratory studies on the reaction of amines with some organic acids, such as 

citric and humic acids have been studied with results showing a difference in uptake between the 
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two acids.123  Larger uptake was observed for amines on citric acid which was correlated with 

the higher acidity of citric acid compared to humic acid.123  Steric effects were also shown to 

control the difference in reactivity of the amines for a given acid.123  Another class of organic 

acids are dicarboxylic acids (diacids), which are found in particles from different regions around 

the world.124-131  Relevant to the acid–base chemistry mentioned above, ammonium and aminium 

ions often coexist with diacid anions in atmospheric particles.132-134   Thus, a molecular level 

understanding of amine–diacid reactions can contribute to an accurate predication for particle 

formation and growth in the atmosphere.  However, it is also of significant intrinsic chemical 

interest because of the dependence of the various properties of diacids on the carbon chain length 

and structure.135-140    

 

V. The Importance of Model Systems 

Atmospheric models tend to under–predict ambient particle concentrations, with this 

discrepancy possibly stemming from the inability to account for the complex heterogeneous 

chemistry occurring in the atmosphere.141-144  Therefore, laboratory studies of model systems are 

often utilized to understand one component of the reactions occurring in the atmosphere.  

 

Squalane, a C30 saturated hydrocarbon, has been used as a proxy for hydrocarbons 

released from anthropogenic sources.  The oxidation of squalane using OH radicals has shown 

that the resulting products contain oxygenated functional groups.145  Another property that 

changes upon oxidation of squalane is that the hygroscopicity increases as squalane is exposed to 

OH for long periods of time.146 
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The fraction of collisions of gas molecules with the particle surface leading to reaction is 

known as the uptake coefficient, γ, and γ =1 would indicate that all molecules that collide with 

the surface are reactively taken up into the particle.  Uptake coefficients provide insights into the 

kinetics between the gas and condensed phases.  Further conclusions on how the structure or 

chemical properties of the gas and condensed phases affects the magnitude of these measured 

uptake coefficients can be drawn.  In the study of amines with citric and humic acids, uptake 

coefficients ranged from (6 – 7) × 10-3 and (5 – 10) × 10-5 for citric and humic acids, 

respectively.123  Even with these acid–base reactions, uptake coefficients are far less than unity.  

The reactive uptake for ozone on mixed oleic/steric acid and oleic acid particles are also on the 

order of 10-3.147, 148   Therefore, it is essential to determine uptake coefficients for different 

reaction systems relevant to the atmosphere.  However, it is difficult to experimentally measure 

uptake coefficients.  For example, if solid substrates are utilized, considerations of the gas phase 

concentrations must be taken into account as to not rapidly saturate the surface of the 

substrate.149, 150  Other issues with measuring uptake coefficients of gas phase species onto solid 

substrates is accounting for diffusion into multiple layers of the solid if more than a monolayer of 

the solid is present. 

 

VI. Project Goals 

The goal of this project is to measure uptake coefficients for a variety of different gas 

phase species and substrates to determine if there exists a relationship between the structure of 

the two species and uptake.  These heterogeneous reactions are relevant to the atmosphere so that 

a molecular level understanding of the chemistry behind uptake of the gas phase species onto the 

condensed phase can be formulated.  On a larger scope, the ultimate goal is to build a database of 
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uptake coefficients for a wide range of scenarios to help make predictions for different systems 

based on molecular properties.  Ultimately, these structure–activity relationships will help 

atmospheric modelers incorporate these uptake coefficients into their models to better account 

for the complex chemistry in the atmosphere. 

 

Model systems chosen for study include (1) gas phase species of differing polarities onto 

low viscosity liquids and laboratory generated SOA.  Initial studies of gas phase species onto low 

viscosity liquids were chosen to avoid complications of gas phase uptake such as diffusion 

limitations.  Isobutyl nitrate, hydroxyacetone, acetone, and acetic acid were chosen as gas phase 

species due to their atmospheric relevance.  Squalane and Fomblin ® were chosen as low 

viscosity model substrates.  (2) Reactions of amines with solid diacids using two techniques – a 

flow reactor and a Knudsen cell, both coupled to a quadrupole mass spectrometer.  In the former, 

first order rate constants are used to derive uptake coefficients.  Knudsen cell studies are able to 

measure uptake coefficients using the intensity of the amine before and after introduction to the 

diacid surface.  The goal of the amine–diacid system is to determine if the structure of the amine 

and/or the diacid has an effect on the measured uptake coefficients and to provide molecular 

level information on factors that determine net uptake. 
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CHAPTER 2:  EXPERIMENTAL METHODS  

 

I. Uptake of Gas Phase Species with Single Compounds as Models for SOA 

Uptake of gas phase species onto selected substrates was characterized using a Nicolet 

6700 (Thermo Scientific) Fourier transform infrared (FTIR) spectrometer.  The substrate was 

applied to a germanium (Ge) attenuated total reflectance (ATR) crystal (Pike Technologies, 80 

mm x 10 mm x 4 cm, 10 reflections) and enclosed in a horizontal flow–through ATR holder 

(Pike Technologies).  In order to obtain absorbance spectra, a background spectrum (S0) of a 

clean crystal was taken; another spectrum was taken of the substrate on top of the ATR crystal 

(S1).  The resulting IR spectrum was plotted as log10(S0/S1).  Background spectra in uptake 

experiments were that of the substrate on the ATR crystal (S0).  Spectra were taken as soon as 

the gas phase species was introduced to the substrate (S1) and the resulting absorbance spectrum 

will indicate any changes between S1 and S0.  All experiments were performed at 4 cm-1 

resolution. 

 

Two liquid–phase substrates were used in these studies (Figure 2-1).  Squalane (Sigma-

Aldrich, 99%), a long chain hydrocarbon proxy for primary organic aerosol particles151 was 

utilized along with Fomblin ® (Solvay Solexis, Y25/6), a substrate with more polar groups and a 

low vapor pressure.  Their properties are summarized in Table 2-1. 
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Figure 2-1.  Structures of squalane and Fomblin ®. 

           

Table 2-1. Physical and chemical properties of squalane and Fomblin ®. 

 Squalane Fomblin ® 

Molar mass (g mol-1) 422 3300 a, b 

Density (g cm-3) 0.81 152 1.9 a 

Viscosity (Pa s) 3.1 × 10-2 152 0.5 a 

Vapor pressure (atm) 10-11 152 7.9 × 10-11 a 

Refractive index 1.4 152 1.3 153 

Diffusion coefficient (cm2 s-1) 10-6 c 10-7 37 c 

a Values from Solvay SDS. 
b Average molecular weight. 
c Estimated using the viscosity of Fomblin ® or squalane and Figure 1 in Koop et al.37 

 

Both compounds were deposited onto the Ge crystal either by deposition of a solution 

containing the liquid substrate dissolved in solvent and letting it evaporate to produce a thick 

film, or by nebulization of the neat solution giving liquid droplets.  For a thick film of squalane, 

a known volume of squalane was dissolved in 1 mL heptane.  The volume of squalane needed to 

dissolve in heptane was calculated using the area of the crystal opening on the ATR holder and 

the desired film thickness (90 μm).  Particle size distributions of the squalane droplets were 



11 

 

measured using a scanning mobility particle sizer (SMPS; TSI 3080) equipped with a differential 

mobility analyzer (TSI 3081) and condensation particle counter (TSI 3025A).  The diameter of 

the mode of the nebulized squalane particles was 400 nm.  This diameter was used because 

larger particles in the size distribution were not captured due to the cut–off of the instrument 

(700 nm).  Because Fomblin ® has a slightly higher viscosity, it was easier to spread throughout 

the crystal and therefore 0.15 mL of neat Fomblin ® was used to coat the ATR crystal giving a 

thickness of 400 μm. 

 

Atmospherically relevant gas phase species were used to determine uptake and solubility 

into the substrate.  These include isobutyl nitrate (IBN), hydroxyacetone (HA), acetic acid, and 

acetone (Figure 2-2). 

 

 

Figure 2-2.  Structures of gas phase species used in ATR uptake studies. 

  

IBN serves as a representative for organic nitrates that are formed from the oxidation of 

hydrocarbons via NOx (NO + NO2 + NO3).
154-158  Organic nitrates are thermally stable and 

typically have long atmospheric lifetimes (on the order of hours to days),156-160 and can 

ultimately produce NO2.
155, 161  Hydroxyacetone is often observed as a second generation 

oxidation product of isoprene.162, 163  Acetone is ubiquitous in the atmosphere with sources from 

biomass burning, oxidation of hydrocarbons, and biogenic emissions.164-166  Acetic acid, along 
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with formic acid, is the most common monocarboxylic acid found in the gas phase (ppb levels) 

around various atmospheric environments.167-171 

 

All four compounds are commercially available in liquid form.  The desired compound is 

introduced in the gas phase via a syringe pump (Pump Systems Inc., NE-1000) which pumps 

liquid at a constant rate into a 5 L mixing bulb filled with ultra–zero air (Praxair, 19.5–23.5% 

oxygen, < 2 ppm water, < 0.1 ppm total hydrocarbons, < 0.5 ppm carbon monoxide, < 0.5 ppm 

carbon dioxide, balance nitrogen).  A known concentration of the gas phase species exits the 

mixing bulb and is directed to a UV–Vis spectrometer (HP 8452A) to monitor the concentration 

out of the bulb.  From the UV–Vis spectrometer, the flow is then directed into the ATR cell to 

measure uptake into the substrate.    

 

During the experiment, the IR beam interrogates the coated Ge ATR crystal shown in 

Figure 2-3. 

 

 

Figure 2-3.  Schematic of two different types of squalane coatings on the Ge ATR crystal. 
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How much the IR beam penetrates the liquid substrate can be calculated using the depth of 

penetration (dp), 

 

𝑑𝑝 =  
𝜆1

2𝜋(𝑠𝑖𝑛2𝜃 −  𝑛21
2 )1/2

 
2.1 

 

where n1 and n2 are the refractive indices of the crystal and liquid substrate, respectively, λ1 is the 

ratio of the desired wavelength of the specific compound (liquid substrate) over n1, n21 is the 

ratio of n2 over n1, and θ is the angle of incidence.172  Using the reported refractive indices for 

squalane and Fomblin ® (Table 2-1) the depth of penetration for both substrates can be derived.  

The depth of penetration for squalane is 0.23 μm at 2800 cm-1, corresponding to the –CH stretch. 

The depth of penetration for Fomblin ® at 1230 cm-1, reflecting the –CF3 stretch, is 0.52 μm.  

Based on these values for the depths of penetration for squalane and Fomblin ®, only a small 

portion of the thick films is being interrogated. 

 

II. Generation and Uptake of Gas Phase Species onto SOA 

Uptake experiments were repeated using laboratory generated SOA in order to see if the 

dependence of uptake on chemical composition and viscosity holds true for SOA.  SOA was 

generated using a stainless steel, large volume flow reactor173 using 1 ppm α-pinene and ~ 500 

ppb ozone as the gas phase precursors.  The total flow in the reactor was 20 L min-1.  SOA was 

impacted onto a Ge ATR crystal using a custom–built impactor described in detail previously 

and shown in Figure 2-4.56   
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Figure 2-4.  Schematic of impactor used in SOA ATR studies.  Figure adapted from Kidd et al.56 

 

Briefly, a large inlet (10 mm) directs particles through an aluminum plate with evenly 

spaced holes that form a centerline along this plate.56  The flow of particles is pumped through 

the impactor at 30 L min-1 and particles with enough momentum will impact onto the ATR 

crystal while smaller particles will travel along the edges of the crystal and out into the 

airstream.56  Particles exiting at the end of the flow reactor were impacted onto the ATR crystal 

as a function of impaction time, with longer impaction times collecting more mass and giving a 

stronger IR signal of the asymmetric –CH3 stretch as shown in Figure 2-5.  In these experiments, 

SOA collected for 10 minutes and 180 minutes impaction times were used in order to determine 

the effect of thickness on uptake of gas phase species.   
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Figure 2-5.  Plot of the –CH3 stretch peak areas for SOA as a function of impaction time. 

 

III. The Use of Self-Assembled Monolayers to Avoid Uptake onto Clean Crystal 

Surfaces 

 Self–assembled monolayers (SAMs) consist of a trichlorosilane group that attaches to a 

silanol surface with the alkyl chain exposed to the interface.  The SAM used in these 

experiments was made from octadecyltrichlorosilane (C18 alkyl SAM; 97% Gelest Inc.) as 

shown in Figure 2-6. 

 

 

Figure 2-6.  Structure of octadecyltrichlorosilane (C18 alkyl SAM). 

  

As discussed in Chapter 3, Section III, uptake of polar gases onto the clean Ge crystal 

was observed.  Therefore, SAMs were employed to shield the crystal from the incoming polar 

gas phase species.  The C18 alkyl terminated SAM was deposited onto a silicon (Si) ATR crystal 
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(Pike Technologies, 80 mm x 10 mm x 4mm, 10 reflections) that was boiled in isopropyl alcohol 

prior to use.  The crystal was placed inside a custom–built Teflon holder that has an open slot 

exposing the surface of the ATR crystal.  To achieve a concentration of 2.15 mM, 6.8 μL of the 

C18 alkyl SAM was dissolved in 8 mL hexadecane.  The 2.15 mM SAM solution was used to fill 

the open area of the Teflon holder containing the Si ATR crystal.  The SAM solution was left to 

react with the Si ATR surface for approximately 45 min.  The crystal was then removed from the 

holder and boiled in dichloromethane to remove any unreacted SAM.  This procedure was 

repeated two more times to ensure a complete and even coating of the SAM onto the Si ATR 

crystal.  In preparation for experiments, the C18 coated Si ATR crystal was placed in a 

commercially available horizontal flow–through ATR holder and purged with ultra–zero 

(Praxair, 19.5–23.5% oxygen, < 2 ppm water, < 0.1 ppm total hydrocarbons, < 0.5 ppm carbon 

monoxide, < 0.5 ppm carbon dioxide, balance nitrogen) air to eliminate impurities and achieve a 

“dry” system.  A thick film of Fomblin was then used to coat the C18 coated Si ATR crystal.  A 

volume of 0.15 mL Fomblin ® was used as described in Chapter 2 Section I to give a 400 μm 

estimated thickness.  

 

IV. Reaction of Gas Phase Amines with Soild Dicarboxylic Acids Using a Custom–Built 

Flow System 

The design of the borosilicate glass flow system is shown in Figure 2-7.   
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Figure 2-7.  Schematic of the flow reactor coupled to the QMS.  IG = ion gauge.  PFT = total 

pressre in the flow reactor (Torr).  MFC = mass flow controller. 

 

The total length of the flow reactor is 62 cm, with an inside diameter of 3 cm and it is interfaced 

to a quadrupole mass spectrometer (QMS, Extrel Core Mass Spectrometers).  Coatings of the 

dicarboxylic acids (diacids) include oxalic (C2; Sigma–Aldrich), malonic (C3; Alfa–Aesar, 

Sigma–Aldrich), succinic (C4; Sigma–Aldrich), and glutaric (C5; Sigma–Aldrich) acids (Figure 

2-8), all with a stated purity of ≥ 99%, and were used as received.  The flow reactor was not 

water cooled and therefore all experiments were performed at ambient temperatures.   
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Figure 2-8.  Structures of diacids used in flow reactor studies. 

 

Milli–Q ™ water (Mili–Pore, 18.2 MΩ cm) was used to wet the inside of the flow reactor.  The 

diacid of interest was then deposited onto the inner wall of the flow reactor and dispersed by 

rolling a plastic tube around the inside of the flow reactor.  A flow of dry nitrogen (Praxair, 

99.999%) was used to dry the excess water from the diacid.  

 

The reactions of amines with solid diacids were studied to measure their uptake 

coefficients.  A moveable inlet with six 0.5 mm perforated spokes was used to introduce the gas 

phase reactant whose loss is followed with time to obtain first–order kinetics as it reacts with the 

solid substrate coating the flow reactor.  The amines used in this study were n–butylamine (BA) 

and sec–butylamine (sBA) (Figure 2-9). 

 

 

Figure 2-9.  Structures of gas phase amines used in flow reactor studies. 
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Gas phase species were introduced from a trap containing liquid BA (Sigma–Aldrich, 

99%) or sBA (Sigma–Aldrich, 99%), where helium (Praxair, 99.999%) flowed over the 

headspace.  The gas travels through a flowmeter (Matheson 610A), which was calibrated using a 

Gilibrator (Sensidyne) as a function of the black ball reading on the flowmeter (Figure 2-10).  

The flow of the gas phase species was controlled with various needle valves.   

 

 

Figure 2-10.  Calibration curve for 610A flow meter using Helium. 

 

Nitrogen (Praxair, 99.999%) or argon (Praxair, 99.999%) was introduced through a stop–

cock upstream from the QMS as a bulk carrier gas at a flow rate of 190 – 200 cc min-1 based on 

the desired concentration of the amine, giving total pressures of 0.8 – 1.0 Torr inside the reactor.  

Average flow speeds in the reactor were calculated to be 414 ± 20 cm s-1 (2σ) using the equation 

𝑃0𝐹𝑡𝑜𝑡

𝐴𝑃𝐹𝑇
, where A is the area of the flow reactor (cm2), PFt is the total pressure in the flow reactor 

(atm), P0 is the pressure of the gas phase species at 1 atm, and Ftot is the total flow rate in the 

flow reactor.  Recall that experiments in the flow reactor were conducted at ambient 
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temperatures.  Initial concentrations of the amines ranged from (3 – 30) × 1013 molecules cm-3.  

The amine was allowed to condition the system until a steady amine signal was achieved.  No 

uptake of the amines on a clean flow reactor was observed. 

 

The flow of gas molecules exiting the flow reactor entered the QMS via a pinhole of 1 

mm in diameter.  The molecular beam then passed through a 2 mm diameter skimmer to 

narrowly direct the beam into the ionizing region.  The beam of amine molecules exiting the 

skimmer was then chopped with an 800 Hz tuning fork chopper (American Time Products, 

L40CB, model 5AR driver,) connected to a lock–in amplifier (Princeton-Applied Research, 

Model 5209).  This allows for only those components that are chopped at 800 Hz to be measured 

by the lock–in amplifier, thus improving signal–to–noise.  Operation of the mass spectrometer 

was controlled using Merlin Automation Data System software (Extrel, Version 3.0).  The amine 

signal was monitored using the H2C=NH2
+ fragment ion at m/z 30 for BA and H2C=NH(CH3)

+ at 

the m/z 44 fragment ion for sBA.174 

 

The signal of the amine peak as a function of time was monitored using the Merlin 

Automation Software.  The average signal (Imeasured) and background signal (Ibackground) at t = 0 s 

(I0) and time, t, were subtracted to give the total signal (Itotal).  A plot of ln(Itotal,t)/(I0) against 

reaction time was used to measure first–order rate constants for the amines on each diacid.  

Uptake coefficients are subsequently measured using Equation 2.2. 

 

𝛾 
𝐴

𝑉
√

𝑅𝑇

2𝜋𝑀
= 𝑘 2.2 
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Equation 2.2 takes into account the geometric surface area of the diacid (A, cm2), the reacted 

volume of the flow reactor (V, cm3), the measured first–order rate constant (k, s-1), the uptake 

coefficient (γ), and R, T, and M are the gas constant (J K-1 mol-1), temperature (K), and molar 

mass (kg mol-1), respectively. 

 

 All parameters except for the surface area of the diacids were easily measured.  The 

maximum total surface area of the diacid was calculated using Equation 2.3. 

 

𝐴 = 𝑙2 ∗ 5 ∗ 𝑁 2.3 

 

The crystals were assumed to be cubic in structure.  The length of the edge of a diacid crystal is 

represented by l, five indicates the sides available for reaction, and N is the number of crystals on 

the flow reactor coating.  These variables were all measured independently.  First the surface 

area of one crystal was calculated by measuring one edge of the crystal.  Dial calipers were used 

to measure the edge of a crystal and an average length of 20 crystals was used to obtain average 

lengths as shown in Table 2-2. 
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Table 2-2.  Diacid edge lengths measured using dial calipers.  Averages are of 20 crystals. 

Diacid Edge Length (l) μm ± 1σ 

Oxalic (C2) 690 ± 340 

Malonic (C3) 700 ± 370 

Succinic (C4) 680 ± 230 

Glutaric (C5) 780 ± 480 

 

Next, the total number of crystals was measured using the ratio of the total volume of the 

diacid on the flow reactor and the volume of a single diacid crystal.  The volume of a diacid 

crystal was calculated using the average edge length of the crystal.  The total volume of the 

diacid coating was obtained by taking the mass of the coating that was scrapped off after a run 

divided by the density of the diacid.  Masses from initial studies with BA on malonic acid (C3) 

were obtained from rinsing off the coating with nanopure water and boiling the mixture to 

evaporate the water and subsequently taking the mass of the resulting solid.  The temperatures of 

the heated aqueous solutions were around 90 °C.  Malonic acid (C3) decomposes at 140 °C175 

and therefore, it can be assumed that all the malonic acid (C3) is recovered from the rinsed off 

coating.  Due to the assumptions of nature of the coating, variability in coatings from sample to 

sample, and the large spread in edge lengths (Table 2-2), the largest source of uncertainty in the 

uptake coefficients stem from the diacid surface area. 

 

Method validation for the flow reactor was performed by looking at the uptake of HNO3 

on NaCl and comparing the uptake coefficient to literature values.  Nitrogen was flowed through 

a trap containing a 70% solution of HNO3 (Sigma-Aldrich, 99%) and passed through the same 
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configuration as discussed above.  The flow reactor was coated with NaCl (Fisher-Scientific, 

certified ACS crystalline) using the procedure stated previously.  The average length of the NaCl 

crystals was 550 μm.  The concentration of HNO3 in the flow reactor was ~ 2 × 1014 molecules 

cm-3 giving an uptake coefficient of (3 ± 2) × 10-3 (± 1σ) which is in good agreement with the 

accepted value of approximately 10-3 to 10-2 measured from various studies.176-179 

 

V. Uptake of Gas Phase Amines on Diacid Slurries 

Continuous flow reactor experiments on solid diacids and NaCl coatings gave rise to a 

buildup of salt around where the pinhole mounts in the front chamber.  In addition, experiments 

with solid coatings resulted in large uncertainties due to assumptions made regarding the shape 

and arrangement of the crystals.  Therefore, the coating method was altered to a slurry coating.  

  

 Supersaturated solutions of malonic (C3) and glutaric (C5) acids were created in 

nanopure water and heated to near boiling.  These solutions were considered supersaturated 

when diacid crystals were no longer dissolved in the solution.  A cloth glove was dipped into the 

solution and used to evenly spread the saturated solution onto the flow reactor walls.  Excess 

solution was poured out of the flow reactor and the reactor was subsequently dried with nitrogen 

(Praxair, 99.999%).  Once dried, a thin coating of the diacid was left behind, rather than solid 

crystals fixed to the flow reactor walls.  The “slurry” coatings have the benefit of eliminating the 

uncertainty in the surface area because the error in accounting for the number of crystals and 

available sides for reaction is not involved.  Instead, the surface area of the flow reactor was used 

as the reactive surface area. 
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Coatings of oxalic (C2) and succinic (C4) acids were not as straightforward.  For oxalic 

acid (C2), a saturated solution was prepared as mentioned for the odd carbon diacids, and 

subsequently heated.  A cork was placed at the end of the flow reactor and the hot solution was 

poured inside and swirled.  This rinsing method was repeated a few times and excess solution 

was poured out and nitrogen (Praxiar, 99.999%) was flowed through the reactor to dry the 

coating.  It is important to note that leaving an oxalic acid (C2) coated flow reactor interfaced to 

the QMS for extended periods of time pumped off the thin coating.  This could be due to its very 

high vapor pressure (1.1 × 10-7 atm at 296 K)136 compared to the other diacids.  A similar 

method was used to coat succinic acid (C4) onto the flow reactor.  

 

 Uptake coefficients were calculated using Equation 2.2, however assumptions for the 

reactive surface area were different for the slurry experiments than for the solid coatings.  It was 

assumed that there was an even coating on the flow reactor walls.  Therefore, the surface area of 

the flow reactor was used in Equation 2.2. 

 

VI. Knudsen Cell Studies of Amines/Ammonia on Diacids 

 A second approach using a Knudsen cell was applied to obtain uptake coefficients for 

amines on diacids.  The Knudsen cell was interfaced to a quadrupole the QMS which has been 

described in detail previously.176  Orifice diameters of either 1.40 or 6.28 mm were used in these 

experiments (Figure 2-11). 
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Figure 2-11.  Schematic of the Knudsen cell interfaced to the QMS.  IG = ion gauge. 

 

Total pressure in the cell was measured using a Pirani pressure gauge (Edwards) with an 

active gauge controller (Edwards) and was maintained at ≤ 0.3 mTorr to stay in the free 

molecular regime.180-182  All experiments were performed at ambient temperature (296 ± 1 K).  A 

modified Petri dish, coated with halocarbon wax (Halocarbon Products Corporation, Series 

1500), was used to hold the diacid crystals.  Malonic acid (C3), succinic acid (C4), glutaric acid 

(C5), adipic acid (C6), pimelic acid (C7), and suberic acid (C8) (Figure 2-12), all with a stated 

purity of ≥ 99% (Sigma-Aldrich), were sieved using two mesh sizes (U.S. Standard) and the 

crystals which passed through the larger mesh, but not the smaller, were used.   
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Figure 2-12.  Structures of diacids used in Knudsen cell studies. 

 

This gave average crystal sizes over a narrower size range than from unsieved samples (Table 

2-3).  Sieves used in these experiments gave particles with average sizes in the range from 125 to 

850 μm, depending on the diacid. 

 

Table 2-3.  Sieve sizes and corresponding average lengths of each diacid crystal.  Average 

lengths were derived from a sample size of 20 crystals. 

Diacid Sieve Sizes (μm) Length ± 2σ (μm) 

Malonic (C3) 425 – 500 519 ± 222 

Succinic (C4) 425 – 500 443 ± 114 

Glutaric (C5) 500 – 850 856 ± 338 

Adipic (C6) 125 – 250 173 ± 82 

Pimelic (C7) 500 – 850 742 ± 326 

Suberic (C8) 125 – 250 132 ± 86 

 

For all experiments, the solid diacid crystals formed less than a monolayer of crystals on 

the sample holder.  This is a significant advantage because the diffusion of the amine into 
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multiple layers of the diacid does not have to be taken into account.  The diacids were isolated 

from the rest of the cell by a moveable lid mounted on a vacuum feedthrough that could be raised 

to expose, or lowered to isolate, the diacid from the amine.  Before the introduction of amine, 

each diacid sample was pumped on for 20 minutes to remove loosely bound water. 

 

Introduction of the amine into the Knudsen cell was accomplished via a vacuum 

manifold.  Figure 2-13 shows the gas phase amines and ammonia used in the Knudsen cell 

experiments. 

 

 

Figure 2-13.  Gas phase amines and ammonia used in Knudsen cell studies. 

 

The sources and purities were as follows: methylamine (MA; Sigma-Aldrich, ≥ 98%), 

ethylamine (EA; Sigma-Aldrich, 97%), dimethylamine (DMA; Sigma-Aldrich, ≥ 99%), 

trimethylamine (TMA; Sigma-Aldrich, ≥ 99%), and ammonia (Matheson, 99.99%).  For 

experiments at concentrations of (3 – 6) × 1012 molecules cm-3 the gas phase species was placed 

in a 5 L evacuated bulb.  Liquid BA was placed in a 50 mL bulb and underwent three freeze–

pump–thaw cycles before filling the manifold and an attached 5 L evacuated bulb.  Experiments 

performed at concentrations of (3 – 5) × 1011 molecules cm-3 amine or ammonia involved 

diluting the pure gas phase species with helium (Praxair, 99.999%) in the 5 L bulb.  The gas 
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phase amine or ammonia was introduced into the cell via a stainless steel needle valve and 

allowed to condition the cell and QMS until a steady signal was observed in the mass spectrum.  

The volume of the manifold and mixing bulb was sufficiently large that only small drops in the 

monitored driving pressure was observed with the needle valve open during the course of these 

experiments.   

 

The following fragments were monitored on the QMS: for MA, EA, and BA m/z 30 

(H2C=NH2
+); DMA m/z 44 (H2C=NH(CH3)

+); TMA m/z 58 (H2C=N(CH3)2
+).  The background 

intensity of m/z 17, which corresponds to the most intense fragment of ammonia (NH3
+), was 

significant without added ammonia due to background water.  Therefore, the ion at m/z 16 

(NH2
+) for ammonia was used instead.  There was still a contribution from background water at 

this mass, but it was about an order of magnitude smaller than that at m/z 17. 

 

Uptake coefficients (γ) were calculated using Equation 2.43, 180 by monitoring the 

background corrected signal intensity of the amine when the moveable lid was closed (I0) to 

cover the diacid sample and the signal intensity when the lid was opened (Ir) to expose the diacid 

to the amine: 

 

𝛾 = (
𝐼0

𝐼𝑟
− 1) (

𝐴𝑜𝑟𝑖𝑓𝑖𝑐𝑒

𝐴𝑠𝑢𝑟𝑓
) 2.4 

 



29 

 

Aorifice and Asurf are the areas of the orifice and diacid surface area, respectively.  Note that these 

are effective uptake coefficients that are calculated using assumed geometric crystal surface 

areas.  As discussed below, the actual reactive surface areas may be different.   

 

By measuring the average length of 20 sieved diacid crystals with dial calipers, and 

assuming a cubic structure with five sides that can react, the average exposed surface area of a 

single crystal was estimated.  The total surface area was then calculated using the average 

exposed surface area for one crystal multiplied by the total number of crystals for each sample.  

For C3, C4, C5, and C7 diacids, the total number of crystals in an experiment was calculated 

from the measured total mass (Sartorius scale model 1702, ± 0.0001 g) of diacid and the average 

mass per crystal.  The mass per crystal was derived separately by counting the number of crystals 

used to obtain a measured mass of the order of 0.01 g.  However, for adipic (C6) and suberic 

(C8) acids, the crystals were much smaller in size and photographs of the samples of mass ~0.01 

g were used to physically count the number of crystals and thus obtain the average mass per 

crystal. 

 

Sources of uncertainties in the calculated uptake coefficient arise in the variability of the 

signal intensities, the number of crystals, and the measured diameters of the orifices.  However, 

the major source of uncertainty was the estimated total exposed surface area, which is dependent 

on the average measured size of sieved crystals and the assumption of a cubic crystal with five 

sides exposed for reaction.  As shown in Table 2-3, the 2σ uncertainties in crystal size were as 

large as 65%.  In addition, if crystals were assumed to be spherical instead of cubic, the surface 

area would be smaller by 60%, resulting in a corresponding increase in uptake coefficient.  All 
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sources of uncertainty were treated as independent and the cumulative uncertainty in the uptake 

coefficient was determined using propagation of errors.183   

 

VII. Formation of Aminium Salts and Viscosity Measurements  

Evaporation of aqueous mixtures of amines with C2, C3, and C5 monocarboxylic acids 

have been previously shown to form ionic liquids (ILs).184  In order to determine whether or not 

the amines and/or ammonia and dicarboxylic acids form ionic liquids, 2:1 and 1:1 molar ratios of 

aqueous amine–diacid mixtures were prepared in Mili–Q TM water (Mili–Pore, 18.2 MΩ cm).  

For BA, the pure liquid was used and for all other amines and ammonia aqueous solutions of MA 

(Sigma-Aldrich, 40% wt. in H2O), EA (Sigma-Aldrich, 66.0 – 72.0% wt. in H2O), DMA (Sigma-

Aldrich, 40% wt. in H2O), TMA (Sigma-Aldrich, 45% wt. in H2O), and ammonium hydroxide 

(Fisher Scientific, 29% wt.) were used.  Solutions were placed in a rotovap (Wheaton, SPIN-

VAP) where water was evaporated off at 80 – 90 oC.  The resulting extracts were stored under 

either nitrogen (Praxair, 99.999%) or ultra-zero air (Praxair, 19.5–23.5% oxygen, < 2 ppm water, 

< 0.1 ppm total hydrocarbons, < 0.5 ppm carbon monoxide, < 0.5 ppm carbon dioxide, balance 

nitrogen).  As described below, these procedures resulted in solid salts in some cases, and 

viscous liquids in others.   

 

For mixtures resulting in liquids, viscosity was measured using the falling sphere 

viscometer technique.  Briefly, the liquid is placed in a graduated cylinder and a 4.36 mm metal 

sphere of known density (7.96 × 103 kg m-3) was allowed to fall through the liquid.  The 

relationship between velocity of the falling sphere and viscosity of the liquid is given by 

Equation 2.5,185 
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𝜇 =
2𝑔𝑟2(𝜌𝑠 − 𝜌𝑓)

9𝑉
 

2.5 

    

where µ is the viscosity of the fluid (Pa s), g is the gravitational constant (9.8 m s-2), r is the 

radius of the sphere (m), ρs and ρf are the densities of the sphere and fluid (kg m-3), respectively, 

and V is the velocity of the sphere falling through the liquid (m s-1).  Videos of the sphere falling 

through the viscometer next to a ruler and stopwatch were recorded.  Playback of the videos in 

slow-motion allowed for determination of the sphere’s velocity by recording the distance 

travelled and the time.  The density of the fluid was calculated separately from the measured 

mass of the liquid and the volume measured in a graduated cylinder.  

 

VIII. Reaction of Amines and Diacids Using a Flow Reactor and Direct Analysis in Real 

Time Mass Spectrometry (DART-MS) 

 Reactions of TMA and BA with the diacids were also investigated using a flow reactor 

followed by analysis using direct analysis in real time mass spectrometry (DART–MS).186  

DART–MS is an atmospheric pressure, soft ionization technique in which the configuration 

allows for online analysis by direct introduction of the particle stream exiting the flow reactor as 

shown in Figure 2-14 (inset). 
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Figure 2-14.  Schematic of the flow reactor used to measure reactions of amines with diacids.  

Inset is the DART interface.  Adapted from Zhao et al.186 

 

 Diacid particles were generated by atomizing a 1 g L-1 solution in nanopure water using 

an atomizer (TSI, 3076) and passing them through a series of two diffusion dryers (TSI, 3062).  

The dessicant inside the dryers was replaced daily to maximize the efficiency of minimizing the 

amount of water associated with the particles.  Gas phase TMA was generated by flowing 1.0 L 

min-1 clean, dry ultra–zero air (Praxair, 19.5–23.5% oxygen, < 2 ppm water, < 0.1 ppm total 

hydrocarbons, < 0.5 ppm carbon monoxide, < 0.5 ppm carbon dioxide, balance nitrogen) through 

a U–shaped holder housing a permeation tube containing the pure liquid (VICI Metronics Inc.).  

BA in the gas phase was achieved by injecting a 1% (v/v) solution in nanopure water using a 

syringe pump into a flow of 0.5 L min-1 dry air.  The concentration of TMA was measured by 

collection of the gas phase amine onto a weak cation exchange resin followed by analysis using 

ion chromatography as described elsewhere.85  BA concentrations were calculated using the rate 
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of aqueous solution injected, while taking into account the dilution of BA, and the total flow in 

the reactor.  Both amines were at concentrations of 50 ppb.  The total flow in the reactor was 2.0 

L min-1 giving a residence time of 44 s.  

  

The particle stream was then passed through a denuder to measure particle phase amines 

exiting the flow reactor or directly into the DART source to measure gas + particle bound 

amines.  These values were used to determine the particle phase fraction of amine taken up into 

the diacid, Fp, and thus compare uptake of amines based on their structure, as well as the 

structure of the diacid.  
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CHAPTER 3:  RESULTS – REACTIONS OF GAS PHASE SPECIES ON SOA MODELS  

 

The uptake of gas phase species of differing polarities onto low viscosity liquids was 

chosen in order to study the rapid diffusion of the gas phase species into the liquid substrates, 

without diffusion limitations.  Next, uptake of the gas phase species into laboratory generated 

SOA was conducted to analyze the effects of increasing the viscosity of the substrate. Lastly, 

uptake of the gases into low viscosity liquids containing a differing number of polar groups was 

carried out to determine the effect of uptake on increased presence of polar functional groups. 

 

I. Characterization of Squalane Coatings  

Figure 3-1 shows the IR spectrum of squalane droplets, prepared as described in Chapter 

2 Section I, with specific stretches for squalane including the –CH3 stretch observed at 2952 cm-1 

and –CH2 stretches observed at 2933 and 2852 cm-1.187 
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Figure 3-1.  IR spectrum of squalane droplets. 

 

The intensity of the –CH3 and –CH2 stretches differed for nebulized droplets vs. a 90 μm thick 

film of squalane.  Figure 3-2 shows the peak height of the asymmetric –CH3
 stretch as a function 

coating thickness as indicated by the number of nebulized coats on the ATR crystal.  Ten coats 

of squalane was used to coat the crystal for subsequent experiments as it is well below the 

plateau.  Thick coatings at the plateau are not fully interrogated by the IR beam and the surface 

where gas uptake takes place is most likely above the depth of penetration.  Asymmetric  

–CH3 intensities for a 90 μm thick film of squalane are equal to the plateau region for nebulized 

droplets. 
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Figure 3-2.  Peak height of the asymmetric –CH3 stretch for nebulized squalane droplets as a 

function of coats on the ATR crystal. 

 

II. Uptake of Non–Polar Gases on SOA and SOA Models   

Figure 3-3 shows the IR spectrum of neat IBN taken using a transmission cell.  The 

characteristic peaks of organic nitrates appear at 1630 and 1230 cm-1, corresponding to  the 

asymmetric and symmetric –ONO2 stretches, respectively.187, 188   
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Figure 3-3.  IR spectrum of neat IBN using a transmission cell with CaF2 windows. 

 

Gas phase IBN (20 ppm, 4.9 × 1014 molecules cm-3) in 1 atm of air was introduced in the flow 

cell via syringe pump and mixing bulb, as described in Chapter 2, Section I, at room temperature 

(298 K) under dry conditions.  Figure 3-4 shows the presence of the asymmetric and symmetric  

–ONO2 peaks at 1630 and 1280 cm-1 respectively, only during IBN flow for both a thick film 

(Figure 3-4a) and squalane droplets (Figure 3-4b). 
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Figure 3-4. Spectra showing uptake of 20 ppm IBN on a) a thick film and b) squalane droplets. 

Baselines adjusted for clarity. 

 

 The absorbance of the 1280 cm-1 –ONO2 peaks was converted to number of IBN 

molecules in a thick film of squalane.  First, the volume of squalane on the crystal was calculated 

using the effective thickness (0.46 μm) and the area of the crystal containing the thick film of 

squalane (3.75 cm2).  The effective thickness was calculated by taking the average of the relative 

effective thicknesses for perpendicular and parallel polarization using Equations and 3.1and 3.2, 

respectively.172  Variables include n1 and n2, which are the refractive indices of the crystal and 

squalane, respectively, λ1 is the ratio of the desired wavelength of the specific compound 

(squalane) over n1, n21 is the ratio of n2 over n1, and θ is the angle of incidence.172 
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Next, the number of squalane molecules in the thick film was calculated using the 

volume, density, and molar mass of squalane (Table 2-1).  Since squalane has eight methyl 

groups, the total number of methyl groups in a given volume of squalane can also be computed 

by multiplying eight by the total number of squalane molecules.  The ratio of the –CH3 stretch in 

the IBN + squalane spectrum to squalane only and the total number of methyl groups in a 

molecule of squalane were used to calculated the number of IBN molecules in a given sample of 

squalane.  From there, the number of IBN molecules in a thick film of squalane can be plotted as 

a function of time shown for a typical set of data in Figure 3-5a.   

 

The number of IBN molecules in squalane droplets (Figure 3-5b) was derived in a 

different manner.  First, to find the total number of squalane molecules in the droplets, the total 

number of squalane molecules in a thick film was multiplied by the ratio of the –CH3 

absorbances of the droplets to the thick film.  The total number of –CH3 groups in the droplets 

was calculated by multiplying the total number of squalane molecules in the droplets by eight, 

since there are eight methyl groups in squalane.  Next, the total number of methyl groups 

attributed to IBN in squalane is equal to the total number of IBN molecules multiplied by two, 

since there are two methyl groups in IBN.  Rearrangement of this equality allows for the 

calculation of IBN molecules in squalane. 
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Figure 3-5. Typical plots of the number of IBN molecules in a) a thick film and b) squalane 

droplets as a function of time. 

 

Using these plots, the Henry’s law constant (solubility) of IBN at equilibrium and the 

uptake coefficient of IBN on squalane can be determined.  The Henry’s law constant for a gas in 

a liquid droplet can be calculated using Equation 3.3,3 

 

[𝑥] = 𝐻𝑥𝑃𝑥 3.3 

 

where [x] is the equilibrium concentration of species x in solution (mol L-1), Hx is the Henry’s 

law constant (M atm-1), and Px is the partial pressure of the gas at equilibrium (atm).  The 

concentration of IBN at equilibrium can be calculated using the moles of IBN at equilibrium 

from the number of molecules at equilibrium for both a thick film and squalane droplets (Figure 

3-5a and b, respectively) keeping in mind that the volume of squalane differs for a thick film and 

squalane droplets.  The partial pressure of 20 ppm IBN at equilibrium was the same for both 

cases of squalane and converted into units of atm (20 × 10-6 atm).  Table 3-1 shows the 

calculated Henry’s law constants for a thick film and droplets of squalane. 
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Table 3-1. Measured Henry's law constantsa 

Squalane Coating Hx (M atm-1) 

20 ppm IBN on thick film of squalane 147 ± 23 (2σ) 

20 ppm IBN on squalane droplets 122 ± 11 (2σ) 

a Using [x] = HxPx 

 

 As observed in Table 3-1, there is not a significant difference in the Henry’s law 

constants between the two films.  This is expected since the measurement of the Henry’s law 

constant is a measure of solubility, and it both cases, it measures solubility of IBN in squalane.  

Since there is no significant difference in the measured Henry’s law constants for a thick film 

and droplets of squalane, it suggests that IBN rapidly diffuses down to the depth of penetration in 

a thick film of squalane, consistent with rapid diffusion due to the low viscosity of squalane.  For 

comparison, a study of Henry’s law constants for synthesized hydroxy nitrates range from (5 – 

36) × 103 M atm-1 in water.160, 189  The increased polar groups help facilitate solubility in water, 

thus giving higher Henry’s law constants that would be expected for IBN in a non–polar solvent 

such as squalane.  

 

The Henry’s law constant was also calculated using the initial rate of uptake by plotting 

Equation 3.4,3  
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𝑟𝑎𝑡𝑒 = [𝐼𝐵𝑁]𝐻𝑅𝑇√
𝐷𝑙

𝜋𝑡
  3.4 

 

where H is the Henry’s law constant in units of M atm-1, Dl is the self–diffusion coefficient for 

squalane (10-6 cm2 s-1), R is the gas constant (82.06 cm3 atm mol-1 K-1), and T is the temperature 

(298 K).  The rate (molecules cm-2 s-1) was calculated using the exponential curve fit from the 

plot of IBN molecules vs. time (Figure 3-5a and b) and taking the slope at each point.  The rate 

was then plotted against t-1/2 (Figure 3-6) where the slope of the line is equal to [𝐼𝐵𝑁]𝐻𝑅𝑇√
𝐷𝑙

𝜋
.  

All other constants are known and thus Henry’s law constant can be determined.  Henry’s law 

constants for other atmospherically relevant gases have been derived previously using variations 

of this method.190-192 
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Figure 3-6. Plot of the rate of IBN molecules on squalane droplets per area vs. t-1/2 of for the 

linear uptake region. 

  

The plot of rate of IBN molecules on a thick film of squalane vs t-1/2 was not linear and 

thus an accurate determination of the Henry’s law constant was not achieved.  The Henry’s law 

constant for 20 ppm IBN on squalane droplets using the initial region was calculated as 

H = 1.1 ± 0.9 (2σ) M atm-1.  This value is about 100 times smaller than the Henry’s law constant 

determined using the concentration of IBN in squalane at equilibrium (Table 3-1).  Reasons for 

this difference are discussed as the following.  According Koop et al.,37 for a particle with a 

diameter of ~ 400 nm and diffusion coefficient of ~10-6 cm2 s-1 (corresponds to low viscosity 

liquid such as squalane), the equilibrium time is around 1 ms.  However, according to the first 

data point in Figure 3-5b, IBN has not yet established equilibrium with squalane even though this 

data point is at t = 30 seconds.  This may be due coagulation of squalane droplets causing a 

larger distance for IBN to diffuse into, which would give longer equilibrium times than that 

estimated using the diameter of the nebulized droplets.  Second, it is assumed that the nebulized 
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droplets are spherical in nature, however since squalane is a low viscosity liquid, the droplets 

most likely flattening as the hit the crystal.  Therefore, at the first IR scan, the system is at an 

“intermediate” state where gradient of IBN diffusion and evaporation is established.  At this 

point in the experiment, the amount of IBN entering the coagulated squalane droplets is greater 

than what is coming out as shown in Figure 3-7.     

 

 

Figure 3-7. Schematic representation of IBN coming to equilibrium with squalane droplets. 

 

The uptake coefficient for 20 ppm IBN in squalane droplets was determined using the 

plot in Figure 3-5b.  The slope extrapolated at t = 0 seconds was used for the rate and the uptake 

coefficient, γ, was calculated using Equation 3.5,3 

 

𝑅𝑎𝑡𝑒 =  𝛾 𝐴 [𝐼𝐵𝑁]√
𝑅𝑇

2𝜋𝑀
 3.5 

  

where A is the area (cm2) of the squalane droplets, and M is the molar mass (g mol-1) of IBN, R, 

T, and M are the gas constant (J K-1 mol-1), temperature (K), and molar mass (kg mol-1), 

respectively.  The slope at t = 0 seconds was used because after t = 0, the data points start to 

plateau, due to the system establishing equilibrium.  The average uptake coefficient for 20 ppm 
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IBN on squalane droplets was calculated as γ = (7.5 ± 5) × 10-7 (2σ).  Again, because the uptake 

coefficient was calculated using the initial uptake region, this average value is considered a 

lower limit due to a small amount of IBN evaporating out as shown in Figure 3-7. 

 

The uptake of IBN onto a liquid substrate containing more polar groups was then carried 

out.  Figure 3-8 shows the IR spectrum of a thick film of Fomblin ® (400 μm)  with the only 

peaks present due to the CF groups of polyfluorinated compounds in the 1360-1090 cm-1 

region.187 

 

 

Figure 3-8.  IR spectrum of a thick film of Fomblin ®. 

 

During the flow of IBN, the asymmetric –ONO2 peak at 1648 cm-1 was only visible when the 

IBN flow (100 ppm, 2.5 × 1015 molecules cm-3) was on (Figure 3-9a).  The peak was followed as 

a function of time with and without the IBN flow (Figure 3-9b). 
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Figure 3-9. a) Uptake of 100 ppm IBN on a thick film of Fomblin ®. Baselines are adjusted for 

clarity. b) Absorbance of the asymmetric –ONO2 peak as a function of time. 

 

Quantification of how much IBN was present in a thick film of Fomblin ® proved to be difficult.  

Since Fomblin ® does not have a –CH3 stretch, it is not possible to calculate the fraction of IBN 

molecules in Fomblin ® using the same method as described with squalane.  One method that 

was attempted was to create a calibration curve of the peak height of the –ONO2 peak at 1648 

cm-1 vs. moles IBN per liter of Fomblin ®.  For that, a demountable liquid cell was used in which 

the cell consisted of KBr windows sandwiched together with a Teflon spacer.  Figure 3-10 shows 

the resulting calibration curve. 
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Figure 3-10.  Calibration curve of moles of IBN in 1 mL Fomblin ®. 

 

As seen in Figure 3-10, the resulting calibration curve is not linear.  Many different 

factors can be contributing to this non-linearity.  First, IBN has a vapor pressure of 9.1 × 10-3 

atm193 and thus evaporates fairly quickly.  At small volumes of IBN (1 μL – 10 μL) it is likely 

that some of IBN is evaporating from the IBN/Fomblin ® mixture.  The volumes of IBN cannot 

exceed 10 μL because at absorbances greater than 1.0, deviations from Beer’s Law start to occur 

due to high concentrations.  Equal volumes of IBN in Fomblin ®, which would correspond to 

points beyond the last point in Figure 3-10, produced two separate layers even after mixing 

indicating IBN is not soluble in Fomblin ®, shown in Figure 3-11.   
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Figure 3-11.  Equal volumes of IBN and Fomblin ® after mixing. 

 

The plateau on the calibration curve may be due to IBN reaching saturation in 

Fomblin ®.  Only a qualitative approach on the solubility of IBN in Fomblin ® can thus be 

determined at this point.  The solubility of IBN in Fomblin ® is determined to be less than that of 

IBN in squalane due to the formation of two separate layers with equal volumes of IBN and 

Fomblin ®.  The mixing of equal volumes of IBN and squalane results in a single layer 

indicating that IBN is soluble in squalane.  The difference in the solubility of IBN in Fomblin ® 

is also indicative in that a higher concentration of IBN (100 ppm) was needed to see uptake in 

Fomblin ® compared to squalane (20 ppm).  It is expected that IBN should be less soluble in 

Fomblin ® than squalane due to the increased number of polar functional groups on Fomblin ®. 

 

Since IBN was not soluble in Fomblin ®, SOA was then used as a polar substrate.  SOA 

was generated and impacted onto a Ge ATR crystal for 10 minutes and placed in a horizontal 

flow–through ATR holder as described in Chapter 2, Section II.  Ultra–zero air was used to 

purge the system of any impurities and water.  The resulting spectrum is shown in Figure 3-12. 
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Figure 3-12.  IR spectrum of α-pinene/O3 SOA impacted for 10 minutes (blue) and 180 minutes 

(red). 

  

A concentration of 100 ppm (2.5 × 1015 molecules cm-3) IBN was used to measure uptake onto 

SOA because no nitrate stretches were observed in the spectra with concentrations lower than 

100 ppm.  Experiments were performed at 100 scans and 50 cc min-1 of the IBN/air mixtures.  

The intensity of the 1280 cm-1 –ONO2 peak was monitored as a function of time (Figure 3-13a) 

to monitor the uptake of IBN into SOA, with Figure 3-13b showing the intensity of the nitrate 

peak as a function of time.  The trend in uptake of IBN onto “thin” SOA is similar to that on 

squalane and Fomblin ®: fast diffusion in and fast diffusion out.   
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Figure 3-13.  a) IR spectrum of 100 ppm IBN in 10 min. impacted SOA.  b)  Peak area of the 

nitrate stretch at 1280 cm-1 as a function of time. 

 

In order to determine if thickness has any effect on uptake, SOA that was impacted for 

180 minutes was used.  As stated previously, the area of the asymmetric –CH2 stretch is higher 

the longer the impaction time (Figure 2-5), which translates to a thicker layer of SOA on the 

ATR crystal.  Figure 3-12 shows the IR spectrum of SOA impacted at 180 minutes.  The number 

of scans remained at 100 and 100 ppm of IBN at 50 cc min-1 was used to measure uptake.  Figure 

3-14a shows the IR spectrum of the uptake of IBN onto SOA impacted for 180 minutes.  As seen 

in Figure 3-14b, there are striking differences on the uptake of IBN onto a thicker layer of SOA.  

First, diffusion into SOA occurs on much longer time scales than for squalane, Fomblin ®, or 

even a thin (10 min impaction) layer of SOA.  Second, the time to reach equilibrium is much 

longer, about 5 hours and 45 minutes.  Lastly, IBN is slow to diffuse out of SOA impacted for 

180 minutes compared to squalane, Fomblin ®, and a thin layer of SOA.  This is consistent with 

the higher viscosity of α–pinene SOA (105 – 1014 Pa s)62, 194 compared to squalane (3.1 × 10-2 Pa 

s) and Fomblin ® (0.5 Pa s) 
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Figure 3-14.  IR difference spectrum of IBN on SOA impacted for 180 minutes under flow 

conditions.  B)  Peak area of the nitrate stretch as a function of time on 180 min. impacted SOA 

(purple) and 10 min. impacted SOA (green). 

 

III. Uptake of Polar Gases on SOA Models 

The uptake of 20 ppm hydroxyacetone (HA) on a thick film of squalane was carried out 

using the method stated above.  Figure 3-15 shows the IR spectrum of HA with the most 

prominent peaks coming from the carbonyl (1724 cm-1) and the –OH stretch (3426 cm-1).12 
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Figure 3-15.  IR spectrum of pure liquid hydroxyacetone (HA) using a transmission cell with 

CaF2 windows. 

 

Peak heights for the C=O stretch were very low when HA flow was introduced, as shown in 

Figure 3-16a.  Another interesting behavior of HA is that it remained even after the HA flow was 

shut off and air flow was introduced (Figure 3-16b).  Unlike IBN, hydroxyacetone sticks to the 

surface of the Ge crystal.  One reason for this is that the more polar hydroxyacetone has a higher 

affinity for the Ge surface rather than the hydrophobic squalane.   
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Figure 3-16.  a) Peak at 1704 cm-1 due to HA uptake into a thick film of squalane.  b) Trend of 

C=O peak height as a function of gas flow. 

 

Because of the preference of HA for the Ge crystal, a different polar gas phase species 

was chosen.  Figure 3-17 shows the IR spectrum of acetone, which is similar to HA in that the 

most prominent peak is due to the C=O stretch. 

 

 

Figure 3-17.  IR spectrum of neat acetone using a transmission cell with CaF2 windows. 
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The uptake of acetone on a thick film of squalane was also carried out; however, the intensity of 

the carbonyl stretch was low, with a high standard deviation of the signal.  The acetone signal, 

much like hydroxyacetone, remained even after acetone flow was shut off and air flow resumed, 

making reliable quantification difficult. 

 

Another possible factor that could be affecting the uptake of acetone is the vapor 

pressure.  Acetone has a vapor pressure of 0.3 atm,195, 196 which is 2 orders of magnitude higher 

than the vapor pressure of IBN (9 × 10-3 atm).193  In order to eliminate the variable of vapor 

pressure and still compare polarities, acetic acid was chosen to measure differences in uptake 

(vapor pressure = 1 × 10-2 atm).195, 196 

 

 Next, a polar gas phase species was paired with a polar substrate.  It was expected that 

because the two are of the same polarity, that the uptake and diffusion out will be rapid.  It was 

also hypothesized that the polar gas phase species will have a higher affinity for the polar 

substrate, rather than the Ge ATR crystal.  Again, Fomblin ® was chosen as the substrate and 

acetic acid as the gas phase compound, due to its vapor pressure being on the same order of 

magnitude as IBN.  The IR spectrum of acetic acid is shown in Figure 3-18.   
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Figure 3-18.  Gas phase IR spectrum of 200 ppm (4.9 × 1015 molecules cm-3) acetic acid in ultra 

zero air.  Pathlength of cell = 9 cm.  T = 295 K.  Ptot = 1 atm. 

 

A thick film of Fomblin ® was applied to the Ge ATR crystal as described previously to 

give a 400 μm thick coating.  A concentration of 100 ppm acetic acid at a flow rate of 

50 cc min-1 was used.  Figure 3-19 shows the peak area of the C=O stretch for uptake of acetic 

acid on a thick film of Fomblin ® (red trace).  Much like the uptake of HA and acetone on 

squalane, the acetic acid remains in the Fomblin ® once the flow is switched to air (open circles).  

Another interesting note is that even in the scenario of a polar gas/polar substrate, there is still 

considerable uptake onto a clean Ge ATR crystal (green trace). 
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Figure 3-19.  Peak area of C=O stretch for 100 ppm acetic acid in a thick film (400 μm) of 

Fomblin ® (red) and on a clean Ge ATR crystal (green).  Line indicates the swtich of gas phase 

acetic acid flow to only air flow.  Open symbols represent evaporation. 

 

 In order to potentially shield the ATR crystal surface from the polar gas phase speices, a 

SAM was deposited on the crystal surface as described in Chapter 2 Section III.  Figure 3-20 

shows the trend of the C=O stretch for acetic acid on the C18 SAM deposited on a Si ATR 

crystal (purple).  A rapid uptake onto the SAM was observed, leading to the conclusion that the 

acetic acid molecules may be sufficiently small in size and may be penetrating in between the 

SAM chains, indicating an increase in the C=O peak area when the IR spectrum is subtracted 

from the SAM alone.  Since the acetic acid signal did not fall to zero once the flow was switched 

to air only suggests that the acetic acid molecules may be trapped inside the SAM chains.  Note 

that experiments involving the SAM were done on a Si ATR crystal and a blank of acetic acid on 

a clean Si crystal without a SAM was not conducted.  However, since both the Ge and Si 
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surfaces are expected to be polar, the acetic acid is expected to have an affinity for the clean Si 

ATR crystal surface. 

 

 

Figure 3-20.  Peak areas of C=O stretch for acetic acid onto Fomblin ® (red) on a Ge crystal, a 

clean Ge ATR crystal (green), and the C18 SAM on the Si ATR crystal (purple).  Line indicates 

the swtich of gas phase acetic acid flow to only air flow.  Open symbols represent evaporation. 

 

IV. Conclusions 

The goal of the ATR–FTIR experiments was to characterize the uptake of gas phase 

species of differing polarities onto low viscosity liquids and laboratory generated SOA.  The 

differing polarities of the gas phase species as well as the difference in viscosities of squalane, 

Fomblin ®, and SOA were analyzed to determine if the chemical properties of both the gas and 

condensed phases affect how the gas phase species are taken up into the substrates. 
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ATR–FTIR proved to be useful for studying uptake of a low polarity gas phase species 

onto a non–polar liquid substrate, such as squalane.  However, the uptake was rapid, in that the 

time dependence of the initial uptake region could not fully be captured.  At the time that the first 

IR scan is taken, evaporation of IBN could be occurring simultaneously with uptake.  Because of 

this occurrence, we only estimate a lower limit for the uptake coefficient.  Uptake of IBN onto 

Fomblin ® was also rapid, as was the diffusion out of the substrate which agrees with the fact 

that Fomblin ® is a low viscosity liquid.  However, there was a difference in uptake and 

diffusion out of SOA for IBN when SOA was impacted at two different times.  This was due to 

the much higher viscosity of SOA compared to squalane and Fomblin ®. 

 

 The uptake of polar gases onto the ATR crystal was greater than that on the substrate of 

interest.  Even with an attempt to utilize a SAM to coat the crystal surface, small, polar gas 

molecules such as acetic acid, were able to penetrate in between the SAM alkyl chains.  The 

combination of rapid uptake of gases onto non–polar substrates and the affinity of polar gases for 

the crystal rendered ATR–FTIR difficult to proceed with quantifying uptake coefficients.  
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CHAPTER 4:  RESULTS – REACTION OF AMINES ON DIACIDS USING A FLOW 

REACTOR 

 

 A different approach was chosen to study the kinetics of heterogeneous reactions.  The 

difficulty in coating ATR crystals with solid substrates lead to the use of a flow reactor coupled 

to a mass spectrometer.  Flow reactors are typically used in kinetics studies due to the ability to 

obtain rate constants, which can be subsequently used to derive uptake coefficients.  In these 

experiments, the kinetics of the reactions between amines and dicarboxylic acids (diacids) were 

studied. 

 

I. Uptake of BA on Solid Diacids 

Typical MS plots for flow reactor experiments follow the signal of the gas phase amine.  

As the inlet is pulled back, a decrease in the amine signal is observed indicating uptake or 

reaction.  Figure 4-1 shows typical uptake profiles for (5 – 9) × 1013 molecules cm-3 BA on solid 

C2 – C5 diacids.  As shown in Figure 4-1, both odd carbon diacids show that uptake continues 

on the coating after the first trial.  Uptake on a second trial on a coat of oxalic acid (C2) is also 

observed, however, the change in signal when the inlet is pulled back is less distinct.  Only 

succinic acid (C4) shows signs of surface saturation as indicated by the increase in amine signal 

as the inlet is held at a given position, and minimal uptake occurs when the inlet is pulled back 

for a second trial.  These differences in behavior of uptake of BA onto the diacids show that 

there may be differences in reactivity between odd and even carbon diacids. 
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Figure 4-1.  Uptake of (5 – 9) × 1013 molecules cm-3 BA on solid C2 – C5 diacids in a flow 

reactor.  Total pressure (PFT) in the reactor = 0.8 – 1.0 Torr. 

 

First–order rate plots of ln(I/I0) as a function of reaction time provide values of the 

pseudo–first order rate constant, k, from which values of the uptake coefficients can be obtained 

using Equation 2.2.  As discussed above, the surface area of the diacids was calculated using the 

total number of crystals in a coating multiplied by five times the surface area of a single crystal 

face, assuming a cubic structure.  Figure 4-2 shows typical first–order rate plots for (5 – 9) × 

1013 molecules cm-3 BA on solid C2 – C5 diacids.  Rate constants for malonic (C3) and glutaric 

(C5) appear to be similar, while the rate constant for oxalic acid (C2) is largest and that for 

succinic acid (C4) is the smallest. 
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Figure 4-2.  Typical first-order kinetics plot for (5 – 9) × 1013 molecules cm-3 BA on solid C2 – 

C5 diacids. 
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Table 4-1 shows the experimental conditions and uptake coefficients for BA on C2 – C5 

solid diacids.  The uptake coefficients for malonic (C3) and glutaric (C5) acids are larger than 

those for succinic acid (C4).  Oxalic acid (C2) has similar uptake coefficients compared to those 

for malonic (C3) and glutaric (C5) acids.  However, oxalic acid (C2) has the highest vapor 

pressure of the diacids (1.1 × 10-7 atm at 296 K),136 therefore contributions from reactions with 

gas phase oxalic acid (C2) may be affecting the measured uptake coefficient.  This may be 

evident in a “frosting” effect that is observed around the edge of the flow reactor and on the 

spokes after reaction with amine as shown in Figure 4-3. 

 

 

Figure 4-3.  Photos of oxalic acid (C2) coated flow reactor A) before and B) after amine 

exposure.  The flow reactor shows a frosted outline of the spokes at the end of the flow reacotr 

(red box) as well as frosting on the perforated spokes. 
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Table 4-1.  Summary of experimental conditions and uptake coefficients for BA on solid diacids. 

Diacid [BA]0 × 1014 ± 

2σa  

(molecules cm-3) 

Diacid Area 

± 2σa  

(cm2) 

k ± 2σa  

(s-1) 

γ ± 2σa  

Oxalic 

(C2) 

0.51 ± 0.12  65.6 ± 15.7  72.5 ± 15.7  (1.4 ± 0.4) × 10-2 d 

1.3b 89.5 ± 39.1 46.6 ± 12.2 (0.69 ± 0.16) × 10-2 d 

Malonic 

(C3) 

0.74 ± 0.30 47.3 ± 2.4c 48.5 ± 17.5 (1.6 ± 1.0) × 10-2 

1.4 ± 0.3 57.6 ± 20.2 59.9 ± 4.5 (1.4 ± 0.2) × 10-2 

2.3 ± 0.3 65.6 ± 6.5 69.3 ± 4.3 (1.2 ± 0.2) × 10-2 

Succinic 

(C4) 

0.74 ± 0.56 167.1 ± 49.6 21.5 ± 4.9 (0.77 ± 0.34) × 10-2 d 

1.3 ± 0.3 48.5 ± 30.1 24.9 ± 1.7 (0.58 ± 0.47) × 10-2 d 

2.4 ± 0.2 53.2 ± 20.9 – e – e 

Glutaric 

(C5) 

0.49 ± 0.08 18.2 ± 10.7 44.6 ± 19.1 (2.2 ± 0.5) × 10-2 

1.3 ± 0.1 60.6 ± 10.2 60.7 ± 7.5 (1.3 ± 0.2) × 10-2 

2.3 ± 0.1 41.2 ± 28.5 67.8 ± 17.2 (2.0 ± 1.0) × 10-2 

a Represents two sample standard deviations based on each replicate.  b Amine concentrations 

were constant for all runs.  c Surface area of half the samples were obtained by rinsing the 

coating off the flow reactor and evaporating off the water to obtain the mass.  Averages reported 

are those from scrapping the coating and measuring the mass.  Both methods of obtaining the 

mass of diacid showed no significant difference in calculated uptake coefficients.  d Uptake 

coefficients decreased with time and those reported are for the first trial of each sample.  e First–

order rate plots were not linear, which may be due to surface saturation as discussed in the text. 

 

 The potential dependence of uptake coefficients on carbon chain length may lie in the 

availability and accessibility of the –COOH groups.  Ruehl et al.197 proposed that the orientation 

of diacids on the surface of aqueous ammonium sulfate particles depended on their structure, 

with the odd carbon diacids having one –COOH group pointing outside the particle while even 
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carbon diacids have both -COOH groups buried inside the liquid interface.  However, these 

orientations correspond to aqueous particles and the surface structure will not be the same for 

solid particles.  

 

 Another possibility is the difference in crystal structures between the odd and even 

carbon diacids.  In general, diacid chains link end–to–end via hydrogen bonding between  

–COOH groups.138  Adjacent chains are held via hydrophobic interactions between methylene 

chains.138  In odd carbon diacids, the chains are twisted and thus create a high energy lattice with 

torsional strain along the methylene chains, while even carbon diacids are offset and thus are 

more stable.138  Higher energetics of odd carbon diacids contributes to lower melting points for 

odd carbon diacids compared to even carbon diacids.138  The twist of the odd carbon diacid 

lattice creates more space in between chains, contrary to the tightly packed even carbon 

lattices.139  The larger spacing between diacids is thought to explain why odd carbon diacids 

have higher solubilities in water139 and organic solvents.140  Amine molecules may penetrate the 

odd carbon diacid lattices more readily than even carbon diacids, thus giving larger uptake 

coefficients.  Lastly, the formation of an ionic liquid layer stemming from the reaction of odd 

carbon diacids with amines has been shown to occur.  Details of this reaction and the implication 

on the kinetics for the amine–diacid system are discussed in detail in Chapter 5. 

 

The dependence of uptake coefficients on amine concentration was also investigated.  

Figure 4-4  shows the uptake of 1 × 1014 molecules cm-3 BA on solid oxalic acid (C2).  

Compared to uptake at 5 × 1013 molecules cm-3 (Figure 4-1), surface saturation is more evident 

at the higher concentration as the inlet is held at a given position of the flow reactor.  This results 
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in a lower uptake coefficient compared to an amine concentration of 5 × 1013 molecules cm-3 

(Table 4-1). 

 

 

Figure 4-4.  Uptake of 1 × 1014 molecules cm-3 BA on solid oxalic acid (C2) using a flow 

reactor. PFT = 0.9 Torr. 

 

 Surface saturation is also evident for concentrations of (1 – 2) × 1014 molecules cm-3 BA 

on succinic acid (C4) as shown in Figure 4-5.  A decrease in uptake as the concentration of the 

gas phase species is expected for typical gas–solid reactions.  With an increase in concentration, 

the number of collisions increase, leading to more rapid depletion of surface sites.  Other amine 

molecules thus cannot react with the diacid surface, which would give an increase in amine 

signal as the inlet is fixed at a given position.  Reactions between amines and carboxylic acids 

result in their respective aminium salt.  Formation of a salt product layer on the surface of the 
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even carbon diacids would effectively shut down the reaction as the solid product layer on the 

surface prevent amine molecules from encountering fresh diacid, i.e. passivation of the surface 

occurs. 

 

It is interesting to note that there is no dependence of the uptake coefficient on the BA 

concentration for odd carbon diacids.  There are no signs of surface saturation for the odd carbon 

diacids as the concentration of BA increases (Figure 4-5) which may be attributed to ionic liquid 

formation on the surface of the odd diacid.  This provides a layer in which continuous uptake of 

the amine is possible.  Details on this mechanism are provided in Chapter 5. 
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Figure 4-5.  Uptake profiles of C3 – C5 solid diacids with a) 1 × 1014 molecules cm-3 and b) 2 × 1014 molecules cm-3 BA using a flow 

reactor.  PFT = 0.9 Torr.  
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II. Uptake of sBA on Solid Diacids 

In order to determine if amine structure plays a role in uptake onto the solid diacids, the 

isomer of BA, sBA, was chosen, since sBA is a secondary amine.  Figure 4-6  shows the uptake 

of (7 – 9) × 1013 molecules cm-3 sBA on the solid diacids.  Similar trends are observed in 

comparing uptake behavior of sBA with BA (Figure 4-1) in that succinic acid (C4) exhibits signs 

of surface saturation.  As with BA, both odd carbon diacids (C3 and C5) show no signs of 

surface saturation in that subsequent trials on a single coat can be measured with no difference in 

uptake coefficients.  Uptake coefficients were calculated in the same manner as with BA.  First 

order rate plots of ln(I/I0) as a function of reaction time are shown in Figure 4-7. 
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Figure 4-6.  Uptake profiles for (7 – 9) × 1013 molecules cm-3 sBA on solid C2 – C5 diacids 

using a flow reactor.  PFT = 0.8 – 0.9 Torr. 
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Figure 4-7.  First order rate plots for (7 – 9) × 1013 molecules cm-3 sBA on C2, C3, and C5 solid 

diacids. 

  

  

-1.5

-1.0

-0.5

0.0

ln
(I

/I
0
)

2.5x10
-22.01.51.00.50.0

Time (seconds)

Oxalic acid (C2)

Malonic acid (C3)

Glutaric acid (C5)



 

71 

 

Table 4-2 summarizes experimental conditions and uptake coefficients for sBA on the diacids.  

In experiments where rate constants and uptake coefficients were obtained, there appears to be 

no significant difference between diacids (C2, C3, and C5), similar to trends seen with BA 

(Table 4-1).  As with BA on oxalic acid (C2), due to the high vapor pressure of oxalic acid (C2), 

the uptake coefficients measured may include contributions from the reactions with gas phase 

oxalic acid (C2). 

 

Concentration dependence was also investigated with sBA and uptake profiles for 

(1 – 2) × 1014 molecules cm-3 sBA on C2, C3, and C5 diacids are shown in Figure 4-8.  Oxalic 

acid (C2) shows a difference in the uptake behavior between the two higher concentrations 

compared to the lower concentration.  At the two higher concentrations, surface saturation 

becomes evident, giving slightly lower uptake coefficients.  With malonic (C3) and glutaric (C5) 

acids, there is no observable difference in uptake between the three concentrations.  Measuring 

uptake coefficients for succinic acid (C4) at both concentrations was less direct.  As shown in 

Figure 4-6, the same saw–toothed pattern was observed when the inlet was pulled back at 

different increments, much like with BA.  This pattern continued when the concentration was 

increased to 1 × 1014 molecules cm-3 (Figure 4-9). 
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Table 4-2.  Summary of experimental conditions for sBA on solid C2 – C5 diacids. 

Diacid [sBA]0 × 1014 ± 

2σa  

(molecules cm-3) 

Diacid Area ± 

2σa  

(cm2) 

k ± 2σa  

(s-1) 

γ ± 2σa  

Oxalic (C2) 

0.81 ± 0.01  54.2 ± 15.2  66.7 ± 11.6  (1.1 ± 0.5) × 10-2  

1.3 ± 0.2 33.7 ± 6.7 66.2 ± 4.0 (0.76 ± 0.14) × 10-2  

2.0 ± 0.1 35.0 ± 17.3 67.9 ± 28.1 (0.76 ± 0.17) × 10-2 c 

Malonic (C3) 

0.92 ± 0.11 67.7 ± 7.4 66.4 ± 18.9 (0.95 ± 0.21) × 10-2 

1.7 b 46.8 ± 1.9 79.1 ± 7.3 (1.4 ± 0.1) × 10-2 

2.4 ± 0.1 56.3 ± 17.8 73.1 ± 11.2 (1.1 ± 0.3) × 10-2 

Succinic (C4) 
0.67 ± 0.04 65.5 ± 10.9 – d – d 

1.3 ± 0.1 59.9 ± 31.3 – d – d 

Glutaric (C5) 

0.78 ± 0.21 45.4 ± 24.9 61.0 ± 5.4 (1.6 ± 0.7) × 10-2 

1.3 ± 0.1 59.2 ± 16.4 63.1 ± 20.9 (1.3 ± 0.7) × 10-2 

2.0 ± 0.1 67.2 ± 33.8 70.5 ± 18.4 (1.2 ± 0.3) × 10-2 

a Represents two sample standard deviations based on each replicate.  b Amine concentrations 

were the same for all runs.  c Uptake coefficients decreased with time and those reported are for 

the first trial of each sample.  d First-order rate plots were not linear, which may be due to surface 

saturation as described in the text. 
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Figure 4-8.  Uptake profiles for C2, C3, and C5 diacids at sBA concentrations of a) 1 × 1014 molecules cm-3 and b) 2 × 1014 

molecules cm-3 in the flow reactor.  PFT = 0.8 – 0.9 Torr. 
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Figure 4-9.  Uptake of 1 × 1014 molecules cm-3 sBA on solid succinic acid (C4) in the flow 

reactor.  PFT = 0.9 Torr. 

 

 However, when the intensities at the lowest point was taken to obtain first–order kinetics, 

plots were not linear when all inlet distances were included as shown in Figure 4-10.  In flow 

reactor studies, as the inlet or injector is pulled back, the gas phase species is exposed to the 

surface for a longer time.  Therefore, the intensity of the gas should decrease in a linear fashion, 

if the reaction follows first–order kinetics.  The last couple of points cause the loss of linearity, 

and excluding the non–linear points still does not result in a linear fit.  Possible causes of this 

non–linearity are discussed below.  
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Figure 4-10.  First-order rate plots for a) 1 × 1014 molecules cm-3 and b) 2 × 1014 molecules cm-3 

sBA on succinic acid (C4). 

 

 Pulling back the inlet in a coated flow reactor should result in a decrease in the gas phase 

signal due to uptake/reaction of the gas onto the substrate.  However, in the case of sBA at both 

concentrations, the decrease in amine signal as the inlet is pulled back further and further does 

not decrease linearly with increasing inlet distance.  If there is no linear decrease in signal 

intensity of the amine as the inlet is pulled back, it indicates that the supposed “fresh” surface is 

not fresh and may have less available reactive sites as the previous section has once the inlet is 

pulled back. 

 

 Second, the main reason for the non–linearity for succinic acid (C4) with sBA, and BA, 

may be due to surface saturation already occurring at the first inlet position.  The time resolution 

of our experiments may be too slow to capture the true, initial uptake of the amine onto the 

diacid, and thus the points taken to obtain first–order kinetics already represent surface 

saturation.  Decreasing the response time for acquisition of data comes at the expense of 
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increasing the amount of noise, which in some cases, will make the change in amine signal upon 

pulling back the inlet indistinguishable. 

 

III. Conclusions for Flow Reactor Experiments using Solid Diacids 

 The coating method for experiments with solid diacids provided some challenges.  First, 

there is a large uncertainty in the surface area due to the large distribution in edge lengths as well 

as the collection of the coating to obtain the mass of the coating.  Second, the coatings may not 

be uniform along the flow reactor and the assumption that the crystals are cubic with five sides 

available for reaction may be an overestimate since crystals may stick together.  Lastly, a 

significant amount of noise can be seen for some uptake profiles, due to the increased sensitivity 

scale for experiments with oxalic acid (C2).  In addition, the slower time constant made 

quantification difficult.  Therefore, a new coating method was employed to improve on 

measuring uptake coefficients with the flow reactor. 

 

IV. Uptake of BA on Diacid Slurry 

 The pinhole on the QMS was decreased from 1 mm to 0.2 mm and better alignment of 

the quadrupole was also achieved.  The coating method was switched from solid to “slurry” in 

order to obtain a more uniform coating and rather than calculating the surface area of diacid 

crystals, the reacted area was assumed to be that of the flow reactor.  Images of diacid coatings 

using slurries are shown in Figure 4-11.  As evident in Figure 4-11, some diacid slurries result in 

a more intact, even coating, while others are more uneven and sparse.  Also, it is interesting to 

note is that frosting on the inlet not only occurs with oxalic acid (C2), but to some extent with all 

diacids. 
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Figure 4-11.  Photos of C2 – C5 diacid slurry coatings before and after exposure to BA. 

 

 Figure 4-12 shows typical uptake profiles for concentrations of (7 – 30) × 1013 molecules 

cm-3 BA on malonic acid (C3).  The first behavior that is distinctly different from BA on the first 

diacid coating method (Chapter 4, Section I) is that at most concentrations, there are signs of 

surface saturation present while the inlet is held at a certain position as well as decreasing uptake 

with subsequent trials.  At concentrations of 7 × 1013 molecules cm-3, it appears that the signal of 

the amine remains relatively flat while the inlet is held at a given position.  This trend was 

consistent and reproducible for experiments done at this concentration.  With each increasing 
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trial, the initial uptake of the amine becomes more and more sharp, due to rapid depletion of 

reactive sites as the concentration of the gas phase species is increased. 

 

 

Figure 4-12.  Uptake profiles for a) (3 – 4) × 1013 molecules cm-3, b) (7 – 8) × 1013 molecules 

cm-3, c) 2 × 1014 molecules cm-3, and d) 3 × 1014 molecules cm-3 BA on malonic acid (C3) in the 

flow reactor.  PFT = 0.9 Torr. 

 

 First–order rate plots for BA concentrations of (3 – 30) × 1013 molecules cm-3 on malonic 

acid (C3) slurries are shown in Figure 4-13.  The slopes and thus rate constants decrease with 

increasing trials for all concentrations except 7 × 1013 molecules cm-3 BA.  Another trend that is 

different from uptake onto the first coating method is that the first order rate plots are not always 

linear, especially at higher concentrations.  A large increase in pulling back the inlet in going 
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from 12 to 20 cm (27 to 46 ms) in Figure 4-12d results in a small change in intensity of the 

amine signal (Figure 4-13).  As mentioned in Chapter 4 Section II, a small amount of amine flow 

may react away a portion of the diacid surface (Figure 4-3).  However, in these experiments, the 

inlet is pulled back at a distance larger than one centimeter indicating that the next portion of the 

slurry coating can most likely be considered as a fresh surface.  

 

 

Figure 4-13.  First–order rate plots for a) (3 – 4) × 1013 molecules cm-3, b) (7 – 8) × 1013 

molecules cm-3, c) 2 × 1014 molecules cm-3, and d) 3 × 1014 molecules cm-3 BA on malonic acid 

(C3) using the flow reactor.  Each symbol represents a different trial. 

 

The behavior of (7 – 30) × 1013 molecules cm-3 BA on glutaric acid (C5) showed similar 

behavior (Figure 4-14) as malonic acid (C3).  However, unlike experiments with malonic acid 
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(C3), those with glutaric acid (C5) are reproducible in their saturation dependence on amine 

concentration.  At the lowest concentration (Figure 4-14a), the first trial shows no indication of 

surface saturation, however with each subsequent trial, surface saturation occurs as is evident by 

the lower signal intensity compared to the previous inlet position and the lowered uptake with 

each progressing trial.  At the two highest concentrations from (1 – 3) × 1014 molecules cm-3 

BA, the decrease and subsequent recovery in the amine signal resulting from first pulling back 

the inlet is much sharper (Figure 4-14c and d), due to rapid depletion of reaction sites as the inlet 

is pulled back along the coating. 
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Figure 4-14.  Uptake profiles for a) (3 – 4) × 1013 molecules cm-3, b) (7 – 8) × 1013 molecules 

cm-3, c) 2 × 1014 molecules cm-3, and d) 3 × 1014 molecules cm-3 BA on glutaric acid (C5) using 

a flow reactor.  PFT = 0.9 Torr 

 

 As with malonic acid (C3), glutaric acid (C5) also does not exhibit linear first–order 

kinetics plots (Figure 4-15) at the higher concentrations.  At the lowest amine concentration of  

(3 – 4) × 1013 molecules cm-3 all plots of ln(I/I0) as a function of time are linear for all three 

trials, however, the slope decreases with each progressing trial, as a result of surface saturation 

observed in Figure 4-14a.  However, as the concentration increases, linearity in the first–order 

plots also decreases.  As evident in Figure 4-14, as the concentration increases, the drop and 

subsequent recovery of amine signal when the inlet is first pulled back becomes sharper and 

sharper, and in some cases, the drop in signal is lower than the previous inlet distance which in 
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turn affects the linearity.  Varying drops in amine signal may be attributed to irregularities in the 

coatings (Figure 4-11). 

 

 

Figure 4-15.  First–order rate plots for a) (3 – 4) × 1013 molecules cm-3, b) (7 – 8) × 1013 

molecules cm-3, c) 2 × 1014 molecules cm-3, and d) 3 × 1014 molecules cm-3 BA on glutaric acid 

(C5) using the flow reactor.  Each symbol represents a different trial. 

 

 Significant differences in uptake were observed with increasing concentrations of BA on 

the succinic acid (C4) slurry as shown in Figure 4-16.  Similar to uptake experiments on solid 

succinic acid (C4), subsequent trials on a single diacid coat are not possible.  BA on succinic 

acid (C4) slurries also show saturation with increasing amine concentration.  As observed with 
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BA on the malonic acid (C3) slurry, uptake of BA at 7 × 1013 molecules cm-3 on succinic acid 

(C4) appear to be an outlier compared to uptake at the other concentrations in Figure 4-16.  The 

initial uptake of the amine as the inlet is pulled back becomes sharper and sharper as the 

concentration increases, which is attributed to rapid depletion of reactive sites as concentration of 

the gas phase increases. 

 

 

Figure 4-16.  Uptake profiles for a) (3 – 4) × 1013 molecules cm-3, b) (7 – 8) × 1013 molecules 

cm-3, c) 2 × 1014 molecules cm-3, and d) 3 × 1014 molecules cm-3 BA on succinic acid (C4) using 

the flow reactor.  PFT = 0.9 Torr. 

 

 As with sBA on solid succinic acid (C4) coatings, the kinetics for BA on slurries of 

succinic acid (C4) do not follow first order kinetics as shown in Figure 4-17.  At the two lowest 
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concentrations of BA (Figure 4-17a and b), the data are better fit by a polynomial rather than a 

line.  At the two highest concentrations, (Figure 4-17c and d), the last point has a lower intensity 

than the majority of points. 

 

 

Figure 4-17.  First–order rate plots for a) (3 – 4) × 1013 molecules cm-3, b) (7 – 8) × 1013 

molecules cm-3, c) 2 × 1014 molecules cm-3, and d) 3 × 1014 molecules cm-3 BA on succinic acid 

(C4) using the flow reactor. 

 

 Coatings of oxalic acid (C2) were not as uniform from sample to sample.  Typical uptake 

profiles for (20 – 30) × 1013 molecules cm-3 BA are shown in Figure 4-18.  The variations in data 

for oxalic acid (C2) may lie in the integrity of the coatings during the experiment.  In some 

experiments, it was observed that after removing the flow reactor from the QMS, a portion or, in 
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some cases, all of the oxalic acid (C2) coating was pumped off.  This was not observed with 

other diacid slurry coatings and may lie in the high vapor pressure of oxalic acid (C2).136  Similar 

to the other diacid slurries, the kinetics plots were non–linear for concentrations of BA on oxalic 

acid (C2) as shown in Figure 4-19. 

 

 

Figure 4-18.  Uptake profiles for a) 2 × 1014 molecules cm-3, and b) 3 × 1014 molecules cm-3 BA 

on oxalic acid (C2) using the flow reactor.  PFT = 0.8 – 0.9 Torr. 

 

 

Figure 4-19.  First–order rate plots for a) 2 × 1014 molecules cm-3, and b) 3 × 1014 molecules 

cm-3 BA on oxalic acid (C2). 
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 Due to the lack of linearity across experiments, quantifying uptake coefficients for 

several concentrations of amine on diacid slurries was less straightforward than experiments with 

solid diacid coatings.  Therefore, a different approach to measuring uptake coefficients was 

utilized.  As discussed above for amines on the solid diacid coatings, due to the time scales of 

these experiments, the surface may already be saturated, which is indicated by the exponential 

increase in the amine signal as the inlet is held at a given position.  Therefore, an attempt to 

create an expression to extrapolate uptake coefficients using this exponential portion was carried 

out.  Let θ represent the fraction of diacid monolayer reacted, therefore, we can represent the 

fraction of sites available for reaction as (1 – θ).  These unreacted and reacted sites can be related 

to the behavior observed in the uptake profiles for the diacids. 

 

Figure 4-20 shows a typical uptake profile for BA on diacids slurries.  As the inlet is 

initially pulled back, it signifies the fraction of reacted sites approaching zero, corresponding to a 

fresh surface.  At this point, the concentration of amine molecules is that at t = 0 or [G]0.  As the 

surface becomes saturated, the fraction of reacted sites approaches unity, i.e., there are no 

available sites for reaction.  To derive an expression for the uptake coefficient, the kinetics at the 

surface must be taken into account. 
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Figure 4-20.  Zoomed in view of the initial drop in amine signal once the inlet is pulled back, 

followed by the exponential increase in amine signal, which is indicative of surface saturation. 

 

 The change in the number of reactions on a surface (Ns) per unit time can be represented 

using Equation 4.1. 

  

 

𝑑𝑁𝑠

𝑑𝑡
=  𝛾𝐴0(1 −  𝜃)[𝐺]√

𝑅𝑇

2𝜋𝑀
 4.1 

 

Variables in the equation include the initial reactive surface area of the diacid (A0), the fraction 

of sites available for reaction (1 – θ), concentration of the amine ([G]0), the gas constant (R), 

temperature (T), and the molar mass of the amine (M).  The change in surface sites as a function 

of time (θt) is also related to the change in the number of reactions of the amine onto the surface 

as a function of the maximum surface density of reactive sites (Nmax) as written in Equation 4.2. 
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𝑑𝜃 =
𝑑𝑁𝑠

𝑁𝑚𝑎𝑥  
 4.2 

 

Combining Equation 4.2 with Equation 4.1 yields Equation 4.3. 

 

𝑑𝜃

𝑑𝑡
=

𝑑𝑁𝑠

𝑑𝑡

1

𝑁𝑚𝑎𝑥  
=  

𝛾𝐴0(1 −  𝜃)[𝐺]

𝑁𝑚𝑎𝑥

√
𝑅𝑇

2𝜋𝑀
  4.3 

 

Since we are interested in the change in reactive sites as a function of time, rearrangement of 

Equation 4.3 yields Equation 4.5, which can then be integrated in terms of θ and t.  Equation 4.5 

represents the integrated result of Equation 4.4, where 𝑧 =
𝛾𝐴0[𝐺]

𝑁𝑚𝑎𝑥
√

𝑅𝑇

2𝜋𝑀
.   

 

 

∫
𝑑𝜃

(1 − 𝜃)

𝜃

0

=  z ∫ 𝑑𝑡
𝑡

0

 4.4 

 

 

− ln(1 − 𝜃) =  𝑧𝑡 4.5 

 

Next, a derivation for the change in amine concentration is needed.  Equation 4.1 

represents the rate of gas phase molecules colliding with a surface per unit time.  In this 

equation, A0 is the initial reactive surface area at t = 0.  At time, t, the area, At represents a 

fraction of surface area available for reaction, or Ao(1 – θ).  Since the initial reactive surface area 
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is defined as the area of the flow reactor, Equation 4.1 can be written to express the change in 

amine molecules as a function of time in the volume of the flow reactor (πr2L). 

 

∆[𝐺]

∆𝑡
= −

𝛾𝐴0(1 −  𝜃)[𝐺]

𝜋𝑟2𝐿
√

𝑅𝑇

2𝜋𝑀
 4.6 

 

Assuming L is 1 cm, simplification of Equation 4.6 in terms of the area and volume give 

Equation 4.7. 

 

𝑑[𝐺]

𝑑𝑡
= −

2𝛾

𝑟
(1 − 𝜃)[𝐺]√

𝑅𝑇

2𝜋𝑀
 4.7 

 

Since we are interested in the change in amine concentration, Equation 4.7 can be rewritten as: 

 

𝑑[𝐺]/[𝐺]

𝑑𝑡
= −

2𝛾

𝑟
(1 − 𝜃)√

𝑅𝑇

2𝜋𝑀
 4.8 

 

Rearrangement of Equation 4.8 yields Equation 4.9: 

 

𝑑[𝐺]

[𝐺]
= [−

2𝛾

𝑟
(1 − 𝜃)√

𝑅𝑇

2𝜋𝑀
  ] 𝑑𝑡 4.9 

 

Recall that Equation 4.5 can be written to express in terms of (1 – θ) to yield (1 –  𝜃) = 𝑒−𝑧𝑡.  

Substitution of this equality into Equation 4.9 gives Equation 4.10. 
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𝑑[𝐺]

[𝐺]
= −

2𝛾

𝑟
√

𝑅𝑇

2𝜋𝑀
𝑒−𝑧𝑡  𝑑𝑡 4.10 

 

Integration of both sides of Equation 4.10 yields: 

 

𝑙𝑛
[𝐺]

[𝐺]0
= −

2𝛾

𝑧𝑟
√

𝑅𝑇

2𝜋𝑀
(𝑒−𝑧𝑡 − 1) 4.11 

 

Substituting z into Equation 4.11 and simplifying the rest of the constants leads to the final 

expression of Equation 4.12. 

 

𝑙𝑛
[𝐺]

[𝐺]0
= [

2𝑁𝑚𝑎𝑥

𝑟𝐴0[𝐺]0
] (1 − 𝑒−𝑧𝑡) 

4.12 

 

 All of the constants in the brackets are known, for example the radius of the flow reactor 

(r, 1.5 cm), the initial surface area (A0) which is taken as the area of the flow reactor, and the 

initial amine concentration ([G]0).  The value of Nmax is defined as the maximum surface density 

of reactive sites in a monolayer (1 × 1014 molecules cm-2).  For simplicity, the constants in the 

brackets will be defined as Q.  Now Equation 4.12 takes the form as an equation that can be used 

to fit an exponential curve.  Recall the uptake profiles for certain concentrations of BA on diacid 

slurries exhibit an exponential region after the first initial drop in amine signal once the inlet is 

pulled back.  Since the concentration of the amine is proportional to the intensity of the amine 

measured by the QMS, plots of the natural log of the section of the sharp drop in signal once the 
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inlet is pulled back (I0) and the rise of the signal as a function of time can be fit to an exponential 

curve with Equation 4.12 to find Q and z (Figure 4-21).  Since γ is included in the z term, the 

exponential fit coefficient for z can be used to find γ for each increment at which the inlet was 

pulled back and an average uptake coefficient for a single trial can be obtained.  This approach 

will yield a unique value for Q and z. 

 

 

Figure 4-21.  a) Uptake profile for (3 – 4) × 1013 molecules cm-3 BA on malonic acid (C3).  b) 

Zoomed in view of intensity of the amine while the inlet is held at 1 cm with fit of Equation 4.12. 

 

 Curve fits were obtained for (3 – 4) × 1013 and 30 × 1013 molecules cm-3
 BA on the 

diacid slurries.  Uptake coefficients at these two concentrations are all on the order of 10-6 with 

no apparent trend in odd or even carbon diacids.  These uptake coefficients are several orders of 

magnitude lower than those measured for BA on solid diacid coatings.  Such low values of 

uptake coefficients do not make physical sense in that a value of 10-6 would indicate that the gas 

phase species has little to no affinity for the surface.  However, as shown in all the uptake 

profiles for BA on the diacid slurries, there is a distinct, measurable drop in the signal as the inlet 
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is pulled back on the coating.  As stated in the Chapter 2 Section IV, no uptake was observed on 

a clean flow reactor.   

 

The low values for uptake coefficients may lie in the assumptions used to derive the 

equation for the change in concentration of the amine and the change in surface sites as a 

function of time.  Fractional coverages of surface sites are usually used to represent reactions on 

solid surfaces, however with the diacid slurries, they were prepared from saturated, aqueous 

solutions.  The fact these coatings are not pure solids, could have altered the nature and accuracy 

of the estimation of the surface.  If the surface is more liquid–like, even though excess water was 

dried and pumped off, assumptions based on solid surfaces may lead to inaccuratly measured 

uptake coefficients.   

 

V. Conclusions  

 The magnitude of uptake coefficients for BA and sBA on solid diacid coatings using the 

flow reactor were around 10-2.  A trend in uptake based on odd or even number of carbons on the 

diacid chain may exist.  No differences between uptake of BA and sBA on diacids were 

observed.  The uncertainties in surface area of the diacid crystals and assumptions made to 

calculate surface area contributed to the largest uncertainity in measuring uptake coefficients.  

Therefore, slurry coatings were used in order to achieve a more uniform coating.  However, the 

kinetics behind the reaction onto the diacid slurries were not linear in any respect and attempts to 

derive an expression to measure uptake coefficients led to values of 10-6.  Assumptions made in 

the derived uptake coefficient expression stem from principles in surface chemistry of solids.  In 
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the case of the slurries, the nature of the surface may be altered because the coatings are based on 

supersaturated, aqueous solutions. 

 

 Although uptake coefficients for the solid coating method are more reasonable, 

experiments for both coating methods may be reflecting surface saturation.  The time constant 

used in both experiments may be too slow to fully capture the initial uptake of this reaction 

system.  Therefore, the data presented may reflect saturation, which is evident in the exponential 

rise in amine signal when the inlet is held at a given position, as well as the non–linearity in the 

first–order kinetics plots. 
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CHAPTER 5:  RESULTS – UPTAKE OF AMINES/AMMONIA ON DIACIDS USING 

KNUDSEN CELL 

 

 Knudsen cell studies have been used for a variety of reactions to measure uptake 

coefficients for heterogeneous reactions.  The benefit to using a Knudsen cell over the flow 

reactor is the surface area of the diacid crystals is better defined using the Knudsen cell.  Second, 

an issue in the time resolution of the flow reactor experiments was also suspected, in that the 

time constant used was too slow to capture the initial uptake of the amine onto the diacid.  

Therefore using the Knudsen cell, which has proved to be a successful technique in this lab,176, 

178, 198-201 was utilized.  Due to the interesting properties of the diacids, the amine–diacid reaction 

system was further probed to determine if uptake coefficients do in fact depend on the number of 

carbons in the diacid chain and if the structure of the amine also governs its uptake and reaction 

with the diacid.  

 

I. Uptake of BA onto C3 – C8 Diacids  

Figure 5-1 shows typical uptake traces for BA on C3–C8 diacids at [BA]0 = (3 – 5) × 1011 

molecules cm-3.  There was no uptake observed on suberic acid (C8) or on a clean, halocarbon 

wax coated sample holder.  The difference between the signal intensity with the lid closed 

compared to when it is open is a measure of the uptake coefficient (Equation 2.4).  Table 5-1 

summarizes the uptake coefficients for all experiments.     
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Figure 5-1.  a) Uptake profiles for odd carbon diacids: malonic acid (C3), glutaric acid (C5), and 

pimelic acid (C7).  b) Uptake profiles for even carbon diacids: succinic acid (C4), adipic acid 

(C6), and suberic acid (C8).  [BA]0 = (3 – 5) × 1011 molecules cm-3 for all experiments.  

Sensivitiy on the lock–in amplifier for experiments with malonic (C3) and glutaric (C5) acids 

was 100 mV.  For experiments with succinic (C4), adipic (C6), pimelic (C7), and suberic (C8) 

acids, sensitivity was increased to 10 mV. 
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Table 5-1.  Uptake coefficients (γ) for different concentrations of n-butylamine on different 

surface areas of diacids. 

 Surface area 

± 2σ a  

(cm2) 

[BA]0 ( × 1012)  

± 2σ b  

(molecules cm-3) 

γ ± 2σ d 

 

Malonic (C3) 

 

 

 

2.0 ± 0.9 0.29 c (3) 0.65 ± 0.19 

4.2 ± 2.1 0.29 c (3) 0.60 ± 0.19 
   

1.8 ± 0.9 4.1 ± 0.2 (3) 0.77 ± 0.23 

4.4 ± 2.2 4.9 ± 0.3 (3) 0.91 ± 0.27 

Succinic (C4) 21.3 ± 6.4 0.49 ± 0.07 (3) (1.7 ± 0.6) × 10-4 e 

   

21.4 ± 5.6 4.9 ± 0.5 (4) (3.3 ± 0.9) × 10-4 e 

Glutaric (C5) 2.0 ± 0.7 0.32 ± 0.03 (5) 0.099 ± 0.026   

4.5 ± 1.5 0.31 ± 0.03 (6) 0.11 ± 0.022 

   

2.1 ± 1.0 3.7 ± 0.2 (3) 0.37 ± 0.17 e 

4.4 ± 1.9 4.1 ± 0.4 (3) 0.30 ± 0.14 e 

Adipic (C6) 32.5 ± 15.5 0.44 ± 0.07 (3) (1.9 ± 1.4) × 10-5 e 
   

30.3 ± 12.6 4.2 ± 0.3 (3) (2.8 ±1.9) × 10-5 e 

Pimelic (C7) 9.6 ± 4.5 0.45 ± 0.04 (4) (1.1 ± 0.54) × 10-4 e 
   

9.4 ± 5.1 4.4 ± 1.1 (3) (1.1 ± 0.64) × 10-4 e 

Suberic (C8) 16.0 ± 10.5 0.45 ± 0.05 (4) ≤ 8 × 10-6 f 
    

 14.9 ± 11.6 4.5 ± 0.7 (3) ≤ 6 × 10-6 f 
a Standard deviations represent 2σ for the distribution of crystal sizes in each sample.  Orifice 

areas for all experiments were 0.31 cm2, except for those with succinic (C4), adipic (C6), pimelic 

(C7), and suberic (C8) acids which were 0.015 cm2.  b Standard deviations represent 2σ for the 

variation in butylamine concentrations for those runs.  Number of experiments given in 

parentheses.  c Amine concentration for all samples was constant.  d The errors are statistically 

determined standard deviations.  However, due to the significant uncertainty in particle shape, 

which affects surface area, the overall uncertainty is estimated to be about a factor of two.   

e Uptake coefficient decreased with time; these values represent the average of the first trial for 

all samples.  f Represents an upper limit. 

 

An unexpected trend observed in Figure 5-1 is the prolonged steady and repeated uptake 

when the lid is opened, indicating a lack of surface saturation on both even and odd carbon 

diacids.  Surface saturation commonly occurs with gas–solid reactions such as HNO3 with 
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NaCl.176-179, 202, 203  Saturation times for BA on the diacids, if it occurs, can be estimated as 

follows.  The rate of reaction of amine molecules with the surface when the Knudsen cell lid is 

open is equal to the rate of loss of reactive sites: 

 

Rate of amine reaction (cm-2 s-1) = Rate of loss of reactive sites (cm-2 s-1) 

 

This equality can be rewritten as Equation 5.1. 

 

𝑘𝑟

𝐴𝑠𝑢𝑟𝑓
𝑁𝑟 = 𝑘′𝑆0 5.1 

 

The variable kr (s
-1) is the first–order rate constant for the amine molecules reacting with a 

surface, Asurf is the reactive surface area of the sample, Nr is the absolute steady–state number of 

amine molecules while the lid is open, k’ (s-1) is the first-order rate constant for the loss of acid 

reactive sites, and S0 is the initial number density of the reactive (–COOH) sites per cm2 of the 

sample surface.  Approximate values of S0 for malonic (C3) and succinic (C4) acids as examples 

of odd and even diacids respectively, were both obtained from published unit cell dimensions 

(each diacid containing 2 molecules per unit cell).204, 205  The dimensions for malonic acid (C3) 

are a = 0.533 nm, b = 0.514 nm, and c = 1.125 nm.204  Unit cell dimensions for succinic acid 

(C4) are a = 0.510 nm, b = 0.888 nm, and c = 0.761 nm.205  This yields the number of diacid 

molecules per cm2 (3.4 × 1014 cm-2 for malonic acid (C3) and 3.0 × 1014 cm-2 for succinic acid 

(C4)).  S0 values are obtained when these surface number densities are weighted by the fraction 

of surface area that are acidic reactive sites, the latter estimated from layer structures given in 
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Thalladi et al.138  The weighting factor for malonic acid (C3) is 0.25 and for succinic acid (C4) is 

0.24.  Therefore, for malonic acid (C3) S0 = 8.5 × 1013 cm-2 and for succinic acid (C4), S0 = 7.1 × 

1013 cm-2. 

 

The first–order rate constant, kr, can be calculated from measured values and kinetic 

molecular theory via Equation 5.2.3 

 

𝑘𝑟 =  𝛾
1

𝑉
𝐴𝑠𝑢𝑟𝑓√

𝑅𝑇

2𝜋𝑀
 5.2 

 

The variable γ is the uptake coefficient (i.e., the fraction of collisions leading to reaction), V is 

the volume of the Knudsen cell (cm3), R is the gas constant (kg m2 mol-1 s-2 K-1), T is the 

absolute temperature (K), and M is the molar mass of BA (kg mol-1).  Since values of V (691 

cm3), R, T (296 K), and M (7.3 × 10-2 kg mol-1) were the same for all experiments, only γ and 

Asurf depend on a given experiment.  For example, using average values from Table 5-1, kr was 

calculated for malonic acid (C3) to be kr = 14 s-1 (using γ = 0.65, Asurf = 2.0 cm2, [BA]0 = 2.9 × 

1011 molecules cm-3) and for succinic acid (C4) kr = 3.8 × 10-2 s-1 (using γ = 1.7 × 10-4, Asurf = 

21.3 cm2, [BA]0 4.9 × 1011 molecules cm-3).  

 

The absolute steady–state number of amine molecules when the Knudsen cell lid is raised 

(Nr) can be calculated from experimental data using Equation 5.3, 
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𝑁𝑟 = 𝑉[𝐵𝐴]0 (
𝐼𝑟

𝐼0
) 5.3 

 

in which the initial amine concentration before the lid is opened, [BA]0, is reduced by the 

fractional change in the amine signal once the lid is raised (Ir/I0).  With values of kr and Nr, and a 

reasonable estimate of S0, Equation 5.1 can be solved for k’, the first-order rate constant for 

reactive site loss.  If surface saturation were to occur, then the reactive site density must decay 

with time as St =S0e
-k’t.  It follows then, that the reciprocal of k’, solved from Equation 5.1 gives 

the lifetime of reactive sites, τ (s).  For representative experiments, we obtain τ = 0.3 s for 

malonic acid (C3) and τ = 145 s for succinic acid (C4).  However, malonic acid (C3) did not 

show signs of saturation over many minutes of uptake at concentrations of 1011 molecules cm-3 

(Figure 5-1), suggesting that more than the surface is available for reaction.  With succinic acid 

(C4), saturation is observed after the first 10 minutes when the lid is opened for a second time.  

Similar conclusions apply for the rest of the diacids.  For comparison, the uptake of amines onto 

solid ammonium sulfate, bisulfate, nitrate, and chloride salts have been reported to show signs of 

surface saturation.206  A limitation on the availability of reactive species at surfaces is also 

consistent with a size dependence for the replacement of dimethylamine on ammonium bisulfate 

clusters, where displacement of the ammonium ions from the clusters became more difficult as 

cluster size increased.207 

 

A possible explanation may lie in the nature of the surface formed upon reaction. The 

interaction of a gas with a solid is initially with the surface layer.  If the reaction is restricted to 
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the surface, passivation occurs when the surface becomes covered with the solid product, 

effectively shutting down the reaction.  However, reaction of the surface layer disrupts it and 

makes it more disordered.  This can allow penetration of incoming gas molecules deeper into the 

crystal structure.  Note also that if surface saturation occurs, the calculated value of the uptake 

coefficient would be expected to decrease with time.  The time for surface saturation would be 

large at low concentrations and smaller for higher concentrations. 

 

As shown in Figure 5-2, odd carbon diacids have much larger uptake coefficients than 

even carbon diacids.  Furthermore, within each series (odd or even carbon numbers), the uptake 

coefficient decreases with increasing chain length.  Previous DART–MS (direct analysis in real 

time mass spectrometry) studies186 did not find detectable amounts of amines on the surfaces of 

C4 and C6 diacids, consistent with only a few surface layers being available for reaction.  The 

observations of Zhao et al.186 are also consistent with greater incorporation of the amines into the 

odd carbon diacid particles, with a trend to decreasing incorporation as the chain lengths 

increased. 
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Figure 5-2.  Summary of initial uptake coefficients, γ, for BA on C3–C8 diacids.  Dashed lines 

are for BA concentrations of 1011 molecules cm-3 and solid lines are for 1012 molecules cm-3.  

Error bars represent a propagation of errors (2σ).  *Uptake coefficients for C8 represent an upper 

limit. 

 

Both even and odd carbon diacids form intramolecular chains bound end–to–end by 

symmetric hydrogen bonds formed between –COOH end groups.  Adjacent chains maintain the 

crystal structure due to dispersion forces between the methylene groups of the carbon chain as 

shown in Figure 5-3.138  The decrease in uptake coefficient with increasing chain length within 

each series is consistent with greater diacid crystal stability due to increased dispersion forces,138 

making it more difficult to disrupt the surface in order to penetrate and react with the crystal 

lattice, thus leading to less reaction and lower effective uptake coefficients.  Malonic acid (C3) 

has the shortest chain and hence smallest dispersion forces; in addition, its crystal structure is 

triclinic whereas all other diacids are monoclinic,138  which may change its reactivity compared 

to the larger diacids. 
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Figure 5-3.  Arrangement of diacid lattice as reported by Thalladi et al.138 for a) pimelic acid 

(C7) and b) suberic acid (C8).  Chains are linked end–to–end via hydrogen bonding between –

COOH groups and intramolecular chains are held together via dispersion forces between 

methylene groups.  The odd carbon diacids have a twisted conformation and more torsional 

strain than the even carbon diacids. 

 

Odd–even carbon alternations for diacids have been observed in physical properties such 

as vapor pressure,135-137 melting point,138 and solubility.139, 140  One possibility for the increased 

reactivity of odd carbon diacids is the arrangement and stability of the crystal lattice.  The odd 

carbon diacids adopt a trapezoidal arrangement due to the twisted conformation and torsional 

strain resulting from packing.138  Even carbon diacids are offset to minimize interactions between 
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the carboxyl groups and are not twisted, resulting in a more stable parallelogram 

conformation.138  These arrangements result in odd carbon diacid lattices having larger spacing 

in between the diacid chains and being less stable than the even carbon diacid lattices.  As a 

result of the larger spacing, water molecules can more easily disrupt the packing structure of odd 

carbon diacids, which has been proposed to explain their higher aqueous solubility.139  A similar 

effect was seen in their solubility in organic solvents.140  Thus, butylamine may be able to disrupt 

the odd carbon lattices in an analogous manner, resulting in the higher reactivity of the odd 

carbon diacids.  

 

Another contributing factor may be the orientation and thus the availability of the  

–COOH groups on the surface.  Ruehl et al.197 proposed that the orientation of diacids on the 

surface of aqueous ammonium sulfate particles depended on their structure, with the odd carbon 

diacids having one –COOH group pointing outside the particle while even carbon diacids have 

both –COOH groups buried inside the liquid interface.  However, these orientations correspond 

to aqueous particles and the surface structure may not be the same for solid particles. 

 

Finally, the higher uptake coefficients for the odd carbon diacids may be due to the nature 

of the aminium salts formed during reaction.  Salts formed from amines and monocarboxylic 

acids have been shown to exist as viscous ionic liquids (ILs) at room temperature.184  However, 

aminium dicarboxylate salts formed from methyl- dimethyl- and trimethylamine with succinic 

(C4), adipic (C6), and azelaic (C9) acids were solids.184  To test for the possible formation of ILs 

on the surface of the dicarboxylic acid in the present experiments, butylaminium salts were 

synthesized from evaporated aqueous solutions of BA and C3–C8 diacids with 1:1 and 2:1 molar 
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ratios.  Figure 5-4a shows that malonic (C3), glutaric (C5), and pimelic (C7) acids all form 

viscous liquids at room temperature in 2:1 BA molar ratios of the diacid.  For 1:1 amine:diacid 

molar ratios, all three odd carbon diacid mixtures still form viscous liquids (Figure 5-4c), 

although pimelic acid (C7) solidified after several days.  Given the ionic nature of the reaction 

products, these can be considered ionic liquids.208, 209   

 

 

Figure 5-4.  Formation of liquid and solid salts from aqueous mixtures of n-butylamine and 

diacids.  2:1 Butylaminium salts for a) odd carbon diacids and b) even carbon diacids.  1:1 

Butylaminium salts for c) odd carbon diacids and d) even carbon diacids. 

 

Measured viscosities for the mixtures from odd carbon diacids are reported in Table 5-2.  

For the 1:1 mixtures, the longer the diacid chain, the higher the measured viscosity. The trend is 

not continuous for the 2:1 mixtures but the viscosity for the C3 diacid is significantly smaller 

than for the C5 and C7 diacids.  These observations are consistent with previous studies showing 

higher viscosities for longer carboxylate ions in ammonium–based ionic liquids.208, 209  If the 

gas–solid reactions form an ionic liquid layer on the surface of these odd carbon diacids in the 

Knudsen cell, then continued uptake of the amine occurs into a liquid rather than with the surface 
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of a solid.  In this case, the underlying diacid may dissolve into the liquid layer, allowing for 

continuous reaction on one sample without saturation. 

 

Table 5-2.  Measured viscosities (μ) and densities (ρf) for 2:1 and 1:1 amine:diacid mixtures. 

 

 

 2:1  1:1 

n-butylamine/diacid 

mixture 

μ (Pa∙s) ± 

2σ 

ρf (units of 

103 kg m-3) 

μ (Pa∙s) ± 2σ ρf (units of 

103 kg m-3) 

Malonic (C3) 11 ± 0.6 1.1 5 ± 0.2 1.2 

Glutaric (C5) 39 ± 6 1.1 9 ± 0.6 1.1 

Pimelic (C7) 24 ± 4 1.0 12 ± 1.6 1.1 

 

This hypothesis was further tested by exposing a sample of malonic acid (C3) crystals to 

a high concentration of BA in the vacuum manifold.  Figure 5-5 shows malonic acid (C3) 

crystals under vacuum before (Figure 5-5a) and after (Figure 5-5b) exposure to ~ 41 Torr of BA.  

The reaction appears to have converted the surface of the malonic acid (C3) crystals into a 

viscous material.  Note that although suberic acid (C8) did not form a solid salt from aqueous 

solutions (Figure 5-4b, d) as did the other even carbon diacids, the uptake coefficient was too 

small to be measured (Table 5-2).  When a sample of suberic acid (C8) was exposed to ~ 29 Torr 

of BA, a similar phase change was observed (Figure 5-5c, d), consistent with the aqueous 

mixture of amines and diacid remaining liquid.  Given that suberic acid (C8) is expected to have 

the strongest intramolecular dispersion forces and hence the most stable crystal structure of the 

diacids used in these experiments, the amine may not have enough time to penetrate and disrupt 

the diacid chains to form the ionic liquid layer under the timescale and amine concentrations of 

the Knudsen cell experiments.  This leads to a small measured uptake coefficient for BA on 

suberic acid (C8). 
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Figure 5-5.  Malonic acid (C3) a) before and b) after exposure to 41 Torr pure BA and suberic 

acid (C8) d) before and d) after exposure to 29 Torr pure BA via vacuum manifold. 

 

As shown in Figure 5-4, mixtures of both 1:1 and 2:1 molar ratios of the C4 and C6 

diacids with BA formed solid salts rather than ionic liquids.  The observed uptake coefficient of 

BA on even carbon diacids in Figure 5-1 is far less compared to the odd carbon diacids (Table 

5-1).  This is expected if the even carbon diacid salts are solids, while the odd carbon diacid salts 

are ionic liquids.  In the case of solids, the initial reaction of the gas with the surface layer 

disrupts the packing, leading to a highly defective and more porous surface.  The gas then 

continues to penetrate the surface layer slowly and reacts with underlying layers.  The gas–solid 

reaction described earlier was directed towards reactions that converted gas–solid reactants to a 
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solid product.  However, it appears that the products of the reactions of the odd carbon diacids 

are ionic liquids rather than solid salts.  This means that once some number of surface layers 

have reacted, the surface is no longer a solid, and uptake of the amine is into a liquid layer where 

diffusion is faster.  The measured uptake coefficient will then depend on the true uptake 

coefficient of the amine onto the liquid, the viscosity of the liquid layer, the dissolution of the 

underlying solid diacid, and the kinetics of the acid–base reaction in ionic liquid layer. 

 

Uptake measurements were also carried out in the Knudsen cell at higher BA 

concentrations, (3 – 5) × 1012 molecules cm-3.  There is a general trend to higher initial effective 

uptake coefficients at the higher amine concentrations (Table 5-1).  The results were particularly 

evident for succinic (C4) and glutaric (C5) acids.  In these two cases, the uptake profiles also 

show signs of surface saturation (Figure 5-6, Figure 5-7a).  The higher uptake coefficients at 

higher amine concentrations are unexpected, in that for typical gas–solid reactions, higher 

concentrations generally lead to smaller measured uptake coefficients as the surface becomes 

passivated more quickly.  It may be that in the case of succinic (C4) and adipic (C6) acids (Table 

5-1), which do not form ionic liquids on our time scales, there is a greater disruption of the 

surface and penetration of the amine into the salt at the higher amine concentrations.  This would 

effectively expose more reactive salt for reaction, leading to higher effective uptake coefficients. 
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Figure 5-6.  Uptake of 5 × 1012 molecules cm-3 BA on succinic acid (C4) (Asurf ~21 cm2). 

 

 

Figure 5-7.  a) Uptake profile for 4 × 1012 molecules cm-3 BA on glutaric acid (C5) (Asurf ~ 2 

cm2).  Glutaric acid (C5) b) before and c) after reaction in the Knudsen cell with a total exposure 

time of 60 minutes. 

 

In addition to surface saturation, there was also a change in the appearance of the glutaric 

acid (C5) crystals before and after exposure to the amine (Figure 5-7b, c), with the crystal 
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surface appearing more liquid–like at higher amine concentrations.  The higher concentration of 

amine could be forcing the formation of the surface IL layer in the glutaric acid (C5) reaction at a 

faster rate than at the lower concentrations.  If the rate at which the underlying diacid is 

dissolving into the liquid layer is not sufficiently fast to replenish the diacid compared to the rate 

at which the amine molecules are being taken up, surface saturation could become evident. 

  

The kinetic multi–layer model of aerosol surface and bulk chemistry (KM–SUB) was 

utilized by Dr. Pascale Lakey and Professor Manabu Shiraiwa to gain a molecular level 

understanding of the BA–diacid system.210  KM–SUB successfully reproduces the trend in 

decreasing uptake coefficients with increasing BA concentrations from (3 – 88) × 1011 

molecules cm-3 as shown in Figure 5-8.  The model predicts that as the amine concentration 

increases, reactive uptake becomes limited by bulk diffusion of the underlying diacid to the 

surface.  The lack of change in uptake coefficients at the low amine concentration imply that 

rapid replenishment of the underlying diacid allows for continuous uptake into the reactive layer. 
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Figure 5-8.  Uptake coefficients as a function of time for a) 3 × 1011 molecules cm-3, b) 3.9 × 

1012 molecules cm-3, and c) 8.8 × 1012 molecules cm-3 BA on glutaric acid (C5) symbols 

represent experimental values, solid line is the KM–SUB predicted uptake coefficients.  The 

different colors of the symbols represent repeats of the experiments.  Model calculations 

performed by Dr. Pascale Lakey and Professor Manabu Shiraiwa.  Adapted from Fairhurst et 

al.210 
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 In addition to providing insights into the reaction on a molecular level, KM–SUB can 

also predict values that cannot be measured experimentally.  Figure 5-9a and b show the 

temporal evolution of concentrations of glutaric acid (C5) and the products resulting from 

reaction of BA as predicted by KM–SUB.  On the timescale of 5000 seconds, concentrations of 

glutaric acid (C5) decrease and product concentrations increase significantly.  The depth of the 

product layer is roughly 10 μm.  In contrast, Figure 5-9c and d show the evolution of adipic acid 

(C6) and the products resulting from reaction with BA.  Only the first 0.2 μm of adipic acid (C6) 

is reacted, leading to a small amount of product formed.  This is consistent with experimental 

observations of the uptake coefficient being orders of magnitude lower than that for glutaric acid 

(C5) (Table 5-1) and that aqueous mixtures of BA with adipic acid (C6) forms a solid salt 

(Figure 5-4). 
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Figure 5-9.  Evolution of concentrations of a) glutaric acid (C5) and b) product concentrations 

after exposure to 8.8 × 1012 molecules cm-3 BA (units of contour lines are cm-3).  Evolution of 

concentrations of c) adipic acid (C6) and d) reactant product concentrations after exposure to 4.7 

× 1012 molecules cm-3 BA (scales of contour lines are 1021 cm-3).  Model calculations performed 

by Dr. Pascale Lakey and Professor Manabu Shiraiwa.  Figure adapted from Fairhurst et al.210 

 

II. Conclusions for BA on Diacids 

The uptake of butylamine onto low molecular weight diacids (C3 – C8) depends on the 

diacid, with the uptake coefficients being larger for odd carbon diacids than for even carbon 

homologs.  Uptake coefficients also decrease with increasing carbon number in each series.  

Although the uptake coefficient for malonic acid (C3) approaches unity, the other coefficients 

are smaller.  This may have implications for how atmospheric models treat uptake, for example, 

even for simple acid–base reactions, there is not a “one size fits all” to model the uptake of an 

amine onto the different diacids, which these reactions have been proposed to play a role in 

atmospheric particle growth.26, 211 
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The hypothesis that reaction between gaseous BA and solid odd carbon diacids produces 

ionic liquids in the Knudsen cell is supported by the formation of liquid salts from evaporated 

2:1 and 1:1 aqueous mixtures of BA and the diacids (Figure 5-4).  It is further supported by the 

observed liquefaction of the surfaces of solid malonic (C3) (Figure 5-5) and glutaric (C5) (Figure 

5-7c) acids when exposed to high concentrations of gaseous BA.  The lack of surface saturation 

may be due to the formation of an ionic liquid layer which dissolves the underlying diacid, thus 

providing a continuous supply of diacid as the amine is taken up from the gas phase. This picture 

of the gas–solid interactions developed from the experimental data is supported by quantitative 

modeling using the KM–SUB model which incorporates diffusion of viscous reactants and 

products through multiple surface layers.  Further work is needed to explore reactions of amines 

of varying structures and properties on the diacids to determine if size and available sites for 

hydrogen bond formation, for example, affect uptake. 

 

III. Uptake of Other Amines and Ammonia onto C3 – C7 Diacids 

 Based on studies with BA on solid diacids, it was shown that reaction of the amine 

depends on whether the diacid has an even or odd number of carbons.  The odd–even alternation 

was also evident in the propensity of the amine and diacid to form ionic liquids.  The next goal of 

the project was to determine what effect the structure of the amine has on this acid–base reaction. 

 

Figure 5-10 shows typical data for the uptake of amines and ammonia on malonic (C3), 

succinic (C4) and glutaric (C5) acids at amine concentrations of (3 – 5) × 1011 molecules cm-3.  

No uptake was observed on a clean, halocarbon wax coated sample holder.  Data for adipic (C6) 
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and pimelic (C7) acids consistently yielded very small decreases in intensities when the lid was 

open so that values for γ were the same order of magnitude as the error, 2σ, and thus were treated 

as upper limits for the uptake coefficient.  The same is true of TMA uptake on succinic acid 

(C4). Tables 5-3 to 5-7 summarize the experimental conditions for all base–acid combinations 

studied here. 

 

 



 

 

 

1
1
5
 

 

Figure 5-10.  Uptake of ammonia (NH3) and amines at concentrations of (3 – 5) × 1011 molec cm-3 on malonic acid (C3), succinic 

acid (C4) and glutaric acid (C5).  The succinic acid surface area was 20 cm2.  For all of the malonic acid runs except NH3, Asurf = 2 

cm2 ; for NH3, Asurf = 9 cm2.  For glutaric acid, Asurf  =  2 cm2 for MA, EA and DMA, 14 cm2  for NH3 and 16 cm2 for TMA. Note the 

expanded scales used to show the succinic acid (C4) data.  No uptake was observed on adipic (C6) or pimelic (C7) acids.  For all 

primary and secondary amines on malonic (C3) and glutaric (C5) acids, sensitivity on the lock–in amplifier was 100 mV.  For all 

amines (except for EA) and ammonia on succinic acid (C4) and TMA on glutaric acid (C5) sensitivity on the lock–in amplifier was 

increased to 3 mV.  For EA on succinic acid (C4), the sensitivity was 10 mV. 

 

 



 

116 

 

Table 5-3.  Uptake coefficients (γ) for ammonia and amines on malonic acid (C3). 

Gas 

phase 

species 

Surface 

area ± 2σ a 

(cm2) 

[Gas]0 ± 2σ b   

(units of 1012 

molecules cm-3) 

γ0
d ± 2σe γ0,ss

f ± 2σe γss
g ± 2σe 

NH3 9.2 ± 4.6 0.44 ± 0.04 (3) – –  (2.1 ± 1.2) × 10-3  

      

 9.4 ± 4.7 4.0 ± 0.4 (3) – – (8.8 ± 2.8) × 10-3 

h 

MA 1.7 ± 0.7 0.42 ± 0.07 (4) 0.58 ± 0.21 0.20 ± 0.03 – 

 4.3 ± 1.8 0.42 ± 0.09 (4) 0.26 ± 0.04 0.25 ± 0.04 – 

      

 1.6 ± 0.8 4.5 ± 0.4 (4) 0.48 ± 0.10 0.11 ± 0.01 – 

 4.1 ± 2.0 4.4 ± 1.4 (3) 0.24 ± 0.10 0.11 ± 0.02 – 

EA 1.8 ± 0.7 0.44 ± 0.10 (5) 0.85 ± 0.26 0.39 ± 0.16 – 

 4.0 ± 2.0 0.42 ± 0.13 (3) 0.44 ± 0.18  0.38 ± 0.10 h 

      

 1.8 ± 0.8 4.7 ± 0.4 (4) 0.99 ± 0.08 0.32 ± 0.09 – 

 4.2 ± 1.5 4.5 ± 1.3 (6) 0.55 ± 0.45 0.35 ± 0.05  – 

DMA 1.8 ± 0.9 0.42 ± 0.07 (3) 0.75 ± 0.19 0.30 ± 0.03 – 

 4.2 ± 2.1 0.40 ± 0.08 (3) 0.43 ± 0.27 0.28 ± 0.05  – 

      

 1.8 ± 0.8 4.2 ± 0.5 (4) 0.78 ± 0.17 0.21 ± 0.04 – 

 4.3 ± 2.2 4.5 ± 0.4 (3) 0.48 ± 0.05 0.28 ± 0.04 – 

TMA 1.7 ± 0.9 0.37 ± 0.04 (3) – – 0.14 ± 0.04  

 4.0 ± 2.0 0.38 c (3) – – 0.13 ± 0.03  

      

 1.7 ± 0.7 3.0 ± 0.6 (4) – – 0.13 ± 0.09  

 4.1 ± 2.0 2.8 ± 0.4 (3) – – 0.15 ± 0.02  

a Standard deviations represent 2σ for the distribution of crystal sizes in each sample.  Orifice 

areas for all experiments were 0.31 cm2, except for those with NH3 which were 0.015 cm2.   
b Standard deviations represent 2σ for the variation in amine concentration.  Number of 

experiments given in parentheses.  c Amine concentration for all samples was the same.  
d Average of the rapid, initial uptake for the first trial for all samples.  e Errors are reported as two 

sample standard deviations of the average of replicate experiments.    f Uptake coefficients are 

extrapolated as described in the text for the first trial for all samples.  g Uptake is constant with 

time as indicated in Figure 3b. Averages are of repeated trials. h Uptake coefficients were steady-

state for each trial, however they decreased with each increasing trial, and thus represent an 

average of the first trial for all samples.  
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Table 5-4.  Uptake coefficients (γ) for ammonia and amines on succinic acid (C4). 

Gas phase 

species 

Surface area ± 2σ a 

(cm2)  

[Gas]0 ± 2σ b   

(units of 1012 

molecules cm-3) 

γss
d ± 2σe 

NH3 18.9 ± 5.7 0.42 c (3) ≤ 2 × 10-6  

    

 19.4 ± 5.8 3.8 ± 0.4 (3) ≤ 9 × 10-6  

MA 19.6 ± 5.9 0.41 ± 0.1 (2) (6.4 ± 1.9) × 10-5 

    

 19.8 ± 6.0 4.2 ± 1.1 (3) (4.0 ± 0.4) × 10-5 

EA 18.6 ± 5.6 0.37 ± 0.04 (3) (6.7 ± 2.8) × 10-5 

    

 18.9 ± 5.7 3.8 ± 1.0 (3) (6.5 ± 0.7) × 10-5 

DMA 19.1 ± 5.7 0.43 ± 0.07 (3) (1.0 ± 0.6) × 10-4 

    

 19.5 ± 5.9 4.5 ± 0.4 (3) (0.45 ± 0.02) × 10-4 

TMA 19.4 ± 5.8 0.38 ± 0.04 (3) ≤ 2 × 10-5  

    

 20.1 ± 7.4 4.6 c (2) ≤ 1 × 10-5  
a Standard deviations represent 2σ for the distribution of crystal sizes in each sample.  Orifice 

areas were 0.015 cm2 for all experiments.  b Standard deviations represent 2σ for the variation in 

amine concentration.  Number of experiments given in parentheses.  c Amine concentration for 

all samples was constant.  d Uptake coefficients decreased with increasing numbers of trials; 

these values represent the average of the first trial for all samples.  e Errors are reported as two 

sample standard deviations of the average of replicate experiments.    
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Table 5-5.  Uptake coefficients (γ) for ammonia and amines on glutaric acid (C5). 

Gas phase 

species 

Surface area ± 2σ a  

(cm2)  

[Gas]0 ± 2σ b  (units 

of 1012 molecules 

cm-3) 

γ0
c ± 2σd γss

e ± 2σd 

NH3 14.2 ± 6.6 0.46 ± 0.04 (3) – ≤ 3 × 10-5  

     

 13.9 ± 6.4 3.9 ± 0.01(3) – ≤ 2 × 10-5  

MA 1.8 ± 0.7 0.45 ± 0.1 (4) – 0.066 ± 0.025 

 4.5 ± 1.8 0.45 ± 0.05 (4) – 0.046 ± 0.012 

     

 1.9 ± 0.8 4.1 ± 1.1 (4) 0.083 ± 0.025 – 

 4.4 ± 2.0 5.1 ± 0.8 (3) 0.085 ± 0.012 – 

EA 1.8 ± 0.8 0.42 ± 0.07 (3) – 0.056 ± 0.030 

 4.4 ± 2.0 0.50 ± 0.10 (3) – 0.056 ± 0.022 

     

 1.9 ± 0.9 4.0 ± 1.0 (4) 0.12 ± 0.03 – 

 4.6 ± 2.1 3.9 ± 0.7 (3) 0.10 ± 0.02 – 

DMA 1.9 ± 0.9 0.45 ± 0.04 (3) – 0.038 ± 0.022 

 4.5 ± 2.1 0.47 ± 0.04 (3) – 0.027 ± 0.006 

     

 1.8 ± 0.8 4.3 ± 0.8 (3) 0.10 ± 0.01 – 

 4.3 ± 2.0 4.3 ± 0.4 (3) 0.073 ± 0.006 – 

TMA 16.6 ± 7.8 0.33 ± 0.09 (3) – (4.2 ± 1.1) × 10-5 f 

     

 16.1 ± 7.5 5.1 ± 1.0 (3) – (6.2 ± 3.1) × 10-5 f 
a Standard deviations represent 2σ for the distribution of crystal sizes in each sample.  Orifice 

areas for all experiments were 0.31 cm2, except for those with NH3 and TMA which were 0.015 

cm2.  b Standard deviations represent 2σ for the variation in amine concentration for those runs.  

Number of experiments are given in parentheses.  c Uptake coefficients decreased with time, 

these values represent the average of the initial uptake region for the first trial for all samples.   
d Errors are reported as two sample standard deviations of the average of replicate experiments.   
e Uptake is representative of a steady-state region as indicated in Figure 3b. f Uptake coefficients 

are for a steady state, but decreased with each trial; these values represent the average of the first 

trial for all samples.  
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Table 5-6.  Uptake coefficients (γ) for ammonia and amines on adipic acid (C6). 

Gas phase 

species 

Surface area ± 2σ a 

(cm2)  

[Gas]0 ± 2σ b   

(units of 1012 molecules 

cm-3) 

γss  

NH3 29.2 ± 18.6 0.48 ± 0.07 (3) ≤ 6 × 10-6 

    

 27.5 ± 17.5 4.0 ± 0.4 (3) ≤ 3 × 10-6 

MA 31.3 ± 19.9 0.40 ± 0.1 (3) ≤ 5 × 10-6 

    

 28.7 ± 18.2 4.2 ± 0.6 (3) ≤ 4 × 10-6 

EA 28.6 ± 18.1 0.39 ± 0.07 (3) ≤ 1 × 10-5 

    

 28.2 ± 17.9 4.2 ± 1.3 (3) ≤ 7 × 10-6 

DMA 28.0 ± 17.8 0.34 ± 0.04 (3) ≤ 5 × 10-6 

    

 27.3 ± 17.3 4.3 ± 0.4 (3) ≤ 5 × 10-6 

TMA 30.3 ± 19.3 0.40 ± 0.08 (3) ≤ 3 × 10-6 

    

 30.2 ± 16.6 3.8 ± 1.6 (4) ≤ 5 × 10-6 
a Standard deviations represent 2σ for the distribution of crystal sizes in each sample.  Orifice 

areas were 0.015 cm2 for all experiments.  b Standard deviations represent 2σ for the variation in 

amine concentration for those runs.  Number of experiments given in parentheses. 
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Table 5-7.  Uptake coefficients for ammonia and amines on pimelic acid (C7). 

Gas phase 

species 

Surface area ± 2σ a 

(cm2) 

[Gas]0 ± 2σ b   

(units of 1012 

molecules cm-3) 

γss  

NH3 9.2 ± 5.0 0.43 ± 0.07 (3) ≤ 4 × 10-5 

    

 9.1 ± 6.1 4.1 ± 0.5 (2) ≤ 8 × 10-6 

MA 9.0 ± 4.9 0.41 ± 0.08 (3) ≤ 2 × 10-5 

    

 9.3 ± 5.1 3.7 ± 0.4 (3) ≤ 2 × 10-5 

EA 9.1 ± 4.9 0.42 ± 0.13 (3) ≤ 2 × 10-5 

    

 9.2 ± 5.0 4.4 ± 0.8 (3) ≤ 2 × 10-5 

DMA 9.1 ± 5.0 0.46 ± 0.07 (3) ≤ 2 × 10-5 

    

 9.2 ± 5.0 4.5 ± 0.4 (3) ≤ 9 × 10-6 

TMA 9.1 ± 6.0 0.44 ± 0.05 (2) ≤ 1 × 10-5 

    

 9.2 ± 5.0 4.6 ± 1.0 (3) ≤ 1 × 10-5 
a Standard deviations represent 2σ for the distribution of crystal sizes in each sample.  Orifice 

areas were 0.015 cm2 for all experiments.  b Standard deviations represent 2σ for the variation in 

amine concentration for those runs.  Number of experiments given in parentheses. 
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Different amine–diacid combinations showed varying time behaviors of the amine 

uptake.  For example, uptake of MA, EA and DMA on malonic acid (C3) showed an initial, very 

rapid uptake that was not seen for the other diacids (Figure 5-10).  This was followed by a 

slower, declining uptake.  In order to quantify both the initial large uptake and that observed at 

longer times, the data for malonic acid (C3) were analyzed as illustrated schematically in Figure 

5-11.  Initial uptake coefficients, defined as γ0, reflect the spike in the uptake at the shortest 

reaction times; note these may be lower limits as the time resolution of the measurements may 

not have been sufficiently high to capture the true minimum in Ir.  To obtain the steady–state 

values of the uptake coefficients for malonic acid (C3), the linear portion of the signals that 

followed the spike were extrapolated back to the time at which the initial spike occurred, tspike 

(Figure 5-11a), using a linear regression, These values are reported as γ0,ss.  For the rest of the 

diacids where no initial spike was observed, the steady–state uptake coefficient is defined as γss 

(Figure 5-11b). 
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Figure 5-11.  Schematic of uptake coefficients derived for a) amines on malonic acid (C3), and 

b) derivation of steady-state uptake coefficients for all other diacids. 

 

Tables 5-3 to 5-7 summarize the measured uptake coefficients for each experimental 

condition for all base–acid combinations.  Note that the uncertainties reported are determined by 

propagation of errors, and do not include possible systematic errors.  As discussed above, the 

largest potential systematic error is in the available surface area which we estimate to be as much 

as a factor of two.  Thus, uptake coefficients are considered significantly distinctive if they differ 

by more than a factor of two. 

 

The values of the steady–state uptake coefficients for malonic (C3), succinic (C4) and 

glutaric (C5) acids that show measurable uptake is independent of the mass of the diacid used, 
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i.e., of the total surface area, as expected (Tables 5-3 to 5-5).  This is not the case for the initial 

uptake coefficients, 0, for malonic acid (C3), where the values were smaller for the larger diacid 

mass (Table 5-3).  Possible reasons for this are discussed below.  Uptake coefficients for the 

most part are relatively insensitive to the amine concentration.  The exception is glutaric acid 

(C5), where there is a trend to higher uptake coefficients at higher gas phase base concentration 

(Table 5-5).   

 

Figure 5-12 summarizes the uptake coefficients as a function of carbon number for 

ammonia and each amine.  As observed in the earlier studies of BA with diacids, all of the 

amines studied here exhibit an odd–even carbon trend in the uptake coefficients, with the values 

decreasing with increasing chain length and uptake coefficients for even carbon diacids are 

orders of magnitude smaller than those for odd carbon diacids.  This behavior likely reflects the 

crystal structure of the even carbon diacids compared to the odd carbon compounds.138   Solid 

diacids self–assemble end–to–end via hydrogen bonds to form infinite chains and adjacent 

elongated chains aggregate due to hydrophobic interactions between methylene chains.  

However, there is a difference in inter–chain packing between the even and odd carbon diacids in 

their crystal structure.  Odd carbon diacids have their –COOH groups out of plane with the 

methylene chains leading to torsional strain on the carbon chains and higher energy 

conformations.  This torsional strain also results in more space between chains.  The combination 

of lower lattice stability and larger inter–chain spacing has been proposed to facilitate the 

penetration of water in between lattice chains, and thus contribute to a higher aqueous solubility 

for the odd carbon diacids.139  A similar phenomenon is expected to allow the gas phase amines 

to exhibit greater penetration in the odd carbon diacids.  In DART–MS (direct analysis in real 



 

124 

 

time mass spectrometry) studies of amine–reacted diacid particles using a flow reactor, the odd–

even alternation was observed in the fraction of amine taken up into the diacid particles.186  The 

amount of amine in the diacid particles also decreased with each increasing carbon number.  

 

 

Figure 5-12.  Summary of uptake coefficients (γss) (± 2σ) for amines and ammonia on C3 – C7 

solid diacids.  Dashed lines are data at 1011 molecules cm-3 and solid lines are data at 1012 

molecules cm-3.  Uptake coefficients for MA, EA and DMA on malonic acid (C3) are 

extrapolated uptake coefficients (γ0,ss) as reported in Table 1.  Values for glutaric acid (C5) at 

1012 molecules cm-3 are γ0 as reported in Table 5-5.  Arrows and parentheses indicate an upper 

limit. 

 

  Malonic acid (C3) is unique in its crystal structure, in that it is the only triclinic structure 

of the diacids investigated here,138, 204 has the least crystal symmetry204 and the weakest 

hydrophobic interactions compared to the other diacids since there is only a single methylene 

group interacting between adjacent chains.  The orientation of the –COOH groups is different 

from the rest of the diacid series, in that one acidic group lies roughly in plane with the carbon 
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chain, while the other is rotated about 90°.  This orientation is in contrast to the other odd carbon 

diacids where there are two regions of symmetry: one along the carbon chain and one within the 

two –COOH groups.204  These characteristics suggest that of all the diacids in this study, malonic 

acid (C3) has the loosest crystal packing, potentially the highest number of crystal defects, and at 

least one acidic group that might be more readily available for reaction.  All these factors may 

increase its reactivity compared to the larger diacids.     

 

In general, when an ammonia or amine molecule reacts with the diacid surface, the first 

step involves formation of a mono– ammonium or aminium carboxylate salt (molar ratio 1:1).  

This is expected to disrupt the crystal surface, making it more porous.  This could effectively 

lead to reaction of many underlying layers of the diacid, not just the surface monolayer. As this 

occurs, the 1:1 salt can be converted to the dicarboxylate salt (molar ratio 2:1).  If these top salt 

product layers are themselves solid, then surface passivation would be expected to set in as slow 

diffusion in the solid would limit the depth of penetration and reaction of the amine.  This would 

manifest itself as a decrease in uptake coefficient over timescales that would depend on the 

magnitude of γ.  

 

The reactions of the even carbon diacids fall into this solid product category.  For 

example, as seen in the data for succinic acid (C4) in Figure 5-10, the uptake of MA, EA and 

DMA is small and all show evidence of surface passivation over the course of the experiments 

(i.e. initial uptake of the amine onto the diacid surface that decreases slightly within a single 

measurement and decreases for each subsequent exposure to the amine).  Surface saturation 

times for MA, EA and DMA on succinic acid (C4) were calculated as described in detail 
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previously.210  Briefly, the number of diacid molecules in a single unit cell can be calculated 

using the unit cell dimensions of the diacid.  The initial number density of surface sites, S0, can 

then be derived using the weighting factor, or the fraction of the surface area that is made up of 

acidic groups.  The first order rate constant (k’) for the amine reaction on the surface is derived 

using kinetic molecular theory, the reactive surface area and S0.  Assuming that the decay in 

surface sites follows first order kinetics, the decay in reactive sites can be expressed as 

St = S0e
-k’t.  Thus, the reciprocal of k’ will give the 1/e lifetime of the reactive sites.  The 

observation of surface saturation in Figure 5-10 for succinic acid (C4) is consistent with a 

calculated 1/e surface saturation time of ~ 5 min, using γss = 6.4 × 10-5 for MA as an example.  

 

No uptake of NH3 was observed on succinic acid (C4).  While a small change was 

observed in the TMA signal upon opening the lid (Figure 5-10), Ir was within experimental error 

of I0 and as discussed above, only an upper limit for the uptake coefficient was therefore derived. 

The very small uptake of TMA is likely due to steric factors, where the highly branched amine 

structure minimizes penetration into the tightly packed first layers of the crystal lattice of the 

even carbon diacid.  The lack of measurable uptake of NH3 may reflect its lower basicity 

compared to the amines,212, 213  which also is responsible for it having the lowest uptake 

coefficients compared to the amines across the diacid series.  Lastly, there was no measurable 

uptake of NH3 nor any uptake of the amines on adipic acid (C6) (Table 5-6).  This is attributed to 

the stronger hydrophobic forces between the longer methylene chains of adipic acid (C6), which 

makes penetration of the amines into the crystal and disruption of the structure energetically less 

favorable.   
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In the previous studies of the reactions with BA on the odd carbon diacids, uptake of the 

amine continued at reaction times much longer than expected for the reaction of the gas with the 

surface layer of the diacids.210  This was shown to be due to the formation of an ionic liquid (IL) 

layer that then provided a liquid film into which the gas phase amine and underlying diacid 

dissolved and reacted continuously.210  Thus, the system became a multiphase gas–liquid–solid 

reaction, which did not lead to surface passivation as is usually the case with gas–solid reactions.  

Formation of ILs for the C3, C5 and C7 diacid reactions was confirmed by mixing aqueous 

solutions of the acid and base, and evaporating off the water to determine if a solid or liquid salt 

remained.210 

 

In the systems under study here, uptake also continued at much longer reaction times than 

expected for reaction of just the surface of the odd carbon diacids.  Saturation times for malonic 

(C3) and glutaric (C5) acids were calculated using the same method as described above for 

succinic acid (C4).  For example, for uptake of EA on malonic acid (C3) with ss = 0.4, the 

expected time to react 1/e of the surface molecules at an amine concentration of 4 × 1011 

molecules cm-3 is of the order of 0.2 seconds, and for glutaric acid (C5) with ss = 0.06, is ~ 0.5 

seconds.  The data in Figure 2 clearly indicate that uptake continues to occur on much longer 

timescales.  This continuous uptake suggests that more than a monolayer at the surface is 

available for reaction and that formation of ionic liquids may be occurring similar to the BA 

reaction.210  In the case of malonic acid (C3) reacting with the amines, there is a trend to 

decreasing values of 0,ss with time, which may reflect slower diffusion of the amine through an 

ever-thickening reacted layer and/or solubility limitations into the developing liquid layer. 
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Thus, a general scenario for the reaction of the odd diacids is formation of a salt product 

that is a stable or metastable IL that forms on the surface during reaction.  In this case, surface 

passivation does not shut off the reaction and suggests that these liquid layers on the surface are 

the cause for continuous uptake observed on odd carbon diacids.  The lack of reaction of pimelic 

acid (C7) may be due to the stronger interactions between the longer methylene chains, making 

initial disruption of the crystal structure more difficult on the timescale of our experiments. 

 

As shown in Table 5-5, uptake coefficients for MA, EA and DMA on glutaric acid (C5) 

showed a trend to higher values at higher amine concentrations.  This dependence may be due to 

the kinetic limitations on formation of the IL layer.  At the higher amine concentration, the 

formation of the IL may occur more rapidly than at the smaller concentration, causing more rapid 

formation of the IL and hence higher initial uptake of the amine into the IL layer. 

 

To probe which amine–diacid combinations form room temperature ionic liquids, 

aqueous mixtures were prepared and the excess water evaporated off as in earlier studies of the 

BA reaction.210  A variety of behaviors were observed in the present study.  In some cases, the 

remaining material was a liquid whose viscosity could be measured, and which remained liquid 

during storage under nitrogen or ultra–zero air for up to several months.  These are considered to 

be stable, room temperature ionic liquids.  In other cases, a liquid was formed for sufficient time 

to make viscosity measurements, but subsequently formed a slushy material.  This suggests that 

the salt formed initially is a thermodynamically unstable liquid, dubbed here as a metastable 

ionic liquid (MSIL) which, under the appropriate conditions, converts to a stable higher viscosity 

salt.  In other cases, a solid was formed immediately.  The properties of the final solid as visually 
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observed varied from a hard solid to a softer material.  Table 5-8 indicates which products 

formed a MSIL, and summarizes the results of the viscosity measurements. 

 

Table 5-8.  Measured viscosities (μ) and densities (ρf) for 2:1 and 1:1 ammonia or amines–diacid 

mixtures.  

 
2:1 1:1 

Salt μ ± 2σ 

(Pa∙s) 

ρf 

(units of 103 kg 

m-3) 

μ ± 2σ 

(Pa∙s) 

ρf 

(units of 103 kg 

m-3) 

Malonic (C3) +     

NH3 
a a 12.1 ± 3.8 b 1.4 

MA 0.9 ± 0.4 1.2 a a 

EA 13.1 ± 1.2 b 1.1 10.1 ± 1.4 1.3 

DMA 3.5 ± 0.8 b 1.2 a a 

TMA a a a a 

Succinic (C4) +     

MA a a a a 

EA a a a a 

DMA a a a a 

TMA 32.3 ± 2.8 1.2 26.3 ± 2.8 1.2 

Glutaric (C5) +     

MA 15 ± 4 b 1.2 a a 

EA 8.5 ± 1.6 1.1 a a 

DMA a a a a 

TMA 6.1 ± 0.8 1.1 13.9 ± 2.4 1.1 

Adipic (C6) +      

MA a a a a 

EA a a a a 

DMA a a a a 

TMA a a a a 

Pimelic (C7) +     

MA 20.5 ± 2 b 1.1 a a 

EA 9.8 ± 1.6 b 1.1 18.0 ± 2.2 b 1.1 

DMA 9.9 ± 1.4 1.1 10.1 ± 1.6 1.1 

TMA 13.0 ± 3.4 1.1 9.4 ± 0.6 1.1 
a Viscosity measurements could not be made.  b Liquid product is a MSIL that subsequently 

formed a higher viscosity slushy material over several hours. 
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Photographs of the hard solid, slushy material, or liquid salts formed from evaporation of 

amine/ammonia and diacid mixtures are shown in Figure 5-13 (odd carbon diacids) and Figure 

5-14 (even carbon diacids).  These photographs show that most of the 2:1 mixtures of the odd 

carbon diacids formed either an IL or MSIL, consistent with continued uptake of most of the 

amines onto malonic (C3) and glutaric (C5) acids.  However, the TMA–malonic acid (C3) and 

the DMA–glutaric acid (C5) salts were exceptions.  In these two cases, the evaporation of the 

aqueous mixtures formed a slushy material (Figure 5-13) immediately after excess water was 

removed.  Nonetheless, dissolution of both the underlying diacid and the gas phase amine might 

still be expected to occur in the soft product layer. This is supported by continuous uptake of gas 

phase TMA on malonic acid (C3), and DMA on glutaric acid (C5) (Figure 5-10).  Most amines 

on pimelic acid (C7) form a stable IL or MSIL (Figure 5-13), however no measurable uptake is 

observed in the Knudsen cell experiments. 
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Figure 5-13.  Products formed from the evaporation of aqueous 2:1 or 1:1 mixtures of MA, EA, 

DMA, TMA or NH3 with odd carbon diacids.  Green stars indicate a MSIL that converted to a 

slushy material. 
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Figure 5-14.  Products formed from the evaporation of aqueous 2:1 or 1:1 mixtures of MA, EA, 

DMA or TMA with even carbon diacids. 

 

Results from the aqueous mixtures of pimelic acid (C7) and Knudsen cell experiments 

suggest that penetration into the solid and disruption of the crystal structure to form an IL layer is 

not sufficiently fast on the timescales and small gas phase concentrations of the Knudsen cell 

experiments to form an IL or MSIL layer, and hence there is no measurable uptake.  It should be 

noted that while the determination of whether various aqueous mixtures form ILs, MSILs or salts 

provides some insight into the Knudson cell results, there is not a direct correlation in all cases.  
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This likely reflects very different reaction conditions and timescales for the Knudsen cell 

experiments compared to evaporation of aqueous mixtures. 

 

The overall trends in uptake shown in Figure 5-10 and Figure 5-12 and summarized in 

Tables 5-3 to 5-7 indicate the following.  First, the uptake coefficients for all amines on malonic 

acid (C3) are large (γ > 0.1) and reflect the unique crystal structure of malonic acid (C3) 

discussed above.  Of all the amines, EA and DMA have the largest uptake coefficients.  Their 

larger values compared to MA may be due to their higher gas phase basicity212, 213 and larger 

dispersion forces, while steric factors come into play with TMA.  Second, the higher uptake on 

odd carbon diacids seen earlier for BA210 continues to hold for the series of amines studied here.  

Finally, the even carbon diacids have uptake coefficients that are orders of magnitude smaller 

than for the odd carbon compounds, and only succinic acid (C4) gave measurable uptake for 

MA, EA and DMA.  Lower uptake onto even carbon diacids is consistent with their more stable 

crystal structure and the fact that they tend to form hard solid salts rather than ILs (Figure 5-14).  

The exception is the TMA–succinic acid (C4) reaction for which there was no measurable uptake 

but the aqueous mixtures did form a viscous IL (Table 5-8). Steric factors are likely to play a role 

in the penetration of TMA into the crystal, limiting the extent of reaction and formation of a 

liquid layer at the concentrations and timescales of the Knudsen cell experiments.   

 

Ammonia has a much smaller uptake coefficient on malonic acid (C3) compared to the 

amines, and shows no evidence of observable uptake on any of the other diacids. The reaction of 

NH3 with malonic acid (C3) shows signs of surface saturation (Table 5-3), consistent with the 

formation of a hard solid from its 2:1 aqueous mixture (Figure 5-13).  This one reaction of 
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malonic acid (C3) therefore falls into the same category of succinic acid (C4), i.e. a gas–solid 

reaction without formation of a quasi-liquid layer.   

 

Unique to malonic acid (C3) is a large initial uptake for most amines when the lid is first 

opened (Figure 5-10).  This is indicative of the presence of highly reactive sites such as the steps 

and edges of a crystal.214  Once those have reacted, the molecules in the more stable crystal 

structure dominate, resulting in a slower gas uptake.  Such behavior was previously observed for 

example, in the reaction of gas phase HNO3 with solid NaCl.176-178, 202, 215  In the case of malonic 

acid (C3), the more easily accessible acidic group may provide the highly reactive sites, in 

addition to any steps/edges present on the crystals.  The large initial uptake was not present with 

TMA in the current study, or in studies with BA on malonic acid (C3).210  It could be that MA, 

EA and DMA are small enough to access these highly reactive sites more readily than BA or 

TMA.  

 

It is, however, unusual that this initial “uptake spike” occurs repeatedly when the lid is 

opened and closed a number of times on one sample.  In the case of HNO3–NaCl, the spikes only 

occur at the first exposures since the highly reactive sites are removed by reaction.176, 178, 202  The 

repetition of the spikes within one experiment seen here for malonic acid (C3) (Figure 5-10) 

suggests that if it is due to some highly reactive sites, they must be regenerated relatively rapidly. 

Since these reactions form ILs and/or MSILs as the reaction proceeds (Table 5-8), it is possible 

that once the lid is closed, the ionic liquid layer may coalesce into small regions, exposing new 

reactive sites so that when the lid is subsequently opened, another rapid, initial uptake of the 

amine occurs.  A similar reorganization of the sodium nitrate surface layer resulting from the 
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reaction of NaCl with gas phase nitric acid or NO2 was observed; in that case, exposure to water 

vapor induced recrystallization to generate a fresh NaCl surface.215, 216  Reactions of SO2 with 

CaCO3 in the presence of water vapor were also observed to form islands and microcrystallite 

layers of CaSO3 which subsequently exposed fresh CaCO3 sites for further reaction.217  The 

reactions of MA, EA and DMA with malonic acid (C3) reported here are, however, unique in 

that water vapor is not required for this hypothesized reorganization. 

 

IV. Conclusions 

 Successful studies on using a Knudsen cell coupled to a QMS have shown that in the 

reaction of amines with solid diacids, uptake coefficients exhibit an odd–even trend.  Comparing 

uptake coefficients for flow reactor studies to Knudsen cell experiments, all uptake coefficients 

for diacids in the flow reactor experiments were ~ 10-2 whether odd or even carbon diacids.  The 

signficiant different in uptake coefficients measured with the Knudsen cell indicate that uptake 

coefficients obtained from flow reactor studies may reflect saturation of the surface due to 

limitations in the time resolution and therefore, missing the crucial, initial uptake of the amine 

onto the diacids.   

 

In the case of ammonia, uptake was only visible on malonic acid (C3) and was lower than 

all the amines.  This is thought to be due to the lower gas phase basicity of ammonia.  Uptake 

coefficients for odd carbon diacids are orders of magnitude larger than their even carbon 

homologs.  The difference in uptake is thought to stem from the differences in crystal structure 

between odd and even carbon diacids.  Odd carbon crystal lattices have torsional strain causing 

them to be higher in energy and have more spacing between adjacent chains.  This is thought to 
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help facilitate the penetration of amines in the crystal lattice and in addition, these reactions tend 

to form ionic liquids. 

 

 The formation of ionic liquids (ILs) on the surface of odd carbon diacids was confirmed 

using aqueous mixtures of the amine and diacid.  BA formed stable ILs, while MA, EA, DMA, 

and TMA either formed ILs or thermodynamically unstable ILs defined as a metastable IL.  This 

may lie in the similar chain length of BA to the diacids causing them to have similar electrostatic 

interactions, which may help facilitate the formation of stable ILs.  This may also explain why 

BA had higher measured uptake coefficients compared to the other amines in this study. 

 

 These Knudsen cell studies show that not only does the structure of the solid substrate 

(diacid) play a role in reaction and uptake, but the structure of the gas phase species governs 

uptake behavior and reaction as well.  These data suggest that the factors affecting gas–solid 

uptake are varied and numerous. Although solid diacid salts are not typically found in the 

atmosphere, it is possible that ionic liquids may be formed via reactions of amines with the 

acidic components of semi–solid SOA. This illustrates the importance of having a molecular 

level understanding in order to translate the results of laboratory studies into atmospheric models 

and ultimately into control strategies. 
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CONCLUSIONS AND ATMOSPHERIC IMPLICATIONS 

 

 Atmospheric particles adversely affect climate and health, thus an understanding of their 

formation and growth mechanisms in the atmosphere is necessary.  Part of the lack of a complete 

understanding of these mechanisms is due to the complex chemistry occurring in the atmosphere.  

Experiments were conducted to study the uptake of gas phase species of differing polarities onto 

low viscosity liquid substrates and laboratory generated SOA.  The effect on polarity and 

viscosity of the substrate was analyzed to determine if the chemical properties of the gas and 

condensed phases affect the uptake mechanism of the gas onto the substrate.  Studies of the 

uptake of isobutyl nitrate (IBN) on squalane was rapid, which may due to the low viscosity of 

squalane.  At the time of the first IR scan, evaporation of IBN may already be present, indicating 

a rapid establishment of equilibrium between the two species.  In the uptake on IBN on  

Fomblin ®, a higher concentration of IBN was needed in order to see uptake which is presumed 

to be due to the increased number of polar groups on Fomblin ® compared to squalane.  The 

uptake of IBN on SOA generated from the ozonolysis of α–pinene was significantly different 

from squalane in that diffusion into and out of SOA was much slower.  This is due to the large 

number of oxygenated products resulting from the oxidation of α–pinene, as well as the much 

higher viscosity of SOA compared to squalane. 

 

 The reaction of amines with solid dicarboxylic acids (diacids) was studied using two 

different approaches: a flow reactor or Knudsen cell coupled to a quadrupole mass spectrometer.  

In the first approach, uptake coefficients for n–butylamine (BA) on solid C2 – C5 diacids were 

on the order of 10-3 – 10-2.  Knudsen cell studies resulted in uptake coefficients ranging from 10-1 
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to upper limits of 10-6, which differed based on the number of carbons in the diacid.  The time 

constant used in the flow reactor experiments may have been too slow to capture the initial 

uptake region of the gas phase amine reacting with the diacid.  This is evident in the uptake 

coefficients for all diacids having similar orders of magnitude as well as surface saturation 

observed for some diacids. 

 

 Uptake coefficients for BA measured using the Knudsen cell were dependent on whether 

the diacid had an even or odd number of carbons in the backbone.  Odd carbon diacids had 

uptake coefficients that were several orders of magnitude higher than the even carbon diacids, 

with the uptake coefficients decreasing with increasing carbon number in a given series.  This 

higher uptake in odd carbon diacids may be due to the differences in packing in the crystal 

structure of the diacids.  It was also shown that evaporation of aqueous mixtures of BA with odd 

carbon diacids formed stable ionic liquids in which underlying diacid can dissolve into this liquid 

layer and provide a replenishment of unreacted diacid.  Subsequent studies on various primary 

amines, as well as dimethylamine (DMA), trimethylamine (TMA), and ammonia showed that not 

only does the structure of the diacid affect uptake, but the structure of the amine does as well. 

  

Results from these studies show that reaction and uptake behavior differs when the phase 

of the substrate is solid or liquid.  The largest uptake coefficients for the amine–diacid system 

were on the order of magnitude of 10-1 for BA on the odd carbon diacids, while for the other 

amines, the larger uptake coefficients were around 10-2.  This work shows that for a simple acid–

base reaction, it may be invalid to assume uptake coefficients as unity.  Additionally, there 

should not be a “one size fits all” parameter in atmospheric models for a given type of reaction, 
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as seen in these laboratory studies, the uptake coefficients differed based on the gas phase amine.  

These data will help atmospheric models more accurately predict ambient particle concentrations 

based on a better understanding of the amine–diacid system, since amines are prevalent in the 

atmosphere and diacids have been found in particles in various environments.  On a larger scale, 

the expansion of this work to measure uptake coefficients for a variety of different chemical 

reactions will help build a database of values to help modelers incorporate these uptake 

coefficients into the atmospheric models.  The synergy between experimental studies and 

atmospheric models will help bring a better understanding of the complex chemistry occurring in 

the atmosphere. 
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