
UC Berkeley
UC Berkeley Previously Published Works

Title
Deglacial temperature history of West Antarctica.

Permalink
https://escholarship.org/uc/item/3qd9k5q8

Journal
Proceedings of the National Academy of Sciences of the United States of America, 
113(50)

ISSN
0027-8424

Authors
Cuffey, Kurt M
Clow, Gary D
Steig, Eric J
et al.

Publication Date
2016-12-01

DOI
10.1073/pnas.1609132113
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/3qd9k5q8
https://escholarship.org/uc/item/3qd9k5q8#author
https://escholarship.org
http://www.cdlib.org/


Supporting Information
Cuffey et al. 10.1073/pnas.1609132113
SI Measurement of Borehole Temperatures
Temperatures in the fluid-filled WDC borehole were logged dur-
ing December 2011 and again during December 2014, using the
USGS PTLS. With the PTLS, a thermistor probe is lowered
into the borehole at a constant rate while the sensor’s resistance
and depth are continuously recorded. The resistance is later
converted to temperature, using a special calibration function.
Instrumental noise and temperature fluctuations due to bore-
hole fluid convection are then removed using a wavelet analy-
sis, and a deconvolution is performed to account for the finite
response time of the probe. A full description of the measure-
ment system, measurement uncertainties, and data processing
techniques is available (50, 51). Uncertainties primarily arise
from three sources: temperature-sensor calibration uncertain-
ties and measurement-circuit drift, thermal fluctuations within
the borehole due to convection of the borehole fluid, and the
thermal disturbance caused by drilling processes. Except for the
extreme ends of the borehole, the standard uncertainties due to
these sources are less than 3.3 mK, 1.25 mK, and 4 mK, respec-
tively. The quadrature sum provides a combined uncertainty of
∼5.3 mK for the temperature measurements in the fluid-filled
portion (depths > 96 m) of the borehole. Above 96 m we used
the temperature profile previously measured in a neighboring
air-filled hole (52), shifted uniformly to match the values deter-
mined by the more accurate PTLS measurements.

SI Ice-Isotopic Data
The δD of ice was measured by laser spectroscopy at the Univer-
sity of Washington as described in Steig et al. (24), and the asso-
ciated δ18O data have been published previously (15, 16, 24). Use
of δ18O rather than δD in our calculations makes no discernible
difference because δD scales linearly with δ18O. The data are
reported as per mille deviations from Vienna Standard Mean
Ocean Water (VSMOW), normalized to the VSMOW-Standard
Light Antarctic Precipitation standard water scale. The precision
of the δD measurements is better than 0.8%.

SI Nitrogen-Isotopic Data
The δ15N of N2 trapped in the ice was measured at Scripps
Institution of Oceanography, University of California. Air was
extracted from ∼12-g ice samples, using a melt–refreeze tech-
nique, and collected in stainless steel tubes at liquid-He temper-
ature. δ15N was analyzed using conventional dual-inlet isotope
ratio mass spectrometry (IRMS) on a Thermo Finnigan Delta
V mass spectrometer. Results were normalized to La Jolla (CA)
air, and routine analytical corrections were applied (55, 56). The
δ15N data and model fits were reported previously by Buizert et
al. (47) and are shown in Fig. S1.

SI Age–Depth Relation and Layer Thicknesses
The age–depth relation and annual layer thicknesses were deter-
mined by identifying and counting annual layers back to ∼31 ka
and by cross-correlations of gas records prior to this time (16, 47,
53). The former is completely independent of the reconstructed
temperatures, whereas the latter uses them in the calculation of
age offset between gas and ice. The 2σ uncertainty on age off-
set at ages greater than 31 ka is less than ±100 y. Optimiza-
tions using an age scale stretched or compressed by this amount
change the reconstructed LGM temperature by a trivial amount,
about ±0.05 ◦C. The range of our reconstructed temperature
history (Fig. 2B, main text) includes the effects of stretching and
compressing the age scale by 2 ky at 40 ka.

SI Reconstruction Strategy
This section summarizes the reconstruction strategy following
the presentation in the main text, but with added details and
comments.

To determine the surface temperature history Ts (t), we opti-
mized the match between temperatures measured in the bore-
hole and those calculated with a numerical model of heat transfer
driven by various Ts (t) scenarios as a boundary condition.
To start, we filtered the deuterium ice-isotopic record (δD) to
remove high-frequency variability. Using the time derivative of
this filtered history (δ̇), we then optimized the temperature vari-
ation (relative to modern) given by

∆Ts (δ) =

∫
t

γ−1(t) δ̇(t) dt , [S1]

where the coefficient γ (t) takes three values (Table S1), one for
each of the three major periods of isotopic change (deglacial,
early to mid-Holocene, and late Holocene). For the most recent
period 0–0.2 ka we do not calibrate γ but instead add and adjust
a trend whose shape follows the temperature reconstruction of
Orsi et al. (52) derived from analysis of a neighboring shallow
borehole.

Fig. 2A (main text) shows the result. This calibrated ∆Ts (δ)
is used in all subsequent stages of the analysis, without further
adjustments. Next we introduced three basis functions gi (t) with
ranges ∈ (0, 1), so that

Ts (t) = To + ∆Ts(δ) +

3∑
i=1

ci · gi(t), [S2]

and optimized the coefficients ci and the constant To , the mod-
ern temperature. The basis functions reflect the broadest pattern
of variations seen in the observed temperature–depth profile and
allow for adjustments to average temperatures of the late glacial
period, early Holocene, and mid- to late Holocene (Fig. S2). If
∆Ts(δ) matched perfectly the true temperature history, then we
would here findci = 0. In fact, nonzeroci are found to improve the
model performance significantly (Table S2), indicating that the
δD of ice does not always preserve a linear signal of the long-term
evolution of surface temperatures. On the other hand, an opti-
mization of the basis functions without isotopes performs signifi-
cantly worse than the isotopes alone (Table S2, top entry); the iso-
topes do record important information about past temperatures.

Uncertainty in how the measured temperature matches ice
temperature at a given depth is approximately 0.5 cK, but addi-
tional unknowns in the model raise the tolerance to 0.8 cK
(SI Calculation of Limits and Tolerance section). Any models
with rms mismatch differing by less than this amount should be
regarded as equivalent, whereas models performing worse by this
amount or better compared with the final optimized reconstruc-
tion are rejected.

Fig. 2A (main text) also shows the history derived from basis
functions without isotopic inputs, along with an optimized ver-
sion prescribing a cooling before the LGM. Note that it would
be a mistake to regard these nonisotopic models as better repre-
sentations of the borehole temperature information. The bore-
hole temperatures do discriminate between different histories
containing a wide range of frequency contents, and these non-
isotopic versions can be rejected, as can Eq. S1. The “long-term
averages” of climatic temperatures preserved in the borehole
temperature signal are millennia in the Holocene and tens of mil-
lennia in the glacial, but uneven weighting in the averages and the
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simultaneous constraint provided by the measurements at differ-
ent depths increase the discriminatory power.

The δ15N gas-isotope data provide a test of the Ts (t) esti-
mated using Eq. S2 and an opportunity for improvements. The
history of accumulation rate (ḃ(t)) can be derived in two inde-
pendent ways, one from Ts(t) and δ15N, using a model for the
evolving firn density and thickness, and a second one from the
ice core’s observed annual layer thicknesses, corrected for strain
using parameters (total ice thickness, basal melt rate) deter-
mined in the optimization of Eq. S2. Discrepancies between the
two versions of ḃ(t) can in principle be eliminated by adjusting
the temperature history by an amount ∆TN determined by den-
sification physics. Thus, we write

Ts (t) = To + ∆Ts(δ) +

3∑
i=1

ci · gi(t) + ω(t) ·∆TN(t), [S3]

where ω(t) ranges between 0 and 1. This coefficient safeguards
against possible problems with the method; the accuracy of ∆TN
as a thermometer is not well established, especially given imper-
fections of firn densification models and irregularities of the gas-
trapping process at the firn base. We examined reconstructions
with various ω values and used borehole temperatures to identify
the range of admissible scenarios.

Including the term ∆TN in Eq. S3 with ω > 0.5 for all but
the late Holocene reduces the rms error of the optimized model
temperature profile to 1.47 cK (Table S2). This is an excellent
match considering the total range of the observed temperature
profile (Fig. 1, main text), but still larger than the 0.8-cK toler-
ance defined by uncertainties in the measurement and glaciolog-
ical variables. To assess how much of the remaining mismatch
could be eliminated without altering the broad patterns implied
by δD and δ15N, we introduced a random perturbation term to
Eq. S3 before optimization. The magnitude of perturbations was
restricted to one-half the difference between the optimized Eq. S3
scenario and its multimillennial average. Of 60 random scenar-
ios we tested, the best one reduced the rms error to 1.11 cK.
This improvement (rms error reduced by 0.36 cK) is not large
enough to negate the model without perturbations and regardless
is achieved without any significant changes in the reconstructed
temperature: less than 0.8 ◦C warmer during deglaciation and less
than 0.05 ◦C warmer at the LGM (Fig. 2A, main text).

Fig. 1 (main text) illustrates the match between model and
observed temperature–depth profiles for this best-performing
case. Regardless of whether the final perturbations are included,
the reconstructed temperature history provides an excellent
match to the constraints provided by measured borehole temper-
atures, ice-core layer thicknesses, and δ15N isotopes. Table S2
summarizes metrics of model performance for all stages of the
analysis.

SI Comment on the Use of Nitrogen Isotopes
Our use of the δ15N firn-thickness proxy in the reconstruction
(∆TN in Eq. S3) is a unique application of a variable whose tem-
perature dependence reflects a somewhat complex physical pro-
cess. We emphasize that the optimization is still performed by
use of the borehole temperatures alone. The improved model
performance when Eq. S3 replaces Eq. S2 (Table S2) arises
because the three main features of ∆TN (the mid-Holocene
maximum, the warmer late glacial, and the colder LGM) are
all favored independently by the borehole measurements. More
precisely, if we exclude the most recent 2.5 ka when the prior
model is already tightly constrained, then assigning a value ω= 1
in Eq. S3, meaning that ∆TN is included in accordance with
theory, improves the borehole temperature match even though
the optimization uses the same number of free parameters. This
behavior provides evidence that the firn-thickness proxy serves
as a thermometer despite potential complexities in the controls

on firn structure and gas transport. The number of simultaneous
free parameters in all optimizations (Eqs. S1–S3) remains con-
stant (six).

SI Principal Features of Reconstructed West Antarctic
Temperature
Table S3 summarizes key quantitative features of our
reconstruction.

SI Calculation of Temperatures vs. Depth
We use the control volume method (49) to solve the energy bal-
ance equation on a grid of 200 nodes in the ice and 25 nodes
in subjacent bedrock. Grid spacing is smaller near the surface
and increases with depth. The grid is rewritten by interpolation
to allow for changes of ice thickness. The Kelvin temperature T
evolves with time t and elevation above bed z according to

ρ c
∂T

∂t
+ ρ c w

∂T

∂z
=

∂

∂z

[
k
∂T

∂z

]
+ Ṡ , [S4]

where ρ is density, c is the temperature-dependent heat capac-
ity, w is the vertical velocity, k is the temperature-dependent
thermal conductivity, and Ṡ are the source terms. The latter are
calculated from the rate of work of ice deformation and firn
compaction and are of minor significance. Equations for thermal
parameters are those of Yen’s compilation (57), but with thermal
conductivity multiplied by a factor ak so that k = akkYen. We use
ak = 1.02 to conform with recent measurements (58), but vary it
from 1.00 to 1.04 in sensitivity tests.

Advection is of primary importance because ice accumulates,
deforms, and flows downward. The age vs. depth relation for the
core (SI Age–Depth Relation and Layer Thicknesses section) pro-
vides a tight constraint on the net vertical displacement of layers,
making calculated temperatures only weakly sensitive to uncer-
tain details of our flow model. The vertical velocity w (negative in
the ice sheet because of downward flow) depends on basal melt
rate ṁ and vertical normal strain rate ε̇zz ,

w = −ṁ +

∫ z

0

ε̇zz dz [S5]

−w(H , t) · ρ(z )

ρi
= ḃ − dH

dt
[S6]

for ice-equivalent accumulation rate ḃ(t) and ice thickness H (t).
The history of H can take any specified form (see below). The
history of ḃ derives from the ice core’s measured annual layer
thicknesses λ(z ),

ḃ(t) = λ(z ) · exp

(
−
∫
t

ε̇zz (zλ, t) dt

)
, [S7]

where zλ indicates the depth following the layer through time.
With the addition of a correction for densification near the ice
surface (the density as a function of depth below the surface is
assumed invariant over time), the vertical strain rate follows a
Dansgaard–Johnsen model: uniform in the upper part of the ice
sheet and varying linearly below a kink height specified by param-
eter ξ = 0.2 (varied in sensitivity tests),

ε̇zz = ε̇◦ +
w

ρ

dρ

dz
for ξH < z < H [S8]

ε̇zz = ε̇◦

[
fb + [1− fb ]

z

ξH

]
for 0 < z < ξH . [S9]

The requirement that Eqs. S5 and S6 match at the surface
fixes the value for ε̇◦. Parameter fb defines how the strain rate
at the bed compares to the strain rate in the upper 1− ξ fraction
of the ice thickness. fb is sometimes referred to as the “sliding
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parameter” but this label misleads; the fraction of ice motion
due to sliding can change with distance along a flowline, and
such a gradient allows fb to take values less than or greater than
unity. In our optimized models we use fb = 1.3, because this value
allows ḃ inferred from ice strain to match that inferred from 15N
in the deepest layers (ages in excess of 45 ka). A value fb > 1
implies that the fraction of motion due to sliding increases along
the flowline. Whether this is true or not upstream of the WAIS
Divide is unknown. Fortunately, the parameter fb has little influ-
ence on our temperature reconstruction, because the optimiza-
tion adjusts basal melt rate ṁ . Using a larger value for fb is
largely compensated in the temperature profile throughout most
of the ice thickness by a smaller value for ṁ . Reducing fb from
1.3 to 0.7, for example, causes the optimized LGM temperature
to decrease by only 0.08 ◦C.

As an initial condition, we set the profile T (z ) at 120 ka,
the starting time of model calculations, equal to the modern
observed temperature–depth profile.

SI Thickness History
The forms of thickness histories H (t) used in optimizations are
motivated by several considerations: (i) The doubling of accumu-
lation rate between 18 ka and 15 ka would have caused thicken-
ing of a few hundred meters, (ii) retreat of the ice margins would
have caused subsequent thinning, (iii) glacial geologic evidence
indicates<100 m of thinning since 10 ka, (iv) the correspondence
of East and West Antarctic temperatures from 8 ka to the present
indicates no significant elevation changes in this period, and (v)
full ice-sheet model simulations yield LGM thicknesses relative
to present ranging from about −200 m to +360 m.

Our standard model scenario specifies 150 m of thickening
between 18 ka and 15 ka followed by 50 m of thinning. In compar-
ison, holding the thickness constant changes the reconstructed
LGM temperature by +0.18 ◦C. Specifying a constant thickness
before 12 ka, followed by thinning until 5 ka, changes the recon-
structed LGM temperature by −1.59 ◦C to +1.42 ◦C as the ini-
tial thickness relative to modern ranges from −300 m to +450 m
(Fig. S3). Including a 200-m increase between 18 ka and 13 ka,
before the 12-ka to 5-ka thinning, reduces the LGM tempera-
ture by ∼0.5 ◦C compared with the previous case. Using thick-
ness histories calculated for the WDC site in specific ice-sheet
model simulations yields the following changes to LGM temper-
ature: −0.085 ◦C [model of Pollard et al. (59)], +0.55 ◦C [model
of Golledge et al. (60)], and +0.74 ◦C [model of Pollard and
DeConto (29)].

SI Basis Functions
The three basis functions (gi(t) in Eq. 2, main text) are simple,
are piecewise linear, and range from zero to unity (Fig. S2). The
g1 and g2 center on 4 ka and 10 ka, respectively, the approxi-
mate age equivalents of the depths of the two prominent extrema
in the borehole temperature profile (Fig. 1, main text). The g3
extends through the LGM. In the standard case, g1 is defined by
vertex values (0, 1, 1, 0) at ages of (0, 3.5, 4.5, 8) ka, whereas
for calculations of limits the vertex ages range as (0–2.5, 2–5.5,
4–6, 6–9) ka. Ranges for vertex ages of g2 are (4–8, 8–12, 12–∞,
15–∞) ka. For g3, the ages of the (0, 1) vertices range as (12–15,
15–∞) ka.

SI Firn Thickness Model and Use of Nitrogen Isotope Data

Calculation of δδδ15N(t). Given simultaneous histories ḃ(t) and
Ts(t), we calculated the firn density profile ρ(H − z , t) from the
empirical model of Herron and Langway (20), recast to use over-
burden load as a driving variable as in refs. 28 and 47. Equations
of the densification models are given in appendix A of ref. 47. The
density profile, in turn, is used to calculate δ15N(t) of gas at the
depth of trapping by combining the barometric equation (section

15.3 of ref. 13 and ref. 18), an estimate of thermal fractionation
due to temperature gradients (19), and a small convective-zone
thickness offset. The calculated δ15N for current climate matches
the observed modern value at the WAIS Divide.

Calculation of ∆∆∆TN(t). Starting with ḃ(t) derived from observed
ice-core layer thicknesses and the strain model derived with the
preliminary optimized Ts(t), we calculated δ15N(t), using the
model summarized in the previous paragraph. Comparison with
measured δ15N(t) then defined an adjustment to ḃ(t), by calcu-
lating the derivative of mismatch between model and measured
δ15N(t) with respect to perturbations of ḃ(t) and shooting for a
perfect match by linear extrapolation. This process was iterated
until measured and modeled δ15N(t) agreed as well as possible
in terms of rms error, thus defining a new adjusted accumulation
rate history ḃ1(t).

The temperature-history correction ∆TN(t) was then calcu-
lated as a function of the ratio of the adjusted accumulation
rate ḃ1(t) to the original accumulation rate ḃo(t) from strain-
corrected layer thicknesses. This function describes the cou-
pled dependence of δ15N on temperature and accumulation rate
according to firn density models and the barometric equation and
has been calibrated against modern-day observations at various
sites (figure S1 of ref. 28). We used a simple approximation of
the relationship, appropriate for the range of temperatures and
accumulation rates at the WAIS Divide,

∆TN(t) = ν ln

[
ḃ1(t)

ḃo(t)

]
, [S10]

in which the constant ν= 8.475 for temperature change in
Kelvins. The entire process was iterated several times to achieve
an optimal match against all constraints. Fig. S1A compares the
optimized model’s two histories of accumulation rate, one esti-
mated from ice strain and the other from reconstructed temper-
atures via δ15N.

We also repeated analyses with two alternative firn densifica-
tion models (21, 54) and found that they performed not as well
as Herron and Langway’s with respect to the borehole temper-
ature match after optimization. The versions that produced an
acceptable fit to the borehole temperatures corresponded to sur-
face temperature histories well within the range of uncertainty
defined using the Herron–Langway model. Details about use of
the alternative densification models are provided in ref. 47.

Note that for most of the optimizations in this study, the den-
sity profile was assumed to be in equilibrium with the instanta-
neous values of Ts and ḃ (a quasi-steady state). Only for the final
optimizations of Eq. 2 (main text) with and without perturba-
tions, and for the three different densification models, was the
densification model run in fully time-dependent mode.

The Coefficient ωωω. The following method was used to define ω in
Eq. 2 of the main text for the nominal optimized models. Con-
sidering only the portion of the record with climate similar to
modern (12 ka and younger), we perturbed Ts in discrete inter-
vals to assess whether, upon optimization, model performance
improves or degrades by adjusting in the direction indicated by
∆TN. Improvement was found for all but the latest Holocene,
so we took ω= 1 for 3.5–12 ka but ω= 0 for <3 ka. (In the late
Holocene, the reconstruction is already tightly constrained by the
combination of ice isotopes and borehole temperatures.) All pos-
sibilities in the 0–1 range are included subsequently in tests to
define limits on the temperature history.

After iterative optimizations of Eq. 2 (main text) and exper-
iments with ω for the >12-ka period, we found that in mid-
Holocene there remains a difference of ∼0.015 m·y−1 between
the two reconstructions of ḃ (Fig. S1A), implying that the δ15N

Cuffey et al. www.pnas.org/cgi/content/short/1609132113 3 of 8

http://www.pnas.org/cgi/content/short/1609132113


thermometer does not entirely agree with the borehole temper-
atures. We assume this is a deficiency of the former and there-
fore do not force the match between ḃ versions to be better than
0.015 m·y−1 in the pre-Holocene. (There is no reason to expect
it to perform better in LGM conditions than in the Holocene
when conditions are similar to the present, whereas the cost of
allowing a better match of ḃ is a greater deviation of Ts from the
ice isotopes. The borehole temperatures average over too great a
length at LGM to choose.) This means that ω decreases to ∼0.5
for the LGM and prior in our standard case.

SI Calculation of Limits and Tolerance
Sensitivity tests reveal seven principal sources of uncertainty with
nontrivial effects on reconstructed LGM temperature (ranked in
descending order of importance): the ice thickness history, the
depth–age scale, the temperature dependence of thermal con-
ductivity of ice, the basal temperature (equivalent to the local
melting point of ice), the depth of the borehole temperature
sensor, and the residual thermal disturbance from drilling. Set-
ting each of these to maximum and minimum plausible values
and reoptimizing define ±2σ limits on reconstructed tempera-
tures (Table S4). Adding all of these individual contributions in
quadrature then defines the ±2σ range due to uncertain inputs.

In this exercise it was also found that choosing the right com-
bination of values for these uncertain quantities could improve
the rms borehole temperature mismatch by ∼0.3 cK. In combi-
nation with the ∼0.5-cK uncertainty of the direct temperature
measurement, this indicates that any reconstructed temperature
history that provides an rms mismatch within ∼0.8 cK of the
mismatch for the standard optimal model should be regarded as
equally viable. We produced a set of alternative optimized recon-
structions by four processes: introducing random perturbations
to Eq. 2 (main text) as described previously; varying the duration
and timing of the basis functions gi(t) in Eq. S3; varying the coef-
ficient ω(t) of ∆TN in Eq. S3; and defining Ts as weighted aver-
ages ηTs1 + (1− η)Ts2, where Ts1 and Ts2 are, respectively, the
standard optimal model (Eq. S3) and the calibrated ice-isotope
model (Eq. S1), and η ranges from 0 to 1. From this entire set of
optimized reconstructions, we accepted as viable those that met
three criteria: (i) borehole temperature rms mismatch no worse
than 0.8 cK compared with the standard model; (ii) accumulation
rates calculated using nitrogen isotopes and strain match over the
period 0–30 ka to within an rms difference of 1.36 cm·y−1, twice
the rms difference for the standard model; and (iii) model 15N
values, averaged in 1-ka windows, never trend outside the range
of measured 15N points in the Holocene. Considered together,
at every age the viable reconstructions span a range of temper-
atures. We identify the maximum and minimum values as 2σ
uncertainty related to methodological choices.

Our temperature model used in all optimizations is one-
dimensional. This enables large numbers of computations and is
appropriate because the surface elevation and temperature vary
little upstream of the WDC site. The accumulation rate, how-
ever, increases upstream by ∼0.12 m·y−1 in 30 km, and thus the
vertical velocity field and temperature pattern are 2D. This varia-
tion is mostly accounted for automatically in our analysis because
it is already embodied in the observed depth–age relation and
hence in reconstructed accumulation rates, model velocities, and
vertical heat advection. To examine the importance of residual
2D effects, we used a 2D flowline heat and ice flow model (62,
63) to calculate the depth–age and depth–temperature relations
at the WDC site. Using these as inputs to the one-dimensional
model and optimization, we compared temperature reconstruc-
tions for cases in which the upstream accumulation rate was
either uniform or increasing as observed. LGM temperatures
differed by as much as ±0.5 ◦C for a variety of cases in which
the imposed temperature history was not specified purely from

the isotopic data. Such discrepancies represent another source
of uncertainty on our reconstructed temperatures, and we treat
this as a uniformly distributed random variable in the interval
(−0.5, 0.5) ◦C, which contributes a 2σ= ± 0.58 ◦C to the limits
shown in Fig. 2B (main text).

SI Influence of Elevation and Thickness Changes on
Interpretation of Reconstructed Temperatures
Our reconstruction is of temperature at the ice-sheet surface.
Some aspects of the deglacial and Holocene temperature varia-
tions likely arise from changes of surface elevation via the atmo-
spheric lapse rate, rather than from climate change connected
to forcings and transports. This effect would warm the surface
climate by about 0.7–1.0 ◦C per 100 m of subsidence. Further,
the history of ice thickness influences our reconstructed surface
temperature directly; thinning is associated with increased verti-
cal ice velocity, which shifts reconstructed LGM temperatures to
warmer values. Although the sensitivity depends importantly on
the sequence and timing of thickness changes, a 130-m thinning
from late glacial to mid-Holocene (or 100 m of surface subsi-
dence after isostatic adjustment) raises the reconstructed LGM
temperature by between roughly 0 ◦C and 0.3 ◦C, depending on
the magnitude of preceding deglacial thickening. The lapse rate
effect is thus the larger one.

Following the LGM, the dominant glaciological process would
have been thickening ice and a rising surface due to greatly
increased accumulation rate, proceeding more rapidly at the
higher-accumulation WAIS Divide than at the drier East Antarc-
tic sites (64). In contrast, the rise of sea level between 18 kyBP
and 8 kyBP imposed a relative elevation drop of about 140 m.
And, during the Holocene, retreat of grounded ice in the Ross
Sea (65) caused thinning and surface lowering. Geological evi-
dence constraining this history is sparse. Cosmogenic exposure-
age dates on nunataks at the margin of the ice sheet (64, 66)
indicate the interior of the WAIS was thicker at 10 kyBP than
present by <100 m. The elevation histories from numerical full
ice-sheet model simulations disagree by a few hundred meters
despite use of similar climate histories. The model with the
best treatment of ice dynamics of the grounded ice sheet (31,
59) yields thickness changes <50 m from the LGM to present.
Another recent model yields LGM thickness and elevation of
∼360 m and ∼260 m greater than present (60), although this
has been calibrated to target an assumed thickness increase of
200 m. Two earlier models produced LGM thicknesses a few
hundred meters thinner (30) and ∼100 m thicker (29) than
present. All such simulations show significantly smaller eleva-
tion and thickness changes than suggested by the ICE-5G and
ICE-6G glacial isostatic adjustment model scenarios commonly
used in climate modeling experiments (67), which are almost
certainly incompatible with both geological and ice-dynamical
constraints.

None of the ice-sheet models driven by climate records show
more than 300 m of thinning at the WAIS Divide in the past
15 ky (29–31). A change of this magnitude, if preceded by thick-
ening due to the known accumulation increase, warms our recon-
structed LGM temperature by ∼0.5 ◦C. For this reason, the
limits of our LGM temperatures shown in Fig. 2B (main text)
include a term of this magnitude. Given the other factors con-
tributing to uncertainty, this range expansion is also equivalent
to a 2σ temperature variation arising from 400-m thinning with-
out prior thickening, an unlikely case.

The preceding applies to the surface temperature recon-
struction. For interpretations of constant-elevation climate, the
larger lapse-rate effect must be included. As an outside case,
suppose the ice at the WAIS Divide was 500 m thicker and
the surface 400 m higher at LGM. Adjusting our constant-
thickness LGM-to-late Holocene optimized temperature change
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of 11.3±1.3 ◦C with a +1.5 ◦C reconstruction effect and a +2.8–
4 ◦C lapse rate effect would give a constant-elevation temper-
ature change of only 6.4 ± 1.9 ◦C. A more likely scenario of
200 m thickening when accumulation rises after the LGM, fol-
lowed by 300 m of thinning to the mid-Holocene, would imply a
+0.53 ◦C reconstruction effect and (assuming isostatic adjust-
ment) a +0.5–0.7 ◦C lapse rate effect, giving a constant-elevation
temperature change of 10.2±1.4 ◦C, which overlaps the range of
surface temperatures shown in Fig. 2B. The difference between
these cases illustrates that elevation changes could have a large
influence on the interpretation of our temperature history. On
the other hand, glaciological reasoning, ice sheet model simula-
tions, and geological constraints all suggest that modest eleva-
tion changes are more likely, indicating that a smaller or possi-
bly even negligible correction between surface temperature and
constant-elevation temperature is more appropriate. In addition,
the surface temperature difference between the LGM and the
late Holocene is not much larger than that between the LGM and
the early Holocene (Table S3), so elevation changes occurring
after 10 kyBP have little effect on inferred deglacial warming.
But if future evidence establishes that large ice-sheet changes
occurred in the pre-Holocene, our interpretations related to
constant-elevation climate will have to be revised.

SI Climate Forcings During Deglaciation
At present the ocean transfers heat northward across the equa-
tor at a rate of about 1 PW (68). This amounts to an effective
climate forcing throughout the Southern Hemisphere of approxi-
mately −4 W·m−2. In the reduced transport period (which culmi-
nated between 17 ka and 14.5 ka), the contribution to Antarctic
warming would have been substantially less than 4 W·m−2,
because the background circulation was weaker in the glacial
climate, the transport did not cease entirely, and atmospheric
heat exchange partly compensates (69–71). Another contribu-
tor to West Antarctic warming was annually integrated insola-
tion, which increased steadily through the deglacial period in the
Southern Hemisphere. The increase between 18.5 ka and 15 ka,
specifically, was∼2.5 W·m−2 at the periphery of Antarctica. The
high albedo of the inland ice sheet (∼0.8) and moderate albedo
of surrounding ocean regions (∼0.5) reduce the climate forc-
ing to less than 1 W·m−2. The combined forcing from ocean
transport and insolation changes was thus not much larger than

1 W·m−2. Other factors that might influence warming over the
ice sheet include changes in the efficacy of atmospheric trans-
port of heat and moisture and changes of winds at the Southern
Ocean surface that alter sea surface temperatures around the
continent. Such processes could be responding to variations of
tropical climate or of ice-sheet topography in either hemisphere,
for example.

These hemisphere-specific forcings can be compared with the
global forcings governing the difference between planetary tem-
peratures of the LGM and Holocene. Taken together, decreasing
ice-sheet extent (hence reduced albedo) and increasing green-
house gas concentrations (CO2 and CH4) account for about
90% of the direct global-averaged climate forcing, with respec-
tive magnitudes of ∼2.9 W·m−2 and 2.2 W·m−2 (2). (The very
important variations of water vapor, snow cover, and sea ice con-
stitute feedbacks rather than direct forcings.) Fig. 3B plots his-
tories of these two forcings. To facilitate comparisons of rela-
tive timing, the histories are all scaled to range from zero to
unity between 18.5 ka and 1 ka, times of nearly identical annu-
ally integrated insolation at 70 ◦S. The ice-sheet albedo effect is
concentrated in the Northern Hemisphere (72), and indeed this
largest forcing appears to contribute little directly to the early
deglacial changes in Antarctica. The Northern Hemisphere ice
sheets probably instigated changes in the oceanic heat transport
and sea ice through releases of meltwater and orographic effects
on winds (73, 74), but the primary albedo forcing can be dis-
counted; its magnitude by 15 ka was only∼0.3 W·m−2. Antarctic
temperature covaries much more strongly with the greenhouse
gas forcing (41) (Fig. 3B, main text). Part of this correspon-
dence likely arises because the climate warming itself and associ-
ated influences on Southern Ocean winds, sea ice, and currents
drove the release of CO2 and its atmospheric increase (75), and
part arises because of the feedback from the increasing green-
house effect. Antarctic warming leads the greenhouse gas forcing
through the deglaciation, and the fractional increases (Fig. 3B,
main text) put an upper limit on the contribution of the gases
to Antarctic warming between 18.5 ka and 15 ka of ∼65%. The
magnitude of the gas forcing by 15 ka was∼1 W·m−2, compared
with a forcing of 1 to a few W·m−2 from combined insolation and
reduced ocean transport. Thus, given this similarity, the observa-
tion that CO2 could account for roughly half of the warming is
consistent with normative estimates of its climatic impact.
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Fig. S1. (A) Comparison of accumulation rates derived by correcting observed layer thicknesses for strain (black) and by using the reconstructed temperature
and δ15N data together with the firn densification model (red). Both curves are for the optimized Eq. 2 (main text) plus perturbations. Versions for the
optimized model without perturbations are nearly identical. (B) Comparison of δ15N data with model for the same case (16, 47).
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Fig. S2. Standard versions of the basis functions introduced in main text Eq. 2 and used in final optimized reconstructions. In sensitivity tests, the ages of
vertex points for these functions were shifted through ranges as described herein.
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Fig. S3. Change of reconstructed LGM temperature as a function of specified thickness history. The standard case in this plot refers to constant thickness. If
the thickness perturbation is constant before 12 ka and then decreases to zero at 5 ka, the optimized temperature (main text Eq. 2) changes by the amount
shown in red, as a function of the thickness at ages >12 ka. If, in addition, thickness increases by 200 m from 18 ka to 13 ka, the optimized temperature
changes as shown in blue.

Table S1. Isotopic sensitivity parameters for optimized model

Time interval, kyBP γ, ‰ ◦C−1

0.2–2.0* 7.1
2.0–12.0 11.6
>12.0 7.0 (7.9)†

*The interval 0–0.2 ka uses results from a shallow borehole (52).
†The larger value includes a correction for seawater composition.

Table S2. RMS mismatch of optimal models (cK)

No isotopes 6.62
Ice isotopes (Eq. S1) 4.47
+ basis functions (Eq. S2) 2.35
+ 15N firn thickness (Eq. S3) 1.47
+ perturbations 1.11

Tolerance 0.80
Temperature measurement uncertainty 0.53

Table S3. Principal features of reconstructed temperature ( ◦C)

Climatic variable Minimum Optimal Maximum

Average LGM (20–23 ka) temperature −43.1 −41.2 −39.4
∆T LGM to late Holocene (0–3 ka) 9.6 11.3 13.2
∆T LGM to early Holocene (10–11.5 ka) 9.1 10.7 12.4
Fraction of warming completed by 15 ka 0.72 0.77 0.82

Optimized Eq. S3 (Eq. 2, main text).
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Table S4. Contributions to limits on reconstructed temperatures

LGM temperature
Variable 2σ variation deviation, ◦C

Thickness history 400 m, no deglacial increase ±1.3
Depth–age scale 3.6% at 20 ka; 5% at 40 ka ±0.6
Thermal conductivity 2% ±0.5
Basal temperature 1 ◦C ±0.16
Strain parameters fb and ξ 0.6 and 0.1 ±0.12
Depth of sensor 1 m/km ±0.02
Drilling disturbance 4 mK ±0.01
2D effects ±0.5
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