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#### Abstract

\title{ Computational Methods for Solidification of Multicomponent Materials and Moving Boundary Problems in Physics of Inhomogeneous Polymers } by

Daniil Bochkov

This dissertation focuses on the development of numerical methods for the solidification of multicomponent alloys and a number of moving boundary problems in physics of block copolymer (BCP) materials: the self-assembly of free surface BCP melts, the co-assembly of BCP nanocomposites, and the inverse design problem for the Directed Self-Assembly (DSA). While these processes have different physical nature, they share several computational challenges: the nonlinearity of the governing equations, the diffusion-dominated character, and the presence of moving boundaries/interfaces that are themselves part of the solution. Accurate and efficient simulations of these phenomena require advanced fundamental numerical capabilities as well as solving conceptual challenges specific to each application.


The first part of this work describes the general numerical methods for solving partial differential equations (PDEs) that are necessary for the simulation of the considered processes and which, at the same time, have significance beyond these applications. Specifically, we present novel second-order accurate finite-volume discretizations on Cartesian
grids for Poisson-type equations in irregular domains subject to Robin boundary conditions and/or with discontinuities across immersed interfaces. In addition, we provide a PDE-based approach for smooth extensions of scalar fields across piecewise smooth interfaces.

In the second part, we present a computational approach for the simulation of multialloy solidification in the sharp-interface limit. The main challenge - solving a non-linearly coupled system of PDEs at each time step - is solved by a novel Newton-type approach. Further, a combination of adaptive Cartesian quadtree grids and the Level-Set Method is used to address the highly complex evolution of the solidification front and the multiscale nature of the process. The proposed method is validated on cases with known analytical solutions and applied to study the segregation behavior of a Co-Al-W ternary alloy.

Finally, the third part considers the moving boundary problems related to the selfassembly of BCPs. First, we augment the Self-Consistent Field Theory with a consistent approach for imposing surface energies, which is crucial for accurate modeling of polymerair and polymer-wall interactions. Second, the machinery of PDE-constrained shape sensitivity analysis is applied to derive the equations governing the free surface shape of BCP melts and the placement of nanoparticles as well as the shape derivative of the cost functional associated with the inverse design problem for DSA. The obtained numerical methods are then used to study the self-assembling behavior of substrate supported BCP droplets, to investigate the co-assembly of BCP and nanoparticles of complex shapes, and to design confining masks for nanolithography applications.
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## Chapter 1

## Solving Elliptic PDEs with Robin

## Boundary Conditions in Domains

## with Piecewise Boundaries

### 1.1 Introduction

Poisson-type equations in irregular domains are one of the core fundamental models in science and engineering, whether as standalones or as part of more complex models. Since most of the models of modern science and engineering involve an irregular boundary that evolves in time, finding a numerical solution in the context of the level-set method is particularly desirable because it provides a framework that automatically handles changes in topology. Numerical methods for applying boundary conditions such as Dirichlet
[58, 56, 29, 147], Robin [128] or jump conditions [95, 66] in this 'capturing interface' context have been developed in the level-set community in the case of smooth boundaries (see also the reviews $[61,59]$ ) and have been applied to a wide variety of problems [129, 123, 124, 125, 28, 44, 55, 57, 68, 90, 96, 104, 116, 136, 158, 159, 38]

However, the modeling of certain important physical phenomena require that different Robin (mixed) boundary conditions be imposed on different parts of the boundary of irregular domains; i.e. an irregular boundary that may present kinks. Examples of models with significant scientific and industrial applications are (i) the Robin boundary conditions that model the repulsive/attractive air-polymer interfaces in the context of the self-consistent field theory for block-copolymers [47], (ii) the Robin boundary conditions that model the solute-rejection equations that is at the center of dendritic solidification of multicomponent metal alloys [159], and (iii) the Robin boundary conditions that model the Ehrlich-Schwoebel step-edge energy barrier used in the simulation of epitaxial growth [170, 128, 127]. In those problems, the presence of confining solid boundaries add to the complexity in that surface tension forces lead to sharp contact angles between different phases (e.g. the air-polymer-substrate in the context of polymer droplets on a substrate or the liquid-solid-wall in the context of confined dendritic growth). To simulate these physical processes, one must consider the solution of a diffusion-dominated equation in domains with piecewise smooth boundaries.

We thus focus on the following problem: consider a domain $\Omega$ with a piecewise smooth $\left(C^{0}\right)$ boundary $\partial \Omega$ that consists of $n_{\phi}$ smooth $\left(C^{2}\right)$ components $\Gamma_{1}, \ldots, \Gamma_{n_{\phi}}$, that is,
$\partial \Omega=\Gamma_{1} \cup \ldots \cup \Gamma_{n_{\phi}}$. We are interested in solving a Poisson-type equation of the form:

$$
\begin{equation*}
-\nabla(\mu(\boldsymbol{r}) \nabla u(\boldsymbol{r}))+k(\boldsymbol{r}) u(\boldsymbol{r})=f(\boldsymbol{r}) \quad \text { in } \Omega, \tag{1.1}
\end{equation*}
$$

where $\mu(\boldsymbol{r})$ is the diffusion coefficient bounded below by some positive constant, $k(\boldsymbol{r})$ and $f(\boldsymbol{r})$ are given functions, and where the function $u(\boldsymbol{r})$ satisfies Robin boundary conditions on each of the smooth parts $\Gamma_{1}, \ldots, \Gamma_{n_{\phi}}$ of the domain boundary:

$$
\begin{equation*}
\mu(\boldsymbol{r}) \frac{\partial u(\boldsymbol{r})}{\partial \boldsymbol{n}_{p}}+\alpha_{p}(\boldsymbol{r}) u(\boldsymbol{r})=g_{p}(\boldsymbol{r}) \quad \text { on } \Gamma_{p}, \quad p=1, \ldots, n_{\phi} . \tag{1.2}
\end{equation*}
$$

We present two finite volume numerical schemes. The first method produces a symmetric linear system, solutions that are second-order accurate in the $L^{\infty}$-norm and gradients that are first-order accurate in the $L^{\infty}$-norm. The second method leads to a nonsymmetric linear system but produces solutions and gradients that are both secondorder accurate in the $L^{\infty}$-norm. We note, however, that these optimal convergence rates are achieved for solutions that are sufficiently smooth. It is well-known that sharp features in the domain's boundary may lead to solutions with a low regularity. Throughout the derivation of the numerical methods and their analysis it is assumed that smoothness requirements for the solution (not the domain, which may have kinks) are satisfied and the effect of violating such requirements is studied numerically (see section 1.5.5).

The rest of this chapter is organized as follows. In Section 1.2, we review relevant prior works. In Section 1.3, we describe the class of domains we consider in this work. In Section 1.4 we present the two numerical schemes for solving (1.1)-(1.2). In Section 1.5, we present numerical results that illustrate the accuracy of the two schemes. Section 1.6
concludes the chapter. Finally, in 1.A, we provide a detailed description of the integration method that we use.

### 1.2 Relevant Literature

We consider a Eulerian approach to avoid the problems related to mesh generation that requires conforming the elements near evolving boundaries [137, 140, 143, 126, 138, 182, 12] or explicit representations that rely on complex schemes to handle changes in topology [130, 63, 15, 62, 83, 166, 164, 70]. By far the most successful and popular method for describing irregular domains on fixed grids is the level-set method [122, 145, 121, 59]. In this approach the boundary of an irregular domain is implicitly defined by an isocontour of a Lipschitz-continuous function and the motion of the domain is described by a simple (possibly nonlinear) advection equation. Due to its implicit character, the levelset approach naturally handles such challenging (especially in three dimensions) problems as merging and breaking up of domains. It has been successfully applied to a wide variety of computational problems $[129,123,124,125,28,44,55,57,68,90,96,104,116,136$, 158, 159, 38]. Moreover, the method can be also applied to describe domains with sharp features using the idea that certain domains with piecewise smooth boundaries can be represented as intersections/unions of domains with smooth boundaries $[113,78,151$, $152,153,90]$.

The convenience of Eulerian methods comes with the need to develop special methods for imposing boundary conditions on irregular domains. Few studies have addressed

Robin boundary conditions in this context. In Greenspan [64], two finite difference methods, based on linear or quadratic approximations of normal derivatives and the ShortleyWeller operator, are proposed for solving elliptic equations in irregular domains with mixed boundary conditions in two spatial dimensions. In the case of the linear approximation, the resulting linear system is non-singular and numerical solutions converge to exact solutions with first-order accuracy in the $L^{\infty}$ norm. The scheme based on quadratic approximation is also derived using geometric considerations in Jomaa and Macaskill [82] and an extension to three spatial dimensions is presented by the same authors in [81]. In both [82] and [81], the convergence of those schemes is analyzed theoretically in one spatial dimension and studied numerically in higher dimensions. It is shown that linear and quadratic interpolations of the solution leads to first- and second-order accuracy in the $L^{\infty}$ norm, respectively. Accuracy of gradients are not studied.

In Bramble and Hubbard [22], a finite difference method is proposed for solving the Poisson equation with mixed boundary conditions. This work focuses on the development of a scheme that results in a "positive type" linear system. The authors proved that the numerical solution converges to its exact solution with second-order accuracy in the $L^{\infty}$ norm if the exact solution is sufficiently smooth. Although the authors proved that it is always possible to choose three internal points for discretization of boundary conditions such that the resulting linear system is of "positive type", no simple and clear algorithm is presented on how to select such points. Another difficulty of this scheme is that it requires the computation of the tangential derivatives of boundary data, a task that may
be challenging. Numerical examples are not provided and accuracy of gradients are not studied.

In Van Linde [168], higher-order finite difference schemes are proposed to solve the Poisson equation with Dirichlet, Neumann and Robin boundary conditions. These schemes use four internal points to discretize boundary conditions, a special third-order accurate discretization of the Laplace operator near the irregular boundary that depends on the particular configuration of the boundary and first and second tangential derivatives of the boundary conditions data. The author proved that the schemes are of "positive type" and produce third-order-accurate numerical solutions in the $L^{\infty}$ norm for the Neumann and Robin problems and fourth-order-accurate solutions in the $L^{\infty}$ norm for the Dirichlet problem.

An alternative second-order accurate finite difference scheme for Neumann and Robin problems that does not use tangential derivatives is proposed in Bouchon and Peichl [21]. This is achieved by using four internal points for discretizing the boundary conditions, which are selected so that the resulting linear system is represented by an M-matrix. However, such points can be as far as 11 grid-spacings away from a point of consideration, limiting the applicability of such an approach. Second-order accuracy in the $L^{\infty}$ norm is proved analytically and demonstrated numerically.

In Papac et al. [128], a simple second-order accurate finite volume scheme is presented for the Robin problem. This method uses only direct neighbors in the Cartesian directions and results in a symmetric positive definite linear system. The Robin boundary
condition requires an integration over irregular domains and their boundaries, which is performed with the geometric integration of Min and Gibou [99]. Later, the method of [128] was extended to three spatial dimensions and to adaptive Octree grids and applied to Stefan-type problems [129]. In Arias et al. [5], a simple numerical example on a twodimensional irregular smooth domain illustrated that second-order accurate solutions and second-order accurate gradients can be obtained if the method of [128] is modified in two important ways: (1) the fluxes between cells are discretized using ideas of Johansen and Colella [80], and (2) a Taylor expansion of the unknown function is used to approximate the boundary condition at the boundary.

Another important work in the development of finite volume methods is the work of [41] that presents a fourth-order accurate finite volume method for the Poisson equation with Neumann and Dirichlet boundary conditions (Robin boundary conditions are not considered). The higher accuracy is achieved by constructing rather wide stencils for each grid node independently using a least-squares approach. Piece-wise smooth interfaces are considered, however such cases are dealt with by some regularization/smoothing of the problem's geometry. It is not clear whether some modification of boundary conditions is needed for such a treatment. It is shown that the choice of the smoothing length affects the convergence behavior.

Coco and Russo [33] presented a finite difference ghost-point approach for discretizing Dirichlet, Neumann and Robin boundary conditions in two spatial dimensions, based on a quadratic interpolation of the unknown function near the domain's boundary. This
approach produces second-order accurate numerical solutions and second-order accurate gradients and is applicable to domains with sharp features as well.

In Gallinato and Poignard [53, 54], second-order accurate finite difference superconvergent schemes, i.e. schemes producing derivatives of the numerical solution of the same accuracy as the numerical solutions themselves, are presented for Dirichlet, Neumann and Robin boundary conditions in two spatial dimensions. These schemes are based on the ghost-fluid method of Gibou et al. [58], i.e. the standard 5-point stencil is used everywhere and values of the unknown function at points that fall outside of the solution's domain are extrapolated from internal points and the given Dirichlet boundary condition. To produce different levels of superconvergence, linear, quadratic and cubic extrapolations are considered, as in [56]. In cases of Neumann and Robin boundary conditions, where the value of the unknown function is not immediately available at the domain's boundary, the boundary value is obtained from bi-linear, bi-quadratic or bicubic (depending on the desired level of superconvergence) interpolation from internal points. It is demonstrated that to obtain second-order accurate gradients (first level of superconvergence), quadratic extrapolations and interpolations are required, while cubic extrapolations/interpolation produce second-order accurate second order derivatives as well (second level of superconvergence).

Obtaining accurate numerical derivatives is important in problems where the solution process is driven by the accuracy of the solution's gradient. This is the case for example of the Stefan problem, which is the building block for simulating processes like the
solidification of multicomponent alloys or the islands growth in the context of molecular beam epitaxy. Among the aforementioned works only [33] demonstrated an immediate applicability to domains with piecewise smooth boundaries. An extension to three spatial dimensions seems to be rather straightforward, but could be limited by the fact that the stencil near the domain's boundary needs to be adjusted in region of high curvature in such a way that it contains only points that are internal or ghost points. Although possible, this requirement makes the implementation less straightforward and the requirement that far-neighbor grid points are involved in the stencil may lower the efficiency of parallelism. The other finite difference methods [64, 82, 81, 22, 168, 21, 53, 54] have similar drawbacks, since all of them require a certain number of strictly internal grid points to approximate boundary conditions. It should also be noted that none of the methods $[64,82,81,22,168,21,53,54]$ results in a symmetric linear system.

Contrary to finite difference methods, finite volume methods $[128,5]$ use only immediate neighboring points to approximate the equation and the structure of the stencil stays the same even in the regions of high curvature. In these frameworks, the complexity is shifted from constructing stencils to that of integrating over implicitly defined domains and their boundaries. Clearly, the task of developing a finite volume method for geometries with piecewise smooth boundaries requires the development of an integration method over such geometries as well.

In the level-set community, there exists several integration methods, which can be divided into the following categories: (1) methods based on the discretization of the

Heaviside step-function and Dirac delta-function [150, 43, 161, 180, 163, 162, 101]; (2) methods based on the reduction of the integral dimensionality using the divergence theorem [114, 142]; (3) dimension-by-dimension integration approaches [139, 173, 172, 171]; and (4) geometric integration approaches $[99,50,51]$. Although some of the aforementioned methods have been extended to high-order accuracy, most of them are designed only for smooth geometries. It appears that only the geometric reconstruction methods admit an immediate extension to domains with piecewise smooth boundaries. Such an extension was used in [113] in conjunction with linear geometric reconstruction and discussed in [51] for higher-order reconstructions. In [113] the proposed integration method was used within the XFEM framework, however the accuracy of the integration method itself was not investigated. Higher order methods of [50,51] has been mainly used as a basis for conformal grid generation [48, 52, 119].

The two schemes we present build and improve on results of [128] and [5]. In particular, the symmetric scheme presented in this work is an improvement of the scheme of [128] in two aspects: (1) Robin boundary conditions are discretized more accurately for smooth boundaries; (2) it considers domains with sharp features - a special treatment is proposed for cells with sharp features and an integration method specifically developed for piecewise smooth domains is used. The more accurate (nonsymmetric) scheme improves on the approach of [5] in that (1) it considers domains with piecewise smooth boundaries and (2) discretization in three spatial dimensions are developed. As it is the case of [5], the nonsymmetric discretization uses ideas from [80, 141] for discretizing the
fluxes across cells boundaries. We note however that [80, 141] considered neither Robin boundary conditions nor domains with sharp features, while in the present work consider both.

As it was mentioned above, integration plays a crucial parts of finite volume methods. We employ a geometric reconstruction approach and propose a hierarchical algorithm for its implementation. This approach is in large part based on the methods and results of $[99,50,51]$. We implement the algorithm for linear and quadratic geometric reconstructions and demonstrate second- and third-order accuracy for the integration procedure, respectively.

### 1.3 Compound Domains

We focus on irregular domains with piecewise smooth boundaries. Specifically, we consider domains that can be described by a combination of domains with smooth boundaries, which we shall call generating domains. We consider boolean operations of intersection and union ${ }^{1}$ that can be used to combine generating domains (see Figure 1.1).

(a) Union.

(b) Intersection.

Figure 1.1: Elementary operations to construct compound domains.

[^0]We call compound domain a domain that is obtained through a sequential combination of generating domains with smooth boundaries using the two aforementioned boolean operations. An example of such a domain is pictured in Figure 1.2. This domain is described by three generating domains $\left\{\Omega_{i}\right\}_{i=1}^{3}$ and the construction of the compound domain proceeds as follows: $\Omega_{1}$ is the initial shape (combined with empty space using the union operation). $\Omega_{2}$ is added using the union operation. Finally, $\Omega_{3}$, defined as the exterior of a circle, is combined using the intersection operation. Clearly, such an approach can be used to generate complicated geometries, with possibly kinks in their boundaries, in both two and three spatial dimensions.


Figure 1.2: example of the construction of a compound domain.

We denote by $\Omega$ a compound domain and by $\partial \Omega$ its piecewise smooth boundary. We denote by $\Omega_{1}, \Omega_{2}, \ldots$, the generating domains and by $\partial \Omega_{1}, \partial \Omega_{2}, \ldots$, their boundaries (also called interfaces). Finally, we denote by $\Gamma_{1}, \Gamma_{2}, \ldots$, the corresponding smooth components of $\partial \Omega$ so that $\partial \Omega=\left(\Gamma_{1} \cup \Gamma_{2} \cup \ldots\right)$.

We employ the level-set framework to represent each generating domain. Briefly, in the level-set method the boundary $\partial \Omega$ of a domain $\Omega$ is described by the zero-isocontour of a Lipschitz-continuous function, called the level-set function, $\phi(\boldsymbol{r})$, such that the value


Figure 1.3: Level-set representation of a two-dimensional irregular domain $\Omega$.
of the function is negative inside the domain $\Omega$ and positive outside, i.e.

$$
\begin{array}{ll}
\phi(\boldsymbol{r})<0, & \forall \boldsymbol{r} \in \Omega \\
\phi(\boldsymbol{r})=0, & \forall \boldsymbol{r} \in \partial \Omega \\
\phi(\boldsymbol{r})>0, & \forall \boldsymbol{r} \notin \Omega
\end{array}
$$

We consider locally $C^{2}$-smooth level-set functions. We refer the interested reader to $[122,145,121]$ for more details on the level-set method and to [59] for a recent review.

To summarize, we consider compound domains that are described by collections of locally $C^{2}$-smooth level-set functions $\left\{\phi_{i}\right\}_{i=1}^{n_{\phi}}$, each of which represents a generating domain, with associated sets of operations $\left\{\sigma_{i}\right\}_{i=1}^{n_{\phi}}$, where $\sigma_{i}=$ intersection or union and $n_{\phi}$ is the total number of level-set functions describing a compound domain.

### 1.4 Numerical Method

Let us consider solving equation (1.1) with boundary conditions (1.2), where $\Omega$ is a compound domain. For the sake of clarity we present numerical schemes in the two dimensional case; extension to three spatial dimensions is straightforward.

We enclose the domain $\Omega$ into a rectangular computational area $\left[x_{\min }, x_{\max }\right] \times$
$\left[y_{\min }, y_{\max }\right]$ and discretize the area into a uniform rectangular grid of $n_{x}$ grid points in the $x$-direction and $n_{y}$ grid points in the $y$-direction (Figure 1.4a). Spatial steps of such a grid are given by

$$
\Delta x=\frac{x_{\max }-x_{\min }}{n_{x}-1} \quad \text { and } \quad \Delta y=\frac{y_{\max }-y_{\min }}{n_{y}-1}
$$

We enumerate grid points in a standard manner, i.e. $P_{i, j}$ stands for a point located at

$$
\boldsymbol{r}_{i, j}=\binom{x_{i, j}}{y_{i, j}}=\binom{x_{\min }+(i-1) \Delta x}{y_{\min }+(j-1) \Delta y}, \quad \forall(i, j) \in\left[1, n_{x}\right] \times\left[1, n_{y}\right] .
$$

We also denote $u_{i, j}=u\left(\boldsymbol{r}_{i, j}\right)$.

(a)

(b)

Figure 1.4: (a) Discretization of space and (b) definition of the control volume for $P_{i, j}$.

With each grid point $P_{i, j}$, we associate a rectangular finite volume $\mathcal{C}_{i, j}$ of dimensions $\Delta x \times \Delta y$ such that $P_{i, j}$ is the center of $\mathcal{C}_{i, j}$ (see Figure 1.4 b ) and employ a finite volume approach to discretize equation (1.1). Let us consider a cell $\mathcal{C}_{i, j}$, which may be crossed by the domain boundary $\partial \Omega$ (Figure 1.4b). Integration of equation (1.1) over the intersection of $\Omega$ with $\mathcal{C}_{i, j}$, and application of the divergence theorem yields

$$
\begin{aligned}
-\underbrace{\int_{\mathcal{C}_{i, j} \cap \Omega} \mu(\boldsymbol{r}) \frac{\partial u(\boldsymbol{r})}{\partial \boldsymbol{n}} d \Gamma}_{\text {Flux through the domain's boundary in } \mathcal{C}_{i, j}} & \underbrace{\int_{\partial \mathcal{C}_{i, j} \cap \Omega} \mu(\boldsymbol{r}) \frac{\partial u(\boldsymbol{r})}{\partial \boldsymbol{n}} d \Gamma}_{\text {Fluxes between adjacent cells }} \\
& +\int_{\mathcal{C}_{i, j} \cap \Omega} k(\boldsymbol{r}) u(\mathbf{r}) d \Omega=\int_{\mathcal{C}_{i, j} \cap \Omega} f(\boldsymbol{r}) d \Omega
\end{aligned}
$$

where we split the boundary integral over $\partial\left(\mathcal{C}_{i, j} \cap \Omega\right)$ into two separate integrals: over the part of the domain boundary contained in $\mathcal{C}_{i, j}$, i.e. $\mathcal{C}_{i, j} \cap \partial \Omega$, and over the cell's boundary included in the domain, i.e. $\partial \mathcal{C}_{i, j} \cap \Omega$. Recalling that the domain's boundary consists of $C^{2}$-smooth parts $\left\{\Gamma_{p}\right\}_{p=1}^{n_{\phi}}$, on which $u$ satisfies Robin boundary conditions (1.2), the equation above can be transformed into:

$$
\begin{align*}
\underbrace{\sum_{p=1}^{n_{\phi}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma}_{\text {Robin b.c. term }} & -\underbrace{\int_{\partial \mathcal{C}_{i, j} \cap \Omega} \mu(\boldsymbol{r}) \frac{\partial u(\boldsymbol{r})}{\partial \boldsymbol{n}} d \Gamma}_{\text {Fluxes between adjacent cells }} \\
& +\int_{\mathcal{C}_{i, j} \cap \Omega} k(\boldsymbol{r}) u(\mathbf{r}) d \Omega=\int_{\mathcal{C}_{i, j} \cap \Omega} f(\boldsymbol{r}) d \Omega+\sum_{p=1}^{n_{\phi}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} g_{p}(\boldsymbol{r}) d \Gamma . \tag{1.3}
\end{align*}
$$

We first note that the domain integrals in (1.3), i.e. the last term in the left-hand side and the first term in the right-hand side, can be approximated by the value of the integrand multiplied by the volume of $\mathcal{C}_{i, j} \cap \Omega$, which we shall denote as $V_{i, j}$, i.e., we have:

$$
\begin{equation*}
\int_{\mathcal{C}_{i, j} \cap \Omega} k(\boldsymbol{r}) u(\mathbf{r}) d \Omega=k\left(\boldsymbol{r}_{i, j}\right) u_{i, j} V_{i, j}+\mathcal{O}\left(h^{\mathcal{D}+1}\right), \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathcal{C}_{i, j} \cap \Omega} f(\boldsymbol{r}) d \Omega=f\left(\boldsymbol{r}_{i, j}\right) V_{i, j}+\mathcal{O}\left(h^{\mathcal{D}+1}\right), \tag{1.5}
\end{equation*}
$$

where $h=\max (\Delta x, \Delta y)$ and $\mathcal{D}$ is the problem dimensionality. The second term on the right-hand side of (1.3) represents integrals of known functions over $C^{2}$-smooth components of a $C^{0}$ domain boundary. Calculation of such integrals is discussed in Section 1.4.7.

In what follows we discuss the discretization of fluxes between cells (second term in (1.3)) followed by a discussion of the Robin boundary term discretization (first term in (1.3)). For each, we first present a simple symmetric discretization before describing a more accurate, albeit nonsymmetric, discretization.

### 1.4.1 Discretization of fluxes between cells

Let us denote by $F_{i \pm \frac{1}{2}, j}$ (resp. $F_{i, j \pm \frac{1}{2}}$ ) the face between cells $\mathcal{C}_{i, j}$ and $\mathcal{C}_{i \pm 1, j}$ (resp. $\mathcal{C}_{i, j}$ and $\left.\mathcal{C}_{i, j \pm 1}\right)$. Using the fact that on each of the faces the normal derivative of $u$ has a simple form, one can express the second term in the left-hand side of (1.3) as:

$$
\begin{align*}
\int_{\partial \mathcal{C}_{i, j} \cap \Omega} \mu \frac{\partial u}{\partial \boldsymbol{n}} d \Gamma & =\int_{F_{i+\frac{1}{2}, j} \cap \Omega} \mu \frac{\partial u}{\partial x} d \Gamma-\int_{F_{i-\frac{1}{2}, j} \cap \Omega} \mu \frac{\partial u}{\partial x} d \Gamma \\
& +\int_{F_{i, j+\frac{1}{2}} \cap \Omega} \mu \frac{\partial u}{\partial y} d \Gamma-\int_{F_{i, j-\frac{1}{2}} \cap \Omega} \mu \frac{\partial u}{\partial y} d \Gamma . \tag{1.6}
\end{align*}
$$

## Symmetric discretization

A simple discretization of (1.6) that leads to a symmetric linear system can be obtained following the approach of $[128,116]$. For example, to approximate the total flux through the cut face $F_{i+\frac{1}{2}, j} \cap \Omega$ one can estimate the $x$-derivative of $u$ at the center of $F_{i+\frac{1}{2}, j}$ using values $u_{i, j}$ and $u_{i+1, j}$ and multiply it by the value of $\mu(\boldsymbol{r})$ at the same point and the


Figure 1.5: Nomenclature for the symmetric (a) and nonsymmetric (b) discretizations of the fluxes between cells.
length $L_{i+\frac{1}{2}, j}$ of the cut face $F_{i+\frac{1}{2}, j} \cap \Omega$, i.e.

$$
\begin{aligned}
\int_{F_{i+\frac{1}{2}, j} \cap \Omega} \mu \frac{\partial u}{\partial x} d \Gamma & =\int_{F_{i+\frac{1}{2}, j} \cap \Omega}\left(\mu \frac{\partial u}{\partial x}\right)_{i+\frac{1}{2}, j}+\mathcal{O}(h) d \Gamma \\
& =\left(\mu \frac{\partial u}{\partial x}\right)_{i+\frac{1}{2}, j} \int_{F_{i+\frac{1}{2}, j} \cap \Omega} d \Gamma+\mathcal{O}(h) \times \mathcal{O}\left(h^{\mathcal{D}-1}\right) \\
& =\mu_{i+\frac{1}{2}, j} \frac{u_{i+1, j}-u_{i, j}}{\Delta x} L_{i+\frac{1}{2}, j}+\mathcal{O}\left(h^{\mathcal{D}}\right) .
\end{aligned}
$$

The application of the same procedure to the rest of the faces leads to:

$$
\begin{align*}
\int_{\partial \mathcal{C}_{i, j} \cap \Omega} \mu \frac{\partial u}{\partial \mathbf{n}} d \Gamma & =\mu_{i+\frac{1}{2}, j} \frac{u_{i+1, j}-u_{i, j}}{\Delta x} L_{i+\frac{1}{2}, j}+\mu_{i-\frac{1}{2}, j} \frac{u_{i-1, j}-u_{i, j}}{\Delta x} L_{i-\frac{1}{2}, j} \\
& +\mu_{i, j+\frac{1}{2}} \frac{u_{i, j+1}-u_{i, j}}{\Delta y} L_{i, j+\frac{1}{2}}+\mu_{i, j-\frac{1}{2}} \frac{u_{i, j-1}-u_{i, j}}{\Delta y} L_{i, j-\frac{1}{2}}+\mathcal{O}\left(h^{\mathcal{D}}\right), \tag{1.7}
\end{align*}
$$

where $L_{i \pm \frac{1}{2}, j}$ (resp. $L_{i, j \pm \frac{1}{2}}$ ) is the length of the cut edge $F_{i \pm \frac{1}{2}, j} \cap \Omega$ (resp. $F_{i, j \pm \frac{1}{2}} \cap \Omega$ ) and $\mu_{i \pm \frac{1}{2}, j}$ (resp. $\mu_{i, j \pm \frac{1}{2}}$ ) is the value of $\mu(\boldsymbol{r})$ at the center of $F_{i \pm \frac{1}{2}, j}$ (resp. $F_{i, j \pm \frac{1}{2}}$ ) (see Figure 1.5a). It is straightforward to show that such a discretization is symmetric [128].

## Higher-order discretization

A more accurate discretization of the fluxes through cell faces can be obtained by estimating the normal derivatives and the diffusion coefficient at the centers of the cut faces, rather than at the centers of full faces (see Figure 1.5b), as it is done in [80, 141]. Consider the flux through the face $F_{i+\frac{1}{2}, j}$. Using a Taylor expansion of the integrand at the center of the cut face, we have:

$$
\begin{align*}
& \int_{F_{i+\frac{1}{2}, j} \cap \Omega} \mu \frac{\partial u}{\partial x} d \Gamma= \\
& \int_{F_{i+\frac{1}{2}, j} \cap \Omega}\left(\left(\mu \frac{\partial u}{\partial x}\right)_{\boldsymbol{r}_{i+\frac{1}{2}, j}^{c}}+\left(y-y_{i+\frac{1}{2}, j}^{c}\right) \frac{\partial}{\partial y}\left(\mu \frac{\partial u}{\partial x}\right)_{\boldsymbol{r}_{i+\frac{1}{2}, j}^{c}}+\mathcal{O}\left(h^{2}\right)\right) d \Gamma \\
&  \tag{1.8}\\
& =\mu\left(\boldsymbol{r}_{i+\frac{1}{2}, j}^{c}\right)\left(\frac{\partial u}{\partial x}\right)_{\boldsymbol{r}_{i+\frac{1}{2}, j}^{c}} L_{i+\frac{1}{2}, j}+\underbrace{\mathcal{O}\left(h^{2}\right) \times \mathcal{O}\left(h^{\mathcal{D}-1}\right)}_{\mathcal{O}\left(h^{\mathcal{D}+1}\right)},
\end{align*}
$$

where $\boldsymbol{r}_{i+\frac{1}{2}, j}^{c}=\left(x_{i+\frac{1}{2}, j}, y_{i+\frac{1}{2}, j}^{c}\right)$ denotes the centroid of the cut face $F_{i+\frac{1}{2}, j} \cap \Omega$ (see Figure 1.5b). Note that $\int_{F_{i+\frac{1}{2}, j} \cap \Omega}\left(y-y_{i+\frac{1}{2}, j}^{c}\right) d \Gamma=0$, hence the $\mathcal{O}\left(h^{\mathcal{D}+1}\right)$ term.

The normal derivatives at the centroid of the cut faces are linearly interpolated from the normal derivatives at the centers of the full face under consideration and its neighboring faces. For example, when considering the face $F_{i+\frac{1}{2}, j}$, the normal derivative is discretized as:

$$
\begin{aligned}
&\left(\frac{\partial u}{\partial x}\right)_{r_{i+\frac{1}{2}, j}^{c}}=\left(1-\left|\theta_{i+\frac{1}{2}, j}\right|\right)\left(\frac{\partial u}{\partial x}\right)_{i+\frac{1}{2}, j} \\
&+\left|\theta_{i+\frac{1}{2}, j}\right| \times\left\{\begin{array}{ll}
\left(\frac{\partial u}{\partial x}\right)_{i+\frac{1}{2}, j+1}, & \theta_{i+\frac{1}{2}, j}<0, \\
\left(\frac{\partial u}{\partial x}\right)_{i+\frac{1}{2}, j-1}, & \theta_{i+\frac{1}{2}, j}>0 .
\end{array}+\mathcal{O}\left(h^{2}\right),\right.
\end{aligned}
$$

where $\theta_{i+\frac{1}{2}, j}=\frac{y_{i+\frac{1}{2}, j}^{c}-y_{i, j}}{\Delta y}$.
Similar discretizations hold for the other faces of a cell.

### 1.4.2 Discretization of the Robin b.c. term

We focus on the following term in equation (1.3):

$$
\sum_{p=1}^{n_{\phi}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma,
$$

and describe a discretization that leads to a symmetric linear system (with first-order accurate gradients) and a discretization that produces second-order accurate gradients (with a nonsymmetric linear system).

## Symmetric discretization

Let us first assume that the part of the domain's boundary $\partial \Omega$ contained in the cell $\mathcal{C}_{i, j}$ is entirely smooth, that is, $\mathcal{C}_{i, j}$ contains only one smooth component of $\partial \Omega$, say, $\Gamma_{\hat{p}}$. Then,

$$
\begin{equation*}
\sum_{p=1}^{n_{\phi}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma=\int_{\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}} \alpha_{\hat{p}}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma . \tag{1.9}
\end{equation*}
$$

We approximate the integral in (1.9) by the length of $\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}$ multiplied by the integrand value at the point $\boldsymbol{r}_{i, j}^{\hat{p}}$ on $\Gamma_{\hat{p}}$, which also lies on the line collinear to the normal to $\Gamma_{\hat{p}}$ and passing through the cell center $\boldsymbol{r}_{i, j}$ (see Figure 1.6), i.e.


Figure 1.6: Symmetric discretization of the Robin b.c. term in case of a smooth boundary.

$$
\begin{align*}
\int_{\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}} \alpha_{\hat{p}}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma & =\int_{\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}}\left(\alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) u\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)+\mathcal{O}(h)\right) d \Gamma \\
& =\alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) u\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) L_{i, j}^{\hat{p}}+\underbrace{\mathcal{O}(h) \times \mathcal{O}\left(h^{\mathcal{D}-1}\right)}_{\mathcal{O}\left(h^{\mathcal{D}}\right)}, \tag{1.10}
\end{align*}
$$

where $L_{i, j}^{\hat{p}}=\int_{\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}} d \Gamma$ is the length of $\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}$.
The coordinates of $\boldsymbol{r}_{i, j}^{\hat{p}}$ can be calculated using the level-set function $\phi_{\hat{p}}$ as (see, e.g., [145, 121]):

$$
\boldsymbol{r}_{i, j}^{\hat{p}}=\boldsymbol{r}_{i, j}-d_{i, j}^{\hat{p}} \frac{\nabla \phi_{\hat{p}}\left(\boldsymbol{r}_{i, j}\right)}{\left|\nabla \phi_{\hat{p}}\left(\boldsymbol{r}_{i, j}\right)\right|}+\mathcal{O}\left(h^{2}\right),
$$

where $d_{i, j}^{\hat{p}}$ is the signed distance between $\boldsymbol{r}_{i, j}$ and the sub-boundary $\Gamma_{\hat{p}}$, which can be estimated as:

$$
d_{i, j}^{\hat{p}}=\frac{\phi_{\hat{p}}\left(\boldsymbol{r}_{i, j}\right)}{\left|\nabla \phi_{\hat{p}}\left(\boldsymbol{r}_{i, j}\right)\right|}+\mathcal{O}\left(h^{2}\right) .
$$

Using the Taylor expansion of $u$ at $\boldsymbol{r}_{i, j}^{\hat{p}}$, one can obtain the following relation between $u_{i, j}$ and $u\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)$ :

$$
\begin{equation*}
u_{i, j}=u\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)+d_{i, j}^{\hat{p}} \frac{\partial u}{\partial \boldsymbol{n}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)+\mathcal{O}\left(h^{2}\right) . \tag{1.11}
\end{equation*}
$$

At the same time the Robin boundary condition (1.2) on $\Gamma_{\hat{p}}$ gives a relation between $\frac{\partial u}{\partial \boldsymbol{n}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)$ and $u\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right):$

$$
\begin{equation*}
\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) \frac{\partial u}{\partial \boldsymbol{n}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)+\alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) u\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)=g_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\Gamma_{p}}\right) \tag{1.12}
\end{equation*}
$$

Solving equations (1.11) and (1.12) for $u\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)$ one obtains

$$
\begin{equation*}
u\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)=u_{i, j} \frac{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)}{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)-\alpha_{p}\left(\boldsymbol{r}_{i, j}^{\hat{\hat{p}}}\right) d_{i, j}^{\hat{\hat{p}}}}-\frac{g\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{p}}}{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)-\alpha_{p}\left(\boldsymbol{r}_{i, j}^{\hat{\hat{p}}}\right) d_{i, j}^{\hat{\hat{p}}}}+\mathcal{O}\left(h^{2}\right) \tag{1.13}
\end{equation*}
$$

Note that for sufficiently refined computational grids in the sense that $h<$ $C \min _{\alpha>0}(\mu / \alpha)$, where $C$ is a $O(1)$ constant accounting for the problem dimensionality, the denominators in the above expression cannot turn zero. Substituting of (1.13) into (1.10) produces the following discretization for the Robin b.c. term:

$$
\begin{align*}
& \int_{\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}} \alpha_{\hat{p}}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma=u_{i, j}\left(\frac{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) \alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) L_{i, j}^{\hat{p}}}{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)-\alpha_{\hat{p}}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{\hat{p}}}\right) \\
&+\left(\frac{g\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{p}} \alpha_{p}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) L_{i, j}^{\hat{p}}}{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)-\alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{p}}}\right)+\mathcal{O}\left(h^{\mathcal{D}}\right) . \tag{1.14}
\end{align*}
$$

Since the discretization above does not involve any value of the unknown function at any of neighboring points, it preserves the symmetry of the resulting linear system.

Now let us consider a cell that contains an intersection of two interfaces, say $\Gamma_{p_{1}}$ and $\Gamma_{p_{2}}$. In this case the Robin b.c. term reduces to:

$$
\begin{equation*}
\sum_{p=1}^{n_{\phi}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma=\sum_{p=p_{1}, p_{2}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma . \tag{1.15}
\end{equation*}
$$



Figure 1.7: An example when projection points are outside of the domain due to the presence of a kink (a), projections of centroids at which boundary conditions are used to approximate $u(\mathrm{~b})$ and an illustration of the relation between an interface's centroid and its projections (c).

In the case where the domain's boundary has a kink, the accuracy of the method presented above will drop since projection points to $\Gamma_{p_{1}}$ and $\Gamma_{p_{2}}$ may fall outside of the domain $\Omega$ (see Figure 1.7a). Therefore we propose a special treatment for cells near kinks. The idea of this approach is to use a multidimensional Taylor expansion of $u$ at $(i, j)$ :

$$
\begin{equation*}
u(\boldsymbol{r})=u_{i, j}+\nabla u\left(\boldsymbol{r}_{i, j}\right) \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{i, j}\right)+\mathcal{O}\left(h^{2}\right) \tag{1.16}
\end{equation*}
$$

in equation (1.15), where the gradient $\nabla u\left(\boldsymbol{r}_{i, j}\right)$ is approximated using the boundary conditions on the two intersecting interfaces. Such an approximation of the gradient is possible since the boundary conditions on two interfaces provide values of the $u$ derivatives
in two non-collinear directions.
Specifically, we enforce that the above approximation of $u$ satisfy the boundary condition at one point of $\Gamma_{p_{1}}$ and at one point of $\Gamma_{p_{2}}$. We choose those points to be the projections of the interfaces' centroid onto the interfaces themselves (see Figure 1.7b). Centroids $\boldsymbol{r}_{i, j}^{p_{1}}$ and $\boldsymbol{r}_{i, j}^{p_{2}}$ of interfaces $\Gamma_{p_{1}} \cap \mathcal{C}_{i, j}$ and $\Gamma_{p_{2}} \cap \mathcal{C}_{i, j}$ can be calculated as:

$$
\boldsymbol{r}_{i, j}^{p_{1}}=\frac{\int_{\Gamma_{p_{1}} \cap \mathcal{C}_{i, j}} d \boldsymbol{r}}{\int_{\Gamma_{p_{1}} \cap \mathcal{C}_{i, j}} d \boldsymbol{r}} \quad \text { and } \quad \boldsymbol{r}_{i, j}^{p_{2}}=\frac{\int_{\Gamma_{p_{2}} \cap \mathcal{C}_{i, j}} \boldsymbol{r} d \boldsymbol{r}}{\int_{\Gamma_{p_{2}} \cap \mathcal{C}_{i, j}} d \boldsymbol{r}}
$$

Then their projections $\boldsymbol{\rho}_{i, j}^{p_{1}}$ and $\boldsymbol{\rho}_{i, j}^{p_{1}}$ can be easily found using level-set functions $\phi_{p_{1}}$ and $\phi_{p_{2}}$ (see, e.g., [145, 121]):

$$
\begin{aligned}
& \boldsymbol{\rho}_{i, j}^{p_{1}}=\boldsymbol{r}_{i, j}^{p_{1}}-\left(\frac{\phi_{p_{1}}}{\left|\nabla \phi_{p_{1}}\right|} \boldsymbol{n}_{1}\right)_{r=\boldsymbol{r}_{i, j}^{p_{1}}}+\mathcal{O}\left(h^{2}\right), \\
& \boldsymbol{\rho}_{i, j}^{p_{2}}=\boldsymbol{r}_{i, j}^{p_{2}}-\left(\frac{\phi_{p_{2}}}{\left|\nabla \phi_{p_{2}}\right|} \boldsymbol{n}_{2}\right)_{\boldsymbol{r}=\boldsymbol{r}_{i, j}^{p_{2}}}+\mathcal{O}\left(h^{2}\right),
\end{aligned}
$$

where $\boldsymbol{n}_{1}$ and $\boldsymbol{n}_{2}$ are the normals to the two interfaces at their respective centroid:

$$
\boldsymbol{n}_{1}=\left(\frac{\nabla \phi_{p_{1}}}{\left|\nabla \phi_{p_{1}}\right|}\right)_{\boldsymbol{r}=\boldsymbol{r}_{i, j}^{p_{1}}} \quad \text { and } \quad \boldsymbol{n}_{2}=\left(\frac{\nabla \phi_{p_{2}}}{\left|\nabla \phi_{p_{2}}\right|}\right)_{\boldsymbol{r}=\boldsymbol{r}_{i, j}^{p_{2}}}
$$

and which are estimated by a multi-linear interpolation from the grid nodes. A typical placement of an interface's centroid and its projection are illustrated in Figure 1.7c.

Boundary conditions at the projection points $\boldsymbol{\rho}_{i, j}^{p_{1}}$ and $\boldsymbol{\rho}_{i, j}^{p_{2}}$ have the form:

$$
\begin{aligned}
& \mu\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right) \frac{\partial u}{\partial \boldsymbol{n}_{1}}+\alpha_{p_{1}}\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right) u\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right)=g_{p_{1}}\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right)+\mathcal{O}(h), \\
& \mu\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right) \frac{\partial u}{\partial \boldsymbol{n}_{2}}+\alpha_{p_{2}}\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right) u\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right)=g_{p_{2}}\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right)+\mathcal{O}(h),
\end{aligned}
$$

where the $\mathcal{O}(h)$ errors are due to using estimations of the normals at the interfaces' centroid. Substituting approximation (1.16) for $u$ into the above two equations we obtain the following $2 \times 2$ linear system:

$$
\begin{equation*}
\underline{\underline{\boldsymbol{N}}} \cdot \nabla u\left(\boldsymbol{r}_{i, j}\right)=\binom{g_{p_{1}}\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right)}{g_{p_{2}}\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right)}-u_{i, j}\binom{\alpha_{p_{1}}\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right)}{\alpha_{p_{2}}\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right)}, \tag{1.17}
\end{equation*}
$$

where the matrix $\underline{\underline{\boldsymbol{N}}}$ is defined as:

$$
\underline{\underline{\boldsymbol{N}}}=\left(\begin{array}{ll}
\mu\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right) n_{x}^{1}+\alpha_{p_{1}}\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right)\left(\zeta_{i, j}^{p_{1}}-x_{i, j}\right) & \mu\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right) n_{y}^{1}+\alpha_{p_{1}}\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right)\left(\eta_{i, j}^{p_{1}}-y_{i, j}\right) \\
\mu\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right) n_{x}^{2}+\alpha_{p_{2}}\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right)\left(\zeta_{i, j}^{p_{2}}-x_{i, j}\right) & \mu\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right) n_{y}^{2}+\alpha_{p_{2}}\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right)\left(\eta_{i, j}^{p_{2}}-y_{i, j}\right)
\end{array}\right) .
$$

Thus, the gradient $\nabla u\left(\boldsymbol{r}_{i, j}\right)$ can be approximated as:

$$
\begin{equation*}
\nabla u\left(\boldsymbol{r}_{i, j}\right)=\boldsymbol{b}_{i, j}-\boldsymbol{a}_{i, j} u_{i, j}+(\mathcal{O}(h), \mathcal{O}(h))^{T}, \tag{1.18}
\end{equation*}
$$

where the vectors $\boldsymbol{a}_{i, j}$ and $\boldsymbol{b}_{i, j}$ are given by:

$$
\boldsymbol{a}_{i, j}=\underline{\underline{\boldsymbol{N}}}^{-1} \cdot\binom{\alpha_{p_{1}}\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right)}{\alpha_{p_{2}}\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right)} \quad \text { and } \quad \boldsymbol{b}_{i, j}=\underline{\underline{\boldsymbol{N}}}^{-1} \cdot\binom{g_{p_{1}}\left(\boldsymbol{\rho}_{i, j}^{p_{1}}\right)}{g_{p_{2}}\left(\boldsymbol{\rho}_{i, j}^{p_{2}}\right)} .
$$

As a result, using (1.16) with the gradient estimate (1.18), we have:

$$
\begin{align*}
& \sum_{p=1}^{n_{\phi}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma= \\
& u_{i, j} \sum_{p=p_{1}, p_{2}}\left(\int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r})\left(1-\boldsymbol{a}_{i, j} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{i, j}\right)\right) d \Gamma\right) \\
&+\sum_{p=p_{1}, p_{2}}\left(\int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r}) \boldsymbol{b}_{i, j} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{i, j}\right) d \Gamma\right)+\mathcal{O}\left(h^{\mathcal{D}+1}\right) . \tag{1.19}
\end{align*}
$$

Again, this discretization does not involve the unknown function at any neighboring
points, therefore preserving the symmetry of the linear system.

## Remarks:

1. It is interesting to note that since additional information is given by the boundary conditions for computational cells with kinks (i.e. imposing boundary conditions at two points rather than at one), we are able, rather fortuitously, to obtain an approximation of the total flux through the domain's boundary $\partial \Omega \cap \mathcal{C}_{i, j}$ that is of a higher, $(\mathcal{D}+1)$, order of accuracy than for cells without kinks. However, since this approximation is combined with $\mathcal{O}\left(h^{\mathcal{D}}\right)$ accurate discretization of fluxes between cells (section 1.4.1), the overall error is still $\mathcal{O}\left(h^{\mathcal{D}}\right)$. Moreover, since this discretization is applied only in $\mathcal{O}\left(N^{\mathcal{D}-2}\right)$ cells containing kinks (compared to the total $\mathcal{O}\left(N^{\mathcal{D}-1}\right)$ number of cells containing a domain's boundary), where $N$ is a characteristic number of grid cells in one Cartesian direction, it is not expected to affect significantly the overall accuracy of the numerical method.
2. We do not consider cases where a cell contains more than 2 interfaces in two dimensions, since such cases are essentially under-resolved. Still, such cases pose no problem: a linear system analogous to (1.17) would be just over-determined and should be solved using a least-squares approach.
3. In the case of two intersecting interfaces in three spatial dimensions, a system analogous to (1.17) would be under-determined. We found that closing the system by approximating $u$ as a constant in the third direction, i.e. $\frac{\partial u}{\partial \boldsymbol{n}_{3}}=0$, where $\boldsymbol{n}_{3}$ is a
unit-vector perpendicular to the normals of the two intersecting interfaces, produces good results: designed convergence rates are recovered. In fact, such an approach can be viewed as a slight improvement over the approach described above for cells containing only one smooth component of a domain's boundary, which could be interpreted as the present approach with setting $\frac{\partial u}{\partial \boldsymbol{n}_{2}}=\frac{\partial u}{\partial \boldsymbol{n}_{3}}=0$.
4. Unlike the two dimensional case, there may be well-resolved situation in three spatial dimensions where more than three interfaces are intersecting in the same cell (e.g. the top of a square pyramid at which four planes meet). In such cases a system analogous to (1.17) would be over-determined and should be solved using a least-squares approach.
5. As intersecting interfaces get almost parallel matrix $\underline{\underline{\boldsymbol{N}}}$ is expected to become singular. Thus described above special method for kinks should not be used in such cases, instead the approach for cells not containing sharp features should be used for each of the intersecting interfaces independently.

## Higher-order discretization

To obtain a $(\mathcal{D}+1)$-order accurate discretization of the Robin b.c. term in all cells, we apply an approach similar to the one for cells with kinks described in the previous section.

Denote by $\overline{\boldsymbol{r}}_{i, j}^{p}=\binom{\bar{x}_{i, j}^{p}}{\bar{y}_{i, j}^{p}}$ the centroid of the $p$-th interface in the cell $\mathcal{C}_{i, j}$, that is:

$$
\bar{x}_{i, j}^{p}=\frac{\int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} x d \Gamma}{\int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} d \Gamma} \quad \text { and } \quad \bar{y}_{i, j}^{p}=\frac{\int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} y d \Gamma}{\int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} d \Gamma} .
$$

Expanding the integrands in the first term of (1.3) around the interfaces' centroid one obtains:

$$
\begin{align*}
& \sum_{p=1}^{n_{\phi}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r}) u(\boldsymbol{r}) d \Gamma=\sum_{p=1}^{n_{\phi}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}}\left(\alpha_{p}\left(\overline{\boldsymbol{r}}_{i, j}^{p}\right) u\left(\overline{\boldsymbol{r}}_{i, j}^{p}\right)\right. \\
&+\frac{\partial\left(\alpha_{p} u\right)}{\partial x}\left(\overline{\boldsymbol{r}}_{i, j}^{p}\right)\left(x-\bar{x}_{i, j}^{p}\right)\left.+\frac{\partial\left(\alpha_{p} u\right)}{\partial y}\left(\overline{\boldsymbol{r}}_{i, j}^{p}\right)\left(y-\bar{y}_{i, j}^{p}\right)+\mathcal{O}\left(h^{2}\right)\right) d \Gamma \\
&=\sum_{p=1}^{n_{\phi}} \alpha_{p}\left(\overline{\boldsymbol{r}}_{i, j}^{p}\right) u\left(\overline{\boldsymbol{r}}_{i, j}^{p}\right) \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} d \Gamma+\mathcal{O}\left(h^{\mathcal{D}+1}\right), \tag{1.20}
\end{align*}
$$

where we use the same symbol $\alpha_{p}(\boldsymbol{r})$ for a smooth extension of $\alpha_{p}(\boldsymbol{r}), \boldsymbol{r} \in \Gamma_{p}$, to a neighborhood of $\Gamma_{p}$ (specific extension will be discussed further). Thus, to obtain a third-order approximation of the Robin b.c. term, one needs to estimate the values of the unknown function $u$ at the centroids of the interfaces $\overline{\boldsymbol{r}}_{i, j}^{p}$ and multiply them by the length of the interfaces contained in $\mathcal{C}_{i, j}$. We perform this task by approximating $u$ by a linear interpolant:

$$
u(\boldsymbol{r})=u_{0}+u_{x} x+u_{y} y+\mathcal{O}\left(h^{2}\right)
$$

where the coefficients $u_{0}, u_{x}$ and $u_{y}$ are found by the least square approach described below. Note that a second-order accurate estimate of $u$ is sufficient to preserve the thirdorder truncation error in equation (1.20) since such estimate is multiplied by the length of the interface, which itself is $\mathcal{O}(h)$.

The coefficients $u_{0}, u_{x}$ and $u_{y}$ are obtained based on the values of $u$ at $\mathcal{C}_{i, j}$ and its neighboring cells and by taking into account the boundary conditions. Thus, we have 9 constraints of the form:

$$
u_{0}+u_{x} x_{i+I, j+J}+u_{y} y_{i+I, j+J}=u_{i+I, j+J}, \quad I=-1,0,1, \quad J=-1,0,1,
$$

and $n_{\phi}$ constraints of the form:

$$
\begin{aligned}
\mu\left(\boldsymbol{\rho}_{i, j}^{p}\right) & \underbrace{\left(u_{x} n_{x}^{p}+u_{y} n_{y}^{p}\right)}_{\approx u\left(\boldsymbol{\rho}_{i, j}^{p}\right)}+\alpha_{p}\left(\boldsymbol{\rho}_{i, j}^{p}\right) \underbrace{\left(u_{0}+u_{x} \zeta_{i, j}^{p}+u_{y} \eta_{i, j}^{p}\right)}=g_{p}\left(\boldsymbol{\rho}_{i, j}^{p}\right), p=1, \ldots, n_{\phi}, \\
& \approx \frac{\partial u}{\partial \boldsymbol{n}_{p}}\left(\boldsymbol{\rho}_{i, j}^{p}\right)
\end{aligned}
$$

where by $\boldsymbol{\rho}_{i, j}^{p}=\binom{\zeta_{i, j}^{p}}{\eta_{i, j}^{p}}$, we denote the projection of the centroid, $\overline{\boldsymbol{r}}_{i, j}^{p}$, of the $p$-th interface onto the interface itself (see Figure 1.7c). Such projection point can be approximately calculated using the level-set function $\phi_{p}$ as:

$$
\boldsymbol{\rho}_{i, j}^{p}=\overline{\boldsymbol{r}}_{i, j}^{p}-\left(\frac{\phi_{p}}{\left|\nabla \phi_{p}\right|} \boldsymbol{n}_{p}\right)_{\boldsymbol{r}=\overline{\boldsymbol{r}}_{i, j}^{p}} .
$$

Not all neighboring cells may be part of the discretization as well as not all of $n_{\phi}$ interfaces are present in a given finite volume cell. To ignore such invalid constraints we introduce $9+n_{\phi}$ weights $w_{k}, k=1, \ldots, 9+n_{\phi}$, such that $w_{k}=0$ if the $k^{\text {th }}$ constraint is invalid. Moreover, to increase the influence of nearby constraints, we assign weights for valid constraints based on the distance between the point where $u$ needs to be estimated and the point where a constraint is imposed. Specifically, we compute weights from a Gaussian function:

$$
w_{k}(\boldsymbol{R})=\exp \left(-\sigma\left(\boldsymbol{R}-\boldsymbol{r}_{k}\right)^{2} / h^{2}\right),
$$

where $\boldsymbol{R}$ and $\boldsymbol{r}_{k}$ denote points where the approximation of $u$ is needed and where the $k^{\text {th }}$ constraint is imposed, respectively. Parameter $\sigma$ is chosen such that $w_{k}=10^{-3}$ if $\left|\boldsymbol{R}-\boldsymbol{r}_{k}\right|=h$, i.e $\sigma=3 \ln (10)$. Such a steep decrease of weight functions $w_{k}(\boldsymbol{R})$ with distance allows the least-squares approach automatically pick the nearest points for interpolation (as done in [41]).

Thus, at the centroid of the $p$-th interface $\overline{\boldsymbol{r}}_{i, j}^{p}, u$ is approximated by:

$$
u\left(\overline{\boldsymbol{r}}_{i, j}^{p}\right)=u_{0}+u_{x} \bar{x}_{i, j}^{p}+u_{y} \bar{y}_{i, j}^{p}+\mathcal{O}\left(h^{2}\right),
$$

where the coefficients $u_{0}, u_{x}$ and $u_{y}$ are found as the least-squares solution to the following linear system:

$$
\underline{\underline{\boldsymbol{X}}} \underline{\underline{\boldsymbol{W}}}\left(\begin{array}{c}
u_{0} \\
u_{x} \\
u_{y}
\end{array}\right)=\underline{\underline{\boldsymbol{W}}}\left(\begin{array}{c}
u_{i-1, j-1} \\
u_{i, j-1} \\
\cdots \\
u_{i+1, j+1} \\
g_{1}\left(\overline{\boldsymbol{\rho}}_{i, j}^{1}\right) \\
\cdots \\
g_{n_{\phi}}\left(\overline{\boldsymbol{\rho}}_{i, j}^{n_{\phi}}\right)
\end{array}\right),
$$

where matrices $\underline{\underline{\boldsymbol{X}}}$ and $\underline{\underline{\boldsymbol{W}}}$ are defined as:

$$
\underline{\underline{\boldsymbol{X}}}=\left(\begin{array}{ccc}
1 & x_{i-1, j-1} & y_{i-1, j-1} \\
1 & x_{i, j-1} & y_{i, j-1} \\
\vdots & \vdots & \vdots \\
1 & x_{i+1, j+1} & y_{i+1, j+1} \\
\alpha^{1}\left(\overline{\boldsymbol{\rho}}_{i, j}^{1}\right) & \mu_{i, j}\left(\overline{\boldsymbol{\rho}}_{i, j}^{1}\right) n_{x}^{1}+\alpha^{1}\left(\overline{\boldsymbol{\rho}}_{i, j}^{1}\right) \zeta_{i, j}^{1} & \mu\left(\overline{\boldsymbol{\rho}}_{i, j}^{1}\right) n_{y}^{1}+\alpha^{1}\left(\overline{\boldsymbol{\rho}}_{i, j}^{1}\right) \eta_{i, j}^{1} \\
\vdots & \vdots & \vdots \\
\alpha^{n_{\phi}\left(\overline{\boldsymbol{\rho}}_{i, j}^{n_{\phi}}\right)} & \mu_{i, j}\left(\overline{\boldsymbol{\rho}}_{i, j}^{n_{\phi}}\right) n_{x}^{n_{\phi}}+\alpha^{n_{\phi}}\left(\overline{\boldsymbol{\rho}}_{i, j}^{n_{\phi}}\right) \zeta_{i, j}^{n_{\phi}} & \mu\left(\overline{\boldsymbol{\rho}}_{i, j}^{n_{\phi}}\right) n_{y}^{n_{\phi}}+\alpha^{n_{\phi}}\left(\overline{\boldsymbol{\rho}}_{i, j}^{n_{\phi}}\right) \eta_{i, j}^{n_{\phi}}
\end{array}\right)
$$

and

$$
\underline{\underline{\boldsymbol{W}}}=\left(\begin{array}{ccc}
w_{1} & & \\
& \ddots & \\
& & w_{9+n_{\phi}}
\end{array}\right) .
$$

It is well-known that the solution to such a least-squares problem is given by:

$$
\left(\begin{array}{l}
u_{0} \\
u_{x} \\
u_{y}
\end{array}\right)=\left(\underline{\underline{\boldsymbol{X}}}^{T} \underline{\underline{\boldsymbol{W}}} \underline{\underline{\boldsymbol{X}}}\right)^{-1}(\underline{\underline{\boldsymbol{W}}} \underline{\underline{\boldsymbol{X}}})^{T}\left(\begin{array}{c}
u_{i-1, j-1} \\
u_{i, j-1} \\
\cdots \\
u_{i+1, j+1} \\
g_{1}\left(\overline{\boldsymbol{\rho}}_{i, j}^{i}\right) \\
\cdots \\
g_{n_{\phi}\left(\overline{\boldsymbol{\rho}}_{i, j} n_{\phi}\right.}^{n_{i}}
\end{array}\right) .
$$

The existence of the inverse in the above equation is insured by checking that at least three/four points not lying on the same line/plane are used for interpolation in two/three spatial dimensions. The approximation given in (1.20) also requires the values of the Robin b.c. coefficients $\alpha_{p}$ at the centroids, $\boldsymbol{r}_{i, j}^{p}$, of the interfaces. However, strictly speaking, these coefficients are not defined outside of their respective interfaces $\Gamma_{p}$, while the centroids of $\Gamma_{p} \cap \mathcal{C}_{i, j}$ do not necessarily lie on the interfaces themselves. We choose constant-in-normal-direction extensions of the coefficients $\alpha_{p}$ to obtain well-defined values of $\alpha_{p}\left(\boldsymbol{r}_{i, j}^{p}\right)$, that is, we use $\alpha_{p}\left(\boldsymbol{r}_{i, j}^{p}\right)=\alpha_{p}\left(\boldsymbol{\rho}_{i, j}^{p}\right)$.

The overall procedure to impose Robin boundary conditions is thus completely automated and only requires the inversion of the 3 -by-3 matrix $\underline{\underline{\boldsymbol{X}}}^{T} \underline{\underline{\boldsymbol{W}}} \underline{\underline{\boldsymbol{X}}}$ for finite volume cells adjacent to the domain's boundary. The approach described above is similar to the one from [5] in that it approximates $u$ by a linear interpolant. However, in [5], the value $u_{0}$ is always set to $u_{i, j}$ and the derivatives $u_{x}$ and $u_{y}$ are computed using standard finite difference formulas based on available neighboring grid nodes. The approach presented here is more flexible in that it allows $u_{0}$ to be computed as part of a least-squares procedure. Another important difference is that it also takes into account the boundary conditions while constructing a linear interpolant for $u$. We have found that such a leastsquares approach produces significantly better results than the simpler approach from [5] in the presence of sharp kinks and corners.

### 1.4.3 Matrix structure

One of important advantages of the presented methods is that they use a small number of neighboring cells to obtain a discretization of the Poisson-type equation (1.1). Namely, the symmetric scheme uses only the nearest neighbors in the Cartesian directions (that is 4 and 6 neighbors in two and three spatial dimensions, resp.), while the superconvergent scheme additionally uses the nearest neighbors in diagonal directions (that is, 8 and 26 neighbors in two and three spatial dimensions, resp.). Also, such localized numerical stencils result in linear systems of a very simple structure. For example, the non-zero pattern for rows in the resulting matrix in two spatial dimensions using the natural
ordering of cells has the following form for the symmetric scheme:

$$
\left(\begin{array}{llllllll}
\cdots & a_{n-n_{x}} & \cdots & a_{n-1} & a_{n} & a_{n+1} & \cdots & a_{n+n_{x}}
\end{array} \cdots\right)
$$

i.e. non-zero entries are located only on the main diagonal, the 1 -st and the $n_{x}$-th subdiagonals as well as the 1 -st and the $n_{x}$-th superdiagonals. Compared to the case of symmetric scheme, the matrix in case of the superconvergent scheme additionally has non-zero entries on $\left(n_{x}-1\right)$-th and ( $n_{x}+1$ )-th sub- and super-diagonals:

$$
\left(\begin{array}{lllllllllllll}
\cdots & a_{n-n_{x}-1} & a_{n-n_{x}} & a_{n-n_{x}+1} & \cdots & a_{n-1} & a_{n} & a_{n+1} & \cdots & a_{n+n_{x}-1} & a_{n+n_{x}} & a_{n+n_{x}+1} & \cdots
\end{array}\right)
$$

As an example, Figure 1.8 shows the visualization of matrix structure in one of the tests considered later in this work.

(a) Symmetric

(b) Superconvergent

Figure 1.8: Visualization of the linear system's structure for the symmetric and superconvergent schemes for example 1.5.2 on a $9^{2}$ grid.

### 1.4.4 Truncation errors

In this section we analyze the truncation errors of the two schemes presented above. First, for all interior nodes, i.e. nodes for which their associated finite volume is completely
inside of a compound domain, both schemes reduce to the standard 5 -point scheme for the Poisson equation with second-order truncation error. Let us now consider boundary nodes, i.e. nodes for which their control volume is crossed by the irregular domain. Assuming that all the integrals in (1.3) are computed with the required accuracy, it is easy to see that the truncation error for the symmetric scheme is second order (see equations (1.4), (1.5), (1.7), (1.14) and (1.19)), while the truncation error of the nonsymmetric scheme is third order (see equations (1.4), (1.5), (1.8) and (1.20)). However, these are truncation errors for the integrated Poisson-type equation (1.3), i.e. they need to be scaled by the area (volume in 3D) of a finite cell, which is $\mathcal{O}\left(h^{\mathcal{D}}\right)$, before they can be compared with the conventionally defined truncation error. This leads to the following estimates for truncation errors:

$$
\begin{aligned}
\varepsilon_{\mathrm{tr}}^{\mathrm{sym}} & =\mathcal{O}(1), \\
\varepsilon_{\mathrm{tr}}^{\mathrm{non-sym}} & =\mathcal{O}(h),
\end{aligned}
$$

that is, the symmetric scheme is formally inconsistent at the boundary nodes, while the truncation error of the nonsymmetric scheme is first-order accurate. Taking into consideration results of similar works $[80,58,141,27,115,128,53,54]$, we expect the symmetric scheme to produce second-order accurate numerical solutions with first-order-accurate gradients and the nonsymmetric scheme to produce second-order accurate solutions and gradients. This will be confirmed in the numerical study in section 1.5.


Figure 1.9: examples when the superconvergent discretization is not possible. Arrows indicate fluxes between cells that cannot be estimated with second order of accuracy. Red points indicate missing grid nodes that are required by the superconvergent discretization.

### 1.4.5 Fall-back strategies for the superconvergent scheme

The superconvergent scheme (equations (1.8) and (1.20)) requires a certain number of valid neighboring nodes, i.e. nodes whose finite volume overlaps with the compound domain $\Omega$, for calculating fluxes between cells. However, such a requirement may not be satisfied in some cases. Regions near sharp edges and corners (Figure 1.9 (center and right)) are prone to fail this requirement, but it can also happen in cases of smooth interfaces as well (Figure 1.9 (left)). The natural strategy in such situations is to "fall-back" to the symmetric scheme (equations (1.7), (1.14) and (1.19)), which always produces a valid discretization. While this provides a robust strategy for solving Poisson-type equations, one has to expect an increase in the numerical errors, especially the potential loss of the superconvergent properties near cells where the symmetric scheme is applied.

A simple procedure that helps to avoid such an undesirable loss in accuracy consists of merging "hanging" cells, i.e. cells that do not have enough of valid neighbors, to neighboring cells for which the requirement on the number of valid neighboring cells is satisfied. Specifically, when considering the discretization at a current cell, we first check
whether there exists a subset of its neighboring cells that are connected only to the present cell. If such a subset exists, cells substituting the subset are merged with the present cell. The described procedure eliminates "hanging" nodes as long as sharp corners of an irregular domain are not extremely acute (see Figure 1.10). Once all "hanging" nodes are merged to proper nodes the supercovergent scheme (equations (1.8) and (1.20)) is successfully applied in all boundary cells.


Figure 1.10: examples of successful elimination of "hanging" cells using procedure described in Section 1.4.5

This procedure can also be applied in the three-dimensional case. However, due to an increased complexity of relative placements of irregular domains with respect to computational grids, the procedure is less successful in eliminating "hanging" cells. However, from numerical experiments we have found that in practice superconvergent numerical solutions can still be obtained by ignoring values of numerical solutions at cells in which the symmetric scheme is used. It appears that the accuracy reduction due to fall-backs to the symmetric scheme is localized to cells where such fall-backs occur and does not affect the global accuracy due to the fact that the total amount of such cells is two orders of magnitude lower than the total number of cells. Accurate and superconvergent values at such cells can be obtained by extrapolating numerical solutions from surrounding
valid cells in a post-processing step. Such an extrapolation must be at least third-order accurate to retain the superconvergent properties of the numerical solutions. In sections 1.5.2 and 1.5.3, we present numerical results on this issue in two- and three-dimensional cases, respectively.

### 1.4.6 Non-singularity of the symmetric scheme

The resulting approximation of equation (1.3) in case of the symmetric discretization can be written in the form

$$
\begin{array}{r}
u_{i, j}\left[k\left(\boldsymbol{r}_{i, j}\right) V_{i, j}+\frac{\mu_{i-\frac{1}{2}, j} L_{i-\frac{1}{2}, j}+\mu_{i+\frac{1}{2}, j} L_{i+\frac{1}{2}, j}}{\Delta x}+\frac{\mu_{i, j-\frac{1}{2}} L_{i, j-\frac{1}{2}}+\mu_{i, j+\frac{1}{2}} L_{i, j+\frac{1}{2}}}{\Delta y}\right. \\
+(\text { add to diag })]-u_{i-1, j} \frac{\mu_{i-\frac{1}{2}, j} L_{i-\frac{1}{2}, j}}{\Delta x}-u_{i+1, j} \frac{\mu_{i+\frac{1}{2}, j} L_{i+\frac{1}{2}, j}}{\Delta x} \\
-u_{i, j-1} \frac{\mu_{i, j-\frac{1}{2}} L_{i, j-\frac{1}{2}}}{\Delta y}-u_{i, j+1} \frac{\mu_{i, j+\frac{1}{2}} L_{i, j+\frac{1}{2}}}{\Delta y} \\
\quad=f_{i, j} V_{i, j}+(\text { add to RHS })+\mathcal{O}\left(h^{\mathcal{D}}\right),
\end{array}
$$

where (add to diag) and (add to RHS) denote terms that come from imposing boundary conditions. For cells that are not crossed by the domain's boundary

$$
\begin{aligned}
& (\text { add to diag })=0 \\
& (\text { add to RHS })=0
\end{aligned}
$$

For cells crossed by the domain's boundary but without kinks and corners

$$
\begin{aligned}
(\text { add to diag }) & =\frac{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) \alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) L_{i, j}^{\hat{p}}}{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)-\alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{\hat{p}}},} \\
(\text { add to RHS }) & =\int_{\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}} g_{\hat{p}}(\boldsymbol{r}) d \Gamma+\frac{g\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{p}} \alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) L_{i, j}^{\hat{p}}}{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)-\alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{p}}} .
\end{aligned}
$$

Finally, for cells with sharp kinks

$$
\begin{aligned}
(\text { add to diag }) & =\sum_{p=p_{1}, p_{2}} \int_{\mathcal{C}_{i, j} \cap \Gamma_{p}} \alpha_{p}(\boldsymbol{r})\left(1-\boldsymbol{a}_{i, j} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{i, j}\right)\right) d \Gamma, \\
(\text { add to RHS }) & =\int_{\mathcal{C}_{i, j} \cap \Gamma_{\hat{p}}} g_{\hat{p}}(\boldsymbol{r}) d \Gamma+\frac{g\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{p}} \alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) L_{i, j}^{\hat{p}}}{\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)-\alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{\hat{p}}}}
\end{aligned}
$$

In case of non-negative $k(\boldsymbol{r})$ and $\left\{\alpha_{p}(\boldsymbol{r})\right\}_{p=0}^{n_{\phi}}$, and for sufficiently small grid spacings satisfying:

$$
\begin{equation*}
\mu\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right)-\alpha_{\hat{p}}\left(\boldsymbol{r}_{i, j}^{\hat{p}}\right) d_{i, j}^{\hat{p}}>0 \quad \text { and } \quad\left(1-\boldsymbol{a}_{i, j} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{i, j}\right)\right)>0, \tag{1.21}
\end{equation*}
$$

the sum $\left(k\left(\boldsymbol{r}_{i, j}\right) V_{i, j}+(\operatorname{add}\right.$ to diag $\left.)\right)$ is non-negative for all cells, which makes the matrix associated with the linear system diagonally dominant. Moreover, by construction the directed graph of the matrix is strongly connected ${ }^{2}$, hence the matrix is irreducible. Finally, assuming that at least for one cell $\left(k\left(\boldsymbol{r}_{i, j}\right) V_{i, j}+(\right.$ add to diag $\left.)\right)$ is positive (otherwise, the equation being solved is the Poisson equation with Neumann boundary conditions, which has infinitely many solutions), we conclude that the linear system is non-singular [169, Theorem 1.21]. We have found that in practice, even when the grid resolution does not satisfy the condition (1.21), the linear system is still invertible.

[^1]The question of whether the linear system remains non-singular in the case of arbitrary $k(\boldsymbol{r})$ and $\left\{\alpha_{p}(\boldsymbol{r})\right\}_{p=0}^{n_{\phi}}$ (excluding identically zero case) is still open, however in our numerical experiments we never encountered situations when the linear system was not invertible. Likewise, we do not prove the non-singularity of the linear system in the nonsymmetric case; however a large number of numerical tests indicate that resulting linear systems are invertible. In our implementation we use the biconjugate gradient stabilized method (BiCGSTAB) provided by PETSc library [9] and the HYPRE multigrid preconditioner [45] for solving the linear systems. We choose to use the BiCGSTAB method even for the symmetric discretization because we are interested, first, in cases when functions $k(\boldsymbol{r})$ and $\left\{\alpha_{p}(\boldsymbol{r})\right\}_{p=1}^{n_{\phi}}$ may be negative (which result in a non-positive definite matrix) and, second, in applying this discretization in the context of adaptive Quad-/Oc-tree grids along the lines of [129] (which produce non-symmetric matrices). However, we note that in case of uniform grids and non-negative coefficients $k(\boldsymbol{r})$ and $\left\{\alpha_{p}(\boldsymbol{r})\right\}_{p=1}^{n_{\phi}}$, the preconditioned conjugate gradient method would be used to efficiently solve the linear system produced by the symmetric discretization.

### 1.4.7 Computation of integrals

The numerical schemes presented to solve (1.1)-(1.2) require the calculation of integrals over compound domains that may have boundaries with kinks. Moreover, one needs to calculate integrals with at least second-order accuracy in the case of the symmetric scheme and with at least third-order accuracy in the case of the superconvergent scheme.


Figure 1.11: The Kuhn triangulation of a rectangular cell.

As it was mentioned in the introduction, only geometric reconstruction methods are readily extendable to integration over geometries with sharp features. Geometric reconstruction methods that admits a relatively simple extension to the case of domains described by multiple level-set functions fall under the class of simplex-based methods (see [99] for linear and [50,51] for higher-order reconstructions). In such approaches, a cell in which integration has to be performed is first decomposed into simplices (triangles in 2D or tetrahedra in 3D - see Figure 1.11 for an example of the Kuhn triangulation of a rectangular cell) and then the zero-isocontour of a level-set function is reconstructed inside each of the simplices. Provided that an interface does not cross the edges or the faces of a simplex multiple times, one has to take care of just a few (two in 2D and three in 3D) non-trivial topologically different cases, as illustrated in Figures 1.12 and 1.13. Once an interface is reconstructed, the integration can be performed by mapping Gauss quadrature points from reference elements to reconstructed, possibly curved, geometric elements.

What makes simplex-based approaches easy to extend to the case of crossing interfaces, is the fact that the reconstruction of an interface within a simplex leads to a splitting of the initial simplex into a set of smaller simplices (see Figures 1.12 and


Figure 1.12: The two topologically different possible cases of a simplex crossed by an interface in 2D.


Figure 1.13: The three topologically different possible cases of crossing a simplex by an interface in 3D.
1.13). Repeating the same reconstruction procedure on each of those smaller simplices for another interface results in reconstructing an interface described by a combination of the two intersecting interfaces. Figure 1.14 illustrates the idea in 2D. Since each of the smaller simplices are split into sets of even smaller simplices during the reconstruction of the second interface, it is clear that such an approach allows for the reconstruction of any number of intersecting interfaces.


Figure 1.14: Geometric integration applied to compound domains.

Such an idea of reconstructing domains produced by several intersecting interfaces was used in [113] for linear geometric reconstructions. The same idea was discussed in [51] in case of high-order elements. However, neither [113] or [51] have studied the
accuracy of integration procedures over piecewise smooth geometries. We present a hierarchical approach to reconstruct multiple interfaces within a simplex that is based on representing a simplex as a collection of geometric elements such as vertices, edges, triangles and tetrahedra (which can be regarded as 0 -simplex, 1 -simplex, 2 -simplex and 3 simplex) and performing the reconstruction of an interface on each of the geometric type separately in the order of increasing dimensionality, i.e. vertices $\rightarrow$ edges $\rightarrow$ triangles $\rightarrow$ tetrahedra. Such an approach simplifies the task of reconstruction rather significantly, since when a geometric element is considered, all lower-dimensional elements have already been processed. Another beneficial feature of this approach is that it avoids the potential duplication of geometric elements, which not only saves computational resources, but also enables integrations over intersections of interfaces. We also note that this approach is suitable for reconstructing interfaces with geometric elements of any order. In the present work, we report results for linear and quadratic geometric elements. Due to a rather technical character of the integration algorithm, we provide a detailed description in 1.A.

It is worth emphasizing that such an integration algorithm does not require any explicit information about the location of kinks and corners; such features are automatically reconstructed with needed accuracy from implicit representation of domains by multiple level-set functions. It is also capable of performing integration over distinct parts of piece-wise smooth interfaces.

When solving the Poisson equation we use integration based on reconstruction with
quadratic geometric elements for both the symmetric and the superconvergent schemes, although we note that for the symmetric scheme it would be sufficient to use an integration scheme based on linear reconstruction.

### 1.5 Numerical Results

This section is devoted to numerical examples. In Section 1.5.1, we provide numerical examples for the integration algorithm in both in two and three spatial dimensions. In sections 1.5.2 and 1.5.3, we numerically study the convergence of the numerical schemes for Poisson-type equations (1.1) in two and three spatial dimensions, respectively. In Section 1.5.4, we investigate the requirement of the methods on the accuracy of the levelset representation. Finally, in Section 1.5 .5 we test the presented methods on singular solutions that have limited number of bounded derivatives.

To numerically analyze the accuracy of the numerical schemes for solving Poisson-type equations, we compute the errors in the $L^{\infty}$-norm for the solutions and their gradients. Gradients of numerical solutions are computed using standard second-order accurate central finite differences. In addition, we also plot the error distributions of both methods for sake of comparison.

### 1.5.1 Integration

It is standard knowledge that a circular domain in two spatial dimensions can be defined by the level-set function:

$$
\phi(x, y)=\sqrt{\left(x-x_{c}\right)^{2}+\left(y-y_{c}\right)^{2}}-r,
$$

while the level-set function of a spherical domain can be defined as:

$$
\phi(x, y, z)=\sqrt{\left(x-x_{c}\right)^{2}+\left(y-y_{c}\right)^{2}+\left(z-z_{c}\right)^{2}}-r,
$$

where $r$ is the radius of the disk/sphere and $\left(x_{c}, y_{c}\right)$ and $\left(x_{c}, y_{c}, z_{c}\right)$ are the centers' coordinates. We use those level-set functions to build compound domains (see Table 1.1) that are then used to test the integration methods.

| example | Geometry | Radius 1 | Center 1 | Radius 2 | Center 2 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Union 2D | Two disks | $r_{1}=0.77$ | $(0.13,0.21)$ | $r_{2}=0.49$ | $(-0.33,-0.37)$ |
| Difference 2D | Two disks | $r_{1}=0.84$ | $(0.03,0.04)$ | $r_{2}=0.63$ | $(-0.42,-0.37)$ |
| Union 3D | Two spheres | $r_{1}=0.71$ | $(0.22,0.17,0.21)$ | $r_{2}=0.63$ | $(-0.19,-0.19,-0.23)$ |
| Difference 3D | Two spheres | $r_{1}=0.86$ | $(0.08,0.11,0.03)$ | $r_{2}=0.83$ | $(-0.51,-0.46,-0.63)$ |

Table 1.1: Geometries used in the numerical tests for the integration procedures.

For each of the compound domains, we compute the following three types of integrals in two $(\mathcal{D}=2)$ and three $(\mathcal{D}=3)$ spatial dimensions:

- The integral over the compound domain:

$$
I_{\Omega}[f]=\int_{\Omega} f d \boldsymbol{x}^{\mathcal{D}}
$$

- The integrals over the smooth components of the compound domain boundary:

$$
I_{\Gamma_{i}}[f]=\int_{\Gamma_{i}} f d \boldsymbol{x}^{\mathcal{D}-1}, \quad i=1,2
$$

- The integral over the intersection of the smooth components of the boundary (case of kinks):

$$
I_{X_{1}}[f]=\int_{\Gamma_{1} \cap \Gamma_{2}} f d \boldsymbol{x}^{\mathcal{D}-2}
$$




Figure 1.15: Left: dependence of the error in computing the area and perimeter of a circle (with radius $R=0.75$ ) on the relative placement of the irregular domain and the computational grids (cases $1-100,101-200, \ldots, 801-900$ are obtained by shifting boundaries of computational domain for grid resolutions $16^{2}, 32^{2}, \ldots, 4096^{2}$, respectively). Right: convergence of the error in the area and perimeter of the circle measured as the maximum error for a given grid resolution.

During the numerical approximation of domain and boundary integrals, certain relative placements of irregular domains and computational grids may cause cancellations of errors in the numerical values of such integrals. For example, Figure 1.15 (left) depicts the errors in the area and the perimeter length of a circle with radius $R=0.75$ and center $(0,0)$, computed using quadratic geometric reconstruction for grid resolutions $16^{2}, \ldots$, $4098^{2}$, where for each of the grid resolutions, boundaries of the $[-1 ; 1]^{2}$ computational domain are slightly shifted $n_{x}=10$ and $n_{y}=10$ times in the $x$ - and $y$-directions by amounts $\Delta x / n_{x}$ and $\Delta y / n_{y}$, respectively. This procedure generates $n_{x} \times n_{y}$ different relative placements of the irregular domain with respect to the computational grid for each of the grid resolutions, where in each of the cases the computational domain is described
by:

$$
\begin{align*}
\Omega_{I, J}=\left[-1+\varepsilon_{x} ; 1+\varepsilon_{x}\right] \times\left[-1+\varepsilon_{y} ; 1+\varepsilon_{y}\right], \quad \varepsilon_{x} & =\frac{I-1}{n_{x}} \Delta x, \quad \varepsilon_{y}=\frac{J-1}{n_{y}} \Delta y \\
I & =1, \ldots, n_{x}, \quad J=1, \ldots, n_{y} . \tag{1.22}
\end{align*}
$$

As seen from Figure 1.15 (left) the accuracy of the approximate numerical values of the area and of the perimeter oscillates quite significantly for any given resolution depending on the relative placement of the irregular domain with respect to the computational grid. Thus, to avoid untrue apparent experimental convergence rates and obtain more reliable results, we measure the integration error for a given grid resolution as the maximum error among all relative placements of the computational grid and an irregular domain obtained by shifting boundaries of the computational domain $10 \times 10$ times in two spatial dimensions and $5 \times 5 \times 5$ times in three spatial dimensions. Convergence results obtained in this way for the present example of a circular domain are given in Figure 1.15 (right). Interestingly, although integral quantities are expected to converge with third order of accuracy for quadratic geometric reconstructions, apparently due to cancellations of errors in the integral sums for entire shapes, the experimental convergence rates are almost one order higher and close to fourth. In [50], such effect was observed for even orders of geometric reconstruction higher than quadratic in case of smooth geometries.

Numerical values of the integrals for the examples listed in Table 1.1 are computed twice: first, when the interfaces are reconstructed using linear $(L)$ geometric elements and, second, when the interfaces are reconstructed using quadratic ( $Q$ ) geometric elements. Convergence results for all test cases along with the visualization of the geomet-


Figure 1.16: Compound domain (left) and convergence in the $L^{\infty}$-norm of the computed integrals in the cases $f=1$ (center) and $f=|\boldsymbol{x}|^{2}$ (right) for the union of two disks. The superscripts $L$ and $Q$ denote quantities computed using linear and quadratic geometric reconstructions, respectively.


Figure 1.17: Compound domain (left) and convergence in the $L^{\infty}$-norm of the computed integrals in the cases $f=1$ (center) and $f=|\boldsymbol{x}|^{2}$ (right) for the difference of two disks. The superscripts $L$ and $Q$ denote quantities computed using linear and quadratic geometric reconstructions, respectively.
ric reconstruction of the compound domains produced by the integration algorithm are provided in Figures 1.16, 1.171 .18 and 1.19.

Numerical results indicate that the integration procedure based on reconstructions of implicit interfaces with linear geometric elements produces second-order accurate solutions for all types of integrals both in two and three spatial dimensions, as expected. In case of quadratic geometric reconstructions we again observe a higher than third, expected, order of convergence. However, unlike the case of entirely smooth shapes,


Figure 1.18: Compound domain (left) and convergence in the $L^{\infty}$-norm of the computed integrals in the cases $f=1$ (center) and $f=|\boldsymbol{x}|^{2}$ (right) for the union of two spheres. The superscripts $L$ and $Q$ denote quantities computed using linear and quadratic geometric reconstructions, respectively.


Figure 1.19: Compound domain (left) and convergence in the $L^{\infty}$-norm of the computed integrals in the cases $f=1$ (center) and $f=|\boldsymbol{x}|^{2}$ (right) for the difference of two spheres. The superscripts $L$ and $Q$ denote quantities computed using linear and quadratic geometric reconstructions, respectively.
experimental convergence rates for piecewise smooth shapes are not exactly one order higher than expected and vary between third and fourth depending on the type of integral and dimensionality. For purposes of presented discretizations of Poisson-type equations it is not of big importance, first, because integration methods are required to be just at least third order accurate and, second, because accuracy of integration within independent cells, not for entire shapes, is what matters most for discretization in finite volume methods.

### 1.5.2 Two spatial dimensions

In all the numerical examples, we consider a computational grid with size $[-1,1]^{\mathcal{D}}$ in $\mathcal{D}$ spatial dimensions.

## Triangular domain

Consider a triangular domain generated by the intersection of three half-spaces such that the corners of the domain are located at $(0.74,-0.86),(-0.83,-0.11)$ and $(0.37,0.87)$ (see Figure 1.20 (left)). A "half-space" domain can be describe by a level-set function

$$
\phi(x, y)=n_{x}\left(x-x_{0}\right)+n_{y}\left(y-y_{0}\right)
$$

where the vector $\left(n_{x}, n_{y}\right)$ defines the normal to the domain's boundary and $\left(x_{0}, y_{0}\right)$ is a point lying on the domain boundary. We take the exact solution to be $u=\sin (x) \cos (y)$, the diffusion coefficient $\mu=1$, the function $k=0$ (in equation 1.1) and the Robin coefficients $\alpha_{1}=1, \alpha_{2}=0$ and $\alpha_{3}=x-y+(x+y)^{2}$ for the right, bottom and left boundaries, respectively. The compound domain and the numerical solution on a $256^{2}$ grid are shown in Figures 1.20a and 1.20b.

As for the integration tests, we analyze the sensitivity of the proposed numerical schemes on the relative placement of the irregular domains and the computational grids by performing shifts of boundaries of the computational domain (see Section 1.5.1): for each grid resolution we consider $n_{x} \times n_{y}$ perturbed computational domains given by equation (1.22), where $n_{x}=n_{y}=10$. Figures 1.21 (left) and 1.22 (left) give the $L^{\infty}$-norm of the numerical error of the solutions and its gradients, respectively, obtained for each con-


Figure 1.20: Compound domain (a), numerical solution (b) and localization of the error in the case of the symmetric (c) and the superconvergent ("SC 2") (d) schemes on a $256^{2}$ grid for example 1.5.2.
sidered relative placements for grid resolutions $16^{2}, 32^{2}, \ldots, 1024^{2}$. Figures 1.21 (right) and 1.22 (right) demonstrate the convergence of the numerical solution and its gradient, where the error for each grid resolution is measured as the maximum error among all relative placements of the irregular domain and the computational grid considered.



Figure 1.21: Left: Dependence of the $L^{\infty}$-norm of the solution error on the relative placement of an irregular domain and a computational grid for grid resolutions $16^{2}$, $32^{2}, \ldots, 1024^{2}$. Right: Convergence of numerical solution in the $L^{\infty}$ where the error is measured as the maximum error among all considered relative placements.

The numerical results indicate that the symmetric numerical scheme produces secondorder accurate numerical solutions and first-order accurate gradients. Figure 1.20c depicts the distribution of the error in the numerical solution for the symmetric scheme on a $256^{2}$ grid. Clearly, the behavior of the error near the domain boundary is discontinuous with


Figure 1.22: Left: Dependence of the $L^{\infty}$-norm of the error of the gradients on the relative placement of an irregular domain and the computational grid for grid resolutions $16^{2}, 32^{2}, \ldots, 1024^{2}$. Right: Convergence of the gradients in the $L^{\infty}$-norm where the error is measured as the maximum error among all considered relative placements.
many spikes, which results in the loss of one order of accuracy during differentiation when computing the gradients.

For the nonsymmetric superconvergent scheme, we consider three different strategies for dealing with cases where the superconvergent discretization is not possible for some computational cells (see Section 1.4.5):

1. In cells where the superconvergent discretization is not possible, the symmetric scheme is applied (denoted as "SC 1");
2. Cells where the superconvergent discretization is not possible are attached to valid neighboring cells (denoted as "SC 2");
3. Same as strategy no. 1 , but values of numerical solutions at cells in which symmetric scheme is applied are discarded after the linear system has been solved (denoted as "SC 3").

As expected, when the superconvergent treatment is not possible at a particular grid point, the simple switch to the symmetric scheme (strategy 1) may result in the
loss of the second-order accuracy in gradients. In this case, the error of the gradients near such a grid point spikes up to the level of the error produced by fully symmetric scheme. We have found that strategies 2 and 3 produce very similar results in two spatial dimensions; for both approaches the gradients of numerical solutions are second-order accurate. Figure 1.20c depicts the distributions of the error in the numerical solution for the superconvergent scheme (strategy 2). Compared to the symmetric scheme, the error is smooth everywhere including near the boundary of the irregular domain (in the sense that the numerical differentiation of such an error field does not produce $\mathcal{O}(1 / h)$ terms), which leads to the preservation of the order of accuracy of the gradients.

Figure 1.23 shows the dependence of the condition number of the resulting linear systems for the presented methods on the relative placement of the solution domain and computational grid and the grid resolution. As one can see the condition numbers for all considered methods are very close to each other and show little sensitivity to the solution domain placement. The magnitude of the condition numbers demonstrates the inverse proportionality to the second power of the mesh size $h$.


Figure 1.23: Left: Dependence of the condition number of the linear system on the relative placement of an irregular domain and the computational grid for grid resolutions $16^{2}$, ..., $1024^{2}$. Right: Dependence of the maximum condition number among all considered relative placements on the grid resolution.

In the following two-dimensional examples the same perturbation procedure of the computational domains is performed. However, only the maximum errors and the maximum condition number for a given grid resolution are reported. Also, we report only the results produced by strategy no. 2 for the superconvergent scheme, since it is a more comprehensive approach that does not require any additional post-processing steps.

## Union of two disks

We consider the compound domain to be the union of two disks with radii $r_{1}=0.77$ and $r_{2}=0.49$ that are located at $(0.13,0.21)$ and $(-0.33,-0.37)$ (see Figure 1.24a). The test function is $u=2 \log \left((x+0.8 y)^{2}+x-0.7 y+4\right)-3$. The parameters in equation (1.1) are $\mu=1$ and $k=0$ (Poisson equation). The Robin coefficients are $\alpha_{1}=1$ and $\alpha_{2}=\sin (x+y) \cos (x-y)$ for the larger and smaller disks, respectively.

The convergence results are presented in Figure 1.25. The numerical solution and the localization of the error computed on a $256^{2}$ grid are plotted in Figures 1.24b, 1.24c and 1.24 d . Concerning the order of accuracy, behavior of the condition number and the location of errors in the case of the symmetric and the superconvergent schemes, one can draw the same conclusions as in the previous example, with the exception for convergence of gradients. In this particular example, the convergence rate for the solution's gradient is found to be 1.75 , i.e. slightly worse than 2 . This may be related to the fact that acute inner kinks are more prone to cause singular behavior of solutions.


Figure 1.24: Compound domain (a), numerical solution (b) and localization of the error in the case of the symmetric (c) and the superconvergent (d) discretizations on a $256^{2}$ grid for example 1.5.2.


Figure 1.25: Convergence of the numerical solution (left) and its gradient (center) in the $L^{\infty}$-norm and dependence of the condition number on grid resolution (right) for example 1.5.2.

## Difference of two disks

We consider the compound domain to be the intersection of a disk of radius $r_{1}=0.84$ located at $(0.03,0.04)$ and the exterior of a disk of radius $r_{2}=0.63$ located at $(-0.42,-0.37)$ (see Figure 1.26a). The exact solution is taken to be $u=4 \log \left(\frac{0.7 x+3}{y+3}\right) \sin (x+0.5 y)$. The diffusion coefficient in this example is variable $\mu=1+0.2 \sin (x)+0.3 \cos (y)$ and $k=1$. The Robin coefficients are $\alpha_{1}=\sin (x-y) \cos (x+y)$ and $\alpha_{2}=\sin (x+y) \cos (x-y)$ for the convex and concave parts of the boundary, respectively.

The convergence results are presented in Figure 1.27. The numerical solution and
the localization of the error computed on a $256^{2}$ grid are plotted in Figures 1.26b, 1.26c and 1.26 d . Concerning the order of accuracy, the behavior of the condition number and the location of errors in the case of the symmetric and the superconvergent schemes, the conclusions of the previous examples hold.


Figure 1.26: Compound domain (a), numerical solution (b) and localization of the error in the case of the symmetric (c) and the nonsymmetric (d) discretizations on a $256^{2}$ grid for example 1.5.2.


Figure 1.27: Convergence of the numerical solution (left) and its gradient (center) in the $L^{\infty}$-norm and dependence of the condition number on grid resolution (right) for example 1.5.2.

## Three flower-shaped domains

We consider a compound domain generated by three flower-shaped subdomains that are defined by the level-set functions:

$$
\phi_{p}=s_{p}\left(\sqrt{X_{p}^{2}+Y_{p}^{2}}-r_{p}+\beta_{p} \frac{X_{p}^{2}+5 X_{p}^{4} Y_{p}-10 X_{p}^{2} Y_{p}^{3}}{\left(X_{p}^{2}+Y_{p}^{2}\right)^{\frac{5}{2}}}\right), \quad p=1,2,3
$$

where

$$
\binom{X_{p}}{Y_{p}}=\left(\begin{array}{cc}
\cos \theta_{p} & -\sin \theta_{p} \\
\sin \theta_{p} & \cos \theta_{p}
\end{array}\right)\binom{x-x_{p}}{y-y_{p}} .
$$

The parameters $x_{p}$ and $y_{p}$ define the center of mass of the $p^{\text {th }}$ shape. The parameter $\theta_{p}$ defines the angle of rotation of the $p^{\text {th }}$ subdomain around its center. The parameter $s_{p}= \pm 1$ is a toggle switch controlling whether we consider the interior or the exterior of a flower-shaped domain. Finally, the parameter $\beta_{p}$ determines the degree of nonsphericity of a shape. The resulting compound domain is shown in Figure 1.28a. All the parameters defining the subdomains are listed in Table 1.2. Table 1.2 also contains the set operators that are used to construct the compound domain as well as the Robin coefficients imposed on the different parts of its boundary. We consider the test function $u=\sin (x+0.3 y) \cos (x-0.7 y)+3 \log \left(\sqrt{x^{2}+y^{2}+0.5}\right)$, the diffusion coefficient $\mu=$ $1+0.2 \sin (x)+0.3 \cos (y)$ and $k=\sin (x) \exp (y)$.

| $p$ | $r_{p}$ | $x_{p}$ | $y_{p}$ | $\beta_{p}$ | $s_{p}$ | Rotation $\theta_{p}$ | Set operator | Robin coeff. $\alpha_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.73 | 0.13 | 0.16 | 0.08 | 1 | $0.1 \pi$ | - | 1 |
| 2 | 0.66 | -0.14 | -0.21 | -0.08 | 1 | $-0.2 \pi$ | union | $1+\sin (x) \cos (y)$ |
| 3 | 0.59 | 0.45 | -0.53 | -0.08 | -1 | $0.2 \pi$ | intersection | $\exp (x+y)$ |

Table 1.2: Shape parameters for example 1.5.2.

The convergence results are presented in Figure 1.29. The numerical solution and the localization of the error for a $256^{2}$ grid are plotted in Figures 1.28b, 1.28c and 1.28d.

Concerning the order of accuracy, the behavior of the condition number and the location of errors in the case of the symmetric and the superconvergent schemes, one can draw the same conclusions as in the previous examples.


Figure 1.28: Compound domain (a), numerical solution (b) and localization of the error in the case of the symmetric (c) and the nonsymmetric (d) discretizations on a $256^{2}$ grid for example 1.5.2.


Figure 1.29: Convergence of the numerical solution (left) and its gradient (center) in the $L^{\infty}$-norm and dependence of the condition number on grid resolution (right) for example 1.5.2.

### 1.5.3 Three spatial dimensions

## Tetrahedral domain

As in the two dimensional case, we start with a tetrahedral domain produced by intersecting four half-planes such that the corners of the tetrahedron are located at $\boldsymbol{r}_{1}=(-0.86,-0.87,-0.83), \boldsymbol{r}_{2}=(0.88,-0.52,0.63), \boldsymbol{r}_{3}=(0.67,0.82,-0.87)$ and $\boldsymbol{r}_{4}=(-0.78,0.73,0.85)$. We take the diffusion coefficient $\mu=1$, and $k=0$. The Robin coefficients are:

$$
\begin{aligned}
& \alpha_{1}=1, \\
& \alpha_{2}=0, \\
& \alpha_{3}=x-y+(x+y)^{2}, \\
& \alpha_{4}=x+y,
\end{aligned}
$$

and are imposed on the faces of the tetrahedron with vertices $\left(\boldsymbol{r}_{0}, \boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right),\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)$, $\left(\boldsymbol{r}_{0}, \boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)$ and $\left(\boldsymbol{r}_{0}, \boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right)$, respectively. We take $u=\sin (x) \cos (y) \exp (z)$. A visualization of the compound domain and of the numerical solution is given in Figures 1.30a and 1.30b.


Figure 1.30: Compound domain (a), numerical solution (scaled by .3) (b) and localization of the error in case of the symmetric (c) and the superconvergent ("SC 3") (d) schemes in planes $z=0$ and $\pm 0.5$ on a $64^{3}$ grid for example 1.5.3.

The sensitivity of the numerical schemes to the relative placement of the irregular domain with respect to the computational grid is studied in the same fashion as in two dimensional case by perturbing the boundaries of the computational domain $n_{x} \times n_{y} \times n_{z}$ times, where $n_{x}=n_{y}=n_{z}=5$. Figures 1.31 (left) and 1.32 (left) report the $L^{\infty}$-norms of the errors of the numerical solution and its gradients for all of the perturbed domains considered. Figures 1.31 (right) and 1.32 (right) depict the convergence of the numerical solution and its gradient field. Figure 1.33 depicts the dependence of the condition number on the domain placement and grid resolution. All three strategies described in Section 1.5.2 for dealing with exceptional cells in case of the superconvergent scheme are considered. Convergence results are almost entirely identical to the analogous example in two spatial dimensions, with the exception of strategy no. 2 for the superconvergent scheme. Due to an increased complexity of intersections of irregular domains with finite volume cells in three dimensions compared to two-dimensional case, the algorithm proposed in Section 1.4.5 does not always successfully eliminate "hanging" nodes in which case the less accurate symmetric discretization has to be used. As a result, only strategy no. 3 produces superconvergent results. The error of the numerical solution for the symmetric and the superconvergent (strategy 3) schemes are plotted in Figures 1.30c and 1.30d.

In the following examples, the same perturbation procedure is performed but the maximum errors and condition numbers are only reported for a given grid resolution. In addition, we only report the results produced by strategy no. 3 for the superconvergent


Figure 1.31: Left: dependence of the $L^{\infty}$-norm of the solution error on the relative placement of an irregular domain with respect to the computational grid for grid resolutions $16^{3}, \ldots, 128^{3}$. Right: convergence of numerical solution in the $L^{\infty}$-norm where the error is measured as the maximum error among all considered relative placements.



Figure 1.32: Left: dependence of the $L^{\infty}$-norm of the error in gradients on the relative placement of an irregular domain with respect to the computational grid for grid resolutions $16^{3}, \ldots, 128^{3}$. Right: convergence of gradients in the $L^{\infty}$-norm where the error is measured as the maximum error among all considered relative placements.


Figure 1.33: Left: Dependence of the condition number of the linear system on the relative placement of an irregular domain and the computational grid for grid resolutions $16^{2}$, $\ldots, 128^{2}$. Right: Dependence of the maximum condition number among all considered relative placements on the grid resolution.
scheme.

## Union of two spheres

We consider a compound domain obtained by the union of two spheres with radii $r_{1}=0.71$ and $r_{2}=0.63$, and centers $(0.22,0.17,0.21)$ and $(-0.19,-0.19,-0.23)$, respectively. The parameters of the Poisson equation are $\mu=1$ and $k=0$. The Robin coefficients are $\alpha_{1}=1$ and $\alpha_{2}=\sin (x+y) \cos (x-y) \log (z+4)$ for the larger and the smaller spheres, respectively. The exact solution is $u=2 \log \left(x+0.5 y-0.3 z+3+(x-0.7 y-0.9 z)^{2}\right)-3$.

Visualizations of the compound domain, numerical solution and error distributions on a $64^{3}$ grid are plotted in Figure 1.34. Figure 1.35 shows the results of the convergence analysis. Again, one can draw the same conclusions about the rates of convergence as in the previous examples.


Figure 1.34: Compound domain (a), numerical solution (scaled by .3) (b) and localization of the error in case of the symmetric (c) and the superconvergent ("SC 3") (d) schemes in planes $z=0$ and $\pm 0.5$ on a $64^{3}$ grid for example 1.5.3.

## Difference of two spheres

The compound domain is the intersection of a sphere of radius $r_{1}=0.86$ with center located at $(0.08,0.11,0.03)$ with the exterior of a sphere of radius $r_{2}=0.83$ with center located at $(-0.51,-0.46,-0.63)$. We choose the variable diffusion coefficient as $\mu=$ $1+(0.2 \sin (x)+0.3 \cos (y)) \cos (z)$ and set $k=1$. The Robin coefficients are $\alpha_{1}=\cos (x+$


Figure 1.35: Convergence of the numerical solution (left) and its gradient (center) in the $L^{\infty}$-norm and dependence of the condition number on grid resolution (right) for example 1.5.3.
y) $\sin (x-y) \exp (z)$ and $\alpha_{2}=\sin (x+y) \cos (x-y) \log (z+4)$ for the convex and the concave parts of the boundary, respectively. The test function is $u=4 \log \left(\frac{x+y+3}{y+z+3}\right) \sin (x+$ $0.5 y+0.7 z)$.

Visualizations of the compound domain, numerical solution and error distributions on a $64^{3}$ grid are plotted in Figure 1.36. Figure 1.37 shows the results of the convergence analysis. One can draw the same conclusions about the rates of convergence as in the previous examples.


Figure 1.36: Compound domain (a), numerical solution (scaled by .3) (b) and localization of the error in case of the symmetric (c) and the superconvergent ("SC 3") (d) schemes in planes $z=0$ and $\pm 0.5$ on a $64^{3}$ grid for example 1.5.3.


Figure 1.37: Convergence of the numerical solution (left) and its gradient (center) in the $L^{\infty}$-norm and dependence of the condition number on grid resolution (right) for example 1.5.3.

## Three star-shaped domains

We construct the compound domain with the help of three star-shaped domains defined by the level-set functions:

$$
\begin{aligned}
\phi_{p}=s_{p}\left(\sqrt{X_{p}^{2}+Y_{p}^{2}+Z_{p}^{2}}-r_{p}+\beta_{p} \frac{X_{p}^{2}+5 X_{p}^{4} Y_{p}-10 X_{p}^{2} Y_{p}^{3}}{\left(X_{p}^{2}+Y_{p}^{2}\right)^{\frac{5}{2}}} \cos \left(\frac{\pi}{2} \frac{Z_{p}}{r_{1}}\right)\right) & \\
& p=1,2,3
\end{aligned}
$$

where

$$
\left(\begin{array}{c}
X_{p} \\
Y_{p} \\
Z_{p}
\end{array}\right)=\underline{\underline{\boldsymbol{R}}}\left(\boldsymbol{n}_{p}, \theta_{p}\right)\left(\begin{array}{l}
x-x_{p} \\
y-y_{p} \\
z-z_{p}
\end{array}\right)
$$

with $\underline{\underline{\boldsymbol{R}}}\left(\boldsymbol{n}_{p}, \theta_{p}\right)$ being the rotational matrix about the vector $\boldsymbol{n}_{p}$ by an angle $\theta_{p}$ :

$$
\underline{\underline{\boldsymbol{R}}}\left(\boldsymbol{n}_{p}, \theta_{p}\right)=\left(\begin{array}{ccc}
\cos \theta_{p}+n_{x}^{2}\left(1-\cos \theta_{p}\right) & n_{x} n_{y}\left(1-\cos \theta_{p}\right)-n_{z} \sin \theta_{p} & n_{x} n_{z}\left(1-\cos \theta_{p}\right)+n_{y} \sin \theta_{p} \\
n_{y} n_{x}\left(1-\cos \theta_{p}\right)+n_{z} \sin \theta_{p} & \cos \theta_{p}+n_{y}^{2}\left(1-\cos \theta_{p}\right) & n_{y} n_{z}\left(1-\cos \theta_{p}\right)-n_{x} \sin \theta_{p} \\
n_{z} n_{x}\left(1-\cos \theta_{p}\right)-n_{y} \sin \theta_{p} & n_{z} n_{y}\left(1-\cos \theta_{p}\right)+n_{x} \sin \theta_{p} & \cos \theta_{p}+n_{z}^{2}\left(1-\cos \theta_{p}\right)
\end{array}\right) .
$$

The parameters of the three shapes, the set operators used and Robin coefficients for each part of the boundary are summarized in Table 1.3. The parameters of the Poisson-
type equation are $\mu=1+(0.2 \sin (x)+0.3 \cos (y)) \cos (z)$ and $k=\cos (x+z) \exp (y)$. The test function is $u=\sin (x+0.3 y) \cos (x-0.7 y) \exp (z)+3 \log \left(\sqrt{x^{2}+y^{2}+z^{2}+0.5}\right)$

| $p$ | $r_{p}$ | $x_{p}$ | $y_{p}$ | $z_{p}$ | $\beta_{p}$ | $s_{p}$ | $\boldsymbol{n}_{p}$ | $\theta_{p}$ | Set operator | Robin coeff. $\alpha_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.73 | 0.13 | 0.16 | 0.19 | 0.08 | 1 | $(1,1,1)$ | $0.3 \pi$ | - | 1 |
| 2 | 0.66 | -0.21 | -0.23 | -0.17 | -0.08 | 1 | $(1,1,1)$ | $-0.3 \pi$ | union | $1+\sin (x) \cos (y) \exp (z)$ |
| 3 | 0.59 | 0.45 | -0.53 | 0.03 | -0.08 | -1 | $(-1,1,0)$ | $-0.2 \pi$ | intersection | $\exp (x+y+z)$ |

Table 1.3: Shape parameters for example 1.5.3.

Visualizations of the compound domain, numerical solution and error distributions on a $64^{3}$ grid are plotted in Figure 1.38. Figure 1.39 shows the results of the convergence analysis. One can draw the same conclusions about the rates of convergence as in the previous examples.

(a)

(b)

(c)

(d)

Figure 1.38: Compound domain (a), numerical solution (scaled by .3) (b) and localization of the error in case of the symmetric (c) and the superconvergent ("SC 3") (d) schemes in planes $z=0$ and $\pm 0.5$ on a $64^{3}$ grid for example 1.5.3.


Figure 1.39: Convergence of the numerical solution (left) and its gradient (center) in the $L^{\infty}$-norm and dependence of the condition number on grid resolution (right) for example 1.5.3.

### 1.5.4 Accuracy of the level-set representation

In the all above examples, the exact values of the level-set functions describing compound domains were used. However, in real applications, especially involving moving free boundaries, only approximate values of level-set functions are available. Inaccurate descriptions of domains may lead to a reduction in the accuracy of numerical solutions and, more importantly, the loss of the superconvergent property for the non-symmetric scheme. In this section we investigate the requirement of the presented numerical methods on the accuracy of level-set representation of irregular domains. We demonstrate that second-order of accuracy is sufficient for both considered methods; however, for the superconvergent scheme to produce second-order gradients such a second-order accurate level-set representation must be superconvergent itself in the sense that derivatives of the level-set data are second-order accurate as well.

Specifically, we repeat the example from Section 1.5 .2 with artificially perturbed values of level-set functions by a specific error function. We consider three different choices of such perturbations:

1. Second-order discontinuous:

$$
\phi^{(1)}(\boldsymbol{r})=\phi_{\text {exact }}(\boldsymbol{r})+0.1 \zeta_{d}(\boldsymbol{r}) h^{2}
$$

2. Second-order continuous:

$$
\phi^{(2)}(\boldsymbol{r})=\phi_{\text {exact }}(\boldsymbol{r})+0.1 \zeta_{c}(\boldsymbol{r}) h^{2}
$$

3. Third-order discontinuous:

$$
\phi^{(3)}(\boldsymbol{r})=\phi_{\text {exact }}(\boldsymbol{r})+\zeta_{d}(\boldsymbol{r}) h^{3}
$$

where $\phi_{\text {exact }}(\boldsymbol{r})$ denotes the exact level-set function, $\zeta_{d}(\boldsymbol{r})$ is a uniformly distributed random variable with values in $[-1 ; 1]$ and $\zeta_{c}(\boldsymbol{r})$ is a continuous function. Specificaly, we use $\zeta_{c}(\boldsymbol{r})=\sin (10 x) \cos (10 y)$. Such perturbations produce second-, second- and third-order accurate level-set data with first-, second- and second-order accurate derivatives, respectively. The convergence results are presented in Figure 1.40. For all types of considered perturbations both schemes produce second-order accurate numerical solutions, however, in case of noisy error of second order, these numerical solutions are not superconvergent anymore for the non-symmetric scheme.


Figure 1.40: Convergence of the numerical solution (top row) and its gradient (bottom row) in the $L^{\infty}$-norm in cases of various level-set data perturbations for example 1.5.4.

### 1.5.5 Singular solutions

Throughout this work it has been implicitly assumed that the sought-for solutions are sufficiently smooth, specifically, they need to have two and three bounded derivatives in cases of the symmetric scheme and the superconvergent one, respectively, for the presented error analysis to be valid. However, it is well-known that sharp features of domain boundaries might lead to solutions that are not smooth [94]. The results of this work are still of great importance, first, because the presented methods can be applied to problems in which the required smoothness conditions are satisfied and, second, because the presented methods can serve as a basis in the development of methods for singular solutions, e.g. along the lines of [175].


Figure 1.41: Visualization of the irregular domain (a) and error distributions in case of the superconvergent scheme (b)-(e) on a $256^{2}$ grid for example 1.5.5.

To validate the above smoothness requirement and study the behavior of the presented discretizations in cases when such a requirement is not satisfied, we consider the following example. The irregular domain is taken as a circular sector of angle $\Theta=\gamma \pi$, with $\gamma=1.25$, radius $R_{0}=0.85$, located at $\left(x_{0}, y_{0}\right)=(0.03,-0.04)$ and rotated by $\theta_{0}=0.1 \pi$ such that straight edges of the sector make angles $\theta_{0}$ and $\theta_{0}+\Theta$ with the positive $x$ direction as illustrated in Figure 1.41a. We solve problem (1.1) with $\mu=1, k=0, f=0$
subject to boundary conditions (1.2) with $\alpha_{0}=\alpha_{1}=\alpha_{2}=1$ and

$$
g_{0}=g_{1}=u_{p} \quad \text { and } \quad g_{2}=\frac{\partial u_{p}}{\partial \boldsymbol{n}}+u_{p}
$$

where

$$
\begin{equation*}
u_{p}=r^{\frac{p}{\gamma}} \cos \left(\frac{p}{\gamma}\left(\theta-\theta_{0}\right)\right), \quad p=1,2, \ldots \tag{1.23}
\end{equation*}
$$

The analytical solution to such a problem for every $p=1,2, \ldots$ is given by (1.23) and has $p-1$ bounded derivatives.


Figure 1.42: Convergence of numerical solutions (top row) and their gradients (bottom row) in the $L^{\infty}$-norm measured across the entire irregular domain for example 1.5.5.

The convergence results of numerical solution of this problem with the presented methods for $p=1,2,3$ and 4 are plotted in Figure 1.42. As expected, the symmetric scheme achieves designed convergence rates in cases $p=3$ and 4 (solution has at least two bounded derivatives) while the superconvergent scheme produces second-order gradients only for $p=4$ (solution has at least three bounded derivatives). In case of $p=3$ the
superconvergent scheme does produce significantly better results than the symmetric one, however, the solution gradient converges only at rate $\sim 1.4$. For $p=2$ (one bounded derivative) the numerical solutions and their gradients convergence with rates $\sim 1.6$ and $\sim 0.6$, respectively, for both schemes. For $p=1$ (zero bounded derivatives) both schemes produce only first-order accurate numerical solutions with non-convergent gradients.


Figure 1.43: Convergence of numerical solutions (top row) and their gradients (bottom row) in the $L^{\infty}$-norm measured across a reduced domain $\tilde{\Omega}$ that excludes the point of singularity for example 1.5.5.

It is also important to study the convergence of numerical solutions in a domain that excludes singular points. Specifically, we consider a domain $\tilde{\Omega}$ obtained from the original circular sector by subtracting a small circle of radius 0.1 located at $\left(x_{0}, y_{0}\right)$. The convergence results computed across this new domain are shown in Figure 1.43. Interestingly, both methods achieve their designed rates of convergence in $\tilde{\Omega}$ for both the numerical solutions and their gradients with exception for case $p=1$ (zero bounded derivative) in which numerical solutions converge at rate of 1.6 for both schemes. High accuracy
of numerical solutions and their gradients away from the singularity are consistent with results for the error distribution, examples of which on a $256^{2}$ grid are plotted in Figure 1.41 (b)-(e), that show that the largest errors are localized in the vicinity of the singularity. These results can be exploited in the further extension of the presented methods to problems with singular solutions along the lines of [175].

### 1.6 Conclusion

We have presented two finite volume discretizations of the Poisson equation subject to Robin boundary conditions in irregular domains with piecewise smooth boundaries. In the case of the symmetric discretization, fluxes between cells are evaluated at the centers of the cell faces and boundary conditions are approximated either with the help of a Taylor expansion in the normal to boundary in the case of smooth interfaces or by a special treatment in the case where kinks occur. Our analysis suggests that such a discretization has a $\mathcal{O}(1)$ truncation error near the domain's boundary. A moreaccurate, albeit nonsymmetric, discretization with first order truncation error is obtained by evaluating fluxes at the centers of cut cell faces and by using a linear least-squares interpolant of the unknown to approximate the boundary conditions. An important part of both schemes is a hierarchical integration algorithm that enables the computation of volume and surface integrals over irregular geometries that may have sharp features.

On a number of numerical examples in two and three spatial dimensions, we have illustrated that both schemes produce second-order accurate solutions. The difference
between the two methods is that (i) the magnitude of error for the nonsymmetric discretization is smaller (in some examples by an order of magnitude) and more importantly (ii) numerical gradients are second-order accurate in the case of the nonsymmetric discretization, compared to first-order accurate in the case of the symmetric discretization. Consequently, we conclude that in applications in which gradients play an important role, it is desirable to use the nonsymmetric superconvergent discretization. However, in applications in which only the numerical solution is of interest, the symmetric discretization offers the advantage of resulting in a symmetric linear system that can be efficiently solved using fast iterative methods such as the preconditioned conjugate gradient.

The requirement on the level-set representation's accuracy is numerically investigated. It is shown that a second-order accurate description of irregular domain is sufficient for both the symmetric and superconvergent schemes. For the superconvergent method to produce second-order accurate gradients the level-set representation must be "superconvergent" itself in the sense that derivatives of level-set data is second-order accurate as well.

The methods are also investigated on examples with singular solutions that have limited number of bounded derivatives. It is demonstrated that the methods should be used with care for such problems, since the accuracy of numerical solutions may severely deteriorate in such cases. However, it is also shown that even for such problems, the methods produce accurate solution away from singularities.

We also note that both discretizations use only immediate neighboring points, thus
making them excellent candidates for parallelization and/or extension to adaptive grids. Besides these extensions, future work will include exploring such aspects as an improved fall-back strategy for the superconvergent scheme in the three-dimensional case and special methods for extrapolating functions across piecewise smooth interfaces.

## 1.A Hierarchical geometry reconstruction algorithm

The integration method we use is in large part based on the methods and results of Min and Gibou [99, 101] and Fries et al. [50, 51]. We illustrate our hierarchical algorithm using second order geometric elements. With modifying or removing certain steps, the algorithm can either be extended to higher order elements or reduced to linear geometric ones. Since an extension from two to three spatial dimensions is not straightforward, we consider the three dimensional case here.

Let us consider the reconstruction of a compound domain described by $n_{\phi}$ level-set functions $\left\{\phi_{i}\right\}_{i=1}^{n_{\phi}}$ with associated set operations $\left\{\alpha_{i}\right\}_{i=1}^{n_{\phi}}$ in a simplex $\mathcal{S}$, which we shall call the parent simplex. To describe the reconstruction of a compound domain in a simplex, we introduce four types of basic geometric element: vertex, edge, triangle and tetrahedron, defined as follows:

- vertex: defined by its coordinates $(x, y, z)$.
- edge: defined by three vertices $\left(v_{0}, v_{1}, v_{2}\right)$.
- triangle: defined by three vertices $\left(v_{0}, v_{1}, v_{2}\right)$ and three opposing edges $\left(e_{0}, e_{1}, e_{2}\right)$.
- tetrahedron: defined by four vertices $\left(v_{0}, v_{1}, v_{2}, v_{3}\right)$ and four opposing triangles $\left(f_{0}\right.$, $\left.f_{1}, f_{2}, f_{3}\right)$.

Each type of geometric element is illustrated in Figure 1.44 along with its corresponding reference element.


Figure 1.44: Basic geometric types (top row) and corresponding reference elements (bottom row).

For every type of geometric element, we associate an iso-parametric mapping from its reference element:

$$
\begin{equation*}
\boldsymbol{r}=\sum_{i=0}^{n_{\mathrm{nodes}}-1} \boldsymbol{r}_{i} N_{i}(\boldsymbol{a}), \tag{1.24}
\end{equation*}
$$

where $\boldsymbol{r}$ is the coordinate in physical space, $\boldsymbol{a}$ is the coordinate in reference element space, $N_{i}(\boldsymbol{a})$ are Lagrangian shape functions, $\boldsymbol{r}_{i}$ are coordinates of the vertices composing an element and $n_{\text {nodes }}$ is their cardinal (3, 6 and 10 for edges, triangles and tetrahedra, respectively). In addition, for every reference element we define the interpolation function as:

$$
\begin{equation*}
\phi(\boldsymbol{a})=\sum_{i=0}^{n_{\text {nodes }}-1} \phi_{i} N_{i}(\boldsymbol{a}) \tag{1.25}
\end{equation*}
$$

where the $\phi_{i}$ 's are the values of a level-set function at vertices of a reference element (directly transferred from a physical element).

The reconstruction starts with creating empty sets of vertices V , edges E , triangles F and tetrahedra T , and filling them with the initial structure of the simplex $\mathcal{S}$, so that V, E, F and T contain 10, 6, 4 and 1 elements, respectively. After the structure of the parent simplex $\mathcal{S}$ is decomposed into basic geometric elements, our algorithm reconstructs zero-isocontours of all level-set functions one after another.

Let us assume that $k-1$ interfaces have been reconstructed, and consider the reconstruction of the zero-isocontour of the $k^{\text {th }}$ level-set function in more details. The first step is to evaluate the values of the $k^{\text {th }}$ level-set function at all active vertices from the set $V$. This can be done, for example, by interpolating the level-set function from the parent simplex, assuming that values of the function are provided at vertices of the parent simplex. Then, we ensure that the level-set values form a "valid" data set [50] in the sense that the zero-isocontour does not cross any edges or triangles multiple times as discussed in 1.A.5. Once a valid set of data is obtained, the algorithm reconstructs an interface on each geometric type separately. Specifically, (1) the algorithm loops through all the vertices of V , determining whether a vertex is inside or outside of the domain described by $\phi_{k}$ and records this information; (2) the algorithm loops through all active edges from E , finding an intersection of an edge with the interface and splitting edges
that are crossed; (3) the algorithm loops through all active triangles from F, splitting all crossed triangles (note that when a crossed triangle is considered, then its edges have already been split during the previous step); (4) the algorithm loops through all active tetrahedra from T, splitting all crossed tetrahedra (note that when a crossed tetrahedron is considered its faces and edges have already been split during previous steps). In the case of intersecting elements (1.A.6) or elements with under-resolved curvature (1.A.7), necessary geometric elements are refined and the reconstruction is attempted again. For clarity the algorithm is summarized in Algorithm 1.

In what follows, we describe in details the splitting procedures for each basic geometric types. We exploit the ideas of Min [99] to determine the topological relationship between a geometric element and an interface. Specifically, we enumerate the corner vertices of an element in the ascending order with respect to the values of the level-set function $\phi_{k}$ and count the total number of corner vertices $n_{(-)}$with negative values of $\phi_{k}{ }^{3}$. In such a way, the number $n_{(-)}$unequivocally corresponds to a certain splitting scheme of a geometric element.

There exist two trivial cases: the case where $n_{(-)}=0$ corresponds to the situation when an element is completely outside of the domain described by the $k^{\text {th }}$ level-set function and no splitting is required. Similarly, the case when $n_{(-)}$is equal to the total number of corner vertices of an element (i.e. $n_{(-)}=1$ for vertices, $n_{(-)}=2$ for edges, $n_{(-)}=3$ for triangles, $n_{(-)}=4$ for tetrahedra) corresponds to the situation when the

[^2]```
Create empty sets of vertices V , edges E , triangles F and tetrahedra T
Fill sets V, E, F and T with the initial structure of parent simplex \(\mathcal{S}\)
for every level-set function \(\phi_{j}\) from \(j=1\) to \(n_{\phi}\) do
    Set valid_reconstruction \(=\) false
    while valid_reconstruction \(=\) false do
        \(\mathrm{V}_{\mathrm{tmp}} \leftarrow \mathrm{V}, \mathrm{E}_{\mathrm{tmp}} \leftarrow \mathrm{E}, \mathrm{F}_{\mathrm{tmp}} \leftarrow \mathrm{F}, \mathrm{T}_{\mathrm{tmp}} \leftarrow \mathrm{T}\)
        Set valid_data \(=\) false
        while valid_data \(=\) false do
            Sample values of \(\phi_{j}\) at all active vertices from \(\mathrm{V}_{\mathrm{tmp}}\)
            Set valid_data \(=\) true
            Check validity of level-set data \({ }^{(\text {may set valid_data }=\text { false) }}\)
            if valid_data \(=\) false then
                Refine necessary elements in \(E_{\text {tmp }}, F_{\text {tmp }}\) and \(T_{\text {tmp }}\) (1.A.5)
            end if
        end while
        Set valid_reconstruction \(=\) true
        for every vertex \(v\) from \(\mathrm{V}_{\mathrm{tmp}}\) do
            Apply procedure from 1.A. 1 to \(v\)
        end for
        for every edge \(e\) from \(\mathrm{E}_{\mathrm{tmp}}\) do
            Apply procedure from 1.A. 2 to \(e\)
        end for
        for every triangle \(f\) from \(\mathrm{F}_{\text {tmp }}\) do
            Apply procedure from 1.A. 3 to \(f\)
            (may set valid_reconstruction \(=\) false (1.A. 6 and 1.A.7))
        end for
        for every tetrahedron \(t\) from \(\mathrm{T}_{\text {tmp }}\) do
            Apply procedure from 1.A. 4 to \(t\)
            (may set valid_reconstruction \(=\) false (1.A. 6 and 1.A.7))
        end for
        if valid_reconstruction \(=\) false then
            Refine necessary elements in E, F and T (1.A. 6 and 1.A.7)
            Discard \(\mathrm{V}_{\mathrm{tmp}}, \mathrm{E}_{\mathrm{tmp}}, \mathrm{F}_{\mathrm{tmp}}\) and \(\mathrm{T}_{\mathrm{tmp}}\)
        else
            \(\mathrm{V} \leftarrow \mathrm{V}_{\mathrm{tmp}}, \mathrm{E} \leftarrow \mathrm{E}_{\mathrm{tmp}}, \mathrm{F} \leftarrow \mathrm{F}_{\mathrm{tmp}}, \mathrm{T} \leftarrow \mathrm{T}_{\mathrm{tmp}}\)
        end if
    end while
end for
```

Algorithm 1: Reconstruction of a compound domain in a 3D simplex $\mathcal{S}$.
element is entirely inside the $k^{\text {th }}$ generating domain and no splitting is required as well. In what follows, we describe the non-trivial cases for each geometric type.

## 1.A. 1 Vertex (0-simplex)

In the case of vertices, it is only necessary to determine whether a vertex is located inside or outside of the $k^{\text {th }}$ generating domain by checking whether $\phi_{k}<0$ or $\phi_{k}>0$ at this vertex and store this information. Such information will be later used during the post-processing step to determine the role of a vertex in the geometric reconstruction such as inside vertex, outside vertex, vertex on an interface, vertex on an intersection of interfaces, etc.

## 1.A. 2 Edge (1-simplex)

Let us denote the vertices of an edge as $v_{0}, v_{1}$, and $v_{2}$, such that $\phi_{k}\left(\boldsymbol{r}_{0}\right) \leq \phi_{k}\left(\boldsymbol{r}_{1}\right) \leq \phi_{k}\left(\boldsymbol{r}_{2}\right)$, where $\boldsymbol{r}_{0}, \boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$ are coordinates of the vertices $v_{0}, v_{1}$ and $v_{2}$, respectively. Possible values of $n_{(-)}$for the edges are 0,1 and 2 . Cases $n_{(-)}=0$ and $n_{(-)}=2$ are trivial and only in the case where $n_{(-)}=1$ is an edge crossed by the $k^{\text {th }}$ interface.


Figure 1.45: Finding an intersection of an edge with the zero-isocountor of a level-set function.

To find an intersection between a possibly curved edge and an interface, a corresponding reference element is considered (Figure 1.45 (b)). Values of a level-set function are directly transferred from a physical element and the location of the zero-level-set, denoted as $v_{\Gamma}$, is found as a root of a quadratic interpolating polynomial (1.25) (Figure 1.45 (c)). Next, midpoints between pairs of vertices $\left(v_{0}, v_{\Gamma}\right)$ and $\left(v_{\Gamma}, v_{2}\right)$, denoted as $v_{0 \Gamma}$ and $v_{\Gamma 2}$, respectively, are found (Figure 1.45 (d)). The three newly created vertices $v_{\Gamma}, v_{0 \Gamma}$ and $v_{\Gamma 2}$ are mapped to the physical space using (1.24) and two new edges $e_{0}^{c}=\left(v_{0}, v_{0 \Gamma}, v_{\Gamma}\right)$ and $e_{1}^{c}=\left(v_{\Gamma}, v_{\Gamma 2}, v_{2}\right)$ are created. Finally, the crossed edge and its vertex $v_{1}$ are marked as inactive.

## 1.A. 3 Triangle (2-simplex)

Let us denote the corner vertices of a triangle as $v_{0}, v_{1}, v_{2}$ and their opposite edges as $e_{0}, e_{1}, e_{2}$, such that $\phi_{k}\left(\boldsymbol{r}_{0}\right) \leq \phi_{k}\left(\boldsymbol{r}_{1}\right) \leq \phi_{k}\left(\boldsymbol{r}_{2}\right)$, where $\boldsymbol{r}_{0}, \boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$ are the locations of vertices $v_{0}, v_{1}$ and $v_{2}$, respectively. Possible values of $n_{(-)}$for triangles are $0,1,2$ and 3 . Cases $n_{(-)}=0$ and $n_{(-)}=3$ are trivial and not considered here.

Case $n_{(-)}=1$ : A triangle is crossed by the $k^{\text {th }}$ interface, i.e. the interface intersects the edges $e_{1}$ and $e_{2}$ (Figure 1.46 (a)). We first note that these points of intersection have already been found and edges $e_{1}$ and $e_{2}$ have been replaced with new elements (Figure $1.46(\mathrm{~b}))$. Let us denote the points of intersection as $v_{01}^{c}$ and $v_{02}^{c}$, the edge children of $e_{1}$ as $e_{1} \rightarrow e_{0}^{c}$ and $e_{1} \rightarrow e_{1}^{c}$ and the edge children of $e_{2}$ as $e_{2} \rightarrow e_{0}^{c}$ and $e_{2} \rightarrow e_{1}^{c}$. Two more edges need to be created, one corresponding to the zero-level-set, denoted as $e_{0}^{c}$, and the
other one being an auxiliary edge that splits a quadrilateral into two triangles, denoted as $e_{1}^{c}$. This is done on a corresponding reference triangle (Figures $1.46(\mathrm{c})-(\mathrm{f})$ ).


Figure 1.46: Splitting of a triangle by the zero-isocountor of a level-set function in the case $n_{(-)}=1$.

The procedure for creating the midpoint for $e_{0}^{c}$ is as follows: (1) a midpoint between the vertices $v_{0}^{c}$ and $v_{1}^{c}$ is found and denoted as $\tilde{u}_{0}^{c}$ (Figure $1.46(\mathrm{c})$ ). This point serves as the starting point for finding the midpoint for $e_{0}^{c}$; (2) To select the search direction we consider a linear approximation of the original curved triangle in the physical space (Figure $1.46(\mathrm{~d})$ ), find the direction $\boldsymbol{n}$ normal to the (straight) line segment $\left(v_{01}^{c}, v_{02}^{c}\right)$ and map it back onto the reference triangle. Chosen in such a way, the direction approximates the normal direction to the (curved) line segment $\left(v_{01}^{c}, v_{02}^{c}\right)$ in the original curved triangle. Note that such a direction may differ significantly from the normal direction to the line segment $\left(v_{01}^{c}, v_{02}^{c}\right)$ in the reference triangle; (3) the values of the $k^{\text {th }}$ level-set function, its first and second derivatives in the chosen search direction are estimated based on
interpolating formula (1.25) (see Figure 1.46 (e)). These values are used to approximate the level-set function in the normal direction by a quadratic polynomial, whose root corresponds to the location of the interface, denoted as $u_{0}^{c}$. The midpoint for $e_{1}^{c}$, denoted as $u_{1}^{c}$, is defined simply as the midpoint between $v_{01}^{c}$ and $v_{2}$ (Figure 1.46 (f)).


Figure 1.47: New elements created during the splitting of a triangle in the case $n_{(-)}=1$.

The two newly created vertices $u_{0}^{c}$ and $u_{1}^{c}$ are mapped onto the physical space and two new edges $e_{0}^{c}=\left(v_{01}^{c}, u_{0}^{c}, v_{02}^{c}\right)$ and $e_{1}^{c}=\left(v_{01}^{c}, u_{1}^{c}, v_{2}\right)$ are created. Finally, the initial triangle is replaced with three smaller triangles $f_{0}, f_{1}$ and $f_{2}$, as illustrated in Figure 1.47.

Case $n_{(-)}=2$ : in this case the interface crosses the edges $e_{0}$ and $e_{1}$. We note again that the points of intersections of the interface with edges have already been found and the edges $e_{0}$ and $e_{1}$ have already been split. Let us denote the points of intersection as $v_{12}^{c}$ and $v_{02}^{c}$, the edge children of $e_{0}$ as $e_{0} \rightarrow e_{0}^{c}$ and $e_{0} \rightarrow e_{1}^{c}$ and the edge children of $e_{1}$ as $e_{1} \rightarrow e_{0}^{c}$ and $e_{1} \rightarrow e_{1}^{c}$.

The procedure for this case is very similar to the procedure used in the case $n_{(-)}=1$. Two new vertices $u_{0}^{c}$ and $u_{1}^{c}$, representing the midpoints of two new edges, are found on a reference triangle and mapped onto the physical space. Two new edges $e_{0}^{c}=\left(v_{0}, u_{0}^{c}, v_{12}^{c}\right)$ and $e_{1}^{c}=\left(v_{02}^{c}, u_{1}^{c}, v_{12}^{c}\right)$ are created and the initial triangle is replaced with three new


Figure 1.48: Splitting of a triangle by the zero-isocountor of a level-set function in the case $n_{(-)}=2$.
triangle children $f_{0}^{c}$, $f_{1}^{c}$ and $f_{2}^{c}$, as illustrated in Figure 1.49.


Figure 1.49: New elements created during the splitting of a triangle in the case $n_{(-)}=2$.

## 1.A. 4 Tetrahedron (3-simplex)

Let us denote the vertices of a tetrahedron as $v_{0}, v_{1}, v_{2}, v_{3}$ and the opposite triangles as $f_{0}, f_{1}, f_{2}, f_{3}$, such that $\phi_{k}\left(\boldsymbol{r}_{0}\right) \leq \phi_{k}\left(\boldsymbol{r}_{1}\right) \leq \phi_{k}\left(\boldsymbol{r}_{2}\right) \leq \phi_{k}\left(\boldsymbol{r}_{3}\right)$, where $\boldsymbol{r}_{0}, \boldsymbol{r}_{1}, \boldsymbol{r}_{2}$ and $\boldsymbol{r}_{3}$ are the locations of the vertices $v_{0}, v_{1}, v_{2}$ and $v_{3}$, respectively. Possible values of $n_{(-)}$for triangles are $0,1,2,3$ and 4 . Cases $n_{(-)}=0$ and $n_{(-)}=4$ are trivial and not considered
here.

Case $n_{(-)}=1$ : the $k^{\text {th }}$ interface crosses the edges corresponding to the pairs of vertices $\left(v_{0}, v_{1}\right),\left(v_{0}, v_{2}\right)$ and $\left(v_{0}, v_{3}\right)$ and the triangles $f_{1}, f_{2}$ and $f_{3}$. These elements have already been split during the previous steps. Let us denote the points of intersection of the boundary with the tetrahedron's edges as $v_{01}^{c}, v_{02}^{c}$ and $v_{03}^{c}$. To complete the reconstruction of the $k^{\text {th }}$ interface in the tetrahedron, one only needs to create three new triangles $f_{0}^{c}, f_{1}^{c}, f_{2}^{c}$ and four new tetrahedra $t_{0}^{c}, t_{1}^{c}, t_{2}^{c}, t_{3}^{c}$ (Figure $1.50(\mathrm{a})$ ), as illustrated in Figures 1.50 (b) and 1.50 (c), respectively.


Figure 1.50: Splitting of a tetrahedron by the zero-isocountor of a level-set function in the case $n_{(-)}=1$.

Case $n_{(-)}=2:$ this case is more complicated than the cases $n_{(-)}=1$ and $n_{(-)}=3$. The interface crosses the edges corresponding to pairs of vertices $\left(v_{0}, v_{2}\right),\left(v_{0}, v_{3}\right),\left(v_{1}, v_{2}\right)$ and $\left(v_{1}, v_{3}\right)$ and all the triangles $f_{0}, f_{1}, f_{2}$ and $f_{3}$ (Figure $\left.1.51(\mathrm{a})\right)$. Let us denote the points of intersection of the boundary with the tetrahedron's edges as $v_{02}^{c}, v_{03}^{c}, v_{12}^{c}$ and
$v_{13}^{c}$ (Figure $1.51(\mathrm{~b})$ ).


Figure 1.51: Splitting of a tetrahedron by the zero-isocountor of a level-set function in the case $n_{(-)}=2$.

To complete the interface reconstruction in a tetrahedron, it is necessary to first create one more edge, $e^{c}$, connecting the vertices $v_{12}^{c}$ and $v_{03}^{c}$ (or $v_{13}^{c}$ and $v_{02}^{c}$, alternatively). The midpoint of this new edge, $u^{c}$, is found using a corresponding reference tetrahedral element (Figure 1.51 (e)):

1. the starting point for search of $u^{c}$, denoted as $\tilde{u}^{c}$, is found as the midpoint of the line segment $\left(v_{12}^{c}, v_{03}^{c}\right)$;
2. the search direction is defined by considering a linear approximation of the curved triangle $\left(v_{0}, v_{12}^{c}, v_{3}\right)$ in the physical space and taking the direction normal to line segment $\left(v_{12}^{c}, v_{03}^{c}\right)$ (Figure $1.51(\mathrm{c})$ );
3. the values of the level-set functions and its first and second derivatives along the chosen search direction are estimated using interpolating formulas (1.25);
4. the location of $u^{c}$ is found as a root of the quadratic polynomial approximating the level-set function in the chosen direction (Figure 1.51 (d));
5. finally, $u^{c}$ is mapped onto the physical space using (1.24) (Figure 1.51 (e)).


Figure 1.52: New triangles created during the splitting of a tetrahedron in the case $n_{(-)}=2$.


Figure 1.53: New tetrahedra created during the splitting of a tetrahedron in the case $n_{(-)}=2$.

The remaining steps in the interface reconstruction are to create a new edge $e^{c}=$ $\left(v_{03}^{c}, u^{c}, v_{12}^{c}\right)$, six new triangles $f_{0}^{c}, \ldots, f_{5}^{c}$ and six new tetrahedra $t_{0}^{c}, \ldots, t_{5}^{c}$, as illustrated in Figures 1.52 and 1.53.

Case $n_{(-)}=3$ : this case is very similar to the case where $n_{(-)}=1$. The interface crosses the edges corresponding to the pairs of vertices $\left(v_{0}, v_{3}\right),\left(v_{1}, v_{3}\right)$ and $\left(v_{2}, v_{3}\right)$ and the triangles $f_{0}, f_{1}$ and $f_{2}$. As usual, we denote the points of intersection of the interface with the tetrahedron's edges as $v_{03}^{c}, v_{13}^{c}$ and $v_{23}^{c}$. To complete the reconstruction of the $k^{\text {th }}$ interface in the tetrahedron, one only needs to create three new triangles $f_{0}^{c}, f_{1}^{c}, f_{2}^{c}$ and four new tetrahedra $t_{0}^{c}, t_{1}^{c}, t_{2}^{c}, t_{3}^{c}$ (Figures 1.54 (a)), as illustrated in Figures 1.54 (b) and 1.54 (c).


Figure 1.54: Splitting of a tetrahedron by the zero-isocountor of a level-set function in the case $n_{(-)}=3$.

## 1.A. 5 Valid level-set data

The algorithm described above assumes that the values of level-set functions that are used form a "valid" data, i.e., that the implicit interface being reconstructed does not cross any edge element multiple times and does not cross any triangular face without crossing its edges (in 3D). In [50], such a condition was checked by evaluating the levelset functions on sample grids of vertices distributed evenly in a geometric element. If it is found that the condition is not satisfied, the geometric element is recursively refined until "valid" level-set data is obtained.

We employ a different approach to address this issue. First, since we restrict ourselves to geometric reconstructions with second order elements, on which level-set functions are approximated by second-order polynomials (1.25), we make use of analytical form of levelset functions' approximations to check for multiple intersections of implicit interfaces with


Figure 1.55: Refinement procedure to obtain valid level-set data for edges (a) and triangles (b).
edges and triangles. Specifically, in case when a level-set functions has the same sign on the boundary of an edge or a triangle, we find the point of extremum of the polynomial approximating a level-set function on that geometric element, check whether such point lies inside the element and whether the sign of the level-set at this point coincides with the sign at the end points of the element. In case of opposite signs, the element is refined by placing an additional vertex at the found point of extremum as illustrated in Figure 1.55.

To preserve consistency in the overall geometric reconstruction, higher-level elements contained in refined edges and triangles also need to be refined. Clearly, it is straightforward to perform such a task when a higher-level element contains only one refined sub-element as illustrated in Figure 1.56a for triangles and in Figure 1.57 for tetrahedra. However, even when a higher-level element contains several refined sub-elements, this task can easily be performed in an iterative fashion taking into account one refined sub-element at a time as demonstrated Figures 1.56b and 1.58.

Such a refinement strategy has great advantages over the simple recursive refinement used in [50]. First, it efficiently eliminates elements with invalid level-set data: only one
pass is needed for this geometry-aware refinement, while the simple recursive subdivision may require several passes and in fact does not guarantee that the invalidity of data is resolved in some limited number of refinements. Second, it generates much less geometric elements, thus saving computational time and resources: in [50], one simple recursive refinement of a tetrahedron generates 8 new tetrahedra, while our geometry-aware refinement generates only 2 (refined edge) or 3 (refined triangle) new tetrahedra.


Figure 1.56: Refinement of a triangle containing one (a) and multiple (b) refined edges.

(a)

(b)

Figure 1.57: Refinement of a tetrahedron containing a refined edge (a) and a refined face (b).


Figure 1.58: An example of iterative refinement of a tetrahedron containing multiple refined sub-elements.

## 1.A. 6 Removing invalid geometric reconstruction



Figure 1.59: Illustration of refinement procedure to eliminate intersecting elements.

During the reconstruction of implicit interfaces with high order geometric element, much attention must be given to ensure that generated reconstructions do not contain overlapping or intersecting elements. Problems of this type occur during the search for midpoints of curved elements (cases $n_{(-)}=1$ and 2 for triangles). In the case where intersecting edges are detected (see Figure 1.59 (a)), the edges of the underlying triangle are refined by a line passing through the starting point of the midpoint search and oriented along the search direction (see Figure 1.59 (b) and (c)). The intersection points of such line with the edges of the triangle can be found by defining a local level-set function describing the line:

$$
\phi_{\text {line }}(\boldsymbol{a})=\boldsymbol{\tau}_{\text {line }} \cdot\left(\boldsymbol{a}-\boldsymbol{a}_{\text {line }}\right)
$$

where $\boldsymbol{\tau}_{\text {line }}$ is a unit vector perpendicular to the line and $\boldsymbol{a}_{\text {line }}$ is the coordinate vector of a point lying on the line (in this particular case, it is convenient to use the starting point). The line crosses an edge if the function $\phi_{\text {line }}$ has opposite signs at the endpoints of that edge. Moreover, the location of the intersection is easily found as the root of the restriction of the level-set function $\phi_{\text {line }}$ to the edge, which is itself a linear function. After
the required edges are refined, higher-level elements (triangles and tetrahedra) contained refined edges are also refined as described the same iterative described in the previous section (see Figure 1.59 (d)) and the reconstruction of an implicit interface is attempted again (see Figure 1.59 (e))

## 1.A. 7 On curvature resolution in three spatial dimensions

There exists a fundamental difference between geometric reconstructions of co-dimension one surfaces in two and three dimensions on Cartesian grids: in the two-dimensional case, the increase in grid resolution always leads to a decrease in the ratio of the mesh size to the curvature radius of a surface being reconstructed, while in the three-dimensional case this does not necessarily occur. Consider, for example, the calculation of the surface of a sphere of radius $R$. Suppose the Cartesian grid used for the reconstruction is such that one of the grid cells is located at the distance $d=\sqrt{R^{2}-\left(\frac{1}{2} h\right)^{2}}$ from the sphere's center and oriented as shown in Figure 1.60, where $h$ is the linear dimension of the cell. In that case, the intersection of the cell and the sphere's surface is a quarter of a spherical cap, with base radius equal to $r=\sqrt{R^{2}-d^{2}}=\frac{1}{2} h$. Thus, the ratio of the mesh size to the curvature radius for the cap's base curve is equal to $h / \frac{1}{2} h=2$. Clearly, such a situation can occur no matter how fine the computational grid is.

Now let us consider how the presence of such highly curved regions affects the accuracy of the numerical integration. First, let us focus on the error in calculating the area bounded by the sphere's surface in the cell's faces in the negative $y$-direction (in fact, the


Figure 1.60: An example of a highly curved region during integration on Cartesian grids in three dimensions.
calculation of such areas is very important for computing the total fluxes between cells in the finite volume methods), which is a quarter of circle of radius $\frac{1}{2} h$ (Figure 1.61 (a)). It is convenient to scale the dimensions of the cell to $1 \times 1 \times 1$ (Figure 1.61 (b)). Suppose for simplicity that all necessary intersections of the zero-isocontour of a level-set function with the grid lines are found exactly and that the only error present is the error inherent to the integration method used. For example, in the case of the surface reconstruction with geometric elements, such an error is the difference in the areas bounded by the exact surface and by the approximating element (Figure 1.61 (b)). Let us denote such error as $\varepsilon$. Then, to obtain the error made in a cell with dimensions $h \times h \times h$, one just needs to multiply this error by $h^{2}$ (Figure 1.61 (c)). Thus, the presence of highly curved elements leads to $\varepsilon_{h}=\varepsilon h^{2}=\mathcal{O}\left(h^{2}\right)$ errors in calculating areas bounded by implicit surfaces on cells' faces. A similar estimate holds for errors in calculating areas of surfaces themselves (Figure 1.60 (right)). The analysis for this type of integration is complicated by the fact that the radii of curvature of other curves bounding a piece of a surface depend on $h$. However, for instance in the example considered, as $h \rightarrow 0$ the area of the curved
surface's piece becomes closer and closer to the area cut by the sphere's surface in the face of the cell.

Note that in this argument, we assume neither a specific type of integration method nor a specific order of accuracy of the integration method. Therefore, the emergence of $\mathcal{O}\left(h^{2}\right)$ errors in the presence of regions of non-decreasing mesh-size-to-curvature-radius ratios may occur in other methods for numerical integration as well.

In [50] it was reported that high-order geometric reconstructions of implicit interfaces on three dimensional grids do not demonstrate expected optimal convergence rates for integration. It was concluded that such a decrease in accuracy is caused by the constraint that certain approximating elements must lie in (Cartesian) planes of grid cells' faces, which confirms the above argument. It was shown that if such a constraint is eliminated, which effectively eliminates the presence of non-decreasing mesh-size-to-curvature-radius ratio elements, then the optimal convergence rates are recovered.


Figure 1.61: $\mathcal{O}\left(h^{2}\right)$ error emerging near highly curved regions

To confirm the above argument, we consider the geometric reconstruction (with quadratic elements) of a sphere with radius $R=0.77$ placed at the distance $d=$ $R-2 h+\frac{1}{2} h$ from computational domain boundary, where $h$ is the mesh size. Thus,
for every grid resolution there is a cell containing a quarter of a spherical cap of radius $\frac{1}{2} h$ as depicted in Figure 1.60. We calculate the total sphere's area and the area of a quarter of a spherical cap located in a cell near the sphere's pole as shown in Figure 1.60. The convergence results are presented in Figure 1.62 (left). As expected, once the error associated with locating the intersections of the sphere's surface with the grid lines becomes negligible, the error in the area of the spherical cap's quarter contained in one cell scales as $\mathcal{O}\left(h^{2}\right)$. Interestingly, the error in the total sphere's area is often less than the error coming from one cell, which is probably due to the cancellations of errors from adjacent cells. However, for such applications as solving PDEs using finite volume methods, it is the error for a single cell that affects the accuracy of numerical solutions. One can also observe an oscillatory behavior of the error in the total sphere's area with peaks that decrease as $\mathcal{O}\left(h^{2}\right)$.

To avoid such a disastrous drop to second order of accuracy, we employ the following approach. Before reconstructing an irregular interface in a cell, we compute the absolute values of the surface's principal curvatures $\kappa_{1}$ and $\kappa_{2}$ and select the maximum one, which we denote as $\kappa_{3 \mathrm{D}}=\max \left(\left|\kappa_{1}\right|,\left|\kappa_{2}\right|\right)$. Principal curvatures $\kappa_{1}$ and $\kappa_{2}$ of an implicit interface can be computed from its mean and Gaussian curvatures $\kappa_{M}$ and $\kappa_{G}$ as

$$
\kappa_{1,2}=\frac{1}{2}\left(\kappa_{M} \pm \sqrt{\kappa_{M}^{2}-4 \kappa_{G}}\right)
$$

which in their turn can be computed from the level-set function $\phi$ using formulas

$$
\kappa_{M}=\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right) \quad \text { and } \quad \kappa_{G}=\frac{\operatorname{det}\left(\begin{array}{cc}
\nabla \nabla \phi & \nabla \phi \\
\nabla \phi^{T} & 0
\end{array}\right)}{|\nabla \phi|^{4}}
$$

Then, during the reconstruction we ensure that for all geometric elements the following criterion is satisfied

$$
\begin{equation*}
\kappa l<C \kappa_{3 \mathrm{D}} h \tag{1.26}
\end{equation*}
$$

where $\kappa_{3 \mathrm{D}}$ is the curvature of a geometric element, $l$ is its length and $C$ is a $\mathcal{O}(1)$ constant (specifically, we choose $C=2$ ). If this condition is violated, then the underlying element (triangle or tetrahedron) is refined in the same way as that described in 1.A.6.



Figure 1.62: Convergence of the area of the total sphere and the area of a quarter of a spherical cap contained in one cell near the sphere's pole without (left) and with (right) enforcing condition 1.26.

The purpose of the procedure described above is to enforce that the mesh-size-to-curvature-radius ratio decrease as the computational grid is refined. Examples of reconstructions of a sphere with second-order geometric elements without and with this procedure are shown in Figure 1.63. In Figure 1.62 (right) convergence results for the


Figure 1.63: Comparison between the geometric reconstructions of a sphere produced without (left) and with (right) enforcing condition 1.26.
calculation of the total sphere's area and the area contained in the single cell are plotted. The expected convergence rates ${ }^{4}$ for both areas are recovered.

## 1.A. 8 Integration

Once all interfaces are reconstructed in a simplex, it is straightforward to perform integration. One just needs to select appropriate geometric elements and map quadrature points of any desired order onto these elements using (1.24), scaling the weights of integration


In our implementation of the quadratic geometric reconstruction, we use the following quadrature rules, which is exact for polynomials of degrees $\leq 2$

- edges: 3 points at $a_{i}=0,0.5$ and 1.0 with weights $w_{i}=1 / 6,4 / 6$ and $1 / 6$ (GaussLobatto quadrature rule).

[^3]- triangles: 3 points at $\left(a_{i}, b_{i}\right)=(0.5,0.0),(0.0,0.5)$ and $(0.5,0.5)$ with equal weights $w_{i}=1 / 3$.
- tetrahedra: 4 points at $\left(a_{i}, b_{i}, c_{i}\right)=(\beta, \beta, \beta),(\alpha, \beta, \beta),(\beta, \alpha, \beta)$ and $(\beta, \beta, \alpha)$ with equal weights $w_{i}=1 / 4$, where $\alpha=(5+3 \sqrt{5}) / 20$ and $\beta=(5-\sqrt{5}) / 20$.

Note that quadrature points for edge and triangle elements coincide with the nodes of the geometric elements. We have observed that such a choice of quadrature rules improves the overall accuracy of the integration procedure.

In order to reduce the computational time in the case of linear geometric reconstructions, we calculate the integral over a $d$-dimensional simplex $\mathcal{S}^{d}$ using the formula

$$
\int_{\mathcal{S}^{d}} f(\boldsymbol{r}) d \boldsymbol{r}^{d} \approx M\left(\mathcal{S}^{d}\right) \frac{f\left(\boldsymbol{r}_{1}\right)+\ldots+f\left(\boldsymbol{r}_{d+1}\right)}{d+1}
$$

where $M\left(\mathcal{S}^{d}\right)$ is the measure (length for $d=1$, area for $d=2$ and volume for $d=3$ ) of $S^{d}$, and $\left\{\boldsymbol{r}_{i}\right\}_{i=1}^{d+1}$ are the vertices of $S^{d}$. That is, an integral over a simplex is approximated by the average of an integrand at the vertices of the simplex multiplied by its measure. Such an approach requires neither the mapping of quadrature points nor the calculation of Jacobians.

To select appropriate elements, i.e., determine which geometric elements represent a compound domain, determine the smooth components of the domain boundary, the intersections of different intersection, etc, we use the following simple procedure. During the reconstruction of the interfaces in a simplex, we record for each element the information about its relation (whether it is inside, outside or on the interface) to every generating
domain. At the end of the reconstruction, every geometric element owns a list containing the information about the element's relation to all generating domains. Post-processing of such lists allows to robustly determine the role of the elements in the reconstruction of a compound domain.

## Chapter 2

## Solving Elliptic PDEs with

## Discontinuities across Irregular

## Interfaces

### 2.1 Introduction

It is crucial, for simulating important processes in the physical and life sciences, to find the numerical solution of elliptic equations with discontinuities in the diffusion coefficient, the source term, the solution and its flux. In the case of interfacial flows for example, jump conditions describe the discontinuity in stress that is balanced by forces that exist between phases [23]. In the simulation of protein folding, it is the electrostatic potential that has a jump across the protein's Solvent-Excluded Surface [42, 106, 105, 176]. Other
examples include solidification of multicomponent alloys [159, 88, 17] or any diffusion dominated processes with different materials properties. At the macroscale, changes across the surface can only be represented by sharp jumps, hence the need to numerically represent them as such. Failure to do so introduces errors that change the characteristics of the problem.

Numerical approximations to solve such problems have been proposed and fall into two categories, depending on whether the interface is represented explicitly or implicitly. For example, finite element discretizations approximate the space in which the solution is defined and rely on a mesh that explicitly describes the surface [8]. It is straightforward to impose boundary conditions in that framework, which is ideally suited for cases where deformations are small. For large deformations, difficulties associated with the mesh generation process are severe. Consequently, in this case, implicit representations of the interface have proved to be a better choice; imposing jump conditions, however, is a difficulty task in that framework. One of the first attempts is the Immersed Interface Method (IIM), where the jump conditions are combined with Taylor expansions of the solution on each side of the interface in order to modify the stencils of grid points adjacent to the interface. The main difficulties are the need to evaluate high-order jump conditions and surface derivatives. Several authors have further developed numerical methods within the IIM framework, e.g. $[30,92,93,174,14,1,2,3,159]$. Another approach is the Ghost Fluid Method (GFM) [46], first developed to treat shocks and contact discontinuities in compressible flows. The idea is to define a ghost fluid in the regions across
the discontinuities by adding the interface jump to the true fluid. This simple treatment avoids the large error incurred by differentiating discontinuous solutions, and thus gives an elegant framework to manage jump conditions. The idea of the GFM was used for solving the Poisson equation with jump conditions in [95]. In this case, the jump in the normal derivative of the solution is projected onto the Cartesian directions in order to use a dimension-by-dimension approach. The authors showed that the normal jump is accurately captured, while the tangential jump is smeared; this, in turn, leads to a lack of convergence in the flux. The Voronoi Interface Method [66] solved that problem by first constructing a local Voronoi mesh adjacent to the interface and by then considering a GFM treatment. In that case, the solution is second-order accurate in the $L^{\infty}$-norm with first-order accurate fluxes in the same norm. This method has been applied to electroporation problems [67, 108], where the unknown is the electric potential at each grid points. While this method produces symmetric positive definite linear systems and only requires the right-hand side of the linear system to be modified, it requires the generation of a local Voronoi mesh and interpolation of numerical solutions from such unstructured meshes back onto Cartesian grids, which may add some challenges, especially in three spatial dimensions. The literature on solving elliptic problems with jump conditions is quite vast and we refer the interested reader to the review [61] and to other approaches, such as cut-cell approaches [34, 118], discontinuous Galerkin and the eXtended Finite Element Method (XFEM) [91, 69, 110, 36, 13, 109, 79, 49, 65, 167], the Virtual Node Method [111, 11, 111, 149, 132, 72] or other fictitious domain approaches [32, 31, 54].

In this work, we propose a finite volume discretization for elliptic interface problems in a similar vein as in $[116,128,18]$ for the treatment of Neuman and Robin boundary conditions. To take into account the jump conditions, we adopt the ideas of relating the values of discontinuous functions using Taylor expansions in the normal direction and employing one-sided local least-square interpolations. In these aspects, the present method is similar to the variant of the augmented immersed interface method used in [75, 177]. The differences are, however, substantial: first, a finite volume approach is used instead of finite differences; second, the resulting linear system contains no augmented variable, which makes it straightforward to invert with "black-box" linear solvers (BiCGSTAB is used in this work; in $[75,177]$ the system is solved iteratively using GMRES in conjunction with a fast Poisson solver); third, the method does not involve quadratic terms in Taylor expansions and local interpolations are linear (compared to cubic ones in [75, 177]), which keeps the discretization stencil quite compact while still resulting in second-order accurate solutions (thanks to the finite volume approach). The small stencil size and the simplicity of inverting the resulting linear system make the method a good candidate for parallelization and application in the context of adaptive grids, which will be demonstrated in this work as well. We consider a level-set representation of the interface so that the method can be used in free boundary problems [122, 121, 144, 59].

### 2.2 Numerical Discretization

Consider a rectangular domain $\Omega=\left[x_{\min } ; x_{\max }\right] \times\left[y_{\min } ; y_{\max }\right]$ with an immersed irregular interface $\Gamma$ that splits $\Omega$ into two sets $\Omega^{-}$and $\Omega^{+}$as illustrated in Fig. 2.1a. We seek a numerical solution $u=u(\boldsymbol{r})$, with $\boldsymbol{r}=(x, y)$, to the following problem:

$$
\begin{align*}
k^{ \pm} u^{ \pm}-\nabla \cdot\left(\mu^{ \pm} \nabla u^{ \pm}\right) & =f^{ \pm}, & & \text {in } \Omega^{ \pm},  \tag{2.1}\\
{[u] } & =\alpha, & & \text { on } \Gamma,  \tag{2.2}\\
{\left[\mu \partial_{\boldsymbol{n}} u\right] } & =\beta, & & \text { on } \Gamma, \tag{2.3}
\end{align*}
$$

where the functions $k^{ \pm}=k^{ \pm}(\boldsymbol{r}), \mu^{ \pm}=\mu^{ \pm}(\boldsymbol{r}) \geq \epsilon>0, f^{ \pm}=f^{ \pm}(\boldsymbol{r}), \boldsymbol{r} \in \Omega^{ \pm}$, and $\alpha=\alpha(\boldsymbol{r}), \beta=\beta(\boldsymbol{r}), \boldsymbol{r} \in \Gamma$, are given. We denote by $[q]$ the jump of a scalar quantity $q$ across $\Gamma$, i.e. $[q]=q^{+}-q^{-}$. For simplicity, we impose Dirichlet boundary conditions on the boundary of the computation domain, i.e. $u^{+}=g$ on $\partial \Omega$, where $g=g(\boldsymbol{r})$ is given.


Figure 2.1: (a) Notation used in this work. (b) Illustration of a finite volume associated with a grid point $(i, j)$. (c) Illustration of the projection of a grid point onto the interface $\Gamma$

We discretize the domain $\Omega$ into a uniform rectangular grid of $N_{x} \times N_{y}$ points with
spatial steps

$$
\Delta x=\frac{x_{\max }-x_{\min }}{n_{x}-1}, \quad \Delta y=\frac{y_{\max }-y_{\min }}{n_{y}-1}
$$

and associate with each point $\boldsymbol{r}_{i, j}=\left(x_{i}, y_{j}\right)=\left(x_{\min }+(i-1) \Delta x, y_{\min }+(j-1) \Delta y\right)$ a finite volume $\mathcal{C}_{i, j}=\left[x_{i}-\frac{1}{2} \Delta x ; x_{i}+\frac{1}{2} \Delta x\right] \times\left[y_{j}-\frac{1}{2} \Delta y ; y_{j}+\frac{1}{2} \Delta y\right], i \in\left[2 ; N_{x}-1\right]$, $j \in\left[2 ; N_{y}-1\right]$ (see Fig. 2.1b). The Level-Set Method [122] is used to describe the irregular interface $\Gamma$. That is, we use a Lipschitz-continuous function $\phi(\boldsymbol{r})$ such that $\Omega^{+}=\{\boldsymbol{r}: \phi(\boldsymbol{r})>0\}, \Omega^{-}=\{\boldsymbol{r}: \phi(\boldsymbol{r})<0\}$ and $\Gamma=\{\boldsymbol{r}: \phi(\boldsymbol{r})=0\}$.

At the grid points for which the interface $\Gamma$ does not cross the finite volumes, equation (2.1) is discretized using the standard five-point stencil. Let us consider a point $\boldsymbol{r}_{i, j}$ with its finite volume $\mathcal{C}_{i, j}$ crossed by $\Gamma$. Integrating equations (2.1) over $\mathcal{C}_{i, j}$ and applying the divergence theorem, one gets the following expression:

$$
\begin{aligned}
& \underbrace{\sum_{s=+,-} \int_{\Omega^{s} \cap \mathcal{C}_{i, j}} k^{s} u^{s} d \Omega}_{\text {Linear term }}-\underbrace{\sum_{s=+,-} \int_{\Omega^{s} \cap \partial \mathcal{C}_{i, j}} \mu^{s} \partial_{\boldsymbol{n}^{s}} u^{s} d \Gamma}_{\text {Flux between finite volumes }} \\
&=\underbrace{\sum_{s=+,-} \int_{\Omega^{s} \cap \mathcal{C}_{i, j}} f^{s} d \Omega}_{\text {Volumetric generation }}+\underbrace{\int_{\Gamma \cap \mathcal{C}_{i, j}}\left[\mu \partial_{\boldsymbol{n}} u\right] d \Gamma,}_{\text {Surface generation }}
\end{aligned}
$$

where the superscript ${ }^{s}$ refers to the sign ${ }^{ \pm}$.
Following [116, 128], that is, approximating the domain integrals by the integrand value multiplied by the corresponding volumes, and estimating the fluxes between cells using values at nearest-neighbor grid points and central difference formulas, one obtains:

$$
\begin{align*}
\sum_{s=+,-} k_{i, j}^{s} u_{i, j}^{s}\left|\mathcal{C}_{i, j}^{s}\right|- & \sum_{s=+,-}\left(\mu_{i-\frac{1}{2}, j}^{s} A_{i-\frac{1}{2}, j}^{s} \frac{u_{i-1, j}^{s}-u_{i, j}^{s}}{\Delta x}+\mu_{i+\frac{1}{2}, j}^{s} A_{i+\frac{1}{2}, j}^{s} \frac{u_{i+1, j}^{s}-u_{i, j}^{s}}{\Delta x}+\right. \\
\mu_{i, j-\frac{1}{2}}^{s} A_{i, j-\frac{1}{2}}^{s} \frac{u_{i, j-1}^{s}-u_{i, j}^{s}}{\Delta y} & \left.+\mu_{i, j+\frac{1}{2}}^{s} A_{i, j+\frac{1}{2}}^{s} \frac{u_{i, j+1}^{s}-u_{i, j}^{s}}{\Delta y}\right) \\
& =\sum_{s=+,-} f_{i, j}^{s}\left|\mathcal{C}_{i, j}^{s}\right|+\int_{\Gamma \cap \mathcal{C}_{i, j}} \beta d \Gamma+\mathcal{O}\left(h^{\mathcal{D}}\right), \tag{2.4}
\end{align*}
$$

where $\mathcal{D}$ is the problem dimensionality, $h=\max (\Delta x, \Delta y),\left|\mathcal{C}_{i, j}^{ \pm}\right|$denotes the volume of $\mathcal{C}_{i, j} \cap \Omega^{ \pm}, u_{i, j}=u\left(\boldsymbol{r}_{i, j}\right), A_{i \pm \frac{1}{2}, j}^{ \pm}$and $A_{i, j \pm \frac{1}{2}}^{ \pm}$are face areas of $\mathcal{C}_{i, j}^{ \pm}$in the $x$ - and $y$-directions, respectively. To compute the boundary and domain integrals required by the proposed discretization, we use the geometric reconstruction approach from [99]. In case when an immersed interface is only piece-wise smooth the method from [18] can be used.

The discretization given by equation (2.4) requires that both values of $u^{-}$and $u^{+}$ be available at grid points with a control volume crossed by $\Gamma$, thus, one more equation is required at such grid points for the system of equations to be uniquely invertible. We derive the additional equation based on the jump conditions (2.2)-(2.3) and Taylor expansions of $u^{ \pm}$in the normal to the interface direction. Moreover, equations derived in this way can be used to express $u_{i, j}^{ \pm}$near the interface as a function of $u_{i, j}^{\mp}$ and the jump conditions (2.2)-(2.3). As a result, it enables us to eliminate the additional degrees of freedom, i.e., reduce the system's size back to $N_{x} \times N_{y}$, and make its structure more homogeneous (all of the equations in the linear system are of the same type). This is expected to make the system of equations less difficult to invert by black-box linear solvers. We select the $N_{x} \times N_{y}$ unknowns to solve for as:

$$
u_{i, j}= \begin{cases}u_{i, j}^{+}, & \boldsymbol{r}_{i, j} \in \Omega^{+}  \tag{2.5}\\ u_{i, j}^{-}, & \boldsymbol{r}_{i, j} \in \Omega^{-}\end{cases}
$$

We then develop formulas to express $u_{i, j}^{+}$for $\boldsymbol{r}_{i, j} \in \Omega^{-}$and for $u_{i, j}^{-}$for $\boldsymbol{r}_{i, j} \in \Omega^{+}$as a function of the unknowns $u_{i, j}$. This is described next.

Consider a grid point $\boldsymbol{r}_{i, j}$ near the interface $\Gamma$ and its projection, $\boldsymbol{r}_{i, j}^{\mathrm{pr}}$, onto the interface (see Fig. 2.1c). Taylor expansion relates the values of $u^{ \pm}$at $\boldsymbol{r}_{i, j}$ and $\boldsymbol{r}_{i, j}^{\mathrm{pr}}$ as:

$$
\begin{equation*}
u_{i, j}^{ \pm}=u^{ \pm}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)+\delta_{i, j} \partial_{\boldsymbol{n}} u^{ \pm}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)+\mathcal{O}\left(h^{2}\right), \tag{2.6}
\end{equation*}
$$

where $\delta_{i, j}$ is the signed distance from $\boldsymbol{r}_{i, j}$ to $\boldsymbol{r}_{i, j}^{\mathrm{pr}}\left( \pm \delta_{i, j}>0\right.$ if $\left.\boldsymbol{r}_{i, j} \in \Omega^{ \pm}\right)$. The geometrical quantities $\boldsymbol{n}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right), \boldsymbol{r}_{i, j}^{\mathrm{pr}}$ and $\delta_{i, j}$ are estimated from the level-set function as:

$$
\begin{aligned}
\boldsymbol{n}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right) & =\boldsymbol{n}_{i, j}+\mathcal{O}(h) \quad \text { where } \quad \boldsymbol{n}_{i, j}=\frac{\nabla \phi\left(\boldsymbol{r}_{i, j}\right)}{\left|\nabla \phi\left(\boldsymbol{r}_{i, j}\right)\right|}, \\
\boldsymbol{r}_{i, j}^{\mathrm{pr}} & =\boldsymbol{r}_{i, j}-\delta_{i, j} \boldsymbol{n}_{i, j}+\mathcal{O}\left(h^{2}\right) \\
\delta_{i, j} & =\frac{\phi\left(\boldsymbol{r}_{i, j}\right)}{\left|\nabla \phi\left(\boldsymbol{r}_{i, j}\right)\right|}+\mathcal{O}\left(h^{2}\right) .
\end{aligned}
$$

Subtracting $u_{i, j}^{-}$from $u_{i, j}^{+}$given in (2.6) and taking into account the jump condition (2.2) one obtains:

$$
u_{i, j}^{+}-u_{i, j}^{-}=\alpha\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)+\delta_{i, j}\left(\partial_{\boldsymbol{n}} u^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)-\partial_{\boldsymbol{n}} u^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)\right)+\mathcal{O}\left(h^{2}\right) .
$$

Furthermore, eliminating either $\partial_{\boldsymbol{n}} u^{+}\left(\boldsymbol{r}_{\boldsymbol{i}, j}^{\mathrm{pr}}\right)$ or $\partial_{\boldsymbol{n}} u^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$ in the above expression using the jump condition (2.3) results in the following two equations:

$$
u_{i, j}^{+}-u_{i, j}^{-}=\left\{\begin{array}{l}
\alpha\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)+\delta_{i, j} \frac{\beta\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)}{\mu^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)}-\delta_{i, j} \frac{\mu^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)-\mu^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)}{\mu^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)} \partial_{\boldsymbol{n}} u^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)  \tag{2.7}\\
\alpha\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)+\delta_{i, j} \frac{\beta\left(\boldsymbol{r}_{i, j}^{\mathrm{p}}\right.}{\mu^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)}-\delta_{i, j} \frac{\mu^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)-\mu^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)}{\mu^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)} \partial_{\boldsymbol{n}} u^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)
\end{array}+\mathcal{O}\left(h^{2}\right) .\right.
$$

If one approximates either $\partial_{\boldsymbol{n}} u^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$ or $\partial_{\boldsymbol{n}} u^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$ using $u_{i, j}^{ \pm} \quad$ and $\left\{u_{p, q}, p \in\left[1, N_{x}\right], q \in\left[1, N_{y}\right]\right\}$, then these formulas can be used to eliminate additional degrees of freedom. A straightforward way to do that is to use a suitable local interpolants $u_{I}^{ \pm}=u_{I}^{ \pm}(\boldsymbol{r})$ of unknown functions $u^{ \pm}$as:

$$
\begin{equation*}
\partial_{\boldsymbol{n}} u^{ \pm}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)=\boldsymbol{n}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right) \nabla u_{I}^{ \pm}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right) . \tag{2.8}
\end{equation*}
$$

Specifically, in this work we use the linear interpolation:

$$
\begin{equation*}
u_{I}^{ \pm}(\boldsymbol{r})=u_{i, j}^{ \pm}+\left(\boldsymbol{r}-\boldsymbol{r}_{i, j}\right)^{T}\left(\nabla u^{ \pm}\right)_{i, j}+\mathcal{O}\left(h^{2}\right), \tag{2.9}
\end{equation*}
$$

where the gradient $\left(\nabla u^{ \pm}\right)_{i, j}$ is found as the least-square solution satisfying the constraints:

$$
u_{i+p, j+q}=u_{i, j}^{ \pm}+\left(\boldsymbol{r}_{i+p, j+q}-\boldsymbol{r}_{i, j}\right)^{T}\left(\nabla u^{ \pm}\right)_{i, j}, \quad(p, q) \in N_{i, j}^{ \pm} .
$$

$N_{i, j}^{ \pm}$denotes the set of neighboring grid points of $\boldsymbol{r}_{i, j}$, lying in the region $\Omega^{ \pm}$, that is:

$$
N_{i, j}^{ \pm}=\left\{(p, q): \quad p=-1,0,1, \quad q=-1,0,1, \quad(p, q) \neq(0,0), \quad \boldsymbol{r}_{i+p, j+q} \in \Omega^{ \pm}\right\} .
$$

In other words, the local linear interpolants are constructed using available values at the nearest-neighbor grid points of $\boldsymbol{r}_{i, j}$ (in Cartesian and diagonal directions). Note also that $u_{i+p, j+q}=u_{i+p, j+q}^{ \pm}$if $(p, q) \in N_{i, j}^{ \pm}$.

Thus, the gradient $\left(\nabla u^{ \pm}\right)_{i, j}$ is the least-squares solution of the following linear system:

$$
\underline{\underline{\boldsymbol{X}}}_{i, j} \underline{\underline{\boldsymbol{W}}}_{i, j}^{ \pm}\left(\nabla u^{ \pm}\right)_{i, j}=\underline{\underline{\boldsymbol{W}}}_{i, j}^{ \pm}\left(\begin{array}{c}
u_{i-1, j-1}-u_{i, j}^{ \pm} \\
u_{i, j-1}-u_{i, j}^{ \pm} \\
\ldots \\
u_{i+1, j+1}-u_{i, j}^{ \pm}
\end{array}\right)
$$

that is:

$$
\left(\nabla u^{ \pm}\right)_{i, j}=\underline{\underline{\boldsymbol{D}}}_{i, j}^{ \pm}\left(\begin{array}{c}
u_{i-1, j-1}-u_{i, j}^{ \pm} \\
u_{i, j-1}-u_{i, j}^{ \pm} \\
\ldots \\
u_{i+1, j+1}-u_{i, j}^{ \pm}
\end{array}\right), \quad \underline{\underline{\boldsymbol{D}}}_{i, j}^{ \pm}=\left(\underline{\underline{\boldsymbol{X}}}_{i, j}^{T} \underline{\underline{\boldsymbol{W}}}_{i, j}^{ \pm} \underline{\underline{\boldsymbol{X}}}_{i, j}\right)^{-1}\left(\underline{\underline{\boldsymbol{W}}}_{i, j}^{ \pm} \underline{\underline{\boldsymbol{X}}}_{i, j}\right)^{T}
$$

where the $3^{\mathcal{D}} \times \mathcal{D}$ and $3^{\mathcal{D}} \times 3^{\mathcal{D}}$ matrices $\underline{\underline{\boldsymbol{X}}}_{i, j}$ and $\underline{\underline{\boldsymbol{W}}}_{i, j}$ are given by:

$$
\begin{gathered}
\underline{\underline{\boldsymbol{X}}}_{i, j}=\left(\begin{array}{c}
\left(\begin{array}{c}
\left(\boldsymbol{r}_{i-1, j-1}-\boldsymbol{r}_{i, j}\right)^{T} \\
\left(\boldsymbol{r}_{i, j-1}-\boldsymbol{r}_{i, j}\right)^{T} \\
\ldots \\
\left(\boldsymbol{r}_{i+1, j+1}-\boldsymbol{r}_{i, j}\right)^{T}
\end{array}\right) \text { and } \\
{\underline{\underline{\boldsymbol{W}^{-}}}}_{i, j}^{ \pm}=\left(\begin{array}{ccc}
\omega_{i, j}^{ \pm}(-1,-1) & \\
& \omega_{i, j}^{ \pm}(0,-1) & \\
& & \ddots
\end{array}\right. \\
\\
\\
\omega_{i, j}^{ \pm}(p, q)= \begin{cases}1,(p, q) \in N_{i, j}^{ \pm} \\
0,(p, q) \in N_{i, j}^{\mp}\end{cases}
\end{array} .\right.
\end{gathered}
$$

Substitution of $u_{I}^{ \pm}(\boldsymbol{r})$ into (2.8) yields approximations of $\partial_{\boldsymbol{n}} u^{ \pm}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$ as linear combinations of $\left\{u_{i+p, j+q}, p=-1,0,1, q=-1,0,1\right\}$. Specifically, let us write the $\mathcal{D} \times 3^{\mathcal{D}}$ $\operatorname{matrix} \underline{\underline{\boldsymbol{D}}}_{i, j}^{ \pm}$as:

$$
\underline{\underline{\boldsymbol{D}}}_{i, j}^{ \pm}=\left(\begin{array}{llll}
\boldsymbol{d}_{i, j,-1,-1}^{ \pm} & \boldsymbol{d}_{i, j, 0,-1}^{ \pm} & \cdots & \boldsymbol{d}_{i, j, 1,1}^{ \pm}
\end{array}\right),
$$

where vectors $\boldsymbol{d}_{i, j,-1,-1}^{ \pm}, \ldots, \boldsymbol{d}_{i, j, 1,1}^{ \pm}$represent the columns of the matrix $\underline{\underline{\boldsymbol{D}}}_{i, j}^{ \pm}$. Then the
normal derivative can be expressed as:

$$
\begin{equation*}
\partial_{\boldsymbol{n}} u^{ \pm}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)=c_{i, j}^{ \pm} u_{i, j}^{ \pm}+\sum_{(p, q) \in N_{i, j}^{ \pm}} c_{i, j, p, q}^{ \pm} u_{i+p, j+q}+\mathcal{O}(h), \tag{2.10}
\end{equation*}
$$

where the coefficients are given by:

$$
c_{i, j, p, q}^{ \pm}=\boldsymbol{n}_{i, j}^{T} \boldsymbol{d}_{i, j, p, q}^{ \pm}, \quad(p, q) \in N_{i, j}^{ \pm}, \quad \text { and } \quad c_{i, j}^{ \pm}=-\sum_{(p, q) \in N_{i, j}^{ \pm}} c_{i, j, p, q}^{ \pm} .
$$

Substitution of (2.10) into (2.7) produces formulas expressing $u_{i, j}^{+}$and $u_{i, j}^{-}$in terms of the selected $N_{x} \times N_{y}$ unknowns $\left\{u_{p, q}, p \in\left[1, N_{x}\right], q \in\left[1, N_{y}\right]\right\}$. Combining them with the definition (2.5), we get the following two sets of rules (which are $\mathcal{O}\left(h^{2}\right)$ accurate in the value of $u)$ : one is based on approximating $\partial_{\boldsymbol{n}} u^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$ :

$$
\begin{aligned}
& u_{i, j}^{-}= \begin{cases}u_{i, j}, & \boldsymbol{r}_{i, j} \in \Omega^{-}, \\
u_{i, j}-\alpha-\delta_{i, j} \frac{\beta}{\mu^{+}}+\delta_{i, j} \frac{[\mu]}{\mu^{+}} \frac{\left(c_{i, j}^{-}\left(u_{i, j}-\alpha-\delta_{i, j} \frac{\beta}{\mu^{+}}\right)+\sum_{(p, q) \in N_{i, j}^{-}} c_{i, j, p, q}^{-} u_{i+p, j+q}\right)}{\left(1-\delta_{i, j} \frac{[\mu]}{\left.\mu^{+} c_{i, j}^{-}\right)},\right.}, & \boldsymbol{r}_{i, j} \in \Omega^{+},\end{cases} \\
& u_{i, j}^{+}= \begin{cases}u_{i, j}+\alpha+\delta_{i, j} \frac{\beta}{\mu^{+}}-\delta_{i, j} \frac{[\mu]}{\mu^{+}}\left(c_{i, j}^{-} u_{i, j}+\sum_{(p, q) \in N_{i, j}^{-}} c_{i, j, p, q}^{-} u_{i+p, j+q}\right), & \boldsymbol{r}_{i, j} \in \Omega^{-}, \\
u_{i, j}, & \boldsymbol{r}_{i, j} \in \Omega^{+},\end{cases}
\end{aligned}
$$

while the other one is based on approximating $\partial_{\boldsymbol{n}} u^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$ :

$$
\begin{aligned}
& u_{i, j}^{-}= \begin{cases}u_{i, j}, & \boldsymbol{r}_{i, j} \in \Omega^{-}, \\
u_{i, j}-\alpha-\delta_{i, j} \frac{\beta}{\mu^{-}}+\delta_{i, j} \frac{[\mu]}{\mu^{-}}\left(c_{i, j}^{+} u_{i, j}+\sum_{(p, q) \in N_{i, j}^{+}} c_{i, j, p, q}^{+} u_{i+p, j+q}\right), & \boldsymbol{r}_{i, j} \in \Omega^{+},\end{cases} \\
& u_{i, j}^{+}= \begin{cases}u_{i, j}+\alpha+\delta_{i, j} \frac{\beta}{\mu^{-}}-\delta_{i, j} \frac{[\mu]}{\mu^{-}} \frac{\left(c_{i, j}^{+}\left(u_{i, j}+\alpha+\delta_{i, j} \frac{\beta}{\mu^{-}}\right)+\sum_{\left.(p, q) \in N_{i, j}^{+} c_{i, j, p, q} u_{i+p, j+q}\right)}^{\left(1+\delta_{i, j}\left[\frac{[\mu]}{\mu^{-}} c_{i, j}^{+}\right)\right.},\right.}{}, \boldsymbol{r}_{i, j} \in \Omega^{-}, \\
u_{i, j}, & \boldsymbol{r}_{i, j} \in \Omega^{+} .\end{cases}
\end{aligned}
$$

Thus, one has a certain flexibility in constructing the final discretization. For example, one could choose, for each $\boldsymbol{r}_{i, j}$, the formula based on approximating $\partial_{\boldsymbol{n}} u^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$
or $\partial_{\boldsymbol{n}} u^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$ depending on the largest number of neighboring points of $\boldsymbol{r}_{i, j}$ that are in $\Omega^{-}$or in $\Omega^{+}$(let us denote this scheme as Random). However, this choice would ignore the magnitude of the diffusion constants $\mu^{-}$and $\mu^{+}$and their influence on the condition number of the linear system. To investigate this issue, we consider two additional schemes: the first one (referred to as Bias Fast) uses interpolation in the fast-diffusion region (i.e., if $\mu^{-}>\mu^{+}$then the formula based on $\partial_{\boldsymbol{n}} u^{-}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)$ is used); the second scheme (referred to as Bias Slow) uses interpolation in the slow-diffusion region (i.e., if $\mu^{-}>\mu^{+}$ then we use the formula based on $\left.\partial_{\boldsymbol{n}} u^{+}\left(\boldsymbol{r}_{i, j}^{\mathrm{pr}}\right)\right)$.

## Remarks:

- In the limiting cases $\frac{\mu^{-}}{\mu^{+}} \rightarrow \infty$ or $\frac{\mu^{-}}{\mu^{+}} \rightarrow 0$, only the scheme Bias Slow remains well defined, thus, we expect it to perform the best and be well-conditioned for any ratio of diffusion coefficients. We will illustrate in section 2.3 that only the scheme Bias Slow produces a condition number that is bounded. This is consistent with the results reported in [178] describing a variant of the augmented immersed interface method.
- In the limiting case $\frac{\mu^{-}}{\mu^{+}} \equiv 1$, the three schemes coincide. Moreover, the matrix associated with the resulting linear system is the same as for the case when no interface is present (that is, as for the standard five-point stencil in 2D) and only the right-hand is changed to account for jump conditions.
- The truncation error is the same for all three schemes. Therefore, we expect them
to have similar accuracies. Specifically, the truncation error ${ }^{1}$ is $\mathcal{O}\left(h^{2}\right)$ for grid points away from the immersed interface and $\mathcal{O}(1)$ for cells crossed by the interface. Following the results of $[80,58,141,27,115,128,53,54,18]$, we expect the schemes to produce second-order accurate numerical solutions with first-order accurate gradients.
- The truncation error can be improved to be $\mathcal{O}(h)$ for cells crossed by the interface by making the following changes in the discretization scheme: 1) Estimate fluxes between cells at the centroids of cell faces using linear interpolation as done, for example, in [80, 18]; 2) Retain the quadratic term in Taylor expansion (2.6); 3) Use a quadratic interpolant (instead of linear (2.9)) to approximate $\partial_{\boldsymbol{n}} u^{ \pm}$at projection points. This is expected to increase the accuracy of solution gradients to second order. We leave this investigation to future work.
- In general the case where $\mu^{+} \neq \mu^{-}$, the resulting linear system is nonsymmetric. In the worst case scenario the computational stencil involves nearest neighbors (both in Cartesian and diagonal directions) of the standard five-point stencil as illustrated in Fig. 2.2a. An example of the matrix associated with the resulting linear system structure is shown in Fig. 2.2b.
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Figure 2.2: (a) Computational stencil (the red color indicates additional grid points used in case $\mu^{+} \neq \mu^{-}$). (b) Matrix structure of the resulting linear system in case of twodimensional example from Sec. 2.3.1 on a $8^{2}$ grid (the red color indicates additional elements in case $\mu^{+} \neq \mu^{-}$).

### 2.3 Numerical tests

To numerically illustrate the properties of the proposed schemes, we study three characteristics: the order of accuracy of the numerical solution in the $L^{\infty}$-norm, the order of accuracy of the numerical gradients in the $L^{\infty}$-norm, and the condition number of the linear system, estimated by the MATLAB condest function. We consider two tests: the first one, the convergence test, studies the dependence of those three characteristics on the grid resolution. The second one, the conditioning test, focuses on the dependence of the three characteristics on the ratio, $\frac{\mu^{-}}{\mu^{+}}$, of the diffusion coefficients. We perform both tests in two and three spatial dimensions. In all the examples, we use the implementation of the BiCGStab algorithm provided by PETSc [10] with the Hypre preconditioner [45].

### 2.3.1 Two-dimensional case

Consider an annular region ${ }^{2}$ with inner and outer radii $r_{i}=0.151$ and $r_{e}=0.911$, and an immersed star-shaped interface (see Fig. 2.3a), described by the following level-set function:

$$
\phi(x, y)=\sqrt{x^{2}+y^{2}}-r_{0}\left(1+\sum_{k=1}^{3} \beta_{k} \cos \left(n_{k}\left(\arctan \left(\frac{y}{x}\right)-\theta_{k}\right)\right)\right),
$$

with parameters:

$$
r_{0}=0.483,\left(\begin{array}{l}
n_{1}  \tag{2.11}\\
\beta_{1} \\
\theta_{1}
\end{array}\right)=\left(\begin{array}{c}
3 \\
0.1 \\
0.5
\end{array}\right),\left(\begin{array}{l}
n_{2} \\
\beta_{2} \\
\theta_{2}
\end{array}\right)=\left(\begin{array}{c}
4 \\
-0.1 \\
1.8
\end{array}\right),\left(\begin{array}{l}
n_{3} \\
\beta_{3} \\
\theta_{3}
\end{array}\right)=\left(\begin{array}{c}
7 \\
0.15 \\
0
\end{array}\right) .
$$

Using the method of manufactured solutions, we take the exact solution to be (see Fig.
2.3c):

$$
\begin{aligned}
& u^{-}=\sin (2 x) \cos (2 y), \\
& u^{+}=\left(16\left(\frac{y-x}{3}\right)^{5}-20\left(\frac{y-x}{3}\right)^{3}+5\left(\frac{y-x}{3}\right)\right) \log (x+y+3) .
\end{aligned}
$$

For the convergence test, we set the diffusion coefficients to

$$
\mu^{-}=10\left(1+\frac{1}{5} \cos (2 \pi(x+y)) \sin (2 \pi(x-y))\right) \quad \text { and } \quad \mu^{+}=1
$$

(see Fig. 2.3b), and we vary the grid resolution from $2^{-4}$ to $2^{-9}$. For the conditioning test, we fix the grid resolution at $2^{-6}$ and $\mu^{+}=1$ and vary $\mu^{-}$from $10^{-4}$ to $10^{4}$. The

[^5]results are presented in Fig. 2.4 and 2.5, where each data point represents the maximum value among $10 \times 10=100$ different relative placements of the immersed interface on the computational grid (as done in [18]). The different placements thus account for cases where the interface defines a control volume that is arbitrarily small or large, relative to an elementary grid cell. Section 2.3 .3 will draw some conclusions from these results.


Figure 2.3: (a) Problem geometry. (b) Diffusion coefficients (scaled by 0.1 for visualization). (c) Numerical solution on a $256^{2}$ grid.


Figure 2.4: convergence test in two spatial dimensions (each data point represents the maximum value among $10 \times 10=100$ different relative placements of an immersed interface on the computational grid).


Figure 2.5: conditioning test in two spatial dimensions (each data point represents the maximum value among $10 \times 10=100$ different relative placements of an immersed interface on the computational grid).

### 2.3.2 Three-dimensional case

Consider a spherical shell ${ }^{3}$ with inner and outer radii $r_{i}=0.151$ and $r_{e}=0.911$, and an immersed star-shaped interface described by the level-set function:

$$
\begin{aligned}
& \phi(x, y, z)=\sqrt{x^{2}+y^{2}+z^{2}} \\
& \quad-r_{0}\left(1+\left(\frac{x^{2}+y^{2}}{x^{2}+y^{2}+z^{2}}\right)^{2} \sum_{k=1}^{3} \beta_{k} \cos \left(n_{k}\left(\arctan \left(\frac{y}{x}\right)-\theta_{k}\right)\right)\right),
\end{aligned}
$$

with the same parameters (2.11) as for the two-dimensional case. The problem geometry is illustrated in Fig. 2.6. The exact solutions are taken to be:

$$
\begin{aligned}
& u^{-}=\sin (2 x) \cos (2 y) \exp (z), \\
& u^{+}=\left(16\left(\frac{y-x}{3}\right)^{5}-20\left(\frac{y-x}{3}\right)^{3}+5\left(\frac{y-x}{3}\right)\right) \log (x+y+3) \cos (z) .
\end{aligned}
$$

In the convergence test, the diffusion coefficients are set to:
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$$
\begin{aligned}
& \mu^{-}=10\left(1+\frac{1}{5} \cos (2 \pi(x+y)) \sin (2 \pi(x-y)) \cos (z)\right) \\
& \mu^{+}=1
\end{aligned}
$$
\]

In the conditioning test, the grid resolution is fixed at $2^{-4}, \mu^{+}=1$ and $\mu^{-}$is varied from $10^{-4}$ to $10^{4}$. The test results are presented in Fig. 2.7 and 2.8 , where each data point is obtained as the maximum (worse) value among $5 \times 5 \times 5=125$ different relative placements of the immersed interface on the computational grid. As for the two dimensional case, section 2.3.3 will draw some conclusions from these results.


Figure 2.6: Illustration of problem geometry in the three-dimensional case.

### 2.3.3 Analysis

From the results presented in sections 2.3.1 and 2.3.2, it is clear that the numerical schemes have the same behavior in two and three spatial dimensions. The convergence test results (see Fig. 2.4 and 2.7) indicate that, for a moderate diffusion coefficient ratio, all three schemes have comparable convergence properties: the numerical solutions are


Figure 2.7: convergence test in three spatial dimensions (each data point represents maximum value among $5 \times 5 \times 5=125$ different relative placements of an immersed interface and the computational grid).


Figure 2.8: conditioning test in three spatial dimensions (each data point represents maximum value among $5 \times 5 \times 5=125$ different relative placements of an immersed interface and the computational grid).
second-order accurate with first-order accurate gradients in the $L^{\infty}$-norm. The condition number scales with the grid resolution as $h^{-2}$, which is similar to the scaling of the condition number for the standard five-point (nine-point) stencil in 2D (3D). The only difference between the three schemes is the magnitude of the errors and the magnitude of the condition numbers, with the scheme Bias Slow giving the best results.

On the other hand, the conditioning test in two and three spatial dimensions demonstrate that the three schemes behaviors are drastically different when the ratio $\frac{\mu^{-}}{\mu^{+}}$ varies (Fig. 2.5 and 2.8). In particular, the condition numbers for the schemes Random and Bias Fast grow unboundedly as the ratio of the diffusion coefficients either decreases
or increases away from 1. As a result, the magnitude of the errors in the solution and its gradient grow significantly. We also note that, for approximately $\frac{\mu^{-}}{\mu^{+}}>10$ and $\frac{\mu^{-}}{\mu^{+}}<10^{-1}$, the linear solver is not able to invert the resulting linear system in a given number of iterations (we set that number to 50 in those numerical examples). In contrast, the condition number for the scheme Bias Slow converges to finite values as $\frac{\mu^{-}}{\mu^{+}} \rightarrow 0$ or $\frac{\mu^{-}}{\mu^{+}} \rightarrow \infty$. As a result, the linear solver is able to invert the resulting linear sytem for any values of $\frac{\mu^{-}}{\mu^{+}}$(the number of iterations depends only on the grid resolution). Moreover, the errors of the numerical solutions and their gradients are only moderately affected by small or large ratios $\frac{\mu^{-}}{\mu^{+}}$.

### 2.3.4 Application to adaptive quadtree and octree grids

Thanks to its fairly small stencil, it is simple to apply the proposed scheme in the context of adaptive grids. In this section, we demonstrate perhaps the easiest way of doing so: we consider adaptive Cartesian quadtree (octree) grids that are locally uniform around immersed interfaces. In the regions where an adaptive grid is non-uniform (and which are away from immersed interfaces), we use the second-order accurate superconvergent finite difference scheme of [100], while in the regions close to immersed interfaces (and where the grid is locally uniform), we use the proposed scheme for imposing interface jump conditions. Note that the discretization of [100] and the one described in this work reduce to the standard 5 -point (9-point in three spatial dimensions) stencil on uniform
grids and in the absence of immersed interfaces. This fact makes the combination of the two discretizations seamless.

In this example, we consider 10 clusters of small star-shaped uniformly charged dielectric particles in a $2 \mathrm{~m} \times 2 \mathrm{~m}$ vacuum domain and compute the electric field generated by this configuration. The number of particles in each cluster varies from 3 to 10, the average size of clusters is 1 cm , particles have between 2 and 6 bumps and sizes in the range $[0.1 ; 1] \mathrm{mm}$. Specifically, the total number of particles 67 each of which is described by a level-set function of the form:

$$
\begin{aligned}
\phi(r, \theta)=\sqrt{\left(r \cos \left(\theta-\theta_{0}\right)-x_{c}\right)^{2}+\left(r \sin \left(\theta-\theta_{0}\right)-y_{c}\right)^{2}} & \\
& -r_{0}\left(1+\delta \cos \left(m\left(\theta-\theta_{0}\right)\right)\right) .
\end{aligned}
$$

Parameters $x_{c}, y_{c}, r_{0}, \delta, m$ and $\theta_{0}$ for each particle as well as the sign of its charge are given in the following table:

| No. | $x_{c}$ | $y_{c}$ | $r_{0}$ | $\delta$ | $m$ | $\theta_{0}$ | Charge |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.294320 | -0.731980 | 0.000948 | 0.177428 | 5 | 3.779031 | + |
| 2 | 0.292603 | -0.722570 | 0.000196 | 0.120466 | 2 | 0.575194 | + |
| 3 | 0.296621 | -0.730048 | 0.000553 | 0.195375 | 3 | 5.983689 | + |
| 4 | 0.301392 | -0.723932 | 0.000374 | 0.161709 | 3 | 1.178485 | + |
| 5 | 0.293268 | -0.730192 | 0.000798 | 0.193548 | 3 | 6.112317 | - |
| 6 | 0.289541 | -0.732616 | 0.000755 | 0.088156 | 4 | 2.266495 | - |
| 7 | 0.290527 | -0.736414 | 0.000341 | 0.140005 | 3 | 6.140219 | - |
| 8 | 0.295213 | -0.726113 | 0.000792 | 0.121836 | 5 | 0.884964 | - |


| 9 | 0.300884 | -0.733236 | 0.000857 | 0.078646 | 4 | 1.588758 | - |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 0.935243 | 0.156877 | 0.000462 | 0.026599 | 4 | 1.152778 | + |
| 11 | 0.936367 | 0.165333 | 0.000946 | 0.129853 | 3 | 2.585702 | + |
| 12 | 0.937713 | 0.161907 | 0.000114 | 0.111576 | 3 | 3.069164 | + |
| 13 | 0.927721 | 0.160662 | 0.000653 | 0.059185 | 4 | 4.986538 | - |
| 14 | 0.926407 | 0.164860 | 0.000243 | 0.009826 | 2 | 3.613796 | - |
| 15 | 0.939303 | 0.170991 | 0.000443 | 0.141560 | 3 | 2.988958 | + |
| 16 | 0.926755 | 0.162948 | 0.000482 | 0.025398 | 5 | 3.380732 | + |
| 17 | 0.936908 | 0.160965 | 0.000713 | 0.179751 | 3 | 0.252419 | + |
| 18 | 0.934454 | 0.162162 | 0.000448 | 0.011111 | 6 | 2.899990 | + |
| 19 | 0.160228 | -0.743358 | 0.000329 | 0.052804 | 6 | 4.507911 | + |
| 20 | 0.164293 | -0.747939 | 0.000792 | 0.015578 | 3 | 3.753404 | + |
| 21 | 0.173756 | -0.744021 | 0.000264 | 0.186352 | 4 | 6.101247 | + |
| 22 | 0.168733 | -0.761421 | 0.000999 | 0.001466 | 5 | 4.162976 | - |
| 29 | 0.170695 | -0.747981 | 0.000389 | 0.025428 | 4 | 0.952773 | - |
| 24 | 0.160737 | -0.760843 | 0.000209 | 0.199829 | 6 | 0.814897 | - |
| 25 | 0.725447 | 0.889409 | 0.000966 | 0.064583 | 3 | 5.719127 | - |
| 26 | 0.740474 | 0.893693 | 0.000453 | 0.004282 | 3 | 5.779404 | - |
| 27 | 0.736547 | 0.884784 | 0.000708 | 0.036598 | 4 | 0.871440 | - |


| 30 | 0.728138 | 0.878376 | 0.000857 | 0.026387 | 4 | 5.913726 | - |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 31 | 0.728254 | 0.880038 | 0.000451 | 0.069948 | 6 | 2.499319 | + |
| 32 | 0.052907 | -0.344586 | 0.000660 | 0.184134 | 4 | 2.412480 | - |
| 33 | 0.034801 | -0.356601 | 0.000834 | 0.079140 | 4 | 4.794653 | - |
| 34 | 0.048034 | -0.350902 | 0.000961 | 0.175580 | 4 | 1.000997 | - |
| 35 | 0.038434 | -0.350375 | 0.000546 | 0.119999 | 5 | 5.330543 | - |
| 36 | 0.037001 | -0.361473 | 0.000859 | 0.104759 | 6 | 2.104655 | - |
| 37 | 0.048676 | -0.344655 | 0.000590 | 0.018488 | 3 | 3.979605 | - |
| 38 | -0.182697 | 0.433937 | 0.000642 | 0.191264 | 5 | 0.196232 | - |
| 39 | -0.180690 | 0.449481 | 0.000499 | 0.107538 | 4 | 3.958288 | + |
| 40 | -0.171622 | 0.442325 | 0.000714 | 0.162207 | 3 | 4.889946 | - |
| 41 | -0.177232 | 0.435290 | 0.000706 | 0.108419 | 6 | 2.765306 | + |
| 42 | -0.182553 | 0.446933 | 0.000927 | 0.139933 | 5 | 0.682710 | - |
| 43 | -0.169332 | 0.440621 | 0.000652 | 0.197255 | 6 | 0.524252 | - |
| 44 | 0.082096 | 0.665721 | 0.000309 | 0.018026 | 6 | 3.925875 | + |
| 45 | 0.070903 | 0.669204 | 0.000229 | 0.189876 | 3 | 1.973639 | + |
| 46 | 0.086667 | 0.652859 | 0.000256 | 0.009732 | 4 | 5.337312 | - |
| 47 | 0.089332 | 0.668903 | 0.000778 | 0.189929 | 4 | 0.506358 | + |
| 48 | -0.416502 | -0.873554 | 0.000168 | 0.038622 | 2 | 4.772787 | + |
| 49 | -0.435866 | -0.873537 | 0.000167 | 0.040327 | 6 | 4.357852 | + |
| + |  |  |  |  |  |  |  |


| 51 | 0.367410 | -0.528637 | 0.000239 | 0.004636 | 6 | 1.018504 | - |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 52 | 0.364188 | -0.533808 | 0.000271 | 0.072883 | 3 | 2.058938 | - |
| 53 | 0.357943 | -0.522965 | 0.000682 | 0.097692 | 3 | 4.725618 | + |
| 54 | 0.354170 | -0.530541 | 0.000809 | 0.035313 | 5 | 0.726723 | - |
| 55 | 0.355478 | -0.527060 | 0.000107 | 0.166186 | 4 | 5.450653 | + |
| 56 | 0.356304 | -0.525395 | 0.000985 | 0.004988 | 2 | 3.471888 | + |
| 57 | 0.368282 | -0.530008 | 0.000107 | 0.133467 | 5 | 5.475823 | - |
| 58 | 0.370185 | -0.524812 | 0.000830 | 0.145549 | 5 | 6.126808 | - |
| 59 | 0.352045 | -0.519527 | 0.000198 | 0.011507 | 4 | 3.886958 | + |
| 60 | -0.187080 | 0.207027 | 0.000928 | 0.121431 | 2 | 1.730282 | + |
| 61 | -0.177875 | 0.213721 | 0.000126 | 0.001767 | 3 | 0.076936 | + |
| 62 | -0.177947 | 0.216082 | 0.000647 | 0.130215 | 4 | 6.002824 | - |
| 63 | -0.193546 | 0.211842 | 0.000749 | 0.088286 | 6 | 4.366932 | - |
| 64 | -0.190933 | 0.205428 | 0.000170 | 0.122096 | 3 | 0.951230 | - |
| 65 | -0.184008 | 0.210547 | 0.000752 | 0.030592 | 3 | 3.986605 | - |
| 66 | -0.192313 | 0.214133 | 0.000925 | 0.029170 | 4 | 1.284015 | - |
| 67 | -0.190761 | 0.223399 | 0.000728 | 0.195173 | 4 | 5.881409 | - |
| - |  |  |  |  |  |  |  |

The absolute permittivity of particles is $10 \varepsilon_{0}$ and their charge densities are $\pm 10^{5} \varepsilon_{0}$ (the sign is assigned to each particle randomly), where $\varepsilon_{0}$ is the vacuum permittivity. The domain boundaries are assumed to be a good conductor. Thus, the electric potential $\varphi \equiv u$ satisfies the boundary value problem (2.1)-(2.3) with parameters $k^{ \pm}=\alpha=\beta=0$,
$\mu^{-}=10, \mu^{+}=1, f^{-}= \pm 10^{5}$ (depending which particle is considered), $f^{+}=0, g=0$, where we denote the particles as $\Omega^{-}$and the vacuum as $\Omega^{+}$.

Figure 2.9 depicts the electric potential $\phi$ and the electric field $\boldsymbol{E}=-\nabla \phi$ computed on an adaptive grid with the coarsest and finest mesh sizes corresponding to uniform resolutions of $2^{10} \times 2^{10}$ and $2^{20} \times 2^{20}$ grid points, respectively. Such a computational grid contains 2754021 points, which is approximately just $0.00025 \%$ of the total number of points in a uniform $2^{20} \times 2^{20}$ grid.
(a)

(b)


Figure 2.9: Application of the present method in the context of adaptive grids for computing electric field around clusters of charged dielectric particles: (a) The entire computational domain with successive zoom-ins for one of the clusters; (b) Zoom-ins for all other clusters. The color map indicates the electric potential and thin lines represent the electric field lines. The thicker white lines represent particles.

Remark: While the strategy of enforcing adaptive grids to be locally uniform around immersed interfaces is quite common and justified from the point of view of accuracy in
many situations, it may not be very efficient for certain applications; in particular those where parts of the interface has high curvature while other parts are rather flat. However, it seems straightforward to adapt the described method to fully-adaptive (non-uniform along immersed interfaces) and Voronoi grids (including Voronoi partitions generated based on adaptive quadtree and octree grids). This will be considered in future works.

### 2.4 Conclusions

We have presented a simple finite volume numerical method for solving Elliptic equations with jump conditions across irregular interfaces that are implicitly represented by a levelset function on Cartesian grids. Second-order accurate solutions and first-order accurate gradients are obtained in the $L^{\infty}$-norm. The linear system is non-symmetric but the condition number is bounded, regardless of the ratio of the diffusion coefficients, so that the linear system can be inverted in a constant number of iterations that depends only on the grid resolution: the condition number scales as $\mathcal{O}\left(h^{-2}\right)$, similarly to the linear system obtained from the standard five-point stencil.

Future work will be focused on the analysis of the numerical scheme and its properties, the improvement to a superconvergent scheme (i.e, with second-order accurate gradients) and the extension to fully-adaptive (non-uniform along immersed interfaces) grids.

## Chapter 3

## PDE-Based Extrapolation of Scalar

## Fields over Piecewise Smooth

## Interfaces

### 3.1 Introduction

Extrapolation procedures are ubiquitous in scientific computing and generally allow one to estimate a valid value of a quantity at points where data is not given; either in space or in time. In the context of level-set methods [122], extrapolation procedures in space have been frequently used since the advent of the ghost-fluid method [46], where constant extrapolations were originally used. Generalized ghost-fluid methods were then designed, in part based on higher-order extrapolations for which Aslam introduced a partial dif-
ferential equation (PDE) approach to perform linear and quadratic extrapolation [6] and Gibou and Fedkiw introduced a cubic extrapolation in the same PDE framework [56]. It is natural in the level-set context to perform such extrapolations using PDE formulations for their solutions are based on Hamilton-Jacobi solvers that have been designed for other standard level-set equations, see e.g. [157]. A typical situation that needs extrapolation is that of an implicit treatment of a field in a free boundary problem. In this case, a valid value of the field at time $t^{n}$ needs to be known when assembling the right-hand side of the linear system of equations at time $t^{n+1}$. Since the interface at the new time step has swept grid points that are outside the domain at the previous time step, valid values of the field at time $t^{n}$ are needed in the domain at time $t^{n+1}$, which requires an extrapolation procedure.

Typical use of extrapolation methods can be found in a multitude of level-set applications including multiphase flow simulations [96, 55, 90, 117, 38, 60, 133], in the solution of Poisson-Boltzmann [106, 71] and Poisson-Nerntz-Planck equations [103] for studying transport in ionic solutions, in heat and diffusion flow problems [56, 58, 18, 128], in the study of epitaxial growth and diblock-copolymer self-assembly used in the semiconductor industry [129, 124], in shape optimization [4, 158], surface reconstruction of biomolecules [106, 42] and in Stefan-type problems [57, 28, 107, 136]. PDE-based extrapolation procedures have also been extended to adaptive Quad-/Oc-tree grids and parallel architectures [100, 104, 61]. In addition, fast methods have been introduced for computationally efficient extrapolation procedures using the Fast Marching method, including
parallel implementations [145, 146, 26] or the Fast Sweeping method [181, 7], including efficient parallel algorithms on adaptive grids [40, 39]. We also refer the interested reader to [112] for another implicit approach to extrapolation based on solving the biharmonic equation.

However, those methods behave poorly in the case where the free boundary presents high-curvature features or kinks. Typical examples of such situations are multimaterial flows with triple junction points, motion of sharp-edged bodies in fluids, contact line dynamics in wetting phenomena, phase-change front propagation in the presence of confining walls, etc. We introduce a method that solves that problem. We present the method in section 3.2 and numerical examples in sections 3.3 and 3.4 that illustrate its benefits and comment on its efficiency. Section 3.5 considers an example of solving a diffusion equation on evolving domains that demonstrates the importance of accurate extrapolation near sharp geometric features. Section 3.6 draws some conclusions.

### 3.2 Numerical Method

### 3.2.1 Level-set Representation

The level set representation [122] defines the interface of a domain by $\{\boldsymbol{x}: \phi(\boldsymbol{x})=0\}$, its interior and exterior by $\phi(\boldsymbol{x})<0$ and $\phi(\boldsymbol{x})>0$, respectively, where $\phi(\boldsymbol{x})$ is a Lipschitz continuous function called the level-set function. In this work, the only geometrical quantity that is needed is the outward normal to the interface, $\boldsymbol{n}$, which can be computed
as:

$$
\begin{equation*}
\boldsymbol{n}=\frac{\nabla \phi}{|\nabla \phi|}, \tag{3.1}
\end{equation*}
$$

using central differencing for $\phi_{x}$ and $\phi_{y}$. In typical level-set simulations, the level-set function is reinitialized as a signed distance function [157]. We refer the interested reader to $[144,120]$ for a thorough presentation of the level-set method and [59] for a recent review.

### 3.2.2 Normal-derivative based multidimensional PDE extrapolation of [6]

High order extrapolations in the normal direction are traditionally performed in a series of steps, as proposed by Aslam in [6] and referred to in the present manuscript as the normal-derivative based partial differential equation (ND-PDE) extrapolation. For example, suppose that we seek to extrapolate a scalar field $q$ from the region where $\phi \leq 0$ to the region where $\phi>0$. In the case of a quadratic extrapolation, we first compute $q_{\boldsymbol{n} \boldsymbol{n}}=\nabla(\nabla q \cdot \boldsymbol{n}) \cdot \boldsymbol{n}$ in the region $\phi \leq 0$ and extrapolate it across the interface in a constant fashion, that is, such that its normal derivative is zero in the region $\phi>0$, by solving the following partial differential equation:

$$
\begin{equation*}
\frac{\partial q_{n n}}{\partial \tau}+H(\phi)\left(\boldsymbol{n} \cdot \nabla q_{\boldsymbol{n} \boldsymbol{n}}\right)=0 \tag{3.2}
\end{equation*}
$$

where $H$ is the Heaviside function. Then, the value of $q$ across the interface is found by solving the following two partial differential equations:

$$
\begin{align*}
& \frac{\partial q_{\boldsymbol{n}}}{\partial \tau}+H(\phi)\left(\boldsymbol{n} \cdot \nabla q_{\boldsymbol{n}}-q_{\boldsymbol{n} \boldsymbol{n}}\right)=0  \tag{3.3}\\
& \frac{\partial q}{\partial \tau}+H(\phi)\left(\boldsymbol{n} \cdot \nabla q-q_{\boldsymbol{n}}\right)=0 \tag{3.4}
\end{align*}
$$

defining $q_{\boldsymbol{n}}$ in such a way that its normal derivative is equal to the previously extrapolated $q_{n \boldsymbol{n}}$ and then defining $q$ in such a way that its normal derivative is equal to the previously extrapolated $q_{n}$. These PDEs are solved in fictitious time $\tau$ for a few iterations (typically 15) since we only seek to extrapolate the values of $q$ in a narrow band of a few grid cells around the interface.

This extrapolation procedure produces accurate results in the case where the interface is smooth, but generates large error in the case where sharp geometric features occur, e.g. thin elongated shapes or interfaces with kinks as illustrated in sections 3.3 and 3.4.

### 3.2.3 Weighted-Cartesian-derivative based multidimensional PDE extrapolation

Instead of calculating the normal derivatives in the negative region before extrapolating them, we instead compute the derivatives in the Cartesian directions, extrapolate them and then construct the normal derivatives. Specifically, consider the following quantities, that are computed in the negative level-set region:

$$
\boldsymbol{q}_{\nabla}=\left(\begin{array}{l}
q_{x} \\
q_{y} \\
q_{z}
\end{array}\right) \quad \text { and the symmetric matrix } \quad \underline{\underline{\boldsymbol{Q}}} \underset{\nabla \nabla}{ }=\left(\begin{array}{ccc}
q_{x x} & q_{x y} & q_{x z} \\
q_{x y} & q_{y y} & q_{y z} \\
q_{x z} & q_{z y} & q_{z z}
\end{array}\right)
$$

Similar to the method described in the previous section, we extrapolate the elements of $\underline{\underline{\boldsymbol{Q}}}_{\nabla \nabla}$ in a constant fashion:

$$
\begin{equation*}
\frac{\partial \underline{\underline{\boldsymbol{Q}}}}{\partial \tau}+H(\phi)\left(\boldsymbol{n} \cdot \nabla \underline{\underline{\boldsymbol{Q}}}{ }_{\nabla \nabla}\right)=0 \tag{3.5}
\end{equation*}
$$

before successively solving the following equations:

$$
\begin{align*}
& \frac{\partial \boldsymbol{q}_{\nabla}}{\partial \tau}+H(\phi)\left(\boldsymbol{n} \cdot\left(\nabla \boldsymbol{q}_{\nabla}-\underline{\underline{\boldsymbol{Q}}}\right)\right)=0  \tag{3.6}\\
& \frac{\partial q}{\partial \tau}+H(\phi)\left(\boldsymbol{n} \cdot\left(\nabla q-\boldsymbol{q}_{\nabla}\right)\right)=0 \tag{3.7}
\end{align*}
$$

Note that now, the normal vector field $\boldsymbol{n}$ enters the equations merely as some sort of weighting factor. Thus, as long as field $q$ is sufficiently smooth this approach to multidimensional extrapolation is expected to produce accurate results even when the normal vector field $\boldsymbol{n}$ is not smooth (as is the case of domains with sharp features). To distinguish the proposed approach from the one in [6], we refer to it as the weighted-Cartesian-derivative based partial differential equation (WCD-PDE) extrapolation.

Remark: It is possible to construct cubic and even higher-order extrapolations following this approach as well, however one needs to keep in mind the rapidly growing computational cost, because an $m$-th order method requires solving advection equations for tensor variables of order up to $m(3 \times 3 \times 3$ for cubic, $3 \times 3 \times 3 \times 3$ for quartic, etc $)$.

### 3.2.4 Implementation details

In this work we demonstrate the proposed method on uniform Cartesian grids and our implementation follows very closely the one from [6] with just few differences. Consider a two dimensional computational grid with nodes defined as:

$$
\begin{aligned}
\boldsymbol{r}_{i, j}=\binom{x_{\min }+(i-1) \Delta x}{y_{\min }+(j-1) \Delta y}, \quad i \in\left[1 ; N_{x}\right], j \in\left[1 ; N_{y}\right] \\
\Delta x=\frac{x_{\max }-x_{\min }}{N_{x}-1}, \quad \Delta y=\frac{y_{\max }-y_{\min }}{N_{y}-1},
\end{aligned}
$$

where $\left[x_{\min } ; x_{\max }\right] \times\left[y_{\min } ; y_{\max }\right]$ denotes the computational domain, $N_{x}$ and $N_{y}$ are number of grid nodes in the Cartesian directions. Standard second-order accurate central difference formulas are used for calculating the normal vector field $\boldsymbol{n}(\boldsymbol{r})$ (in the entire domain) and derivatives (first and second) of $q$ in the negative region. Normal derivatives of $q$ are computed as:

$$
q_{\boldsymbol{n}}=\nabla q \cdot \boldsymbol{n} \quad \text { and } \quad q_{\boldsymbol{n} \boldsymbol{n}}=\boldsymbol{n} \cdot \nabla \nabla q \cdot \boldsymbol{n}+\boldsymbol{n} \cdot \nabla \boldsymbol{n} \cdot \nabla q .
$$

Since the first and second order derivatives of $q$ are not well-defined at all grid points where $\phi<0$ we replace the Heaviside function $\mathcal{H}(\phi)$ in equations (3.3), (3.6) and in equations (3.2), (3.5) with discrete fields $\mathcal{H}^{\phi, \nabla}$ and $\mathcal{H}^{\phi, \nabla \nabla}$, respectively, where:

$$
\begin{aligned}
\mathcal{H}_{i, j}^{\phi, \nabla} & =\left\{\begin{array}{l}
0, \text { if } \phi \leq 0 \text { at } \boldsymbol{r}_{i \pm 1, j}, \boldsymbol{r}_{i, j \pm 1}, \\
1, \text { otherwise },
\end{array}\right. \\
\mathcal{H}_{i, j}^{\phi, \nabla \nabla} & =\left\{\begin{array}{l}
0, \text { if } \phi \leq 0 \text { at } \boldsymbol{r}_{i \pm 1, j}, \boldsymbol{r}_{i, j \pm 1}, \boldsymbol{r}_{i \pm 1, j \pm 1}, \boldsymbol{r}_{i \pm 1, j \neq 1} \\
1, \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Applying an explicit first-order accurate in time discretization to equations (3.2)-(3.7) one obtains the following updating formulas:

$$
\begin{align*}
{\left[q_{\boldsymbol{n} \boldsymbol{n}}\right]_{i, j}^{k+1} } & =\left[q_{\boldsymbol{n} \boldsymbol{n}}\right]_{i, j}^{k}-\Delta \tau \mathcal{H}_{i, j}^{\phi, \nabla \nabla}\left(\left[\boldsymbol{n} \cdot \nabla q_{\boldsymbol{n} \boldsymbol{n}}\right]_{i, j}^{k}\right), \\
{\left[q_{\boldsymbol{n}}\right]_{i, j}^{k+1} } & =\left[q_{\boldsymbol{n}}\right]_{i, j}^{k}-\Delta \tau \mathcal{H}_{i, j}^{\phi, \nabla}\left(\left[\boldsymbol{n} \cdot \nabla q_{\boldsymbol{n}}\right]_{i, j}^{k}-\left[q_{\boldsymbol{n} \boldsymbol{n}}\right]_{i, j}\right),  \tag{3.8}\\
{[q]_{i, j}^{k+1} } & =[q]_{i, j}^{k}-\Delta \tau \mathcal{H}_{i, j}^{\phi}\left([\boldsymbol{n} \cdot \nabla q]_{i, j}^{k}-\left[q_{\boldsymbol{n}}\right]_{i, j}\right),
\end{align*}
$$

and

$$
\left.\begin{array}{rl}
{[\underline{\underline{\boldsymbol{Q}}}} & ]_{\nabla}\right]_{i, j}^{k+1}
\end{array}=[\underline{\underline{\boldsymbol{Q}}} \nabla \nabla]_{i, j}^{k}-\Delta \tau \mathcal{H}_{i, j}^{\phi, \nabla \nabla}\left([\boldsymbol{n} \cdot \nabla \underline{\underline{\boldsymbol{Q}}}]_{\nabla \nabla}\right]_{i, j}^{k}\right), \quad\left[\boldsymbol{q}_{\nabla}\right]_{i, j}^{k+1}=\left[\boldsymbol{q}_{\nabla}\right]_{i, j}^{k}-\Delta \tau \mathcal{H}_{i, j}^{\phi, \nabla}\left(\left[\boldsymbol{n} \cdot \nabla \boldsymbol{q}_{\nabla}\right]_{i, j}^{k}-\left[\boldsymbol{n} \cdot \underline{\underline{\boldsymbol{Q}}}{ }_{\nabla \nabla}\right]_{i, j}\right),
$$

When extrapolating first- and second-order derivatives (i.e. $q_{\boldsymbol{n}}, q_{\boldsymbol{n} \boldsymbol{n}}, \boldsymbol{q}_{\nabla}$ and $\underline{\underline{\boldsymbol{Q}}}{ }_{\nabla \nabla}$ ), firstorder spatial derivatives in the equations above are computed using first-order accurate upwind discretizations. For example, derivatives in the $x$-direction are approximated as:

$$
\left[n_{x} \partial_{x} f\right]_{i, j}^{k}=\left\{\begin{array}{l}
{\left[n_{x}\right]_{i, j} \frac{[f]_{i, j}^{k}-[f]_{i-1, j}^{k}}{\Delta x}+\mathcal{O}(\Delta x), \text { if }\left[n_{x}\right]_{i, j}>0}  \tag{3.10}\\
{\left[n_{x}\right]_{i, j} \frac{[f]_{i+1, j}^{k}-[f]_{i, j}^{k}}{\Delta x}+\mathcal{O}(\Delta x), \text { if }\left[n_{x}\right]_{i, j}<0}
\end{array}\right.
$$

where $f$ is $q_{\boldsymbol{n}}, q_{\boldsymbol{n} \boldsymbol{n}}, \boldsymbol{q}_{\nabla}$ or $\underline{\underline{\boldsymbol{Q}}}_{\nabla \nabla}$. This is sufficient to achieve second-order accuracy in the extended fields $q_{\boldsymbol{n}}$ and $\boldsymbol{q}_{\nabla}$. For extrapolation of the field $q$ itself (last equations in (3.8) and (3.9)), however, second-order accurate upwind discretizations are used. For example, derivatives in the $x$-direction are approximated as:

$$
\left[n_{x} \partial_{x} q\right]_{i, j}=\left\{\begin{array}{r}
{\left[n_{x}\right]_{i, j}\left(\frac{[q]_{i, j}-[q]_{i-1, j}}{\Delta x}+\frac{\Delta x}{2} \operatorname{minmod}\left(\left[q_{x x}\right]_{i, j},\left[q_{x x}\right]_{i-1, j}\right)\right)}  \tag{3.11}\\
+\mathcal{O}\left(\Delta x^{2}\right), \text { if }\left[n_{x}\right]_{i, j}>0 \\
{\left[n_{x}\right]_{i, j}\left(\frac{[q]_{i+1, j}-[q]_{i, j}}{\Delta x}-\frac{\Delta x}{2} \operatorname{minmod}\left(\left[q_{x x}\right]_{i, j},\left[q_{x x}\right]_{i+1, j}\right)\right)} \\
+\mathcal{O}\left(\Delta x^{2}\right), \text { if }\left[n_{x}\right]_{i, j}<0
\end{array}\right.
$$

where

$$
\operatorname{minmod}(a, b)= \begin{cases}0, & \text { if } a b \leq 0 \\ a, & \text { if }|a| \leq|b| \\ b, & \text { if }|b| \leq|a|\end{cases}
$$

Derivatives in the $y$-directions are approximated in a similar fashion. We note that approximation of derivatives is done in the same way for both, ND-PDE and WCD-PDE, extrapolation methods. The difference between the approaches lies in which quantities are extended over interfaces.

Since in the new method the approximation of second-order derivatives in all Cartesian directions are already available during solving the $\operatorname{PDE}$ for $q$, the minmod corrections in (3.11) can be computed only once during first iteration and reused in subsequent iterations, reducing the cost of each iteration by approximately 2 times. Specifically, the total count of arithmetic operations to compute $[q]_{i, j}^{k+1}$ using the ND-PDE method is approximately 22 in two spatial dimensions and 32 in three spatial dimensions, while for the WCD-PDE method the total count is 10 and 14, correspondingly. Thus, if we denote as $T$ the cost of solving a single advection equation using first-order accurate approximations of derivatives, then the total cost of performing quadratic extrapolation
using the ND-PDE method is approximately $(1+1+2) T=4 T$ in two and three spatial dimensions, while the total cost of performing quadratic extrapolation using the WCDPDE method is $(3+2+1) T=5 T$ in two spatial dimensions and $(6+3+1) T=10 T$ in three spatial dimensions.

Equations (3.8) and (3.9) are iterated in the fictitious time $\tau$ until steady-state. Time step $\Delta \tau$ is chosen based on consideration of satisfying the CFL condition as:

$$
\Delta \tau=\frac{\min (\Delta x, \Delta y)}{2} \quad \text { and } \quad \Delta \tau=\frac{\min (\Delta x, \Delta y, \Delta z)}{3}
$$

in two and three spatial dimensions, respectively. Iterations are terminated when the maximum difference between two successive steps $\max _{i, j}\left|[f]_{i, j}^{k+1}-[f]_{i, j}^{k}\right|$ within the band of interest, that is, among all grid nodes within the distance of $2 \sqrt{\Delta x^{2}+\Delta y^{2}}$ (or $2 \sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}$ in three spatial dimensions) around the domain boundary, is less than a specified tolerance $\epsilon_{\text {tol }}=10^{-12}$.

Remark. Since in the proposed approach there is no need to recalculate second derivatives and apply the nonlinear minmod operator at every iteration, it is possible to obtain the steady-state solution of the advection equations in an implicit fashion. This could be very beneficial in cases when a good guess for the extended field is available (for example, solutions from preceding time instants in time-dependent problems). Such an approach will be explored in future works.

Remark. In case of linear extrapolations, the first equations in (3.8) and (3.9) are not solved, in second equations $\left[q_{\boldsymbol{n} \boldsymbol{n}}\right]_{i, j}$ and $\left[\underline{\underline{\boldsymbol{Q}}}{ }_{\nabla \nabla}\right]_{i, j}$ are set to zero and first-order accurate
formulas (3.10) are used during the extrapolation of both field $q$ and its derivatives for more efficient computations.

## Extension to adaptive Quad-/Oc-tree grids

The methodology introduced in this work can be trivially extended to Quad-/Oc-tree data structures. Specifically, we sample data fields at nodes of Quad-/Oc-tree grids and use the second-order accurate discretizations of [100] for regions where grids are nonuniform. A band of uniform grids are usually imposed near the interface in practical free boundary applications (see Fig. 3.1). In this case the extrapolation within some neighborhood around the interface (where it is primarily required) is as accurate as for uniform grids, however, the extrapolation procedure is much faster on adaptive grids for their significant reduction in the total number of grid points.


Figure 3.1: Examples of uniform (left) and adaptive (right) Cartesian grids for a circular interface.

### 3.3 Numerical Results in Two Spatial Dimensions

We consider four physical domains: a disk, a star shape, a union of two disks and an intersection of two disks (see figure 3.2). The disk is a smooth interface for which the approach of [6] performs well. The star-shape domain is an example where regions of high curvature are present (crest and trough of the wavy shape). The union/intersection of two disks are examples where kinks occur and illustrate the case of typical free boundary simulations where changes in topology occur. The definition of those domains are given by the level-set functions:

$$
\begin{aligned}
& \phi_{0}(x, y)= \sqrt{x^{2}+y^{2}}-0.501 \\
& \phi_{1}(x, y)= \sqrt{x^{2}+y^{2}}-0.501-0.25 \frac{y^{5}+5 x^{4} y-10 x^{2} y^{3}}{\left(x^{2}+y^{2}\right)^{\frac{5}{2}}} \\
& \phi_{2}(x, y)= \min \left(\sqrt{(x+.1)^{2}+(y+.3)^{2}}-0.501\right. \\
&\left.\quad \sqrt{(x-.2)^{2}+(y-.2)^{2}}-0.401\right) \\
& \phi_{3}(x, y)=\max \left(\sqrt{x^{2}+y^{2}}-0.501, \sqrt{(x-.4)^{2}+(y-.3)^{2}}-0.401\right),
\end{aligned}
$$



Figure 3.2: Computational domains considered in section 3.3.
In each case we consider a computational domain $\Omega=(-1,1) \times(-1,1)$. We define the function $q=\sin (\pi x) \cos (\pi y)$ inside every domain and extrapolate it in the outside region.

Then the maximum difference between the exact values of $q$ and extrapolated ones, that is, the $L^{\infty}$ norm of the error, is computed within a band of thickness $2 \sqrt{\Delta x^{2}+\Delta y^{2}}$ in the outside regions. Figures 3.3 and 3.4 summarize the convergence behavior of the NDPDE approach of [6] and the proposed WCD-PDE approach. Figure 3.5 demonstrates the error distribution for both methods in the case of the quadratic extrapolation on a $128^{2}$ grid.


Figure 3.3: Accuracy of the linear extrapolation (in the $L^{\infty}$ norm) in two spatial dimensions measured in a narrow band of thickness $2 \sqrt{\Delta x^{2}+\Delta y^{2}}$ around an interface using the approach of [6] and the proposed approach.


Figure 3.4: Accuracy of the quadratic extrapolation (in the $L^{\infty}$ norm) in two spatial dimensions measured in a narrow band of thickness $2 \sqrt{\Delta x^{2}+\Delta y^{2}}$ around an interface using the approach of [6] and the proposed approach.

In case of the smooth domain $\Omega_{0}$ (disk), both approaches produce almost indistin-


Figure 3.5: Comparison of error distributions in the case of the quadratic extrapolation on a $128^{2}$ grid. Top row: the approach of [6]. Bottom row: the present approach. In each case the error is multiplied by a factor of 30 for visualization purpose.
guishable results attaining second- and third-order rates of convergence for the linear and quadratic extrapolation, respectively.

For the high-curvature domain $\Omega_{1}$ (star), both methods still reach optimal orders of convergence; however the ND-PDE approach demonstrates the optimal order of convergence only at relatively high grid resolutions when all geometric features are well-resolved. Moreover, for a given grid resolution the WCD-PDE approach produces results that are more than one order of magnitude more accurate in the case of the linear extrapolation and almost three orders of magnitude more accurate in the case of the quadratic extrapolation compared to the ND-PDE approach. Figure 3.5b shows that the ND-PDE approach produces very large errors near regions with the highest curvature, while the error in the case of the WCD-PDE approach is much smaller and exhibits very little variation throughout all regions around the interface.

The results are even more significantly improved with the proposed approach in the case of interfaces with kinks $\Omega_{2}$ (union) and $\Omega_{3}$ (intersection). Figures 3.5c and 3.5d show that the ND-PDE method of [6] produces large errors near kinks; those errors are significantly reduced with the WCD-PDE approach. In particular, Figures 3.3c-d and 3.4c-d demonstrate that the second-order (third-order) accuracy of the linear (quadratic) extrapolations are recovered with the proposed approach; the rates of convergence for the approach of [6] are close to first order, which corresponds to the constant extrapolation, due to the fact that errors near kinks do not decrease despite grid refinement and the apparent first order of convergence is only because the neighborhood in which errors are computed is shrinking closer to the domain.

### 3.4 Numerical Results in Three Spatial Dimensions

We consider three different domains, $\tilde{\Omega}_{1}, \tilde{\Omega}_{2}$ and $\tilde{\Omega}_{3}$, that present high-curvature features or kinks in three spatial dimensions. In addition, we consider a smooth spherical domain $\tilde{\Omega}_{0}$ with center $(0,0,0)$ and radius 0.501 . The definition of those domains are given by the level-set functions:

$$
\begin{aligned}
& \tilde{\phi}_{0}(x, y, z)=\sqrt{x^{2}+y^{2}+z^{2}}-0.501, \\
& \tilde{\phi}_{1}(x, y, z)=\sqrt{x^{2}+y^{2}+z^{2}}-0.501-0.15 \frac{y^{5}+5 x^{4} y-10 x^{2} y^{3}}{\left(x^{2}+y^{2}+z^{2}\right)^{\frac{5}{2}}} \cos \left(\frac{\pi}{2} \frac{z}{0.501}\right), \\
& \tilde{\phi}_{2}(x, y, z)=\min \left(\sqrt{(x+.1)^{2}+(y+.3)^{2}+(z+.2)^{2}}-0.501,\right. \\
& \left.\quad \sqrt{(x-.2)^{2}+(y-.2)^{2}+(z-.1)^{2}}-0.401\right), \\
& \tilde{\phi}_{3}(x, y, z)=\max \left(\sqrt{x^{2}+y^{2}+z^{2}}-0.501,\right. \\
& \left.\quad \sqrt{(x-.4)^{2}+(y-.3)^{2}+(z-.2)^{2}}-0.401\right),
\end{aligned}
$$

Figure 3.6 depicts those domains along with the octree grid refined near their boundaries.


Figure 3.6: Irregular domains considered in section 3.4 along with the octree grids refined near their boundaries.

Similar to the two-dimensional examples, we consider a computational domain $\Omega=$ $(-1,1)^{3}$. We extrapolate the function $q=\sin (\pi x) \cos (\pi y) \exp (z)$ from the inside to the outside for every domain and compute the difference between the exact values of $q$ and the extrapolated ones, that is, the $L^{\infty}$ norm of the error, within a band of thickness $2 \sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}$ in the outside region.

Conclusions similar to the two dimensional case can be drawn from the results in figures 3.7 and 3.8. Specifically, for a smooth and well-resolved domain $\tilde{\Omega}_{0}$ (sphere) both


Figure 3.7: Accuracy of the linear extrapolation (in the $L^{\infty}$ norm) in three spatial dimensions measured in a narrow band of thickness $2 \sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}$ around an interface using the approach of [6] and the proposed approach.


Figure 3.8: Accuracy of the quadratic extrapolation (in the $L^{\infty}$ norm) in three spatial dimensions measured in a narrow band of thickness $2 \sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}$ around an interface using the approach of [6] and the proposed approach.
approaches produce almost indistinguishable results with optimal order of convergence (second and third for the linear and quadratic extrapolations, respectively). When the interface curvature is high ( $\tilde{\Omega}_{1}$, star) the WCD-PDE approach produce extrapolated fields that are several orders of magnitude more accurate than for the ND-PDE approach. For geometries with sharp features $\tilde{\Omega}_{2}$ (union) and $\tilde{\Omega}_{3}$ (intersection) only the WCD-PDE approach demonstrates optimal orders of convergence, while for the ND-PDE approach the rate of convergence is stuck to 1 .

### 3.5 Application to Solving the Diffusion Equation in Time-Dependent Domains

In order to illustrate the importance of accurate extrapolation near sharp corners in moving interface problems, we present a simple example of solving diffusion equation around a moving object that may have a non-smooth boundary. Specifically, we consider a two-dimensional rectangular region $[-1 ; 1] \times[-1 ; 1]$ and an object that moves diagonally from its starting position at $\left(x_{s}, y_{s}\right)=(-0.51,0.52)$ at time $t=0$ to the final position $\left(x_{f}, y_{f}\right)=(0.49,-0.48)$ at time $t=1$ while making half a turn around its center as demonstrated in Figure 3.9. A diffusion equation subject to Neumann boundary conditions is solved in the rectangular box excluding the region occupied by the moving object. While the problem at hand does not correspond to any specific practical application, it represents a prototypical situation arising in simulation of more relevant (and more complex) processes and at the same time allows a precise analysis of numerical errors. Note that a non-deformable shape is considered for the sake of simplicity, we expect the main conclusions to hold true in more general cases, e.g. multiphase flow with triple junction points.

The Eulerian framework is employed, more precisely, the region $[-1 ; 1] \times[-1 ; 1]$ is discretized into a static uniform rectangular grid with $N$ nodes in each Cartesian direction
while the object is implicitly described by a time-dependent level-set function.


Figure 3.9: Problem geometry in diffusion equation example from Section 3.5.

Suppose the shape of the moving object in its local system of coordinate $\boldsymbol{\xi}$ is described by a level-set function $\phi_{0}(\boldsymbol{\xi})$ (such that $\phi_{0}(\boldsymbol{\xi})>0$ inside the object). Then the object's motion in the global system of coordinates $\boldsymbol{r}$ can be expressed by a time-dependent levelset function $\phi(t, \boldsymbol{r})=\phi_{0}(\boldsymbol{\xi}(t, \boldsymbol{r}))$, where global-to-local coordinate transformation $\boldsymbol{\xi}(t, \boldsymbol{r})$ is given by:

$$
\boldsymbol{\xi}(t, \boldsymbol{r})=\binom{\xi(t, \boldsymbol{r})}{\eta(t, \boldsymbol{r})}=\binom{x-\left(x_{s}+t\left(x_{f}-x_{s}\right)\right)}{y-\left(y_{s}+t\left(y_{f}-y_{s}\right)\right)}\left(\begin{array}{cc}
\cos (\pi t) & \sin (\pi t) \\
-\sin (\pi t) & \cos (\pi t)
\end{array}\right) .
$$

The solution domain $\Omega(t)$ can then be defined as:

$$
\Omega(t)=\{\boldsymbol{r} \in[-1 ; 1] \times[-1 ; 1]: \phi(t, \boldsymbol{r})<0\} .
$$

The boundary of the computational box is denoted as $\partial \Omega$ and the boundary of the moving object is denoted as $\Gamma(t)$.

In order to investigate the influence of non-smooth interface, we consider two choices
of moving object, one having a smooth boundary, a disk of radius 0.25 , and another one having a non-smooth boundary, a union of two disk with radii 0.25 and 0.175 , motivated by multimaterial compound bubbles. In the first case the level-set function of the object is given by (in the local system of coordinates):

$$
\phi_{0}^{\text {smooth }}(\boldsymbol{\xi})=(\boldsymbol{\xi})=r_{0}-\sqrt{\xi^{2}+\eta^{2}}
$$

while in the latter case:

$$
\phi_{0}^{\text {non-smooth }}(\boldsymbol{\xi})=\max \left(r_{0}-\sqrt{\left(\xi+\xi_{0}\right)^{2}+\eta^{2}}, r_{0} q-\sqrt{\left(\xi-\xi_{0}\right)^{2}+\eta^{2}}\right)
$$

where $r_{0}=0.25, \xi_{0}=\frac{1}{2} r_{0} \sqrt{1+q^{2}}$ and $q=0.7$.
We choose the following test solution:

$$
u(t, \boldsymbol{r})=\sum_{i=0}^{3} \sum_{j=0}^{3} a_{i, j} \cos \left(\frac{i \pi}{2}(x+1)\right) \cos \left(\frac{j \pi}{2}(y+1)\right) \exp \left(-D \frac{\pi^{2}}{4}\left(i^{2}+j^{2}\right) t\right)
$$

with

$$
\left(\begin{array}{cccc}
a_{0,0} & a_{0,1} & a_{0,2} & a_{0,3} \\
a_{1,0} & a_{1,1} & a_{1,2} & a_{1,3} \\
a_{2,0} & a_{2,1} & a_{2,2} & a_{2,3} \\
a_{3,0} & a_{3,1} & a_{3,2} & a_{3,3}
\end{array}\right)=\left(\begin{array}{cccc}
-0.5 & -0.1 & -0.5 & 0.6 \\
-0.6 & -0.5 & -0.1 & -0.1 \\
0.2 & -0.2 & -0.2 & 0.4 \\
0.1 & -0.9 & 0.8 & 0.4
\end{array}\right),
$$

which satisfies a homogeneous diffusion equation:

$$
\begin{equation*}
\partial_{t} u=D \nabla^{2} u, \quad \text { for } t \in[0,1], \boldsymbol{r} \in \Omega(t) \tag{3.12}
\end{equation*}
$$

with initial conditions:

$$
u(0, \boldsymbol{r})=\sum_{i=0}^{3} \sum_{j=0}^{3} a_{i, j} \cos \left(\frac{i \pi}{2}(x+1)\right) \cos \left(\frac{j \pi}{2}(y+1)\right), \quad \text { for } \boldsymbol{r} \in \partial \Omega(0)
$$

and boundary conditions:

$$
\begin{array}{ll}
D \partial_{\boldsymbol{n}} u=0, & \text { for } t \in[0,1], \boldsymbol{r} \in \partial \Omega \\
D \partial_{\boldsymbol{n}} u=g(t, \boldsymbol{r}), & \text { for } t \in[0,1], \boldsymbol{r} \in \Gamma(t)
\end{array}
$$

where function $g(t, \boldsymbol{r})$ is given by:

$$
g(t, \boldsymbol{r})=D \frac{\nabla \phi(t, \boldsymbol{r}) \cdot \nabla u(t, \boldsymbol{r})}{|\nabla \phi(t, \boldsymbol{r})|}
$$

The time range $[0 ; 1]$ is discretized into time layers $t_{n}, n=0,1,2 \ldots$, where the time step between adjacent time layers $\Delta t_{n+1}=t_{n+1}-t_{n}$ is determined such that the maximum displacement of the moving object boundary during the given time step is expected not to exceed a user-defined fraction $f$ of the grid cell diagonal $\sqrt{\Delta x^{2}+\Delta y^{2}}$, that is:

$$
\Delta t_{n+1}=\frac{f \sqrt{\Delta x^{2}+\Delta y^{2}}}{\max _{\Gamma\left(t_{n}\right)} v_{\boldsymbol{n}}\left(t_{n}, \boldsymbol{r}\right)}
$$

where $v_{\boldsymbol{n}}$ denotes the normal velocity of the object's boundary. Specifically, in this example $f=0.8$ is taken.

We use the second-order variable-step backward differentiation formula (BDF2) for discretizing the diffusion equation (3.12) in time, that is:

$$
\begin{equation*}
\left(\alpha_{0}-\Delta t_{n} \nabla^{2}\right) u^{n}=-\alpha_{1} u^{n-1}-\alpha_{2} u^{n-2} \tag{3.13}
\end{equation*}
$$

where

$$
\alpha_{0}=\frac{1+2 \rho}{1+\rho}, \quad \alpha_{1}=-(1+\rho), \quad \alpha_{2}=\frac{\rho^{2}}{1+\rho} \quad \text { and } \quad \rho=\frac{\Delta t_{n}}{\Delta t_{n-1}},
$$

and use the superconvergent second-order accurate method of [18] (which is specifically designed to handle irregular domains with non-smooth boundaries) for solving the resulting Poisson-type equation (3.13).

Solution of equation (3.13) produces values of $u^{n}$ at all grid nodes that belong to the current solution domain $\Omega\left(t_{n}\right)$. However, as the object moves in time some of grid nodes outside of $\Omega\left(t_{n}\right)$ may become part of $\Omega\left(t_{n+1}\right)$ or $\Omega\left(t_{n+2}\right)$ and solving at subsequent time layers $t_{n+1}$ and $t_{n+2}$ would require valid values of $u^{n}$ at such grid nodes. This is typically addressed in free boundary value problems by smoothly extrapolating $u^{n}$ into some neighborhood of $\Omega\left(t_{n}\right)$. In this example we quadratically extrapolate solutions using both the proposed in this work WCD-PDE approach and the ND-PDE approach of [6]. Also, since solving Poisson-type equations on irregular domains produces additional errors, we generate a reference solution where instead of performing extrapolation of numerical values we fill the grid nodes outside of the current solution domain $\Omega\left(t_{n}\right)$ with exact values given by the analytical solution.

We investigate the influence of extrapolation procedures on the accuracy of the numerical solution and its gradient. In order not to measure the error of extrapolation procedure itself but rather only its influence on solving the diffusion equation, the solution error at time layer $t_{n}$ is calculated only for grid nodes in $\Omega\left(t_{n}\right)$ and the gradient is calculated only using values from $\Omega\left(t_{n}\right)$ as well.

Obtained results are summarized in Figures 3.10, 3.11, 3.12 and 3.13. Figures 3.10 and 3.11 show error distributions at the final time $t=1$ on a $128^{2}$ grid. As one can see, for a smooth moving object (Fig. 3.10) using either the ND-PDE extension or the WCD-PDE one, results in errors that are very close to ones of the reference solution, while for a non-smooth moving object (Fig. 3.11) the WCD-PDE extension produces a much more accurate solution that is also very close to the reference one, whereas using the ND-PDE extension results in a significant accumulation of errors in the wake of the moving object. More quantitative conclusions can be drawn from the convergence studies shown in Figures 3.12 and 3.13, in which the dependence of the error in the $L^{\infty}$ norm for both numerical solution and its gradient on the grid resolution is presented. In case of a smooth moving object (Fig. 3.12) both extension methods lead to second-order convergence both in the numerical solutions and its gradient (as what is expected from the superconvergent method of [18]) with magnitude of errors being very close to the ones of the reference solution. In case of a non-smooth moving object (Fig. 3.13) the accuracy of numerical solutions obtained using the ND-PDE extension degrades severely showing only first-order convergence in the solution itself and non-convergence in the gradient. At the same time the accuracy of computations based on the proposed WCDPDE extension seems affected very slightly by the presence of sharp corners, retaining the second-order convergence in the numerical solution and its gradient with errors very close to the reference solution.

Remark: Note that the presented in this work extrapolation approach is designed

(a) Using exact values

(b) Using method of [6]

(c) Using proposed method

Figure 3.10: Error distribution at the final time moment $(t=1)$ in case of a smooth moving object using different extrapolation approaches.


Figure 3.11: Error distribution at the final time moment $(t=1)$ in case of a non-smooth moving object using different extrapolation approaches.



Figure 3.12: Accuracy of solving diffusion equation (in the $L^{\infty}$ norm) in case of a smooth moving object using different extrapolation approaches.
for extending smooth scalar fields (as in the present example). However, in general, solutions to partial differential equations in domains with sharp features may contain


Figure 3.13: Accuracy of solving diffusion equation (in the $L^{\infty}$ norm) in case of a nonsmooth moving object using different extrapolation approaches.
singularities. In such cases for best results the proposed extrapolation procedure should only be applied to the regular part of the solution, the singular part must be dealt with separately using special methods, for example, as in [175].

### 3.6 Conclusion

We have presented a numerical method for extrapolating scalar quantities across the boundaries of irregular domains that may present high-curvature features or kinks. Linear and quadratic extrapolations procedures produce second- and third-order accurate results in the $L^{\infty}$ norm, respectively and do so regardless of the irregularity of the boundaries, i.e. boundaries with kinks can readily be considered. These procedures are effective in both two and three spatial dimensions and can be implemented on quadtree and octree Cartesian grids. We have shown through numerical examples that errors associated with extrapolations can be reduced by several orders of magnitude in some cases, compared with the approach of [6] commonly used in level-set methods. We have also presented
an example of solving a diffusion equation on evolving domains in order to highlight the importance of accurate extrapolation near sharp geometric features for practical applications. The numerical method we introduced is based on solving PDEs in pseudotime, but we note that static solutions based on an implicit approach like Fast Marching or Fast Sweeping could be obtained and we expect the results to follow the same general behavior as that presented in the current manuscript.

## Chapter 4

## Sharp-Interface Simulations of

## Multialloy Solidification

### 4.1 Introduction

Multicomponent alloys play a significant role in several areas of engineering such as energy, transportation, and propulsion due to their superior thermomechanical properties compared to pure materials. The exploration of novel multicomponent alloys with desired properties is hindered by the high dimensional nature of the parameter search space formed by all possible combinations of alloy components. As a consequence, accurate and reliable computational tools have a potential to significantly accelerate the discovery in this area. While a range of problems at multiple scales from atomistic to macroscopic require the numerical investigation, in this work we focus on the simulation of solidification
processes. The importance of this problem comes from the fact that the microstructure evolution and solutal segregation occurring during manufacturing processes have a strong influence on the resulting thermomechanical properties. There are several difficulties associated with the numerical simulation of such phenomena: the multiscale nature of the process, the highly irregular shape of the moving solidification front, the necessity of solving the system of non-linearly coupled PDEs.

Given the importance of the predictive modeling of solidification phenomena a great number of numerical approaches have been reported in the literature. These computational methods can be categorized in three categories: cellular automata methods [131], phase-field methods [84, 86, 156], and sharp-interface methods [179, 159]. Each of these frameworks has its own advantages and disadvantages. Cellular automata methods are computationally efficient however they are not based on physical equations of solidification but rather on special rules for interactions between automata. In phase field models the solid-liquid interface is described as a smooth transition of a "phase-field" variable, which allows efficient numerical implementations that do not require any specialized methods for dealing with moving interfaces. The phase field theory of solidification is mathematically well-justified and guarantees convergence to the sharp-interface equations as the transition width of the solid-liquid interface approaches zero, however, which is difficult to achieve in practice. The sharp-interface methods are expected to be the most accurate mathematically, however, are harder to develop. They require numerical capabilities for explicit handling of evolving interfaces and solving nonlinear systems of

PDEs in irregular domains. So far only cases of binary alloys have been successfully modeled [159, 179].

In this chapter we present a computational method for the simulation of the solidification of multicomponent alloys based on the sharp-interface formulation of the governing equations. Contrary to the case of binary alloys where a fixed point iteration is adequate [159], we propose a Newton-type approach to solve the nonlinear system of coupled PDEs arising from the time discretization of the governing equations. A combination of spatially adaptive quadtree grids, Level-Set Method, and sharp-interface numerical methods for imposing boundary conditions is used to accurately and efficiently resolve the complex behavior of the solidification front. We validate the proposed computational method on the case of axisymmetric radial solidification admitting an analytical solution and show that the overall method's accuracy is close to second order. Finally, we perform numerical experiments for the directional solidification of a Co-Al-W ternary alloy with a phase diagram obtained from the PANDAT ${ }^{\mathrm{TM}}$ thermodynamic database and analyze the solutal segregation dependence on the processing conditions and alloy properties.

The rest of this chapter is organized in the following way. In section 4.2 we briefly introduce the basic mathematical model of the multialloy solidification. Section 4.3 describes the overall computational approach including the proposed Newton-type method for solving the nonlinearly coupled system of PDEs as well as numerical implementation aspects. Section 4.4 presents validation tests and application of the proposed method for investigation of solutal segregation of a Co-Al-W alloy. Finally, in 4.5 we draw conclusions
and discuss future work.

### 4.2 Physical Model

In this section we briefly present a mathematical model of the alloy solidification used in this work. For a detailed discussion on the theory of crystallization processes, we refer the interested reader to monograph [37].

Consider the solidification of an alloy containing $N+1$ different elements: a solvent that constitutes majority of the alloy and $N$ solutes. Specifically, we assume that the process occurs in a rectangular domain $\Omega$ (possibly periodic in some directions). In this work we consider a mathematical model describing crystallization processes at the macroscopic level without resolving atomistic details. Thus, the transition between solid and liquid phases is assumed to be sharp. We denote this interphase boundary as $\Gamma$ and regions of $\Omega$ occupied by solid and liquid phases as $\Omega_{s}$ and $\Omega_{l}$, correspondingly, as demonstrated in Figure 4.1. The outward normal vectors to the boundaries of $\Omega_{l}$ and $\Omega_{s}$ are denoted as $\boldsymbol{n}_{l}$ and $\boldsymbol{n}_{s}$, respectively. The normal vector to interface $\Gamma$ directed from the solid to the liquid is denoted as $\boldsymbol{n}$. Note that $\boldsymbol{n}=\boldsymbol{n}_{s}=-\boldsymbol{n}_{l}$ on $\Gamma$.

As time $t$ proceeds, the solidification front, $\Gamma=\Gamma(t)$, evolves with a normal velocity $v_{\boldsymbol{n}}=v_{\boldsymbol{n}}(t, \boldsymbol{r}), \boldsymbol{r} \in \Gamma$, according to the crystallization kinetics. In the case of pure substances the process is mainly governed by the thermal transport: the phase transition occurs at the freezing temperature (that may depend on the curvature and normal velocity of the solid-liquid interface) and releases the latent heat which is transported


Figure 4.1: Notation used in this work demonstrated on examples of crystal growth from a seed (left) and directional solidification (right).
away by the thermal diffusion and, possibly, advection. The case of multicomponent substances, like metal alloys, is complicated by the transport of species in a two-way coupling: on the one hand, freezing temperatures depend on the local alloy composition, on the other hand, the advancing crystallization front affects concentration fields due to solute-rejection phenomena.

Thus, at any given moment of time $t$ at every point $\boldsymbol{r} \in \Omega$ the alloy is characterized by the local temperature $T=T(t, \boldsymbol{r})$ and the composition $C_{J}=C_{J}(t, \boldsymbol{r}), J \in[1, N]$, where $C_{J}$ denotes the $J$ th solute's concentration. For convenience, since temperature and concentration fields are not generally smooth and/or continuous across interphase boundaries, we use a separate set of fields for each of the two phases, that is:

$$
\begin{aligned}
T(t, \boldsymbol{r}) & = \begin{cases}T_{l}(t, \boldsymbol{r}), & \boldsymbol{r} \in \Omega_{l}(t) \\
T_{s}(t, \boldsymbol{r}), & \boldsymbol{r} \in \Omega_{s}(t)\end{cases} \\
C_{J}(t, \boldsymbol{r}) & =\left\{\begin{array}{ll}
C_{l J}(t, \boldsymbol{r}), & \boldsymbol{r} \in \Omega_{l}(t) \\
C_{s J}(t, \boldsymbol{r}), & \boldsymbol{r} \in \Omega_{s}(t)
\end{array}, \quad J \in[1, N],\right.
\end{aligned}
$$

where subscripts ${ }_{s}$ and ${ }_{l}$ denote quantities in solid and liquid phases, respectively.
Suppose, at some initial time $t=t_{0}$ the state of the system is described by the
following initial conditions:

$$
\begin{array}{rlrl}
\Gamma\left(t_{0}\right) & =\Gamma_{0}, & & \\
T_{\nu}\left(t_{0}, \boldsymbol{r}\right) & =T_{0 \nu}(\boldsymbol{r}), & \boldsymbol{r} \in \Omega_{\nu}\left(t_{0}\right), &  \tag{4.1}\\
\nu=s, l, & \\
C_{\nu J}\left(t_{0}, \boldsymbol{r}\right) & =C_{0 \nu J}(\boldsymbol{r}), & \boldsymbol{r} \in \Omega_{\nu}\left(t_{0}\right), & \nu=s, l, \quad J \in[1, N],
\end{array}
$$

where $\Gamma_{0}, T_{0_{\nu}}(\boldsymbol{r})$, and $C_{0 \nu J}(\boldsymbol{r})$ describe the initial solid-liquid interface, temperature field and concentration fields. In the absence of convective effects the transport of heat and species is described by diffusion equations:

$$
\begin{align*}
& \rho_{\nu} c_{p_{\nu}} \partial_{t} T_{\nu}-\lambda_{\nu} \nabla^{2} T_{\nu}=0, \boldsymbol{r} \in \Omega_{\nu}(t),  \tag{4.2}\\
& \partial_{t} C_{\nu J}-D_{\nu J} \nabla^{2} C_{\nu J}=0, \boldsymbol{r} \in \Omega_{\nu}(t),  \tag{4.3}\\
& \nu=s, l, \quad J \in[1, N],
\end{align*}
$$

where $\rho_{\nu}, c_{p_{\nu}}$, and $\lambda_{\nu}, \nu=s, l$, are the density, the specific heat, and the heat conductivity of liquid and crystallized alloys; $D_{\nu J}, \nu=s, l$, are the $J$ th solute's diffusivity in liquid and solid phases, respectively. We assume alloy parameters $\rho_{\nu}, c_{p_{\nu}}, \lambda_{\nu},\left\{D_{\nu J}\right\}_{J=1}^{N}, \nu=s, l$, to be constant.

Since for typical metal alloys the diffusion of solutes in the solid phase is several orders of magnitude slower than in the liquid phase we neglect the species transport in the solid, that is, $D_{s . J}=0, J \in[1, N]$. As a result, diffusion equations for the concentration fields (4.3) only need to be solved in the liquid.

Temperature and concentration fields must satisfy several conditions on the solidification front $\Gamma$. We assume that the phase transition occurs at the thermodynamic equilibrium, that is, the temperature is continuous across the solidification front: ${ }^{1}$
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$$
\begin{equation*}
[T]=0, \quad \boldsymbol{r} \in \Gamma(t) \tag{4.4}
\end{equation*}
$$

\]

and satisfies the Gibbs-Thomson relation:

$$
\begin{equation*}
T_{l}=T_{l i q}\left(C_{l 1}, \ldots, C_{l N}\right)+\epsilon_{v}(\boldsymbol{n}) v_{\boldsymbol{n}}+\epsilon_{c}(\boldsymbol{n}) \kappa, \quad \boldsymbol{r} \in \Gamma(t), \tag{4.5}
\end{equation*}
$$

where $T_{l i q}=T_{l i q}\left(C_{l 1}, \ldots, C_{l N}\right)$ describes the liquidus surface of the alloy (i.e., melting temperature at a given composition), terms $\epsilon_{c}(\boldsymbol{n})$ and $\epsilon_{v}(\boldsymbol{n})$ account for the curvature and kinetic undercoolings, and $\kappa$ is the front's mean curvature. Usually $T_{l i q}$ is assumed to be a linear function of solutal concentrations:

$$
T_{l i q}\left(C_{l 1}, \ldots, C_{l N}\right)=T_{m}+m_{l 1} C_{l 1}+\ldots+m_{l N} C_{l N}
$$

where $T_{m}$ is the melting temperature of the pure solvent and $m_{l 1}, \ldots, m_{l N}$ are constants called the liquidus slopes corresponding to each of the solutes. However, this work is not restricted to such a case and considers $T_{l i q}\left(C_{l 1}, \ldots, C_{l N}\right)$ an arbitrary function (hence, the liquidus slopes $m_{l J}=\frac{\partial T_{l i q}}{\partial C_{l J}}, J \in[1, N]$, are no longer constants but functions of the local composition as well). Specifically, for the simulation results presented later in this work the data from the PANDAT ${ }^{\mathrm{TM}}$ thermodynamic database was used.

Note that undercooling coefficients $\epsilon_{c}(\boldsymbol{n})$ and $\epsilon_{v}(\boldsymbol{n})$ may depend on the normal vector $\boldsymbol{n}$ to the solidification front accounting in such a way for specific crystalline structures of alloys. For example, a two-dimensional four-fold crystalline structure is commonly described as:

$$
\begin{aligned}
& \epsilon_{c}(\boldsymbol{n})=\varepsilon_{c}\left(1-15 \varepsilon \cos \left(4 \cos ^{-1}\left(\boldsymbol{n} \cdot \boldsymbol{n}_{0}\right)\right)\right), \\
& \epsilon_{v}(\boldsymbol{n})=\varepsilon_{v}\left(1-15 \varepsilon \cos \left(4 \cos ^{-1}\left(\boldsymbol{n} \cdot \boldsymbol{n}_{0}\right)\right)\right),
\end{aligned}
$$

where $\varepsilon_{c}$ and $\varepsilon_{v}$ are curvature and kinetic undercooling magnitudes, $\varepsilon$ is the degree of anisotropy and $\boldsymbol{n}_{0}$ is the preferred crystal growth direction.

The thermal balance at the interface leads to the following (Stefan) condition:

$$
\begin{equation*}
\left[\lambda \partial_{\boldsymbol{n}} T\right]=v_{\boldsymbol{n}} L_{f}, \quad \boldsymbol{r} \in \Gamma(t) \tag{4.6}
\end{equation*}
$$

where $L_{f}$ is the latent heat of fusion of the alloy. Note that, as commonly done, the change in surface energy due to stretching/contraction of the curved front's surface in the velocity field $v_{\boldsymbol{n}}$ is neglected in the above expression.

At the solidification front the compositions of liquid and solid phases are related to each other through chemical equilibrium. Typically such a relation is described by parameters called partition coefficients $k_{J}, J \in[1, N]$, which represent the ratios of component concentrations in solid and liquid phases, that is:

$$
C_{s J}=k_{J} C_{l J}, \quad \boldsymbol{r} \in \Gamma(t), \quad J \in[1, N] .
$$

Since in this work we do not restrict ourselves to linearized liquidus and solidus surfaces the partition coefficients are also assumed to depend on the local composition of the solidifying material, that is:

$$
k_{J}=k_{J}\left(C_{l 1}, \ldots, C_{l N}\right), \quad J \in[1, N] .
$$

The conservation of species at the solidification front lead to the following so-called solute-rejection equations

$$
\begin{equation*}
D_{l J} \partial_{\boldsymbol{n}_{l}} C_{l J}-\left(1-k_{J}\right) v_{\boldsymbol{n}} C_{l J}=0, \quad \boldsymbol{r} \in \Gamma(t), \quad J \in[1, N] . \tag{4.7}
\end{equation*}
$$

The type of boundary conditions (Dirichlet, Neumann or Robin) on the boundary of the solidification region $\Omega$, denoted as $\partial \Omega$, depends on particular physical circumstances. We assume that the total heat flux is specified and the boundary is impermeable to solutes:

$$
\begin{align*}
\lambda_{\nu} \partial_{\boldsymbol{n}_{\nu}} T_{\nu} & =g_{T_{\nu}}, & \boldsymbol{r} \in \Omega_{\nu} \cap \partial \Omega, & \nu=s, l, \\
D_{l J} \partial_{\boldsymbol{n}_{l}} C_{l J} & =0, & \boldsymbol{r} \in \Omega_{l} \cap \partial \Omega, & J \in[1, N], \tag{4.8}
\end{align*}
$$

where $g_{T_{\nu}}=g_{T_{\nu}}(t, \boldsymbol{r}), \nu=s, l$, are prescribed heat fluxes for liquid and solid phases. We note, however, that switching to boundary conditions of another type (Dirichlet or Robin) has minimal consequences on the computational method presented in this work.

To summarize, in this work we present a computational method for solving a multialloy solidification model in which the crystallization process is described by the temporal evolution of temperature fields $T_{\nu}=T_{\nu}(t, \boldsymbol{r}), \nu=s, l$, solutes' concentration fields $C_{l J}=C_{l J}(t, \boldsymbol{r}), J \in[1, N]$, and a solidification front $\Gamma=\Gamma(t)$ according to partial differential equations (4.2)-(4.3) with interface conditions (4.4)-(4.7) on $\Gamma$ and boundary conditions (4.8) on $\partial \Omega$.

### 4.3 Numerical Approach

In this section we present the overall numerical approach in detail, specifically:

1. We begin with discussing the temporal discretization of the system of governing equations and identify specific tasks needed to be performed during each time step (section 4.3.1).
2. Second, in section 4.3.2, we present a numerical method for solving the nonlinear system of elliptic PDEs resulted from the temporal discretization. The method is based on breaking down the system of nonlinearly coupled equations into a set of separate boundary value problems subject to classical boundary (Dirichlet, Neumann or Robin) and interface conditions.
3. Finally, section 4.3.3 provides a detailed description of specific methods we use for spatial discretization of the computational domain, evolving the solidification front in time, solving elliptic partial differential equations with different boundary and interface conditions on irregular interfaces.

### 4.3.1 Discretization in time

Consider a non-uniform discretization of time $\left\{t_{j}\right\}_{j \geq 0}$ with time steps $\left\{\Delta t_{j}=t_{j}-t_{j-1}\right\}_{i \geq 1}$ and denote the state of the system (i.e. temperature field, concentration fields, and location of the solidification front) at a time moment $t_{j}$ as $T_{\nu}^{j}, C_{l J}^{j}$ and $\Gamma^{j}, j \geq 0$. Given states of the system for $t_{j}, j<n$, the numerical solution at time instant $t_{n}$ is computed
in the following fashion.
First, the new front's location $\Gamma^{n}$ is obtained from $\Gamma^{n-1}$ in an explicit way based on values of the normal velocity at previous time moments $v_{\boldsymbol{n}}^{j}, j<n$, as discussed in section 4.3.3.

Secondly, equations (4.1)-(4.8) are solved implicitly for $T_{s}^{n}, T_{l}^{n},\left\{C_{l J}^{n}\right\}_{J=1}^{N}$ and $v_{n}^{n}$ in geometry defined by $\Gamma^{n}$. To this end, we use a second-order accurate implicit (BDF2) discretization in time. Let us write the approximation of the temporal derivative of a quantity $A$ at a time instant $t=t_{n}$ as:

$$
\begin{equation*}
\partial_{t} A^{n}=\frac{1}{\Delta t_{n}} \sum_{j \geq 0} a_{j} A^{n-j}+\mathcal{O}\left(\Delta t_{\max }^{q}\right) \tag{4.9}
\end{equation*}
$$

where $\Delta t_{\max }=\max _{j \geq 0}\left(\Delta t_{n-j}\right)$ and coefficients $\left\{a_{j}\right\}_{j \geq 0}$ are given by:

$$
a_{0}=\frac{1+2 r}{1+r}, \quad a_{1}=-(1+r), \quad a_{2}=\frac{r^{2}}{1+r}, \quad a_{j}=0, j \geq 3,
$$

where $r=\frac{\Delta t_{n}}{\Delta t_{n-1}}$ and $q=2$. Using approximation (4.9) in diffusion equations (4.2) and (4.3) we get:

$$
\begin{array}{rlrl}
\left(\rho_{\nu} c_{p_{\nu}} \frac{1}{\Delta t_{n}} a_{0}-\lambda_{\nu} \nabla^{2}\right) T_{\nu}^{n} & =-\rho_{\nu} c_{p_{\nu}} \frac{1}{\Delta t_{n}} \sum_{j \geq 1} a_{J} T_{\nu}^{n-j}, & \boldsymbol{r} \in \Omega_{\nu}^{n}, & \nu=s, l, \\
\left(\frac{1}{\Delta t_{n}} a_{0}-D_{l J} \nabla^{2}\right) C_{l J}^{n} & =-\frac{1}{\Delta t_{n}} \sum_{j \geq 1} a_{J} C_{l J}^{n-j}, & \boldsymbol{r} \in \Omega_{l}^{n}, \quad J \in[1, N], \tag{4.11}
\end{array}
$$

where known quantities are collected in the right-hand side. The above two expressions are simple linear Poisson-type equations, however they must be solved subject to the nonlinear interface and boundary conditions (4.4)-(4.7) on $\Gamma^{n}$. The source of non-linearity
is in Robin-type boundary conditions (4.7) that contains the product of two unknowns - concentration $C_{l J}^{n}$ and velocity $v_{n}^{n} .{ }^{2}$ Once a method for solving (4.10)-(4.11) subject to (4.4)-(4.7) is available, then it is relatively easy to construct a time-stepping procedure for solving the entire dynamic problem . Thus, the solution of (4.10)-(4.11) subject to (4.4)-(4.7) is the cornerstone problem in simulating multialloy solidification.

### 4.3.2 Solving the non-linearly coupled system of Poisson-type

## equations

For clarity of presentation we write the system of the coupled Poisson-type equations (4.10)-(4.11) subject to (4.4)-(4.8) in a generic fashion and with abuse of notation as:

$$
\begin{align*}
\text { Heat transport: } & \left(s_{\nu}-\lambda_{\nu} \nabla^{2}\right) T_{\nu}=f_{T_{\nu}}, \boldsymbol{r} \in \Omega_{\nu}, \nu=s, l,  \tag{4.12}\\
\text { Species transport: } & \left(a-D_{J} \nabla^{2}\right) C_{J}=f_{C_{J}}, \boldsymbol{r} \in \Omega_{l}, J \in[1, N], \tag{4.13}
\end{align*}
$$

## Conditions on $\Gamma$ :

Temperature continuity:
Stefan condition:

$$
\begin{align*}
{[T] } & =h_{T},  \tag{4.14}\\
{\left[\lambda \partial_{\boldsymbol{n}} T\right] } & =h_{S}+v_{\boldsymbol{n}} L_{f},  \tag{4.15}\\
T_{l} & =h_{G}+T_{l i q}\left(C_{1}, \ldots, C_{N}\right)+\epsilon_{v} v_{\boldsymbol{n}}  \tag{4.16}\\
D_{J} \partial_{\boldsymbol{n}_{l}} C_{J} & =\left(1-k_{J}\right) v_{\boldsymbol{n}} C_{J}+h_{C_{J}}, J \in[1, N], \tag{4.17}
\end{align*}
$$

Gibbs-Thompson:
Solute-rejection:

## Conditions on $\partial \Omega$ :

Heat supply/withdrawal:

$$
\begin{equation*}
\lambda_{\nu} \partial_{\boldsymbol{n}_{\nu}} T_{\nu}=g_{T_{\nu}}, \quad \nu=s, l \tag{4.18}
\end{equation*}
$$

$$
\begin{equation*}
\text { Impermeable boundaries: } \quad D_{J} \partial_{\boldsymbol{n}_{l}} C_{J}=g_{C_{J}}, \quad J \in[1, N], \tag{4.19}
\end{equation*}
$$

The original system of equations related to the solidification process is recovered by the following substitutions:
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$$
\begin{aligned}
& s_{\nu} \rightarrow \frac{a_{0} \rho_{\nu} c_{p_{\nu}}}{\Delta t_{n}}, \quad \lambda_{\nu} \rightarrow \lambda_{\nu}, \quad T_{\nu} \rightarrow T_{\nu}^{n}, \quad f_{T_{\nu}} \rightarrow \frac{-\rho_{\nu} c_{p_{\nu}}}{\Delta t_{n}} \sum_{j \geq 1} a_{j} T_{\nu}^{n-j}, \\
& a \rightarrow \frac{a_{0}}{\Delta t_{n}}, \quad D_{J} \rightarrow D_{l J}, \quad C_{J} \rightarrow C_{l J}^{n}, \quad f_{C_{J}} \rightarrow-\frac{1}{\Delta t_{n}} \sum_{j \geq 1} a_{j} C_{l J}^{n-j}, \\
& h_{T} \rightarrow 0, \quad h_{S} \rightarrow 0, \quad h_{C_{J}} \rightarrow 0, \quad h_{G} \rightarrow \epsilon_{c}(\boldsymbol{n}), \\
& \left(1-k_{J}\right) \rightarrow\left(1-k_{J}\right), \quad g_{C_{J}} \rightarrow g_{C_{l J}}, \quad g_{T_{\nu}} \rightarrow g_{T_{\nu}}, \quad L_{f} \rightarrow L_{f} .
\end{aligned}
$$
\]

## Fixed-point iteration

In [159] a simple fixed-point iteration algorithm was used for simulating the solidification of bi-alloys, that is, in the case $N=1$. It is based on breaking system (4.12)-(4.19) down into separate boundary value problems (BVPs) for temperature and concentrations fields with simple boundary (Dirichlet, Neumann or Robin) and interface conditions and iterating . A direct extension of this algorithm to the case of arbitrary $N$ has the following form:

1. Let us denote the value of concentration $C_{1}$ at the solidification front during the $q$ th iteration as $C_{1}^{*(q)}(\boldsymbol{r}), \boldsymbol{r} \in \Gamma$. Set $q=0$ and some initial guess $C_{1}^{*(0)}$ (e.g., using the previous time step).
2. Solve for $C_{1}^{(q)}$ imposing Dirichlet BC on $\Gamma$ :

$$
\left\{\begin{align*}
\left(a-D_{1} \nabla^{2}\right) C_{1}^{(q)} & =f_{C_{1}}, & & r \in \Omega_{l},  \tag{4.20}\\
C_{1}^{(q)} & =C_{1}^{*(q)}, & & r \in \Gamma, \\
D_{1} \partial_{\boldsymbol{n}_{l}} C_{1}^{(q)} & =g_{C_{1}}, & & r \in \partial \Omega \cap \overline{\Omega_{l}} .
\end{align*}\right.
$$

3. Compute the front's velocity $v_{\boldsymbol{n}}^{(q)}$ using the solute-rejection equation (4.17):

$$
\begin{equation*}
v_{\boldsymbol{n}}^{(q)}=\frac{1}{\left(1-k_{1}\right) C_{1}}\left(D_{1} \partial_{\boldsymbol{n}_{l}} C_{1}^{(q)}-h_{C_{1}}\right), \quad \boldsymbol{r} \in \Gamma . \tag{4.21}
\end{equation*}
$$

4. Solve for $C_{J}^{(q)}, J \in[2, N]$, imposing Robin BC on $\Gamma$ :

$$
\left\{\begin{align*}
\left(a-D_{J} \nabla^{2}\right) C_{J}^{(q)} & =f_{C_{J}}, & & \boldsymbol{r} \in \Omega_{l},  \tag{4.22}\\
D_{J} \partial_{\boldsymbol{n}_{l}} C_{J}^{(q)}-\left(1-k_{J}\right) v_{\boldsymbol{n}}^{(q)} C_{J}^{(q)} & =h_{C_{J}}, & & \boldsymbol{r} \in \Gamma, \\
D_{J} \partial_{\boldsymbol{n}_{l}} C_{J}^{(q)} & =g_{C_{J}}, & & \boldsymbol{r} \in \partial \Omega \cap \overline{\Omega_{l}} .
\end{align*}\right.
$$

5. Solve for $T_{\nu}^{(q)}, \nu=s, l$, imposing jump conditions on $\Gamma$ :

$$
\left\{\begin{align*}
\left(s_{\nu}-\lambda_{\nu} \nabla^{2}\right) T_{\nu}^{(q)} & =f_{T}, & & \boldsymbol{r} \in \Omega_{\nu}, \quad \nu=s, l,  \tag{4.23}\\
{\left[T^{(q)}\right] } & =h_{T}, & & \boldsymbol{r} \in \Gamma, \\
{\left[\lambda \partial_{\boldsymbol{n}} T^{(q)}\right] } & =h_{S}+v_{\boldsymbol{n}}^{(q)} L_{f}, & & \boldsymbol{r} \in \Gamma, \\
\lambda_{\nu} \partial_{\boldsymbol{n}_{\nu}} T_{\nu}^{(q)} & =g_{T_{\nu}}(\boldsymbol{r}), & & \boldsymbol{r} \in \partial \Omega \cap \overline{\Omega_{\nu}}, \quad \nu=s, l .
\end{align*}\right.
$$

6. Compute error $\mathcal{E}^{(q)}(\boldsymbol{r})$ in satisfying the Gibbs-Thomson relation (4.16) on $\Gamma$ :

$$
\begin{equation*}
\mathcal{E}^{(q)}(\boldsymbol{r})=T_{l}^{(q)}-h_{G}-T_{l i q}\left(C_{1}^{(q)}, \ldots, C_{N}^{(q)}\right)-\epsilon_{v} v_{\boldsymbol{n}}^{(q)}, \quad \boldsymbol{r} \in \Gamma . \tag{4.24}
\end{equation*}
$$

7. If the maximum error exceeds a user-defined tolerance $\epsilon_{\text {tol }}$, i.e if

$$
\max _{\boldsymbol{r} \in \Gamma}\left|\mathcal{E}^{(q)}(\boldsymbol{r})\right|>\epsilon_{\mathrm{tol}}
$$

then adjust $C_{1}^{*(q)}$ by inverting the Gibbs-Thomson relation (4.16):

$$
\begin{equation*}
C_{1}^{*(q+1)}=C_{1}^{*(q)}+\frac{T_{l}^{(q)}-h_{G}-T_{l i q}\left(C_{1}^{(q)}, \ldots, C_{N}^{(q)}\right)-\epsilon_{v} v_{n}^{(q)}}{m_{l 1}\left(C_{1}^{(q)}, \ldots, C_{N}^{(q)}\right)} \tag{4.25}
\end{equation*}
$$

set $q=q+1$ and go to step 2 .

In this procedure $C_{1}$ should denote the slowest component, that is, $D_{1}<D_{J}, J \geq 2$, since it is the slowest component that limits the velocity of front propagation. The case of arbitrary $N$ differs from the case $N=1$ by the presence of step 4 , which is absent for $N=1$.

Clearly, the above splitting scheme of coupled system (4.12)-(4.19) into separate simpler BVPs is not unique. In fact, perhaps a more "symmetric" way is to solve for temperature fields both in solid and liquid phases using Dirichlet boundary conditions on $\Gamma$, compute the front velocity using the Stefan condition (4.15), use the computed velocity to solve for concentrations $\left\{C_{J}\right\}_{J=1}^{N}$ imposing the solute-rejection equations (4.17) as Robin boundary conditions and, finally, correct the guessed value for the temperature on $\Gamma$ using the Gibbs-Thompson relation (4.16). However, such an iterative procedure showed to be very unstable in numerical experiments for typical parameters of metal alloy, for which the thermal diffusivity is much less than the diffusivity of solutes, i.e. $\frac{\lambda_{\nu}}{s_{\nu} c_{p_{\nu}}} \ll D_{J}$. It appears to be crucial to compute the front's velocity based on values of the slowest components in the system in order to obtain a stable iterative scheme (as done in the scheme above).

The success, i.e., fast convergence, of the simple iterative scheme presented above in case of binary alloys also seems to ought to the fact that the diffusivity of the quantity which is used for velocity calculations (concentration $C_{1}$ ) is much less than the diffusivity of the quantity which is computed using the found velocity (temperatures $T_{l}$ and $T_{s}$ ). In case of multialloys $(N \geq 2)$ this is no longer true because velocity $v_{\boldsymbol{n}}$ is also used
in Robin boundary conditions while solving for concentrations $C_{J}, J \geq 2$, which may diffuse at a rate very close to the rate of $C_{1}$, that is, $D_{1} \approx D_{J}, i=2, \ldots, N$. We have found from numerical experiments that in such a case the above iterative scheme exhibits a slow convergence and even an unstable behavior in many situations.

Remark. Note that specification of function $C_{1}^{*}(\boldsymbol{r}), \boldsymbol{r} \in \Gamma$, uniquely defines functions $v_{\boldsymbol{n}},\left\{C_{J}\right\}_{J=1}^{N}$ and $\left\{T_{\nu}\right\}_{\nu=s, l}$ through equations (4.20)-(4.23). Thus, these functions can be considered as functionals of function $C_{1}^{*}$, that is, $v_{\boldsymbol{n}}=v_{\boldsymbol{n}}\left[C_{1}^{*}\right],\left\{C_{J}=C_{J}\left[C_{1}^{*}\right]\right\}_{J=1}^{N}$ and $\left\{T_{\nu}=T_{\nu}\left[C_{1}^{*}\right]\right\}_{\nu=s, l}$ (here the square brackets denote the functional argument), and the above scheme as a fixed-point iteration for a non-linear functional equation:

$$
C_{1}^{*}=\Phi\left[C_{1}^{*}\right]
$$

where functional $\Phi[\varphi]$ is defined as:

$$
\Phi[\varphi]=\varphi+\frac{T_{l}[\varphi]-h_{G}-T_{l i q}\left(C_{1}[\varphi], \ldots, C_{N}[\varphi]\right)-\epsilon_{v} v_{\boldsymbol{n}}[\varphi]}{m_{l 1}\left(C_{1}[\varphi], \ldots, C_{N}[\varphi]\right)} .
$$

## Approximate Newton iteration

In order to obtain an improved method we use the above scheme as a basis and apply variational calculus to estimate how the error in satisfying the Gibbs-Thomson relation $\mathcal{E}(\boldsymbol{r})$ at any given point changes when the boundary concentration $C_{1}^{*}(\boldsymbol{r})$ is changed by some $\Delta C_{1}^{*}(\boldsymbol{r})$. This information is then used to obtain an alternative updating formula for $C_{1}^{*}($ instead of (4.25)) such that $\mathcal{E}(\boldsymbol{r})$ converges to zero as quickly as possible.

In general, the change in error $\mathcal{E}(\boldsymbol{r})$ due to a change in $C_{1}^{*}$ up to linear order can be
expressed as:

$$
\Delta \mathcal{E}(\boldsymbol{r})=\int_{\Gamma} \frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)} \Delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right) d \Gamma, \quad \boldsymbol{r} \in \Gamma
$$

where functional derivative $\frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)}$ represents the sensitivity of $\mathcal{E}$ at point $\boldsymbol{r}$ to the change in $C_{1}^{*}$ at point $\boldsymbol{r}^{\prime}$. We refer the interested reader to 4.A where it is shown how $\frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)}$ can be expressed as the solution to an adjoint system of PDEs corresponding to (4.20)(4.23). In principle, one could use the above expression to find the optimal $\Delta C_{1}^{*, \text { best }}(\boldsymbol{r})$ that is expected to reduce $\mathcal{E}$ to zero everywhere on $\Gamma$, that is, $\Delta \mathcal{E}(\boldsymbol{r})=-\mathcal{E}(\boldsymbol{r})$ or:

$$
\begin{equation*}
\mathcal{E}(\boldsymbol{r})+\int_{\Gamma} \frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)} \Delta C_{1}^{*, \text { best }}\left(\boldsymbol{r}^{\prime}\right) d \Gamma=0, \quad \boldsymbol{r} \in \Gamma \tag{4.26}
\end{equation*}
$$

However solution of the above boundary integral equation is not a simple task that requires, first, an efficient calculation of functional derivative $\frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)}$ for all interface points $\boldsymbol{r} \in \Gamma$ and, second, inversion of the convolution term. We defer the further investigation of this avenue to future works. Instead, we propose to use a greatly simplified approach in which we approximate the boundary integral in (4.26) as:

$$
\int_{\Gamma} \frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)} \Delta C_{1}^{*, \text { best }}\left(\boldsymbol{r}^{\prime}\right) d \Gamma \approx \Delta C_{1}^{*, \text { best }}(\boldsymbol{r}) \int_{\Gamma} \frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)} d \Gamma
$$

Such an approach is reasonable provided the sensitivity $\frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)}$ decays fast as the distance between $\boldsymbol{r}$ and $\boldsymbol{r}^{\prime}$ increases. Using such an approximation equation (4.26) is trivially solved to obtain:

$$
\begin{equation*}
\Delta C_{1}^{*, \text { best }}(\boldsymbol{r}) \approx-\frac{\mathcal{E}(\boldsymbol{r})}{\int_{\Gamma} \frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)} d \Gamma} \tag{4.27}
\end{equation*}
$$

Thus, instead of using (4.25), we calculate $C_{1}^{*(q+1)}$ as:

$$
\begin{equation*}
C_{1}^{*(q+1)}=C_{1}^{*(q)}-\frac{\mathcal{E}^{(q)}(\boldsymbol{r})}{G^{(q)}(\boldsymbol{r})} \tag{4.28}
\end{equation*}
$$

where $G(\boldsymbol{r})=\int_{\Gamma} \frac{\delta \mathcal{E}(\boldsymbol{r})}{\delta C_{1}^{*}\left(\boldsymbol{r}^{\prime}\right)} d \Gamma$. Note that quantity $G(\boldsymbol{r})$ has the meaning of the directional derivative of $\mathcal{E}(\boldsymbol{r})$ in the "direction" $\delta C_{1}^{*}(\boldsymbol{r}) \equiv 1, \boldsymbol{r} \in \Gamma$. Using results of 4.B, $G(\boldsymbol{r})$ can be efficiently computed as:

$$
G^{(q)}(\boldsymbol{r})=\Lambda_{T_{l}}-\sum_{J=1}^{N} m_{l J}\left(C_{1}, \ldots, C_{N}\right) \Lambda_{C_{J}}-\varepsilon_{v} \Lambda_{v}
$$

where $\Lambda_{T_{l}},\left\{\Lambda_{C_{J}}\right\}_{J=1}^{N}$ and $\Lambda_{v}$ is the solution to the following adjoint system of PDEs:

$$
\begin{align*}
& \left\{\begin{aligned}
\left(a-D_{1} \nabla^{2}\right) \Lambda_{C_{1}}=0 & \text { in } \Omega_{l} \\
\Lambda_{C_{1}}=1 & \text { on } \Gamma \\
D_{1} \partial_{n_{l}} \Lambda_{C_{1}}=0 & \text { on } \partial \Omega \cap \overline{\Omega_{l}}
\end{aligned}\right.  \tag{4.29}\\
& \Lambda_{v}=\frac{1}{\left(1-k_{1}\right) C_{1}}\left(D_{1} \partial_{n_{l}} \Lambda_{C_{1}}-v_{n}\left(1-k_{1}\right) \Lambda_{C_{1}}\right)  \tag{4.30}\\
& \begin{array}{rll}
\left(a-D_{J} \nabla^{2}\right) \Lambda_{C_{J}}=0 & \text { on } \Gamma
\end{array}  \tag{4.31}\\
& \left\{\begin{array}{rll}
D_{J} \partial_{\boldsymbol{n}_{l}} \Lambda_{C_{J}}-\left(1-k_{J}\right) v_{n} \Lambda_{C_{J}}=\left(1-k_{J}\right) \Lambda_{v} C_{J} & \text { on } \Gamma \\
D_{J} \partial_{n_{l}} \Lambda_{C_{J}}=0 & \text { on } \partial \Omega \cap \overline{\Omega_{l}}
\end{array}\right.  \tag{4.32}\\
& \left\{\begin{array}{rll}
\left(s_{\nu}-\lambda_{\nu} \nabla^{2}\right) \Lambda_{T_{\nu}}=0 & \text { in } \Omega_{\nu}, \quad \nu=s, l & \\
{\left[\Lambda_{T}\right]=0} & \text { on } \Gamma & \text { on } \Gamma \\
{\left[\lambda \partial_{n} \Lambda_{T}\right]=L_{f} \Lambda_{v}} & \text { on } \partial \Omega \overline{\Omega_{\nu}}, \quad \nu=s, l \\
\lambda_{\nu} \partial_{n_{\nu}} \Lambda_{T_{\nu}}=0 & \text { on }
\end{array}\right.
\end{align*}
$$

For clarity, Algorithm 2 summarizes the overall Newton-like iterative procedure for solving the system of nonlinearly coupled PDEs based on (4.28).

```
Provide an initial guess \(C_{1}^{*(0)}\), tolerance \(\epsilon_{\text {tol }}\), and maximum iterations allowed \(q_{\max }\)
Set \(q=0\)
Solve (4.20) for \(C_{1}^{(q)}\)
Compute velocity \(v_{n}\) using (4.21)
Solve (4.22) for \(C_{J}^{(q)}, J=2, N\)
6: Solve (4.23) for \(T_{\nu}^{(q)}, \nu=l, s\)
Compute error \(\mathcal{E}(\boldsymbol{r})^{(q)}\) on \(\Gamma(4.24)\)
if \(\max _{r \in \Gamma}\left|\mathcal{E}^{(q)}(\boldsymbol{r})\right|>\epsilon_{\text {tol }}\) and \(q<q_{\text {max }}\) then
    Solve (4.29) for \(\Lambda_{C_{1}}^{(q)}\)
    Compute \(\Lambda_{v}^{(q)}\) using (4.30)
    Solve (4.31) for \(\Lambda_{C_{J}}^{(q)}, J=2, N\)
    Solve (4.32) for \(\Lambda_{T_{\nu}}^{(q)}, \nu=l, s\)
    Compute \(C_{1}^{*(q+1)}\) using (4.28)
    Set \(q \leftarrow q+1\)
    Go to step 3
end if
```

Algorithm 2: An approximate Newton iteration for solving nonlinear system of equations (4.12)-(4.19)

Remark. Note that the proposed Newton-type approach requires solving twice as many BVPs compared to the simple fixed-point iteration, however the above adjoint system of equations has the same structure as system of equations for physical quantities (4.20)-(4.23). It means that the discretization matrices obtained for (4.20)-(4.23) can be reused while solving (4.29)-(4.32) resulting in computational time savings. Also note that quantity $\Lambda_{C_{1}}$ does not change form iteration to iteration, thus equation (4.29) needs to be solved only once.

## Convergence of iterative schemes

In order to gain some insight into convergence properties of the presented above iterative schemes we analyze them from point of view of the linear stability analysis in a simple
setting of quasi one dimensional planar geometry. Specifically, we consider an infinity domain with interface located at $y=0$ such that the $y>0$ and $y<0$ half-spaces are occupied by liquid and solid phases, respectively. For simplicity we assume the constitutional undercooling is linear, that is, $T_{l i q}=T_{m}+\sum_{i=1}^{N} m_{l J} C_{J}$, partition coefficients are constant, and the absence of kinetic and curvature undercoolings ( $\epsilon_{v}=0$ and $\epsilon_{c}=0$ ).

Denote as $\tilde{C}_{J}=\tilde{C}_{J}(y), J \in[1, N], \tilde{T}_{s}=\tilde{T}_{s}(y)$ and $\tilde{T}_{l}=\tilde{T}_{l}(y)$ the solution to nonlinear system of equation of (4.12)-(4.19). Let us consider an infinitesimally perturbed boundary concentration with magnitude $\delta_{C}$ and spatial frequency $\omega_{x}$, that is:

$$
C_{1}^{*(0)}=\tilde{C}_{J}(0)+\delta_{C} e^{-i \omega_{x} x}
$$

We seek solutions satisfying iterative equations (4.25) and (4.28) up to linear order in $\delta_{C}$ of the form:

$$
\begin{aligned}
& C_{1}^{*(q)}=\tilde{C}_{J}(0)+r_{\mathrm{f.p} .}^{q} \delta_{C} \exp \left(-i \omega_{x} x\right)+\mathcal{O}\left(\delta_{C}^{2}\right) \quad \text { and } \\
& C_{1}^{*(q)}=\tilde{C}_{J}(0)+r_{\mathrm{a} . \mathrm{N} .}^{q} \delta_{C} \exp \left(-i \omega_{x} x\right)+\mathcal{O}\left(\delta_{C}^{2}\right)
\end{aligned}
$$

respectively, where $r_{\text {f.p. }}=r_{\text {f.p. }}\left(\omega_{x}\right)$ and $r_{\text {a.N. }}=r_{\text {a.N. }}\left(\omega_{x}\right)$ denote amplification factors for disturbances of frequency $\omega_{x}$ in cases of fixed-point and approximate Newton iterations, respectively. An iterative scheme is expected to be unstable if its amplification factor is greater than one and stable otherwise where a smaller amplification factor indicating a faster convergence. Substitution of the above expressions into (4.25) and (4.28) gives (see 4.C):

$$
\begin{align*}
r_{\text {f.p. }}\left(\omega_{x}\right)=\left(\frac{L_{f}}{m_{l 1}\left(1-k_{1}\right) \tilde{C}_{1}}\right)\left(\frac{D_{1} \Omega_{1}\left(\omega_{x}\right)-\left(1-k_{1}\right) \tilde{v_{n}}}{\lambda_{s} \Omega_{s}\left(\omega_{x}\right)+\lambda_{l} \Omega_{l}\left(\omega_{x}\right)}\right) \\
\quad-\sum_{i=2}^{N}\left(\frac{m_{l J}}{m_{l 1}}\right)\left(\frac{1-k_{J}}{1-k_{1}}\right)\left(\frac{\tilde{C_{J}}}{\tilde{C_{1}}}\right)\left(\frac{D_{1} \Omega_{1}\left(\omega_{x}\right)-\left(1-k_{1}\right) \tilde{v_{n}}}{D_{l J} \Omega_{J}\left(\omega_{x}\right)-\left(1-k_{J}\right) \tilde{v_{n}}}\right), \tag{4.33}
\end{align*}
$$

and

$$
\begin{equation*}
r_{\text {a.N. }}\left(\omega_{x}\right)=1-\frac{1-r_{\text {f.p. }}\left(\omega_{x}\right)}{1-r_{\text {f.p. }}(0)} \tag{4.34}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\Omega_{J}\left(\omega_{x}\right)=\sqrt{\omega_{x}^{2}+\frac{a}{\Delta t D_{l J}}}, & J \in[1, N],  \tag{4.35}\\
\Omega_{\nu}\left(\omega_{x}\right)=\sqrt{\omega_{x}^{2}+\frac{s_{\nu}}{\Delta t \lambda_{\nu}}}, & \nu=s, l
\end{array}
$$

First, note that the second term in the expression for the amplification factor in the case of the fixed-point iteration is $\mathcal{O}(1)$, depending on problem parameters it can be greater or less than one. Thus, it follows immediately that the fixed-point iteration is not a robust approach for solving the nonlinear system of PDEs at hand. The expression for the amplification factor in the case of the proposed approximate Newton method is quite involved, however it appears that for typical physical parameters the value of $r_{\text {f.p. }}$ is always negative and reaches its maximum value at $\omega_{x}=0$. It is straightforward to show that under this conditions $r_{\text {a.N. }}<1$. Figure 4.2 a shows the dependence of amplification factors in cases of the fixed-point iterative scheme and the approximate Newton one for a ternary alloy with parameters $C_{1}=10.7 \mathrm{at} \%, C_{2}=9.4 \mathrm{at} \%, T_{m}=1900 \mathrm{~K}, m_{l 1}=-5.43$ $\mathrm{K} / \mathrm{at} \%, m_{l 2}=-10.4 \mathrm{~K} / \mathrm{at} \%, k_{1}=0.94, k_{2}=0.83, D_{1}=10^{-5} \mathrm{~cm}^{2} / \mathrm{s}, D_{2}=2 \cdot 10^{-5}$
$\mathrm{cm}^{2} / \mathrm{s}, v_{\boldsymbol{n}}=0.01 \mathrm{~cm} / \mathrm{s}, L_{f}=2600, \rho_{l}=\rho_{s}=9.24 \cdot 10^{-3}, \lambda_{l}=\lambda_{s}=1.3, c_{p_{l}}=c_{p_{s}}=356$ (motivated by the Co-W-Al alloy simulated later in this work).

In order to further investigate the robustness of the proposed approximate Newton approach we perform a parameter sweep in ranges $C_{1} \in[1,20]$ at $\%, C_{2} \in[1,20]$ at $\%$, $m_{l 1} \in[-20,-1] \mathrm{K} / \mathrm{at} \%, m_{l 2} \in[-20,-1] \mathrm{K} / \mathrm{at} \%, k_{1} \in[0.1,0.9], k_{2} \in[0.1,0.9], D_{1} \in$ $\left[10^{-6}, 10^{-4}\right] \mathrm{cm}^{2} / \mathrm{s}, D_{2} \in\left[10^{-6}, 10^{-4}\right] \mathrm{cm}^{2} / \mathrm{s}$ and compute the maximum amplification factor in each case. The worst case is found to have an amplification factor of 0.9536 , which still indicates convergence although a very slow one. However, the total number of cases with relatively high amplification factors is found to be small. As demonstrated in figure 4.2 b the number of cases having the amplification factor 0.5 or better is more than $90 \%$, thus we expect the proposed method to perform well for a wide range of alloys. A further investigation into developing a more accurate Newton-type method as outlined in section 4.3.2 in future works would likely result in a method performing well for alloys with any parameters.

### 4.3.3 Numerical Methods

Besides dealing with a system of nonlinearly coupled partial differential equations the simulation of the multialloy solidification also poses several big challenges from a more "technical" point of view. First of all, the solidification front evolves in time and undergo very large transformations (e.g., from a planar front into a forest of dendritic structures). Second, the solution of PDEs for the temperature and concentration fields


Figure 4.2: Results of linear stability analysis of the fixed-point and approximate Newton iterations: (a) Dependence of the amplification factor on the perturbation's wavenumber; (b) Cumulative fraction of cases observed in the parameter sweep study with amplification factors equal or less than a given one.
requires the imposition of Dirichlet and Robin boundary conditions and "jump" interface conditions on this very irregular interface between liquid and solid phases. Third, during the solidification of multicomponent alloys the solute-rejection phenomena leads to the development of a steep solutal boundary layer ahead of the crystallization front. It is crucial to accurately resolve such steep solutal boundary layers since they directly influence the dynamics of the process. Similarly to [159], we address these challenges by a combination of adaptive Cartesian quad-tree grids (to resolve steep gradients), LevelSet Method (to describe the front and its evolution) and sharp numerical methods for imposing boundary and interface conditions (to accurately solve BVPs). Specifically, the present work is based on a second-order accurate Level-Set framework on adaptive quadtree grids presented [100] and parallelized in [104] using scalable p4est grid management library [24].

Remark. Note that the proposed above Newton-type approach for solving the nonlinear system of governing equations can also be implemented in other numerical frameworks (e.g., interface-fitted finite element method).

## Space discretization: Adaptive Quadtree grids

In order to efficiently address the multiscale nature of the solidification process without compromising the accuracy of numerical approximations we employ adaptive Cartesian quadtree grids to discretize the computational domain. Such grids are constructed using a selective recursive refinement of rectangular cells into four smaller equal cells starting from a root cell that represents the entire computational domain. Dimensions of cells in such a grid are equal to $\left(L_{x} \times L_{y}\right) / 2^{l}$, where $\left(L_{x} \times L_{y}\right)$ is the root cell's size and $l$ is an integer called the level of refinement and which is equal to the number of refinements necessary to make to obtain a given cell from the root cell. Usually the resolution of quad-tree grids is specified by the minimum and maximum levels of refinement, $l_{\text {min }}$ and $l_{\max }$, that grid cells can have. Fig. 4.3 (a) illustrates the construction process and the concept of the refinement level for cells.

The spatially adaptive structure of a quad-tree grid allows to create high densities of computational nodes in areas where the finest resolution is needed while keeping the grid relatively coarse outside of such regions. Specifically, in this work we construct the computational grid such that in the band of width $B$ around the solidification front every grid cell is refined to the highest level $l_{\max }$, while any cell outside of this band is refined if the $K$ th fraction of its diagonal is greater than the distance from that cell to the band.


Figure 4.3: (a) illustration of the hierarchical structure of a quad-tree grid. (b) example of adaptive mesh refinement using Cartesian quad-tree grids and the refinement criterion used in this work in case of a circular interface for $l_{\min }=3, l_{\max }=6$, and $K=1.4$.

Mathematically this criterion can be expressed as: a grid cells $\mathcal{C}$ is refined if

$$
\begin{equation*}
\min _{r \in \mathcal{C}}|\operatorname{dist}(\boldsymbol{r})|<B+K \operatorname{diag}(\mathcal{C}) \tag{4.36}
\end{equation*}
$$

This simple refinement criterion creates a computational grid with a band of the most finest grid cells with $l=l_{\max }$ around the solidification front that gradually coarsen to cells with $l=l_{\min }$ away front the front (see Fig. 4.3 (b)). Such a refinement strategy is adequate for simulating solidification processes considered in this work since the steepest gradients are expected in the vicinity of interface $\Gamma$. In this work we use parameters $B=2$ and $K=1$.

We choose to represent spatial fields by their values at corners of grid cells. Such a choice allows an easy calculation of first and second Cartesian derivatives as well as interpolation of spatial fields as described in [102, 100].

## Description of solidification front: Level-Set Method

In the Level-Set Method [121] the boundary of an irregular domain is implicitly defined by the zero-isocontour of a Lipschitz-continuous function $\phi(\boldsymbol{r})$, called the level-set function, such that it has one sign inside the domain and the opposite one outside of it. In this work we set the level-set function $\phi(\boldsymbol{r})$ to be negative in the liquid phase and positive in the solid phase (see Fig. 4.4), i.e:

$$
\begin{array}{ll}
\phi(\boldsymbol{r})<0 & \forall \boldsymbol{r} \in \Omega_{l}, \\
\phi(\boldsymbol{r})=0 & \forall \boldsymbol{r} \in \Gamma, \\
\phi(\boldsymbol{r})>0 & \forall \boldsymbol{r} \in \Omega_{s} .
\end{array}
$$

Following the common practice we choose the level-set function to be the signed distance to the interface $\Gamma$.


Figure 4.4: Illustration of representing irregular domains by the Level-Set Method on examples of crystal growth from a seed (left) and directional solidification (right).

Among advantages of the Level-Set Method is that it provides an easy way to compute such geometric quantities of an interface as the normal vector and its mean curvature:

$$
\begin{gathered}
\boldsymbol{n}=\boldsymbol{n}_{s}=-\boldsymbol{n}_{l}=-\frac{\nabla \phi}{|\nabla \phi|}, \\
H=-\nabla \cdot \boldsymbol{n}=\nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} .
\end{gathered}
$$

The evolution of a interface represented by a level-set function $\phi(\boldsymbol{r})$ in a velocity field $\boldsymbol{v}$ is described by a simple advection equation:

$$
\begin{equation*}
\partial_{t} \phi+\boldsymbol{v} \cdot \nabla \phi=0 \tag{4.37}
\end{equation*}
$$

We use a second-order accurate semi-Lagrangian method to solve the above equation. That is, the value of the level-set functions $\phi^{n}\left(\boldsymbol{r}_{J}\right)$ at a location $\boldsymbol{r}_{J}$ and time instant $t_{n}$ is computed as the value of the level-set function at time instant $t_{n-1}$ at the departing point $\boldsymbol{r}_{d}$ of the characteristic that passes through point $\left(\boldsymbol{r}_{J}, t_{n}\right)$ :

$$
\phi^{n}\left(\boldsymbol{r}_{J}\right)=\phi^{n-1}\left(\boldsymbol{r}_{d}\right),
$$

where the departure point $\boldsymbol{r}_{d}$ is computed by tracing the characteristic backward in time using the midpoint rule as described, e.g., in [100].

To restore the signed distance property of the level-set function, which usually deteriorates during advection steps, we solve the reinitialization equation until steady state after each advection step:

$$
\begin{equation*}
\partial_{\tau} \phi^{n}(\tau, \boldsymbol{r})+\operatorname{sgn}\left(\phi^{n}(0, \boldsymbol{r})\right)\left(\left|\nabla \phi^{n}(\tau, \boldsymbol{r})\right|-1\right)=0, \tag{4.38}
\end{equation*}
$$

where $\tau$ is a fictitious time and sgn is the signum function. Specifically, we employ a
method based on using the Godunov Hamiltonian for discretization of $|\nabla \phi|$, TVD RK-2 time-stepping scheme and the sub-cell fix of [135] as described in [100].

During the course of simulation the solidification front may evolve in such a way that it leads to significantly under-resolved geometries. A typical situation is the slow solidification of narrow inter-dendritic gaps. The poor resolution by computational grid of such regions may cause an unstable behavior of the computational scheme. To avoid such issues after each motion of the front underresolved region (if any) are regularized as described in 4.D.

## Solving BVPs

The advantages of using adaptive grids and the level-set method come at price of (1) discretizing PDEs on complex nonuniform grid structures and (2) imposing boundary conditions on implicitly defined interfaces that cut through grid lines arbitrary. We note, however, that the refinement criterion used in this work ensures that the computational grid is locally uniform near the solidification front, thus, nonuniform node arrangements (such as T-junctions and missing neighbors) are present only away from it and one needs to deal with the two tasks separately. Specifically, to for discretization of Poisson-type equations (4.12)-(4.19) on adaptive quadtree structures we use the second-order accurate approach of [102]. Dirichlet boundary conditions (for $C_{1}$ ) are imposed using the ShortleyWeller method [147]. Robin boundary conditions (for $\left\{C_{J}\right\}_{J=2}^{N}$ ) are imposed using the finite volume method described in [18]. Finally, to impose jump conditions (for $\left\{T_{\nu}\right\}_{\nu=s, l}$ ) we use a finite-volume approach of [19]. All the aforementioned numerical methods reduce
to the standard five-point discretization on uniform grids and away from the solidification front. This allows their seamless combination on adaptive Cartesian grids provided grids are locally uniform in the vicinity of boundaries and interfaces.

After solving each BVP, its numerical solution is smoothly extended across the interface $\Gamma$. This simplifies the calculation of the front's velocity (4.21) and also defines valid values at grid points near interface that will become part of solution domain during next time step. Specifically, we use the PDE-based quadratic extension presented in [16]. This approach consists in computing the first and second order Cartesian derivatives $\boldsymbol{q}=\nabla u$ and $\underline{\underline{\boldsymbol{Q}}}=\nabla \nabla u$ of a given spatial field $u$ inside the domain where $u$ is welldefined followed by the hierarchical extension of these quantities as well as the numerical values of $u$ themselves to grid nodes outside of the domain by solving the following three advection-type equations until steady state one after another:

$$
\begin{aligned}
& \partial_{\tau} \underline{\underline{\boldsymbol{Q}}}+\chi_{\nabla \nabla}(\nabla \underline{\underline{\boldsymbol{Q}}}) \cdot \boldsymbol{n}=0, \\
& \partial_{\tau} \boldsymbol{q}+\chi_{\nabla}(\nabla \boldsymbol{q}-\underline{\underline{\boldsymbol{Q}}}) \cdot \boldsymbol{n}=0, \\
& \partial_{\tau} u+\chi(\nabla u-\boldsymbol{q}) \cdot \boldsymbol{n}=0,
\end{aligned}
$$

where $\tau$ is a fictitious time and $\chi, \chi_{\nabla}$ and $\chi_{\nabla \nabla}$ denote characteristic functions representing grid nodes which did not contain valid values of $u, \nabla u$ and $\nabla \nabla u$, correspondingly. The above advection-type equations are solved using an explicit upwind scheme (see [16] for details).

## Determining time-step

From the point of view of accuracy it is reasonable to select the time step such that the solidification front advances no more than a predefined fraction $f_{\text {CFL }}$ of the smallest cell size. From the point of view of stability one has to choose the time step small enough to satisfy the stability constraint due to an explicit discretization of the curvature dependent evolution of the solidification front. In case of the solidification of pure materials such a criterion has the form (see [73]) $\Delta t_{\text {crit }}=B(\Delta x)^{\frac{3}{2}}$, where constant $B$ depends on parameters of the problem but not on the mesh size $\Delta x$. For the problem at hand we expect a similar dependence, however we do not attempt to analytically establish such a relation and simply find the critical time step $\Delta t_{\text {crit }}$ by a trial and error approach for each run. The overall value of the time step is thus given by:

$$
\begin{equation*}
\Delta t^{n}=\min \left(f_{\mathrm{CFL}} \frac{\Delta x}{\max _{\boldsymbol{r} \in \Gamma}\left(v_{n}^{n}\right)}, \Delta t_{\text {crit }}\right) \tag{4.39}
\end{equation*}
$$

In numerical experiments presented in this work we use $f_{\text {CFL }}=0.4$ unless stated otherwise.

## Composition of the solid phase

The mathematical model of the solidification process presented in this work assumes infinitely slower transport of solutes within the solid phase compared to the liquid phase (which is a good approximation for typical metal alloys), as result the solid phase's composition has no influence on the evolution of the crystallization front. While it is
not necessary to solve for and keep track of concentration fields inside the solid phase $\left\{C_{J}^{s}(t, \boldsymbol{r})\right\}_{J=1}^{N}$ for simulating the solidification process, such information is of greatest importance for the analysis of resulting crystals.

Assuming negligible diffusion in the solid, the governing equations for solutes' concentrations can be formally written as:

$$
\left\{\begin{aligned}
\partial_{t} C_{J}^{s} & =0, & & \text { in } \Omega_{s}, \\
C_{J}^{s} & =k_{J} C_{l J}, & & \text { on } \Gamma .
\end{aligned}\right.
$$

In other words, once the alloy at a point in space $\boldsymbol{r}_{*} \in \Omega$ has crystallized at some time $t=t_{*}$, that is, $\boldsymbol{r}_{*} \in \Gamma\left(t_{*}\right)$, its compositions at this point, given by $\left\{C_{J}^{s}\left(t, \boldsymbol{r}_{*}\right)=k_{J} C_{l J}\left(t_{*}, \boldsymbol{r}_{*}\right)\right\}_{J=1}^{N}$, stays unchanged for $t>t_{*}$.

Our numerical method for determining the solid composition mimics this behavior. Specifically, after each motion of the solidification front, for each grid node $\boldsymbol{r}_{p}$ belonging to the solid phase, i.e, $\boldsymbol{r}_{p} \in \Omega_{s}$, it is checked whether the phase transition happened during the last front's movement, that is, whether $\phi^{n}\left(\boldsymbol{r}_{p}\right)>0$ and $\phi^{n-1}\left(\boldsymbol{r}_{p}\right)<0$. If so, the time moment of the phase transition at node $\boldsymbol{r}_{p}$ is approximated as:

$$
t_{*}^{(p)}=t_{n-1}+\frac{\left|\phi_{n-1}\right|}{\left|\phi_{n-1}\right|+\left|\phi_{n}\right|} \Delta t_{n},
$$

which is used to estimate interface $\Gamma$ composition when it travels across the grid node:

$$
C_{s J}=k_{J} C_{l J}\left(t_{*}^{(p)}\right)=k_{J}\left(\frac{t_{n}-t_{*}^{(p)}}{\Delta t_{n}} C_{l J}^{n-1}+\frac{t_{*}^{(p)}-t_{n-1}}{\Delta t_{n}} C_{l J}^{n}+\mathcal{O}\left(\Delta t^{2}\right)\right),
$$

where we used a linear interpolation between time instants $t_{n-1}$ and $t_{n}$ to compute
$C_{l J}\left(t_{*}^{(p)}\right)$. Once the solid's composition is obtained at a "just solidified" grid node it is stored unchanged for the remaining of a simulation run. In addition to the composition values we also compute and store such quantities of the front as the normal velocity, temperature, curvature, orientation at the moment of crystallization to obtain a comprehensive information about the process.

Since there is no species transport in the solid any frozen steep concentration gradients persist in time even when the solidification front has moved significantly far (in some sense concentration profiles in the solid phase remember the history of all front's locations). Thus the simple refinement strategy used for simulating the dynamics of the solidification process, namely, a very fine grid near interface $\Gamma$ that coarsens away from it, is not adequate for representing composition fields in the solid. We address this issue by having a second grid which is refined to $l_{\max }$ everywhere in $\Omega_{s}$ for storing values of $\left\{C_{J}^{s}\right\}_{J=1}^{N}$. Because no other mathematical operations are performed on this grid such an approach has negligible effect on the overall computational time.

### 4.3.4 Overall simulation procedure

The overall computational procedure for simulating the multialloy solidification can be summarized in the following way:

1. Set $n=0$ and $t_{0}=0$.
2. Provide initial conditions for the front's shape $\Gamma^{0}$ and velocity $v_{\boldsymbol{n}}^{0}$, temperature field $\left\{T_{\nu}^{0}\right\}_{\nu=l, s}$, and concentration fields $\left\{C_{J}^{0}\right\}_{J=1}^{N}$.
3. Set $n \leftarrow n+1$.
4. Compute time step $\Delta t_{n}$ according to (4.39) and set $t_{n}=t_{n-1}+\Delta t_{n}$.
5. Advance solidification front $\Gamma^{n-1} \rightarrow \Gamma^{n}$ by solving (4.37).
6. Refine/coarsen computational grid according to (4.36).
7. Reinitialize the level-set function by solving (4.38) to restore the signed-distance property.
8. Compute properties of the just solidified material as described in section 4.3.3.
9. Solve nonlinear system of equations (4.12)-(4.19) for $\left\{T_{\nu}^{n}\right\}_{\nu=l, s},\left\{C_{J}^{n}\right\}_{J=1}^{N}$ and $v_{n}^{n}$ using Algorithm 2 and initial guess $C_{1}^{*(0)}=C_{1}^{n-1}$.
10. If $t_{n}<t_{\text {final }}$, go to step 3 .

### 4.4 Results

In this section we present a number of simulation related to solidification of a Co-W-Al alloy with initial composition $C_{\mathrm{W}}^{\infty}=10.7$ at\% and $C_{\mathrm{Al}}^{\infty}=9.4$ at\% studied experimentally in [165]. First, we present tests for validation of the computational approach and then analyze the solutal segregation during the directional solidification. The parameters of the alloy are selected in the following way. The density, heat capacity, thermal conductivity and latent heat of fusion are estimated as weighted averages of those of pure elements: $\rho_{l}=\rho_{s}=9.24 \cdot 10^{-3} \mathrm{~kg} \cdot \mathrm{~cm}^{-3}, c_{p_{l}}=c_{p_{s}}=356 \mathrm{~J} \cdot \mathrm{~kg}^{-1} \cdot \mathrm{~K}^{-1}, \lambda_{l}=\lambda_{s}=1.3 \mathrm{~W} \cdot \mathrm{~cm}^{-1} \cdot \mathrm{~K}^{-1}$,
$L_{f}=2590 \mathrm{~J} \cdot \mathrm{~cm}^{-3}$. Parameters of the kinetic and curvature undercoolings are taken as $\varepsilon=0, \epsilon_{c}=10^{-5} \mathrm{~cm}$, and $\epsilon_{v}=5 \cdot 10^{-2} \mathrm{~s} \cdot \mathrm{~cm}^{-1}$. Solutes diffusivities are set to $D_{\mathrm{W}}=10^{-5}$ $\mathrm{cm}^{2} \cdot \mathrm{~s}^{-1}, D_{\mathrm{Al}}=2 \cdot 10^{-5} \mathrm{~cm}^{2} \cdot \mathrm{~s}^{-1}$. The dependence of the liquidus surface and partition




Figure 4.5: Phase-diagram of Co-W-Al as predicted by the $P A N D A T^{T M}$ database and polynomial approximations used in this work.
coefficients on the alloy composition are approximated by the fourth-order polynomials

$$
\begin{aligned}
\Delta T_{C}\left(C_{\mathrm{W}}, C_{\mathrm{Al}}\right) & =\sum_{p=0}^{4} \sum_{q=0}^{p} a_{p-q, q}^{\Delta T} C_{\mathrm{W}}^{p-q} C_{\mathrm{Al}}^{q}, \\
k_{\mathrm{W}}\left(C_{\mathrm{W}}, C_{\mathrm{Al}}\right) & =\sum_{p=0}^{4} \sum_{q=0}^{p} a_{p-q, q}^{\mathrm{W}} C_{\mathrm{W}}^{p-q} C_{\mathrm{Al}}^{q} \\
k_{\mathrm{Al}}\left(C_{\mathrm{W}}, C_{\mathrm{Al}}\right) & =\sum_{p=0}^{4} \sum_{q=0}^{p} a_{p-q, q}^{\mathrm{Al}} C_{\mathrm{W}}^{p-q} C_{\mathrm{Al}}^{q}
\end{aligned}
$$

fitted to data obtained from the PANDAT ${ }^{\mathrm{TM}}$ database (see Figure 4.5).

### 4.4.1 Validation of the numerical approach: Axisymmetric sta-

## ble solidification

To validate the proposed computational approach we consider the problem of an axisymmetric solidification of a ternary alloy in the infinite domain due to a line sink, which
has an analytical similarity solution (see 4.E) in the case of absence of kinetic and curvature undercooling effects, that is, $\epsilon_{c}=0$ and $\epsilon_{v}=0$. In order to avoid the necessity of simulating a singular heat source and an infinite domain, we confine the solidification process into an annular region with the internal radius $r_{\text {in }}=0.1 L$ and external radius $r_{\text {out }}=0.45 L$, impose on boundaries of this region Dirichlet boundary conditions for the heat and concentration fields based on the analytical solution, and set the starting position of the solidification front at $r_{\text {start }}=0.2 L$, where $L=0.02 \mathrm{~cm}$ denotes the simulation scale. We select the analytical solution that satisfies the following conditions: at the infinity concentration of solutes approaches the nominal alloy composition, that is, $C_{\mathrm{W}}^{\infty}=10.7 \mathrm{at} \%$ and $C_{\mathrm{Al}}^{\infty}=9.4 \mathrm{at} \%$; the normal front's velocity at the initial moment is equal to $v_{n}^{0}=0.01 \mathrm{~cm} / \mathrm{s}$; and the ratio of the compositional to thermal gradients at the solidification front is $M_{0}=0.75$ (see 4.E for details).

Figure 4.6 illustrates simulation results for the distribution of W in the solid and liquid phases at several moments of time.


Figure 4.6: Visualization of the $W$ concentration field obtained in the case of axisymmetric solidification at several moments of time.

Figure 4.7 shows the convergence of the Newton-type approach to the Gibbs-Thomson condition during a single time step and the deviation from the Gibbs-Thomson condition for all time steps on a $128 \times 128$ computational grid. As one can see the proposed
approach is able to maintain the error in satisfying interface conditions under $10^{-5} \mathrm{~K}$ throughout the entire course of simulation.


Figure 4.7: Performance of the proposed approximate Newton method in the case of stable axisymmetric solidification. Left: convergence to the Gibbs-Thomson condition during one time step. Right: deviation from the Gibbs-Thomson condition at all time steps.

The accuracy analysis for the temperature field, concentration fields, front's velocity and position is presented in Figure 4.8. The error of each quantity is defined as the maximum error in the $L^{\infty}$-norm occurred throughout the entire course of simulation. The observed convergence rates are close to 2 , which is consistent with the fact that secondorder accurate numerical methods are used in all components of the overall computational approach.


Figure 4.8: Overall accuracy of the computational method in the case of stable axisymmetric solidification

### 4.4.2 Directional solidification of a Co-W-Al ternary alloy

In this example we demonstrate the robustness of the proposed approach under different solidification regimes. In order to simulate the directional solidification of the Co-W-Al alloy, we consider a rectangular computational domain periodic in the $x$ direction and having dimensions $L \times 10 L$, where $L$ is the scale of the simulation domain. The solidification front travels along the positive $y$ direction. The processing conditions are modeled by imposing thermal fluxes at the top and bottom boundaries of the computational domain, such that

$$
\begin{aligned}
\lambda_{l} \partial_{\boldsymbol{n}} T_{l} & =\lambda_{l} G_{T}, \quad y=10 L \\
\lambda_{s} \partial_{\boldsymbol{n}} T_{s} & =-\lambda_{l} G_{T}+V\left(L_{f}+\rho_{l} c_{p_{l}} G_{T}(10 L)\right), \quad y=0
\end{aligned}
$$

where $G_{T}$ is desired temperature gradient and $V$ has the meaning of the approximate front velocity if the solidification were to occur in the planar regime. As the initial conditions we take a planar solidification front traveling upwards with the velocity $V$ with temperature and concentration fields satisfying:

$$
\begin{aligned}
C_{\mathrm{W}} & =C_{\mathrm{W}}^{\infty}+\frac{1-k_{\mathrm{W}}}{k_{\mathrm{W}}} \exp \left(-\frac{V}{D_{\mathrm{W}}}\left(y-y_{0}\right)\right), \\
C_{\mathrm{Al}} & =C_{\mathrm{Al}}^{\infty}+\frac{1-k_{\mathrm{Al}}}{k_{\mathrm{Al}}} \exp \left(-\frac{V}{D_{\mathrm{Al}}}\left(y-y_{0}\right)\right), \\
T_{l} & =T_{l i q}\left(\frac{C_{\mathrm{W}}^{\infty}}{k_{\mathrm{W}}}, \frac{C_{\mathrm{Al}}^{\infty}}{k_{\mathrm{Al}}}\right)+\frac{\alpha_{l}}{V} G_{T}\left(1-\exp \left(-\frac{V}{\alpha_{l}}\left(y-y_{0}\right)\right)\right), \\
T_{s} & =T_{l i q}\left(\frac{C_{\mathrm{W}}^{\infty}}{k_{\mathrm{W}}}, \frac{C_{\mathrm{Al}}^{\infty}}{k_{\mathrm{Al}}}\right)+\frac{\alpha_{l}}{V}\left(\frac{\lambda_{l}}{\lambda_{s}} G_{T}+\frac{V L_{f}}{\lambda_{s}}\right)\left(1-\exp \left(-\frac{V}{\alpha_{l}}\left(y-y_{0}\right)\right)\right),
\end{aligned}
$$

where $y_{0}=0.1 L$ is the initial front's location.

Figure 4.9 shows the obtained crystallized microstructures in the case $L=0.04 \mathrm{~cm}$, $V=0.01 \mathrm{~cm} / \mathrm{s}$, and $G_{T}$ in the range from $100 \mathrm{~K} / \mathrm{cm}$ to $5000 \mathrm{~K} / \mathrm{cm}$ while Figure 4.10 demonstrates corresponding numerical deviations from the Gibbs-Thomson condition for each time step. Despite a very high complexity of the front evolution the proposed computational method is able to maintain the maximum deviation at the level around $10^{-2} \mathrm{~K}$ and the average deviation at the level of $10^{-4}-10^{-3} \mathrm{~K}$.


Figure 4.9: Solidification microstructures obtained for $L=0.04 \mathrm{~cm}$, $V=0.01 \mathrm{~cm} / \mathrm{s}$, and $G_{T}=100 \mathrm{~K} / \mathrm{cm}, 250 \mathrm{~K} / \mathrm{cm}, 500 \mathrm{~K} / \mathrm{cm}, 1000 \mathrm{~K} / \mathrm{cm}, 2500 \mathrm{~K} / \mathrm{cm}$, and $5000 \mathrm{~K} / \mathrm{cm}$ (left to right). Displayed in color is the concentration field of $W$.


Figure 4.10: Maximum and average deviation (in K) from the Gibbs-Thomson conditions for all time steps during simulation runs corresponding to shown in Figure 4.9

### 4.4.3 Analysis of solutal segregation

Now we turn our attention to analyzing the dependence of solutal segregation on processing conditions and alloy parameters. In order to characterize concentration distributions inside the solidified material we apply a similar procedure to the one used in experimental studies: we sample concentration fields in the region form $1.8 L$ to $2.0 L$ and apply the sorting procedure based on the concentration of Co. Each sampling point is assigned a value of the solid fraction from 0 to 1 based on its ranking in the sorted array. To account for the fact that in numerical simulations the interdendritic region remains not completely solidified due to a finite computational time we directly compute the solid fraction in the region from $1.8 L$ to $2.0 L$ at the end of simulations, which corresponds to the maximum solid fraction achieved, and the originally assigned values of the solid fraction are then scaled by the computed quantity. Figure 4.11 demonstrates the concentration profiles for both solutes W and Al in cases of different solidification regimes corresponding to the ones presented in 4.9. First, one can note that up until the value of solid fraction of approximately 0.3 , which corresponds to the cores of dendrites or cells, the obtained concentration profiles rise very slowly at an nearly constant concentration level. This indicates that the cores of dendrites/cells have a nearly uniform concentration distribution with the value that depends on the growth regime. From figure 4.11 it can be seen this concentration value varies rapidly from the planar regime to the cellular one, however, with a further transition into the dendritic regime this value very quickly saturates and remains the same and independent of the imposed thermal gradient. This
can be explained by the fact that dendritic tips become more isolated from each and their growth becomes almost independent. Sections of concentration profiles beyond the value of solid fraction of 0.3 corresponds to the growth of the side branches. As one can see the rate of concentration growth with respect to solid fraction is much higher than in the preceding section and strongly depends on the value of imposed thermal gradient. The more unstable is the growth regime (the lower temperature gradient) the higher is the tip velocity of side branches, which allows them to penetrate into regions with lower concentration levels and, thus, the observed rate of concentration rise is lower. Finally, at a certain value of solid fraction (different for each processing conditions) the concentration in the interdendritic region starts to rise rapidly causing the further solidification in this region to become very slow, compared to the tip velocity of primary dendrites. A further investigation of this stage requires much longer computational times and will be performed in future works.



Figure 4.11: Segregation profiles for $W$ (left) and Al (right) for different processing conditions

Next we investigate the influence of solutes' diffusivity on the segregation behavior.


Figure 4.12: Visualization of simulated microstructures and concentration distributions of W for diffusivity ratios $D_{A l} / D_{W}=1, D_{A l} / D_{W}=2$, and $D_{A l} / D_{W}=4$ (left to right in each subfigure).

Specifically, we keep the diffusivity of $W$ unchanged $D_{W}=10^{-5}$ while varying the diffusivity of Al from $D_{A l}=1$ to $D_{A l}=2$ to $D_{A l}=4$. Figure 4.12 illustrates the obtained microstructures and concentration distributions for each of the values of diffusivity ratio
in different growth regimes. Comparing these results with figure 4.9 , one can conclude that increasing the diffusivity of the third alloy component has an effect similar to increasing the imposed thermal gradient. Specifically, the interdendritic region solidifies faster and side branches are coarser. This can be explained by the fact that the higher diffusivity of $A l$ allows this component to escape the interdendritic region faster, thus lowering the effective crystallization temperature. Figures $4.13-4.16$ show the dependence of concentration profiles for each considered ratio of solutal diffusivities. As one can see the concentration profiles are changed only very slightly and likely due to the aforementioned changes in solidified microstructures.



Figure 4.13: Dependence of segregation profiles for $W$ (left) and $A l$ (right) on the ratio of solutal diffusivities in the case $G_{T}=100 \mathrm{~K} / \mathrm{cm}$.


Figure 4.14: Dependence of segregation profiles for $W$ (left) and $A l$ (right) on the ratio of solutal diffusivities in the case $G_{T}=250 \mathrm{~K} / \mathrm{cm}$.


Figure 4.15: Dependence of segregation profiles for $W$ (left) and $A l$ (right) on the ratio of solutal diffusivities in the case $G_{T}=500 \mathrm{~K} / \mathrm{cm}$.



Figure 4.16: Dependence of segregation profiles for $W$ (left) and $A l$ (right) on the ratio of solutal diffusivities in the case $G_{T}=1000 \mathrm{~K} / \mathrm{cm}$.

### 4.5 Conclusion

In this chapter we have presented a computational method for the simulation of multialloy solidification. This method is based on a novel Newton-type approach for solving the nonlinearly coupled system of PDEs describing the solidification processes. The numerical implementation employs adaptive Cartesian quadtree grids, the Level Set method, and a combination of finite-volume and finite-difference schemes for solving PDEs in irregular domains. In validation tests involving stable axisymmetric solidification the presented method demonstrated second order of accuracy. Finally, the directional solidification of a Co-Al-W alloy was considered and the dependence of the solute segregation on processing
conditions and alloy parameters was analyzed.
The further development of the presented numerical method will include addition of convective effects and remelting processes. Additionally, alternative Newton-type procedures based on solving (4.26) more accurately, e.g. using the Fourier transform, will be investigated.

## 4.A Functional derivative with respect to $\delta C_{1}^{*}$

Consider a generic functional $\mathcal{F}$ defined as an integral of some function $\zeta(\boldsymbol{r})$ over interface $\Gamma:$

$$
\begin{equation*}
\mathcal{F}=\int_{\Gamma} \zeta(\boldsymbol{r}) d \Gamma \tag{4.40}
\end{equation*}
$$

where function $\zeta(\boldsymbol{r})$ is a combination of solutions $\left\{C_{J}\right\}_{J=1}^{N},\left\{T_{\nu}\right\}_{\nu=s, l}$, and $v_{\boldsymbol{n}}$ to BVPs (4.20)-(4.23). In the case considered in this work:

$$
\begin{aligned}
\zeta(\boldsymbol{r}) & =\delta\left(\boldsymbol{r}-\boldsymbol{r}_{0}\right) \mathcal{E}(\boldsymbol{r}) \\
& =\delta\left(\boldsymbol{r}-\boldsymbol{r}_{0}\right)\left(T_{l}(\boldsymbol{r})-h_{G}(\boldsymbol{r})-T_{l i q}\left(C_{1}(\boldsymbol{r}), \ldots, C_{N}(\boldsymbol{r})\right)-\epsilon_{v} v_{\boldsymbol{n}}(\boldsymbol{r})\right) .
\end{aligned}
$$

The deferential of $\mathcal{F}$ with respect to $C_{1}^{*}$ can be obtained using a Lagrange multiplier approach. "Constraints" (4.20)-(4.23) can be incorporated into a Lagrangian in different ways. One approach is to treat every equations from (4.20)-(4.23) as a separate constraint. Another approach is to first obtain variational formulations of BVPs (4.20)-(4.23) and then use them in the Lagrangian definition. For sufficiently regular functions, the two approaches are equivalent and, roughly speaking, merely define the order of mathematical operations and number of Lagrange multipliers (the latter approach introduces less multipliers since for each BVP several equations, namely, a PDE and BCs, are combined into a single constraint, a variational form of BVP). For its conceptual simplicity, we employ the former approach. That is, we formally define a Lagrangian as:

$$
\begin{align*}
& \mathcal{L}=\mathcal{F}+\sum_{\nu=s, l}\left\{\omega_{T_{\nu}} \cdot\left(\mathrm{PDE} \text { for } T_{\nu}\right)+\beta_{T_{\nu}} \cdot\left(\mathrm{BC} \text { for } T_{\nu} \text { on } \partial \Omega\right)\right\} \\
& +\gamma_{T} \cdot(\text { Cond for }[T] \text { on } \Gamma)+\gamma_{S} \cdot\left(\text { Cond for }\left[\lambda \partial_{\boldsymbol{n}} T\right] \text { on } \Gamma\right) \\
& +\sum_{J=1}^{N}\left\{\omega_{C_{J}} \cdot\left(\mathrm{PDE} \text { for } C_{J}\right)+\gamma_{C_{J}} \cdot\left(\mathrm{BC} \text { for } C_{J} \text { on } \Gamma\right)+\beta_{C_{J}} \cdot\left(\mathrm{BC} \text { for } C_{J} \text { on } \partial \Omega\right)\right\} \\
& +\gamma_{v} \cdot\left(\text { Equation for } v_{\boldsymbol{n}}\right) \tag{4.41}
\end{align*}
$$

where $\left\{\omega_{T_{\nu}}, \beta_{T_{\nu}}\right\}_{\nu=s, l}, \gamma_{T}, \gamma_{S},\left\{\omega_{C_{J}}, \gamma_{C_{J}}, \beta_{C_{J}}\right\}_{J=1}^{N}$, and $\gamma_{v}$ are Lagrange multipliers. Note that these multipliers are functions of spatial variables with dimensionalities corresponding to constraints they enforce, that is, $\omega_{T_{l}}$ and $\left\{\omega_{C_{J}}\right\}_{J=1}^{N}$ are defined in $\Omega_{l} ; \omega_{T_{s}}$ is defined in $\Omega_{s} ; \gamma_{T}, \gamma_{S},\left\{\gamma_{C_{J}}\right\}_{J=1}^{N}$, and $\gamma_{v}$ are defined on $\Gamma ; \beta_{T_{l}}$ and $\left\{\beta_{C_{J}}\right\}_{J=1}^{N}$ are defined on $\partial \Omega \cap \overline{\Omega_{l}}$; finally, $\beta_{T_{s}}$ is defined on $\partial \Omega \cap \overline{\Omega_{s}}$. Then the differential of $\mathcal{F}$ is equal to a variation of $\mathcal{L}$ with respect to $C_{1}^{*}$ :

$$
d \mathcal{F}=\delta_{C_{1}^{*}} \mathcal{L}=\int_{\Gamma} \frac{\delta \mathcal{L}}{\delta C_{1}^{*}}(\boldsymbol{r}) \delta C_{1}^{*}(\boldsymbol{r}) d \Gamma
$$

provided the following conditions are satisfied:

$$
\begin{array}{rlrlll}
\delta_{\omega_{T_{\nu}}} \mathcal{L} & =0 & \forall \delta \omega_{T_{\nu}}, & \nu=s, l, & \delta_{T_{\nu}} \mathcal{L}=0 & \forall \delta T_{\nu}, \\
\delta_{\omega_{C_{J}}} \mathcal{L} & =0 & \forall \delta \omega_{C_{J}}, & J \in[1, N], & & \delta_{C_{J}} \mathcal{L}=0 \\
\delta_{\gamma_{v}} \mathcal{L} & =0 & \forall \delta \gamma_{v} . & & \forall \delta C_{J}, & J \in[1, N], \\
\delta_{\gamma_{C_{J}}} \mathcal{L} & =0 & \forall \delta \gamma_{C_{J}}, & J \in[1, N], & &  \tag{4.42}\\
\delta_{\gamma_{T}} \mathcal{L}=0 & & & \forall \delta v_{n}, & \\
\delta_{\gamma_{S}} \mathcal{L} & =0 & \forall \delta \gamma_{T}, & & \forall \delta \gamma_{S}, & \\
\delta_{\beta_{T_{\nu}}} \mathcal{L} & =0 & \forall \delta \beta_{T_{\nu}}, & \nu=s, l, & & \\
\delta_{\beta_{C_{J}}} \mathcal{L}=0 & \forall \delta \beta_{C_{J}}, & J \in[1, N], & & &
\end{array}
$$

Conditions from the left column above ensure that "constraints" for $\left\{C_{J}\right\}_{J=1}^{N},\left\{T_{\nu}\right\}_{\nu=s, l}$ and $v_{n}$ are satisfied, while conditions from the right column give equations for Lagrange multipliers.

The explicit expression for the Lagrangian can be written as:

$$
\begin{aligned}
& \mathcal{L}=\int_{\Gamma} \zeta(\boldsymbol{r}) d \Gamma \\
& +\sum_{\nu=s, l}\{\int_{\Omega_{\nu}} \overbrace{\left(s_{\nu} T_{\nu}-\lambda_{\nu} \nabla^{2} T_{\nu}-f_{T_{\nu}}\right)}^{\mathrm{PDEE} \text { for } T_{\nu}} \omega_{T_{\nu}} d \Omega+\int_{\partial \Omega \cap \overline{\Omega_{l}}} \overbrace{\left(\lambda_{\nu} \partial_{\boldsymbol{n}_{\nu}} T_{\nu}-g_{T_{\nu}}\right)}^{\mathrm{BC} \text { for } T_{\nu}} \beta_{T_{\nu}} d \Gamma\} \\
& +\int_{\Gamma} \underbrace{\left(T_{s}-T_{l}-h_{T}\right)}_{\text {Cond for }[T]} \gamma_{T} d \Gamma+\int_{\Gamma} \underbrace{\left(\lambda_{s} \partial_{\boldsymbol{n}_{s}} T_{s}+\lambda_{l} \partial_{\boldsymbol{n}_{l}} T_{l}-L v_{\boldsymbol{n}}-h_{S}\right)}_{\text {Cond for }\left[\lambda \partial_{n} T\right]} \gamma_{S} d \Gamma \\
& +\sum_{J=1}^{N}\{\int_{\Omega_{l}} \underbrace{\left(a C_{J}-D_{J} \nabla^{2} C_{J}-f_{C_{J}}\right)}_{\text {PDE for } C_{J}} \omega_{C_{J}} d \Omega+\int_{\partial \Omega_{\cap} \overline{\Omega_{l}}} \underbrace{\left(D_{J} \partial_{\boldsymbol{n}_{l}} C_{J}-g_{C_{J}}\right)}_{\text {BC for } C_{J} \text { on } \partial \Omega} \beta_{C_{J}} d \Gamma\} \\
& +\int_{\Gamma} \underbrace{\left(C_{1}-C_{1}^{*}\right)}_{\text {BC for } C_{1} \text { on } \Gamma} \gamma_{C_{1}} d \Gamma+\sum_{J=2}^{N} \int_{\Gamma} \underbrace{\left(D_{J} \partial_{\boldsymbol{n}_{l}} C_{J}-\left(1-k_{J}\right) v_{\boldsymbol{n}} C_{J}-h_{C_{J}}\right)}_{\text {BC for } C_{J} \text { on } \Gamma} \gamma_{C_{J}} d \Gamma \\
& +\int_{\Gamma} \underbrace{\left(D_{1} \partial_{\boldsymbol{n}_{l}} C_{1}-\left(1-k_{1}\right) v_{\boldsymbol{n}} C_{1}-h_{C_{1}}\right)}_{\text {Equation for } v_{n}} \gamma_{v} d \Gamma
\end{aligned}
$$

Taking variations of the Lagrangian with respect to multipliers $\left\{\omega_{T_{\nu}}, \beta_{T_{\nu}}\right\}_{\nu=s, l}, \gamma_{T}, \gamma_{S}$, $\left\{\omega_{C_{J}}, \gamma_{C_{J}}, \beta_{C_{J}}\right\}_{J=1}^{N}$, and $\gamma_{v}$, it is trivial to confirm that conditions from the left column of (4.42) lead to equations (4.20)-(4.23).

Variations with respect to $\left\{C_{J}\right\}_{J=1}^{N},\left\{T_{\nu}\right\}_{\nu=s, l}$ and $v_{\boldsymbol{n}}$ are equal to:

$$
\begin{aligned}
\delta_{C_{1}} \mathcal{L}= & \int_{\Gamma} \zeta_{C_{1}}^{\prime} \delta C_{1} d \Gamma \\
& +\int_{\Omega_{l}}\left(a \delta C_{1}-D_{1} \nabla^{2} \delta C_{1}\right) \omega_{C_{1}} d \Omega+\int_{\partial \Omega \cap \overline{\Omega_{l}}} \beta_{C_{1}} D_{1} \partial_{\boldsymbol{n}_{l}} \delta C_{1} d \Gamma \\
& +\int_{\Gamma}\left(\gamma_{C_{1}}-\left(1-k_{1}\right) v_{\boldsymbol{n}} \gamma_{v}\right) \delta C_{1} d \Gamma+\int_{\Gamma} \gamma_{v} D_{1} \partial_{\boldsymbol{n}_{l}} \delta C_{1} d \Gamma \\
\delta_{C_{J}} \mathcal{L}= & \int_{\Gamma} \zeta_{C_{J}}^{\prime} \delta C_{J} d \Gamma \\
& +\int_{\Omega_{l}}\left(a \delta C_{J}-D_{J} \nabla^{2} \delta C_{J}\right) \omega_{C_{J}} d \Omega+\int_{\partial \Omega_{\cap} \overline{\Omega_{l}}} \beta_{C_{J}} D_{J} \partial_{\boldsymbol{n}_{l}} \delta C_{J} d \Gamma \\
& -\int_{\Gamma} \gamma_{C_{J}}\left(1-k_{J}\right) v_{\boldsymbol{n}} \delta C_{J} d \Gamma+\int_{\Gamma} \gamma_{C_{J}} D_{J} \partial_{\boldsymbol{n}_{l}} \delta C_{J} d \Gamma, \quad i=2, \ldots, N, \\
\delta_{T_{s}} \mathcal{L}= & \int_{\Gamma}^{\zeta_{T_{s}}^{\prime} \delta T_{s} d \Gamma} \\
& +\int_{\Omega_{s}}\left(s_{s} \delta T_{s}-\lambda_{s} \nabla^{2} \delta T_{s}\right) \omega_{T_{s}} d \Omega+\int_{\partial \Omega_{n} \overline{\Omega_{s}}} \beta_{T_{s}} \lambda_{s} \partial_{\boldsymbol{n}_{s}} \delta T_{s} d \Gamma \\
& +\int_{\Gamma} \gamma_{T} \delta T_{s} d \Gamma+\int_{\Gamma} \gamma_{S} \lambda_{s} \partial_{\boldsymbol{n}_{s}} T_{s} d \Gamma, \\
\delta_{T_{l}} \mathcal{L}= & \int_{\Gamma} \zeta_{T_{s}}^{\prime} \delta T_{s} d \Gamma+\int_{\Omega_{l}}\left(s_{l} \delta T_{l}-\lambda_{l} \nabla^{2} \delta T_{l}\right) \omega_{T_{l}} d \Omega+\int_{\partial \Omega_{\cap} \overline{\Omega_{l}}} \beta_{T_{l}} \lambda_{l} \partial_{\boldsymbol{n}_{l}} \delta T_{l} d \Gamma \\
& -\int_{\Gamma} \gamma_{T} \delta T_{l} d \Gamma+\int_{\Gamma} \gamma_{S} \lambda_{l} \partial_{\boldsymbol{n}_{l}} T_{l} d \Gamma, \\
\delta_{v_{n}} \mathcal{L}= & \int_{\Gamma}\left(\zeta_{v_{n}}^{\prime}-\left(1-k_{1}\right) C_{1} \gamma_{v}-\sum_{J=2}^{N}\left(1-k_{J}\right) C_{J} \gamma_{C_{J}}-L \gamma_{S}\right) \delta v_{\boldsymbol{n}} d \Gamma,
\end{aligned}
$$

where $\zeta_{T_{\nu}}^{\prime}, \zeta_{C_{J}}^{\prime}$ and $\zeta_{v_{n}}^{\prime}$ denote classical partial derivatives of function $\zeta$ with respect to $T_{\nu}$, $C_{J}$ and $v_{\boldsymbol{n}}$, correspondingly. Using the Green's second identity the first four expressions can be transformed into:

$$
\begin{aligned}
& \delta_{C_{1}} \mathcal{L}=\int_{\Omega_{l}}\left(a \omega_{C_{1}}-D_{1} \nabla^{2} \omega_{C_{1}}\right) \delta C_{1} d \Omega \\
& +\int_{\partial \Omega \cap \overline{\Omega_{l}}}\left(\beta_{C_{1}}-\omega_{C_{1}}\right) D_{1} \partial_{\boldsymbol{n}_{l}} \delta C_{1} d \Gamma+\int_{\partial \Omega \cap \overline{\Omega_{l}}} D_{1} \partial_{\boldsymbol{n}_{l}} \omega_{C_{1}} \delta C_{1} d \Gamma \\
& +\int_{\Gamma}\left(\gamma_{C_{1}}-\left(1-k_{1}\right) v_{\boldsymbol{n}} \gamma_{v}+D_{1} \partial_{\boldsymbol{n}_{l}} \omega_{C_{1}}+\zeta_{C_{1}}^{\prime}\right) \delta C_{1} d \Gamma \\
& +\int_{\Gamma}\left(\gamma_{v}-\omega_{C_{1}}\right) D_{1} \partial_{\boldsymbol{n}_{l}} \delta C_{1} d \Gamma, \\
& \delta_{C_{J}} \mathcal{L}=\int_{\Omega_{l}}\left(a \omega_{C_{J}}-D_{J} \nabla^{2} \omega_{C_{J}}\right) \delta C_{J} d \Omega \\
& +\int_{\partial \Omega \cap \overline{\Omega_{l}}}\left(\beta_{C_{J}}-\omega_{C_{J}}\right) D_{J} \partial_{\boldsymbol{n}_{l}} \delta C_{J} d \Gamma+\int_{\partial \Omega \cap \overline{\Omega_{l}}} D_{J} \partial_{\boldsymbol{n}_{l}} \omega_{C_{J}} \delta C_{J} d \Gamma \\
& +\int_{\Gamma}\left(D_{J} \partial_{\boldsymbol{n}_{l}} \omega_{C_{J}}-\left(1-k_{J}\right) v_{\boldsymbol{n}} \gamma_{C_{J}}+\zeta_{C_{J}}^{\prime}\right) \delta C_{J} d \Gamma \\
& +\int_{\Gamma}\left(\gamma_{C_{J}}-\omega_{C_{J}}\right) D_{J} \partial_{\boldsymbol{n}_{l}} \delta C_{J} d \Gamma, \quad i=2, \ldots, N, \\
& \delta_{T_{s}} \mathcal{L}=\int_{\Omega_{s}}\left(s_{s} \omega_{T_{s}}-\lambda_{s} \nabla^{2} \omega_{T_{s}}\right) \delta T_{s} d \Omega \\
& +\int_{\partial \Omega \cap \overline{\Omega_{s}}}\left(\beta_{T_{s}}-\omega_{T_{s}}\right) \lambda_{s} \partial_{n_{s}} \delta T_{s} d \Gamma+\int_{\partial \Omega \cap \overline{\Omega_{s}}} \lambda_{s} \partial_{\boldsymbol{n}_{s}} \omega_{T_{s}} \delta T_{s} d \Gamma \\
& +\int_{\Gamma}\left(\gamma_{T}+\lambda_{s} \partial_{\boldsymbol{n}_{s}} \omega_{T_{s}}+\zeta_{T_{s}}^{\prime}\right) \delta T_{s} d \Gamma+\int_{\Gamma}\left(\gamma_{S}-\omega_{T_{s}}\right) \lambda_{s} \partial_{\boldsymbol{n}_{s}} T_{s} d \Gamma, \\
& \delta_{T_{l}} \mathcal{L}=\int_{\Omega_{l}}\left(s_{l} \omega_{T_{l}}-\lambda_{l} \nabla^{2} \omega_{T_{l}}\right) \delta T_{l} d \Omega \\
& +\int_{\partial \Omega \cap \overline{\Omega_{l}}}\left(\beta_{T_{l}}-\omega_{T_{l}}\right) \lambda_{l} \partial_{\boldsymbol{n}_{l}} \delta T_{l} d \Gamma+\int_{\partial \Omega \cap \overline{\Omega_{l}}} \lambda_{l} \partial_{\boldsymbol{n}_{l}} \omega_{T_{l}} \delta T_{l} d \Gamma \\
& +\int_{\Gamma}\left(-\gamma_{T}+\lambda_{l} \partial_{\boldsymbol{n}_{l}} \omega_{T_{l}}+\zeta_{T_{l}}^{\prime}\right) \delta T_{l} d \Gamma+\int_{\Gamma}\left(\gamma_{S}-\omega_{T_{l}}\right) \lambda_{l} \partial_{\boldsymbol{n}_{l}} T_{l} d \Gamma,
\end{aligned}
$$

It is easy to see now that conditions from the right column of (4.42) lead to the following equations for Lagrange multipliers:

$$
\begin{align*}
& \left\{\begin{aligned}
\left(a-D_{1} \nabla^{2}\right) \omega_{C_{1}} & =0 & & \text { in } \Omega_{l} \\
\omega_{C_{1}} & =\gamma_{v} & & \text { on } \Gamma \\
D_{1} \partial_{n_{l}} \omega_{C_{1}} & =0 & & \text { on } \partial \Omega \cap \overline{\Omega_{l}} \\
\gamma_{C_{1}} & =\left(1-k_{1}\right) v_{\boldsymbol{n}} \gamma_{v}-\zeta_{C_{1}}^{\prime}-D_{1} \partial_{\boldsymbol{n}_{l}} \omega_{C_{1}} & & \text { on } \Gamma \\
\beta_{C_{1}} & =\omega_{C_{1}} & & \text { on } \partial \Omega \cap \overline{\Omega_{l}}
\end{aligned}\right. \\
& \left\{\begin{aligned}
\left(a-D_{J} \nabla^{2}\right) \omega_{C_{J}} & =0 & & \text { in } \Omega_{l} \\
D_{J} \partial_{n_{l}} \omega_{C_{J}}-\left(1-k_{J}\right) v_{n} \gamma_{C_{J}} & =-\zeta_{C_{J}}^{\prime} & & \text { on } \Gamma \\
D_{J} \partial_{n_{l}} \omega_{C_{J}} & =0 & & \text { on } \partial \Omega \cap \overline{\Omega_{l}} \\
\gamma_{C_{J}} & =\omega_{C_{J}} & & \text { on } \Gamma \\
\beta_{C_{J}} & =\omega_{C_{J}} & & \text { on } \partial \Omega \cap \overline{\Omega_{l}}
\end{aligned}\right. \\
& \left\{\begin{aligned}
\left(s_{s}-\lambda_{s} \nabla^{2}\right) \omega_{T_{s}} & =0 & & \text { in } \Omega_{s} \\
\omega_{T_{s}} & =\gamma_{S} & & \text { on } \Gamma \\
\lambda_{s} \partial_{\boldsymbol{n}_{s}} \omega_{T_{s}} & =-\gamma_{T}-\zeta_{T_{s}}^{\prime} & & \text { on } \Gamma \\
\lambda_{s} \partial_{\boldsymbol{n}_{s}} \omega_{T_{s}} & =0 & & \text { on } \partial \Omega \cap \overline{\Omega_{l}} \\
\beta_{T_{s}} & =\omega_{T_{s}} & & \text { on } \partial \Omega \cap \overline{\Omega_{s}}
\end{aligned}\right.  \tag{4.43}\\
& \left\{\begin{aligned}
\left(s_{l}-\lambda_{l} \nabla^{2}\right) \omega_{T_{l}} & =0 & & \text { in } \Omega_{l} \\
\omega_{T_{l}} & =\gamma_{S} & & \text { on } \Gamma \\
\lambda_{l} \partial_{n_{l}} \omega_{T_{l}} & =\gamma_{T}-\zeta_{T_{l}}^{\prime} & & \text { on } \Gamma \\
\lambda_{l} \partial_{\boldsymbol{n}_{l}} \omega_{T_{l}} & =0 & & \text { on } \partial \Omega \cap \overline{\Omega_{l}} \\
\beta_{T_{l}} & =\omega_{T_{l}} & & \text { on } \partial \Omega \cap \overline{\Omega_{l}}
\end{aligned}\right. \\
& \gamma_{v}=\frac{1}{\left(1-k_{1}\right) C_{1}}\left(\zeta_{v_{n}}^{\prime}-\sum_{J=2}^{N}\left(1-k_{J}\right) C_{J} \gamma_{C_{J}}-L \gamma_{S}\right) \quad \text { on } \Gamma
\end{align*}
$$

which after several eliminations and rearrangements can be expressed as:

$$
\begin{aligned}
& \left\{\begin{aligned}
\left(s_{\nu}-\lambda_{\nu} \nabla^{2}\right) \omega_{T_{\nu}} & =0 & & \text { in } \Omega_{\nu}, \quad \nu=s, l \\
{\left[\omega_{T}\right] } & =0 & & \text { on } \Gamma \\
{\left[\lambda \partial_{\boldsymbol{n}} \omega_{T}\right] } & =-\left(\zeta_{T_{l}}^{\prime}+\zeta_{T_{s}}^{\prime}\right) & & \text { on } \Gamma \\
\lambda_{\nu} \partial_{\boldsymbol{n}_{\nu}} \omega_{T_{\nu}} & =0 & & \text { on } \partial \Omega \cap \overline{\Omega_{\nu}}, \quad \nu=s, l
\end{aligned}\right. \\
& \left\{\begin{aligned}
\left(a-D_{J} \nabla^{2}\right) \omega_{C_{J}} & =0 & & \text { in } \Omega_{l} \\
D_{J} \partial_{\boldsymbol{n}_{l}} \omega_{C_{J}}-\left(1-k_{J}\right) v_{\boldsymbol{n}} \omega_{C_{J}} & =-\zeta_{C_{J}}^{\prime} & & \text { on } \Gamma \\
D_{J} \partial_{\boldsymbol{n}_{l}} \omega_{C_{J}} & =0 & & \text { on } \partial \Omega \cap \overline{\Omega_{l}}
\end{aligned}\right. \\
& \gamma_{v}=\frac{1}{\left(1-k_{1}\right) C_{1}^{*}}\left(\zeta_{v_{n}}^{\prime}-\sum_{J=2}^{N}\left(1-k_{J}\right) \omega_{C_{J}} C_{J}-L \omega_{T_{l}}\right) \quad \text { on } \Gamma \\
& \left\{\begin{aligned}
\left(a-D_{1} \nabla^{2}\right) \omega_{C_{1}} & =0 & & \text { in } \Omega_{l} \\
\omega_{C_{1}} & =\gamma_{v} & & \text { on } \Gamma \\
D_{1} \partial_{n_{l}} \omega_{C_{1}} & =0 & & \text { on } \partial \Omega \cap \overline{\Omega_{l}}
\end{aligned}\right.
\end{aligned}
$$

Finally, by taking variation of the Lagrangian with respect to $C_{1}^{*}$ we obtain the full differential of the cost functional:

$$
d \mathcal{F}=\delta_{C_{1}^{*}} \mathcal{L}=-\int_{\Gamma} \gamma_{C_{1}} \delta C_{1}^{*} d \Gamma
$$

or, after taking into account equations (4.43):

$$
d \mathcal{F}=\delta_{C_{1}^{*}} \mathcal{L}=\int_{\Gamma}\left(\zeta_{C_{1}}^{\prime}+D_{1} \partial_{\boldsymbol{n}_{l}} \omega_{C_{1}}-\left(1-k_{1}\right) v_{\boldsymbol{n}} \omega_{C_{1}}\right) \delta C_{1}^{*} d \Gamma
$$

thus, the functional derivative of $\mathcal{F}$ with respect to $C_{1}^{*}$ is

$$
\frac{\delta \mathcal{F}}{\delta C_{1}^{*}}=\zeta_{C_{1}}^{\prime}+D_{1} \partial_{\boldsymbol{n}_{l}} \omega_{C_{1}}-\left(1-k_{1}\right) v_{\boldsymbol{n}} \omega_{C_{1}}
$$

Note that for the functional considered in 4.3.2:

$$
\begin{aligned}
\zeta_{T_{l}}^{\prime} & =\delta\left(\boldsymbol{r}-\boldsymbol{r}_{0}\right) \\
\zeta_{T_{s}}^{\prime} & =0 \\
\zeta_{C_{J}}^{\prime} & =-\frac{\partial \Delta T_{C}}{\partial C_{J}} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{0}\right) \\
\zeta_{v_{n}}^{\prime} & =-\epsilon_{v} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{0}\right)
\end{aligned}
$$

## 4.B Directional derivative with respect to $\delta C_{1}^{*}$

The expressions derived in 4.A predict the change in a functional in response to any perturbation of $C_{1}^{*}$, however, they require solution of an adjoint system of PDEs for every point on the boundary, which is hardly achievable in practice. Instead, sometimes it is necessary to only know the derivative of a functional along a given perturbation in $C_{1}^{*}$, e.g. as in the approximate Newton described in 4.3.2.

Let us again consider a generic functional $\mathcal{F}$ defined in (4.40). Let us consider system of equations (4.20)-(4.23) for $C_{1}^{*}$ and $C_{1}^{*}+\varepsilon \delta C_{1}^{*}$, where $\varepsilon \ll 1$. It is easy to show that solutions of (4.20)-(4.23) in these two cases are related to each other as:

$$
\begin{aligned}
\left.C_{J}\right|_{C_{1}^{*}+\varepsilon \delta C_{1}^{*}} & =\left.C_{J}\right|_{C_{1}^{*}}+\varepsilon \Lambda_{C_{J}}+\mathcal{O}\left(\varepsilon^{2}\right), & & J \in[1, N] \\
\left.T_{\nu}\right|_{C_{1}^{*}+\varepsilon \delta C_{1}^{*}} & =\left.T_{\nu}\right|_{C_{1}^{*}}+\varepsilon \Lambda_{T_{\nu}}+\mathcal{O}\left(\varepsilon^{2}\right), & & \nu=s, l \\
\left.v_{n}\right|_{C_{1}^{*}+\varepsilon \delta C_{1}^{*}} & =\left.v_{\boldsymbol{n}}\right|_{C_{1}^{*}}+\varepsilon \Lambda_{v_{n}}+\mathcal{O}\left(\varepsilon^{2}\right), & &
\end{aligned}
$$

where $\left\{\Lambda_{C_{J}}\right\}_{J=1}^{N},\left\{\Lambda_{T_{\nu}}\right\}_{\nu=s, l}$, and $\Lambda_{v_{n}}$ satisfy the following adjoint system of equations:

$$
\left\{\begin{aligned}
\left(a-D_{1} \nabla^{2}\right) \Lambda_{C_{1}} & =0, & & \text { in } \Omega_{l}, \\
\Lambda_{C_{1}} & =\delta C_{1}^{*}, & & \text { on } \Gamma, \\
D_{1} \partial_{n_{l}} \Lambda_{C_{1}} & =0, & & \text { on } \partial \Omega \cap \Omega_{l} .
\end{aligned}\right.
$$

$$
\begin{gathered}
\Lambda_{v_{n}}=\frac{1}{\left(1-k_{1}\right) C_{1}}\left(D_{1} \partial_{\boldsymbol{n}_{l}} \Lambda_{C_{1}}-v_{\boldsymbol{n}}\left(1-k_{1}\right) \Lambda_{C_{1}}\right) \\
\left\{\begin{aligned}
\left(a-D_{J} \nabla^{2}\right) \Lambda_{C_{J}}=0, & \text { in } \Omega_{l}, \\
D_{J} \partial_{n_{l}} \Lambda_{C_{J}}-\left(1-k_{J}\right) v_{n} \Lambda_{C_{J}}=\left(1-k_{J}\right) \Lambda_{v_{n}} C_{J}, & \text { on } \Gamma, \\
D_{J} \partial_{n_{l}} \Lambda_{C_{J}}=0, & \text { on } \partial \Omega \cap \Omega_{l} .
\end{aligned}\right. \\
\left\{\begin{array}{rll}
\left(s_{\nu}-\lambda_{\nu} \nabla^{2}\right) \Lambda_{T_{\nu}}=0 & \text { in } \Omega_{\nu}, \quad \nu=s, l \\
{\left[\Lambda_{T}\right]=0} & \text { on } \Gamma & \text { on } \Gamma \\
{\left[\lambda \partial_{n} \Lambda_{T}\right]=L_{f} \Lambda_{v_{n}}} & \text { on } \partial \Omega \cap \overline{\Omega_{\nu}}, \quad \nu=s, l \\
\lambda_{\nu} \partial_{n_{\nu}} \Lambda_{T_{\nu}}=0 & \text { on }
\end{array}\right.
\end{gathered}
$$

Using this result the derivative of $\mathcal{F}$ in the direction $\delta C_{1}^{*}$ can be computed as:

$$
\begin{aligned}
\int_{\Gamma} \frac{\delta \mathcal{F}}{\delta C_{1}^{*}} \delta C_{1}^{*} d \Gamma & =\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left(\left.\mathcal{F}\right|_{C_{1}^{*}+\varepsilon \delta C_{1}^{*}}-\left.\mathcal{F}\right|_{C_{1}^{*}}\right) \\
& =\int_{\Gamma}\left(\sum_{\nu=s, l} \zeta_{T_{\nu}}^{\prime} \Lambda_{T_{\nu}}+\sum_{J=1}^{N} \zeta_{C_{J}}^{\prime} \Lambda_{C_{J}}+\zeta_{v_{n}}^{\prime} \Lambda_{v_{n}}\right) d \Gamma
\end{aligned}
$$

## 4.C Details of linear stability analysis of iterative

 schemes for solving nonlinear system of PDEsIn the simple case of a planar geometry considered in section 4.3.2 the fixed-point and approximate Newton iterations can be explicitly written as:

$$
\begin{align*}
& C_{1}^{*(q+1)}(x)=C_{1}^{*(q)}(x)-\frac{T_{l}^{(q)}(x, 0)-\sum_{J=1}^{N} m_{l J} C_{J}^{(q)}(x, 0)-h_{G}(x)}{m_{l 1}}  \tag{4.44}\\
& C_{1}^{*(q+1)}(x)=C_{1}^{*(q)}(x)-\frac{T_{l}^{(q)}(x, 0)-\sum_{J=1}^{N} m_{l J} C_{J}^{(q)}(x, 0)-h_{G}(x)}{\Lambda_{T_{l}}(x, 0)-\sum_{J=1}^{N} m_{l J} \Lambda_{C_{J}}(x, 0)} \tag{4.45}
\end{align*}
$$

It is straightforward to show that the solution of (4.20)-(4.23) corresponding to a perturbed boundary concentration of the form

$$
C_{1}^{*(q)}=\tilde{C}_{1}^{*}+r^{q} \delta_{C} \exp \left(-i \omega_{x} x\right)
$$

can be found in the form:

$$
\begin{aligned}
C_{J}^{(q)}(x, y) & =\tilde{C}_{J}(y)+A_{J} r^{\nu} \delta_{0} \exp \left(-i \omega_{x} x\right) \exp \left(-\Omega_{J} y\right)+\mathcal{O}\left(\delta_{C}^{2}\right), & J \in[1, N], \\
T_{\nu}^{(q)}(x, y) & =\tilde{T}_{\nu}(y)+B_{\nu} r^{\nu} \delta_{0} \exp \left(-i \omega_{x} x\right) \exp \left(-\Omega_{\nu} y\right)+\mathcal{O}\left(\delta_{C}^{2}\right), & \nu=s, l \\
v_{\boldsymbol{n}}^{(q)}(x) & =\tilde{v_{n}}+E r^{\nu} \delta_{0} \exp \left(-i \omega_{x} x\right)+\mathcal{O}\left(\delta_{C}^{2}\right) &
\end{aligned}
$$

where $\Omega_{J}=\Omega_{J}\left(\omega_{x}\right), J \in[1, N]$, and $\Omega_{\nu}=\Omega_{\nu}\left(\omega_{x}\right), \nu=l, s$, satisfy (4.35) and

$$
\begin{aligned}
E & =\frac{D_{1} \Omega_{1}-\tilde{v_{\boldsymbol{n}}}\left(1-k_{1}\right)}{\left(1-k_{1}\right) \tilde{C}_{1}(0)} \\
A_{J} & =\left(\frac{\tilde{C_{J}}(0)}{\tilde{C_{1}}(0)}\right)\left(\frac{1-k_{J}}{1-k_{1}}\right)\left(\frac{D_{1} \Omega_{1}-\tilde{v_{n}}\left(1-k_{1}\right)}{D_{J} \Omega_{J}-\tilde{v_{\boldsymbol{n}}}\left(1-k_{J}\right)}\right), \quad J=1, \ldots, N, \\
B_{s}=B_{l} & =\frac{L_{f}}{\left(1-k_{1}\right) \tilde{C}_{1}(0)} \frac{D_{1} \Omega_{1}-\tilde{v_{n}}\left(1-k_{1}\right)}{\lambda_{s} \Omega_{s}+\lambda_{l} \Omega_{l}} .
\end{aligned}
$$

The adjoint system of equation (4.29)-(4.32) in this case has the solution:

$$
\begin{aligned}
\Lambda_{C_{1}}^{(q)}(x, y)= & \exp \left(-\Omega_{1}(0) y\right)+\mathcal{O}\left(\delta_{C}\right) \\
\Lambda_{v}^{(q)}(x)= & \frac{D_{1} \Omega_{1}(0)-\left(1-k_{1}\right) \tilde{v_{n}}}{\left(1-k_{1}\right) \tilde{C}_{1}(0)}+\mathcal{O}\left(\delta_{C}\right) \\
\Lambda_{C_{J}}^{(q)}(x, y)= & \left(\frac{1-k_{J}}{1-k_{1}}\right)\left(\frac{\tilde{C_{J}}(0)}{\tilde{C_{1}(0)}}\right)\left(\frac{D_{1} \Omega_{1}(0)-\left(1-k_{1}\right) \tilde{v_{\boldsymbol{n}}}}{D_{l J} \Omega_{J}(0)-\left(1-k_{J}\right) \tilde{v_{n}}}\right) \exp \left(-\Omega_{J}(0) y\right) \\
& +\mathcal{O}\left(\delta_{C}\right), \quad J=2, \ldots, N \\
\Lambda_{T_{l}}= & \frac{L_{f}}{\left(1-k_{1}\right) \tilde{C}_{1}(0)} \frac{D_{1} \Omega_{1}(0)-\tilde{v_{n}}\left(1-k_{1}\right)}{\lambda_{s} \Omega_{s}(0)+\lambda_{l} \Omega_{l}(0)} \exp \left(-\Omega_{l}(0) y\right)+\mathcal{O}\left(\delta_{C}\right) \\
\Lambda_{T_{s}}= & \frac{L_{f}}{\left(1-k_{1}\right) \tilde{C}_{1}(0)} \frac{D_{1} \Omega_{1}(0)-\tilde{v_{n}}\left(1-k_{1}\right)}{\lambda_{s} \Omega_{s}(0)+\lambda_{l} \Omega_{l}(0)} \exp \left(\Omega_{s}(0) y\right)+\mathcal{O}\left(\delta_{C}\right)
\end{aligned}
$$

Note that it is not necessary to obtain linear correction while solving the adjoint system of equations because

$$
T_{l}^{(q)}(x, 0)-\sum_{J=1}^{N} m_{l J} C_{J}^{(q)}(x, 0)-h_{G}(x)=\mathcal{O}\left(\delta_{C}\right)
$$

Substitution of the above expressions into (4.44) produces amplification factors (4.33) and (4.34)

## 4.D Removing extremely underresolved regions

In order to ensure the robustness of numerical simulations we use the following two-pass strategy that regularize underresolved geometries.

During the first pass, narrow gaps of liquid material of the size less than two grid spacings are "bridged". Specifically, we compute an auxiliary level-set function $\phi_{\text {aux }}$ as the signed distance to the $\phi_{n}=-\Delta x$ isocontour of the original level-set function $\phi_{n}$ and
shift it back by $\Delta x$. In the case when the geometry is sufficiently resolved, $\phi_{\text {aux }}$ and $\phi_{n}$ have coinciding signs on all grid nodes and very close in values. In the case when narrow regions of liquid material of width less than $2 \Delta x$ are present $\phi_{\text {aux }}$ and $\phi_{n}$ will have different signs on grid nodes in such regions (more precisely, $\phi_{\text {aux }}>0$ and $\phi_{n}<0$ ). Substituting values of $\phi_{n}$ with values of $\phi_{\text {aux }}$ effectively eliminates such too narrow regions. Note that $\phi_{n}$ remains unchanged whenever the front's geometry is sufficiently resolved.


Figure 4.17: Illustration of the procedure used for removing extremely under-resolved regions of liquid: (a) identification of grid nodes at which locally distinct parts of $\Omega_{s}$ are separated just by a single node; (b) "bridging" narrow liquid gaps at such grid nodes; (c) identification and "solidification" of liquid pools left behind by the previous step.

During the second pass, isolated pools of liquid created as a result of such "bridging" procedure are identified and "solidified" as well (if any). The identification of isolated pools on distributed computational grids is done using the parallel "island counting" algorithm described in [107].

We have observed that such a procedure ensures an excellent robustness of the computational scheme across all crystal growth regimes. It is especially useful for simulating the cellular regime and its transition to the planar one.

## 4.E Similarity solution for the solidifying infinite cylinder due to a heat sink

Let us consider the axisymmetric solidification of an infinite cylinder from a line heat sink of strength $Q$ located at the cylinder's center into an infinite liquid alloy of composition $\left\{C_{J}^{\infty}\right\}_{J=1}^{N}$ and temperature $T^{\infty}$. In this case spatial distributions of temperature $T_{\nu}=$ $T_{\nu}(t, r), \nu=s, l$, and concentrations $C_{l J}=C_{l J}(t, r), J \in[1, N]$, are only functions of time $t$ and distance from the cylinder's center $r$, which without loss of generality can be assumed at $r=0$. In addition to assumption made in section 4.2, further assume that the constitutional undercooling has a linear dependence on the composition $\left(T_{l i q}=\right.$ $\left.T_{m}+\sum_{J=1}^{N} m_{l J} C_{l J}\right)$, the kinetic and curvature undercoolings are negligible ( $\epsilon_{c}=\epsilon_{v}=0$ ) and partition coefficients $\left\{k_{i}\right\}_{J=1}^{N}$ are constant. Denote the cylinder's radius as $R(t)$. Mathematically such a problem can be formulated as:

## Governing equations:

$$
\begin{array}{rc}
\text { Heat transport: } & \rho_{s} c_{p_{s}} \partial_{t} T_{s}-\lambda_{s} \nabla^{2} T_{s}=0 \\
& \rho_{l} c_{p_{l}} \partial_{t} T_{l}-\lambda_{l} \nabla^{2} T_{l}=0 \\
\text { for } 0<r(t)<r(t), \\
\text { Species transport: } & \partial_{t} C_{l J}-D_{l J} \nabla^{2} C_{l J}=0 \\
& J \in[1, N]
\end{array}
$$

## Interface conditions:

Temperature continuity:
Stefan condition:

$$
\left[\lambda \partial_{r} T\right]=v_{n} L,
$$

Gibbs-Thomson:

$$
T_{l}=T_{m}+\sum_{J=1}^{N} m_{l J} C_{J},
$$

Solute-rejection: $\quad D_{l J} \partial_{r} C_{J}=-\left(1-k_{J}\right) v_{n} C_{J}, \quad J \in[1, N]$,

## Boundary conditions:

$$
\begin{aligned}
\text { Line source: } & \lim _{r \rightarrow 0}\left(2 \pi r \lambda_{s} \partial_{r} T_{s}\right) & =Q, \\
\text { Temperature: } & \lim _{r \rightarrow \infty} T_{l} & =T^{\infty}, \\
\text { Composition: } & \lim _{r \rightarrow \infty} C_{l J} & =C_{J}^{\infty}, \quad J \in[1, N],
\end{aligned}
$$

Initial conditions:

$$
\begin{align*}
\text { Front location: } & \left.R\right|_{t=0} & =0, \\
\text { Temperature: } & \left.T_{i}\right|_{t=0} & =T^{\infty}, \\
\text { Composition: } & \left.C_{l J}\right|_{t=0} & =C_{J}^{\infty}, \quad J \in[1, N], \tag{4.46}
\end{align*}
$$

where the same notation as in section 4.2 is used. Note that in the axisymmetric case the Laplace operator has the form:

$$
\nabla^{2}=\frac{1}{r} \partial_{r}\left(r \partial_{r}\right) .
$$

It can be shown that similarly to other Stefan-type problems the considered problem admits a similarity solution of the form:

$$
\begin{align*}
R(t) & =2 \sqrt{\theta t} \\
v_{\boldsymbol{n}}(t) & =\sqrt{\frac{\theta}{t}} \\
T_{s}(t, r) & =A^{s}+B^{s} E_{1}\left(\frac{r^{2}}{4 \alpha_{s} t}\right),  \tag{4.47}\\
T_{l}(t, r) & =A^{l}+B^{l} E_{1}\left(\frac{r^{2}}{4 \alpha_{l} t}\right), \\
C_{l J}(t, r) & =A_{J}+B_{J} E_{1}\left(\frac{r^{2}}{4 D_{l J} t}\right), \quad J \in[1, N]
\end{align*}
$$

where $\alpha_{s}=\frac{\lambda_{s}}{\rho_{s} c_{p_{s}}}, \alpha_{l}=\frac{\lambda_{l}}{\rho_{l} c_{p_{l}}}$ are thermal diffusivities and $E_{1}$ denotes the exponential integral:

$$
E_{1}(z)=\int_{x}^{\infty} \frac{e^{-s}}{s} d s, \quad z>0
$$

Indeed, using direct substitution one can show that (4.47) is the solution to (4.46) provided the values of constants $A^{s}, B^{s}, A^{l}, B^{l}, A_{J}, B_{J}, J \in[1, N]$, are given by:

$$
\begin{array}{ll}
A^{s}=T^{*}(\theta)+\frac{Q}{4 \pi \lambda_{s}} E_{1}\left(\frac{\theta}{\alpha_{s}}\right), & B^{s}=-\frac{Q}{4 \pi \lambda_{s}}, \\
A^{l}=T^{\infty}, & B^{l}=\frac{T^{*}(\theta)-T^{\infty}}{E_{1}\left(\frac{\theta}{\alpha_{l}}\right)}, \\
A_{J}=C_{J}^{\infty}, \quad J \in[1, N], & B_{J}=\frac{C_{J}^{*}(\theta)-C_{J}^{\infty}}{E_{1}\left(\frac{\theta}{D_{l J}}\right)}, \quad J \in[1, N],
\end{array}
$$

and quantity $\theta$, called the growth constant, satisfies the nonlinear algebraic equation:

$$
T^{*}(\theta)=T_{m}+\sum_{J=1}^{N} m_{l J} C_{J}^{*}(\theta)
$$

where

$$
\begin{aligned}
C_{J}^{*}(\theta) & =\frac{C_{J}^{\infty}}{1-\left(1-k_{J}\right) \frac{\theta}{D_{l J}} \exp \left(\frac{\theta}{D_{l J}}\right) E_{1}\left(\frac{\theta}{D_{l J}}\right)}, \quad J \in[1, N] \\
T^{*}(\theta) & =T^{\infty}+\frac{\theta}{\alpha_{l}} \exp \left(\frac{\theta}{\alpha_{l}}\right) E_{1}\left(\frac{\theta}{\alpha_{l}}\right)\left(\frac{L}{\rho_{l} c_{p_{l}}}-\frac{Q}{4 \pi \lambda_{s}} \frac{\rho_{s} c_{p_{s}}}{\rho_{l} c_{p_{l}}} \frac{1}{\frac{\theta}{\alpha_{s}} \exp \left(\frac{\theta}{\alpha_{s}}\right)}\right) .
\end{aligned}
$$

Note that:

$$
\begin{aligned}
& \lim _{\theta \rightarrow 0} C_{J}^{*}=C_{J}^{\infty}, \quad \lim _{\theta \rightarrow \infty} C_{J}^{*}=\frac{C_{J}^{\infty}}{k_{J}}, \quad J \in[1, N], \\
& \lim _{\theta \rightarrow 0} T^{*}=-\infty, \quad \lim _{\theta \rightarrow \infty} T^{*}=T^{\infty}+\frac{L}{\rho_{l} c_{p_{l}}} .
\end{aligned}
$$

Thus, for $Q>0$ and $0<k_{J}<1$ such a solution exists as long as:

$$
T^{\infty}>T_{m}+\sum_{i=1}^{N} m_{l J} \frac{C_{J}^{\infty}}{k_{J}}-\frac{L}{\rho_{l} c_{p_{l}}}
$$

Existing of such an analytical solution allows creating of a non-trivial benchmark test for a multidimensional solidification code. Specifically, in this work we consider an annular region with internal and external radii $R_{\text {in }}$ and $R_{\text {out }}$. We start with initial conditions given by the analytical solution at some initial time $t_{0}$, such that $R_{\text {in }}<R\left(t_{0}\right)<$ $R_{\text {out }}$, and impose time-dependent boundary conditions (Dirichlet or Neumann) on the inner and outer boundaries of the region based on the analytical solution.

Interesting features of this similarity solution are that the values of temperature and concentration at the solidification front are constant throughout the entire solidification process, that is:

$$
T_{l}=T_{s}(t, R(t))=T^{*} \quad \text { and } \quad C_{J}^{l}(t, R(t))=C_{J}^{*}, J \in[1, N], \forall t>0
$$

and that the ratio of compositional and thermal gradients at the solidification front is constant as well

$$
M=\left.\frac{\sum_{J=1}^{N} m_{l J} \partial_{r} C_{J}^{l}}{\partial_{r} T_{l}}\right|_{r=R(t)}=\sum_{J=1}^{N} m_{l J} \frac{C_{J}^{\infty}-C_{J}^{*}}{T^{\infty}-T^{\star}} \frac{\exp \left(\frac{\theta}{\alpha_{l}}\right) E_{1}\left(\frac{\theta}{\alpha_{l}}\right)}{\exp \left(\frac{\theta}{D_{l J}}\right) E_{1}\left(\frac{\theta}{D_{l J}}\right)} .
$$

Recall that the solidification front is expected to be stable for $M<1$ and unstable for $M>1$ (compositional undercooling ahead of the front). For purposes of verification of multidimensional solidification codes it is desired to consider stable processes, otherwise due to unavoidable numerical errors the numerical solution would quickly diverge from the symmetric configuration predicted by the analytical solution and a comparison would not be possible. For this reason it is more convenient to select an analytical solution based on the value of the gradients' ratio $M=M_{0}$ instead of imposing the strength of heat $\operatorname{sink} Q$ and the temperature value at infinity $T^{\infty}$. In addition, to more easily and independently select the characteristic front velocity we impose a specific value of the front velocity $v_{\boldsymbol{n}}\left(t_{0}\right)=v_{0}$ at the beginning of simulation $t_{0}$ when the seed radius is equal to a given $R\left(t_{0}\right)=R_{0}$. Thus, alternatively to (4.46), boundary conditions can be formulated as:

$$
\begin{aligned}
M & =M_{0}, \\
v_{\boldsymbol{n}}\left(t_{0}\right) & =v_{0}, \text { where } t_{0} \text { is such that } R\left(t_{0}\right)=R_{0} \\
\lim _{r \rightarrow \infty} C_{J}(t, r) & =C_{J}^{\infty}, \quad J \in[1, N] .
\end{aligned}
$$

In this case the integration constants in the analytical solution are given by:

$$
\begin{aligned}
& \theta=\frac{1}{2} v_{0} R_{0} \\
& A_{J}=C_{J}^{\infty}, \quad J \in[1, N], \quad B_{J}=\frac{C_{J}^{*}(\theta)-C_{J}^{\infty}}{E_{1}\left(\frac{\theta}{D_{l J}}\right)}, \quad J \in[1, N], \\
& A^{l}=T^{*}(\theta)-B^{l} E_{1}\left(\frac{\theta}{\alpha_{l}}\right), \quad B^{l}=\frac{1}{M_{0}} \sum_{J=1}^{N} m_{l J} B_{J} \frac{\exp \left(\frac{\theta}{\alpha_{l}}\right)}{\exp \left(\frac{\theta}{D_{l J}}\right)}, \\
& A^{s}=T^{*}(\theta)-B^{s} E_{1}\left(\frac{\theta}{\alpha_{s}}\right), \quad B^{s}=B^{l} \frac{\rho_{l} c_{p_{l}}}{\rho_{s} c_{p_{s}}} \frac{\frac{\theta}{\alpha_{s}} \exp \left(\frac{\theta}{\alpha_{s}}\right)}{\frac{\theta}{\alpha_{l}} \exp \left(\frac{\theta}{\alpha_{l}}\right)}-\frac{L}{\rho_{s} c_{p_{s}}} \frac{\theta}{\alpha_{s}} \exp \left(\frac{\theta}{\alpha_{s}}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
C_{J}^{*}(\theta) & =\frac{C_{J}^{\infty}}{1-\left(1-k_{J}\right) \frac{\theta}{D_{l J}} \exp \left(\frac{\theta}{D_{l J}}\right) E_{1}\left(\frac{\theta}{D_{l J}}\right)}, \quad J \in[1, N] \\
T^{*}(\theta) & =T_{m}+\sum_{J=1}^{N} m_{l J} C_{J}^{*}(\theta) .
\end{aligned}
$$

Note that the initial moment of time for setting up numerical simulations is given by:

$$
t_{0}=\frac{1}{2} \frac{R_{0}}{v_{0}} .
$$

It is also easy to extend the above similarity solution to the case of a nonlinear liquidus surface $T_{l i q}=T_{l i q}\left(C_{l 1}^{*}, \ldots, C_{l N}^{*}\right)$ and nonconstant partition coefficients $\left\{k_{J}=k_{J}\left(C_{l 1}^{*}, \ldots, C_{l N}^{*}\right)\right\}_{J=1}^{N}$. In such a case the interfacial concentration are found by solving the nonlinear algebraic system of equations (we found that the fixed-point iteration suffices):

$$
C_{J}^{*}(\theta)=\frac{C_{J}^{\infty}}{1-\left(1-k_{J}\left(C_{l 1}^{*}, \ldots, C_{l N}^{*}\right)\right) \frac{\theta}{D_{l J}} \exp \left(\frac{\theta}{D_{l J}}\right) E_{1}\left(\frac{\theta}{D_{l J}}\right)}, \quad J \in[1, N]
$$

and the interfacial temperature is simply given by:

$$
T^{*}(\theta)=T_{l i q}\left(C_{l 1}^{*}, \ldots, C_{l N}^{*}\right)
$$

## Chapter 5

## Moving Boundary Problems in

## Physics of Block Copolymer

## Materials

### 5.1 Introduction

Block copolymers are materials made-up of polymer chains that consist of blocks of dissimilar chemical species. For example, figure 5.1 schematically illustrates the structure of a diblock copolymer melt (e.g. polystyrene-b-poly(methyl methacrylate)). The inhomogeneity of polymer chains leads to a rich self-assembling behavior of such materials at the nanoscale. Even in the simplest case of symmetric diblock copolymers, a number of morphologies can form: lamellar, hexagonal cylindrical, cubic spherical, bicontinuous
gyroid. The formation and stability of a particular phase depend on the architecture of polymer chain and interaction properties between chemical species and are governed by an intricate balance between entropic and enthalpic contributions to the free energy of the system that promote disodered and ordered configurations, correspondingly. Given such a large variety of self-assembling nanomorphologies BCP materials have attracted a great attention as a promising avenue for a number of applications such as the fabrication of nanoelectronics [74], the nanophotonics [155], the targeted drug delivery [134], and others. From the theoretical point of view, probably the most common approach to study the self-assembly of BCPs is the Self-Consistent Field Theory (SCFT) [98, 47]. This framework is based on applying the Hubbard-Stratonovich transformation to convert the particle-based representation of the polymer material into a field-based one and has been successfully applied to qualitatively and quantitatively predict the self-assembly of BCPs in a countless number of applications [47].


Figure 5.1: A schematic illustration of an AB diblock copolymer chain.

In its standard form, the SCFT is suitable for investigating periodic (bulk) morphologies of self-assembling BCPs or in static confinements. However, in certain situations, such as the presence of polymer-air interface or immersed nanoparticles, the confining boundaries are free to move and in fact must be considered as part of the solution.

The importance of simulating free surface block copolymer melts comes from the fact
that it is not uncommon in practical applications for the polymer material to be exposed to a gaseous or liquid phase. Besides the meniscus near confining walls, this can also lead to the formation of unique free surface features of block copolymers such as holes, islands, and terraces [35, 97]. The simulation of block copolymer free surfaces is challenging due to the two-way coupling between the free surface and the internal polymer morphology. Within the SCFT framework, free polymer surfaces are typically modeled by introducing into the system an additional chemical species that play the role of the air, see, for example, [85, 154, 25]. While being simple and straightforward to implement, this approach is not free of caveats. Among them is the fact that only relatively low interaction strengths between dissimilar species can be used in the SCFT for numerical calculations to remain stable. This leads to the inability to impose physically high incompatibility between the polymer material and the surrounding air as well as to a smeared-out polymer-air interface. In [123], a conceptually different framework has been proposed, where the polymer-air interface is assumed to be sharp and where its governing equation is derived based on the PDE-constrained shape sensitivity analysis. The approach presented in in [123] is, however, limited to neutral polymer-air interfaces due to the well-known inconsistency within the SCFT to model selectively attractive/repulsive boundaries. Moreover, [123] does not consider situations when polymer-air interfaces can terminate at solid walls, hence forming a triple junction line. In order to model such situations, an equation governing the value of contact angle is necessary.

BCP nanocomposites is a promising avenue for the creation of functional materi-
als and advanced polymer self-assembly applications [20]. Similar to the case of free polymer surfaces, the theoretical description of these systems is complicated by two-way couplings: on the one hand, the self-assembling polymer structures guide the placement of nanoparticles but, on the other hand, the presence of nanoparticles influence the resulting polymer morphologies. The problem of co-assembly of BCPs and nanoparticles in the SCFT framework has been approached from explicit and implicit perspectives. In the former case, each nanoparticle in the system is described explicitly while in the latter case, the distribution of nanoparticles is described in terms of density fields. Each framework has its own advantages: the first methodology allows for a straightforward incorporation of such features as excluded volume effects, arbitrary shapes of particles, complex particle-particle interactions; the second methodology is more efficient at obtaining statistical information about particles configurations. The explicit approach was employed in the hybrid particle-field method proposed in [148], in which nanoparticles were modeled by the so-called cavity function that represents a gradual transition between polymer and particle's material and the relaxation of nanoparticles towards the equilibrium state is accomplished using an approximate derivatives of the system's energy with respect to the particles' positions. Among implicit approaches are the hybrid SCFT-DFT method proposed in [160] and the field-theoretic method described in [87].

Another problem, which is of a different nature but can also be categorized as a moving boundary problem, is the inverse design problem for the Directed Self-Assembly (DSA) of BCPs used for lithography applications. Here, one is interested in finding con-
fining domains that drive the self-assembly of BCPs into desired patterns. Specifically, in this work we focus on the design of confining masks for placement of cylindrical domains. One of the approaches for this challenging inverse problem presented in [89] is based on parameterizing the confinement geometry with several degrees of freedom and approximating the derivatives of the cost functional with respect to these degrees of freedom either using a brute-force finite difference approach or a linearization of SCFT equations. In [125], a non-parametric description of the confining mask was employed leveraging the Level-Set Method, thus eliminating the constraint on the degrees of freedom needed. However, only approximate deformation velocities based on physical intuition were used in [125].

In this chapter, we present adjoint-state approaches for the solution of the three moving boundary problems described above by considering them in a unified PDE-constrained shape optimization framework: in the simulation of the self-assembly of free surface BCPs and the co-assembly of BCP nanocomposites, one needs to minimize the free energy of the system, while in solving the inverse design problem for the directed self-assembly, one needs to minimize the discrepancy between an actual polymer configuration and a desired one. Similar to [123], in all cases the moving boundaries are treated in a sharp fashion using the Level-Set Method and the full derivatives of the minimization quantity (the system's energy or the cost functional) with respect to these moving boundaries are analytically derived based on the theory of PDE-constrained shape sensitivity analysis. To address the singular behavior of the pressure field near selectively attractive/repulsive
boundaries a novel consistent approach for imposing surface energies is proposed.
The numerical implementation closely follows that of [124]. Specifically, adaptive Cartesian quadtree grids are used for spatial discretizations, the irregular interfaces are described using the Level Set Method, and the modified diffusion equations at the core of SCFT are solved using the second-order accurate finite-volume discretizations from [18].

The rest of this chapter is organized as follows. Section 5.2 presents a consistent approach for imposing arbitrary surface energies for incompressible BCP melts in the SCFT framework. In sections 5.3, 5.4, and 5.5, we provide detailed calculations of shape sensitivities for cases of an evolving free surface, a moving particle, and a confining mask, respectively. In section 5.7, we present numerical examples demonstrating the capabilities of the proposed methods. Finally, section 5.8 draws conclusions and discusses future research directions.

### 5.2 A consistent approach for imposing arbitrary surface energies in SCFT

Let us consider an incompressible melt of $n$ continuous Gaussian AB diblock copolymer chains in a region $\Omega$ with a (possibly, piecewise) smooth boundary $\Gamma$ (figure 5.2). Suppose that the total number of monomers in a polymer chain is $N$, the fraction of monomers $A$ is $f$ and the surface energy of blocks $A$ and $B$ on boundary $\Gamma$ are $\gamma_{A}$ and $\gamma_{B}$ (possibly varying in space), correspondingly. Furthermore, as a common practice it is assumed
that $A$ and $B$ monomers have equal volumes $v_{0}$. The presented below derivation of a mean-field approximation for this system follows [47] very closely but differs in that it results in a system of equations that consistently models arbitrary surface energies.


Figure 5.2: Problem geometry and notation used in section 5.2.

Polymer chains are parameterized using a contour variable $s \in[0,1]$, such that the $A$-block spans from $s=0$ to $s=f$ and the $B$-block spans from $s=f$ to $s=1$. We denote the shape of the $j$ th polymer chain as $\boldsymbol{r}_{j}=\boldsymbol{r}_{j}(s), j \in[1, n]$.

The stretching energy of the $n$ continuous Gaussian chains can be written as:

$$
\beta U_{0}=\sum_{j=1}^{n} \int_{0}^{1} \frac{3}{2 N b^{2}}\left|\frac{d \boldsymbol{r}_{j}(s)}{d s}\right|^{2} d s
$$

where $b=b(s)$ is the statistical length of the polymer bead at location $s$ and $\beta=\frac{1}{k_{B} T}$. Specifically, we assume that $b$ is constant for each of the distinct blocks, that is:

$$
b(s)= \begin{cases}b_{A}, & s \in[0, f] \\ b_{B}, & s \in[f, 1]\end{cases}
$$

The interaction energy between dissimilar chemical blocks is taken into account through a Flory-Higgins effective interaction parameter $\chi_{A B}$ :

$$
\beta U_{1}=\frac{1}{v_{0}} \chi_{A B} \int_{\Omega} \hat{\rho}_{A} \hat{\rho}_{B} d \boldsymbol{r}
$$

where the microscopic number concentrations are given by:

$$
\begin{aligned}
& \hat{\rho}_{A}=v_{0} N \sum_{j=1}^{n} \int_{0}^{f} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}(s)\right) d s \\
& \hat{\rho}_{B}=v_{0} N \sum_{j=1}^{n} \int_{f}^{1} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}(s)\right) d s
\end{aligned}
$$

Finally, the total surface energy of the polymer melt can be expressed as:

$$
\beta U_{2}=\beta \int_{\Gamma}\left(\gamma_{A} \hat{\rho}_{A}+\gamma_{B} \hat{\rho}_{B}\right) d \boldsymbol{r}=\beta \int_{\Omega}\left(\gamma_{A} \hat{\rho}_{A}+\gamma_{B} \hat{\rho}_{B}\right) \delta_{\Gamma} d \boldsymbol{r}
$$

where it is assumed that the local surface energy of the polymer material is equal to a weighted averaged of surface energies of $A$ and $B$ blocks, and where $\delta_{\Gamma}$ represents the surface delta function associated with $\Gamma$.

Taking into account the stretching, interaction and surface energies, the canonical partition function of the system under consideration can be written as:

$$
\mathcal{Z}_{C}=\frac{1}{n!\left(\lambda_{T}^{3}\right)^{n N}} \prod_{j=1}^{n} \int \mathcal{D} \boldsymbol{r}_{j} e^{-\beta U_{0}-\beta U_{1}-\beta U_{2}} \delta\left[\hat{\rho}_{A}+\hat{\rho}_{B}-\rho_{0}\right]
$$

where $\lambda_{T}=\frac{h}{\sqrt{2 \pi m k_{B} T}}$ is the thermal length. In the above expression, the integral is taken among all possible configurations for each of the chains and the delta function enforces the incompressibility.

Using the Hubbard-Stratonovich transformation, the canonical partition function can
be expressed as:

$$
\mathcal{Z}_{C}=\mathcal{Z}_{0} \iint \exp \left(-\mathcal{H}\left[\mu_{+}, \mu_{-}\right]\right) \mathcal{D} \mu_{+} \mathcal{D} \mu_{-},
$$

where $\mathcal{Z}_{0}$ denotes the ideal gas partition function, $\mu_{+}$and $\mu_{-}$are fluctuating pressure-like and exchange-like potential fields, and the effective Hamiltonian $\mathcal{H}$ is given by:

$$
\mathcal{H}=\frac{n}{V} \int_{\Omega}\left(\frac{\mu_{-}^{2}}{\chi_{A B} N}-\mu_{+}\right) d \boldsymbol{r}-n \log (\mathcal{Q})
$$

The single-chain partition function $\mathcal{Q}$ can be computed from the chain propagator $q=$ $q(s, \boldsymbol{r})$ or the complimentary chain propagator $q_{c}=q_{c}(s, \boldsymbol{r})$ as:

$$
\begin{equation*}
\mathcal{Q}=\frac{1}{V} \int_{\Omega} q(1, \boldsymbol{r}) d \boldsymbol{r}=\frac{1}{V} \int_{\Omega} q_{c}(0, \boldsymbol{r}) d \boldsymbol{r} \tag{5.1}
\end{equation*}
$$

which, in their turn, are solutions to the following modified diffusion equations:
and
where $\sigma=\frac{N v_{0}}{R_{g}} \frac{1}{k_{B} T}$ and

$$
\begin{aligned}
D(s) & = \begin{cases}D_{A}=b_{A}^{2} / 6, & s \in[0, f], \\
D_{B}=b_{B}^{2} / 6, & s \in[f, 1],\end{cases} \\
\mu(s) & = \begin{cases}\mu_{+}-\mu_{-}, & s \in[0, f], \\
\mu_{+}+\mu_{-}, & s \in[f, 1],\end{cases} \\
\gamma(s) & = \begin{cases}\gamma_{A}, & s \in[0, f], \\
\gamma_{B}, & s \in[f, 1] .\end{cases}
\end{aligned}
$$

A mean-field approximation for this system is obtained by accounting only for instances of fields $\mu_{+}=\mu_{+}^{*}$ and $\mu_{-}=\mu_{-}^{*}$ that have the largest contribution in $\mathcal{Z}_{C}$, that is:

$$
\mathcal{Z}_{C} \approx \exp \left(-\mathcal{H}\left[\mu_{+}^{*}, \mu_{-}^{*}\right]\right)
$$

where

$$
\begin{equation*}
\frac{\delta \mathcal{H}}{\delta \mu_{+}}\left[\mu_{+}^{*}, \mu_{-}^{*}\right]=0 \quad \text { and } \quad \frac{\delta \mathcal{H}}{\delta \mu_{-}}\left[\mu_{+}^{*}, \mu_{-}^{*}\right]=0 . \tag{5.4}
\end{equation*}
$$

This results in the following so-called SCFT equations:

$$
\begin{align*}
\rho_{A}+\rho_{B} & =1  \tag{5.5}\\
\rho_{A}-\rho_{B} & =\frac{2 \mu_{-}}{\chi N} \tag{5.6}
\end{align*}
$$

where concentrations of $A$ and $B$ blocks are given by:

$$
\begin{equation*}
\rho_{A}=\frac{1}{\mathcal{Q}} \int_{0}^{f} q q_{c} d s \quad \text { and } \quad \rho_{B}=\frac{1}{\mathcal{Q}} \int_{f}^{1} q q_{c} d s \tag{5.7}
\end{equation*}
$$

Note that equations (5.2) and (5.3) involve delta-like potentials which may be diffi-
cult to deal with from the numerical point of view. Some of the previous works avoided this issue by approximating the delta-like potential by a smooth function. Such an approach, however, introduces an artificial scale over which the delta function is smoothed. Alternatively, it can be shown (see 5.B) that the diffusion equations (5.2) and (5.3) are equivalent to:
and
where the surface energy terms now enter as a Robin (mixed) boundary conditions. This formulation contains no delta-like terms, thus, is immediately amenable to standard numerical methods. However, one can also clearly see that density fields obtained from solutions of these equations will not be able to satisfy equation (5.5) representing the incompressibility of the system. Indeed, taking the derivative of (5.7) on the domain boundary in the normal direction and using the boundary conditions from (5.8) and (5.9) one obtains:

$$
\partial_{\boldsymbol{n}}\left(\rho_{A}+\rho_{B}\right)=-2 \sigma\left(\gamma_{A} \rho_{A}+\gamma_{B} \rho_{B}\right),
$$

while differentiating the incompressibility equation (5.5) leads to:

$$
\partial_{\boldsymbol{n}}\left(\rho_{A}+\rho_{B}\right)=0,
$$

and, generally, $\left(\gamma_{A} \rho_{A}+\gamma_{B} \rho_{B}\right) \neq 0$. Attempting to solve the entire system of SCFT equations with chain propagators satisfying the above diffusion equations produces pressure fields with a singular behavior near domain boundaries. While for certain applications such a singular behavior does not have an adverse effect, it is crucial to have well-defined values of the pressure field for modeling polymer-air and polymer-particle interactions. We now show that the described inconsistency is only apparent and can be completely removed. Using again the results of 5.A, we can write the diffusion equations (5.8) and (5.9) in yet another equivalent form:
and
where we added and subtracted an arbitrary function $\tilde{\gamma}=\tilde{\gamma}(\boldsymbol{r})$ defined on the domain's boundary $\Gamma$ from the surface energy terms of the boundary conditions. Having this freedom in choosing the exact form of $\tilde{\gamma}$ allows one to ensure that the boundary conditions in equations (5.10) and (5.11) are consistent with the incompressibility equation (5.5). Indeed, taking the normal derivative of the total density on the domain boundary and
equating it to zero leads to the following equation for $\tilde{\gamma}$ :

$$
-2 \frac{\gamma_{A}-\tilde{\gamma}}{D_{A}} \rho_{A}-2 \frac{\gamma_{B}-\tilde{\gamma}}{D_{B}} \rho_{B}=0
$$

from which it follows that if $\tilde{\gamma}$ is chosen as:

$$
\tilde{\gamma}=\frac{\gamma_{A} D_{A}^{-1} \rho_{A}+\gamma_{B} D_{B}^{-1} \rho_{B}}{D_{A}^{-1} \rho_{A}+D_{B}^{-1} \rho_{B}}
$$

then there is no inconsistency between the incompressibility equation (5.5) and the boundary conditions in (5.10) and (5.11). In the case where $A$ and $B$ blocks have equal statistical segment lengths, that is, $D_{A}=D_{B}$, the expression for $\tilde{\gamma}$ simplifies to:

$$
\tilde{\gamma}=\gamma_{A} \rho_{A}+\gamma_{B} \rho_{B}
$$

Finally, redefining the pressure field as $\tilde{\mu_{+}}=\mu_{+}+\sigma \tilde{\gamma} \delta_{\Gamma}$, or in other words, explicitly subtracting from it the singular part, one arrives to the following equations for chain propagators:
and
where

$$
\tilde{\mu}(s)= \begin{cases}\tilde{\mu_{+}}-\mu_{-}, & s \in[0, f], \\ \tilde{\mu_{+}}+\mu_{-}, & s \in[f, 1],\end{cases}
$$

and the system's energy:

$$
\begin{equation*}
\mathcal{H}=\frac{n}{V} \int_{\Omega}\left(\frac{\mu_{-}^{2}}{\chi_{A B} N}-\tilde{\mu_{+}}\right) d \boldsymbol{r}-n \log (\mathcal{Q})+\sigma \frac{n}{V} \int_{\Gamma} \tilde{\gamma} d \Gamma, \tag{5.14}
\end{equation*}
$$

which are completely free of inconsistencies.
It is interesting that such a procedure automatically results in an additional term in the energy functional of the form:

$$
\sigma \frac{n}{V} \int_{\Gamma} \tilde{\gamma} d \Gamma=\sigma \frac{n}{V} \int_{\Gamma}\left(\gamma_{A} \rho_{A}+\gamma_{B} \rho_{B}\right) d \Gamma,
$$

which has a straightforward meaning of the total surface energy of a mixture of $A$ and $B$ species.

For convenience, we drop the tilde symbol above $\tilde{\mu_{+}}$in the rest of this manuscript.
In the numerical experiments, we characterize the strength of surface energy using the expression for interfacial tension of a symmetric polymer-polymer interface estimated in the case of strong segregation [47]:

$$
\gamma=\frac{1}{\sigma} \sqrt{\chi N}
$$

Imposing surface energies using the above formula in terms of $\chi N$ allows straightforward comparison with $A-B$ interaction strength $\chi_{A B} N$.

### 5.2.1 Solving the SCFT equations for $\mu_{+}^{*}$ and $\mu_{-}^{*}$

The common approach for obtaining a saddle point $\left(\mu_{+}, \mu_{-}\right)=\left(\mu_{+}^{*}, \mu_{-}^{*}\right)$ of the Hamiltonian $\mathcal{H}$ is to start from some initial guess (seed) $\left(\mu_{+}, \mu_{-}\right)=\left(\mu_{+}^{(0)}, \mu_{-}^{(0)}\right)$ and to iteratively evolve the fields $\left(\mu_{+}, \mu_{-}\right)$in the steepest descent/ascent directions until a saddle point is reached (within a specified tolerance $\varepsilon_{\text {tol }}$ ), that is, given values at the $k$ th iteration fields at the $(k+1)$ th iteration are updated as:

$$
\begin{align*}
\mu_{+}^{(k+1)} & =\mu_{+}^{(k)}+\lambda_{+} \frac{\delta \mathcal{H}}{\delta \mu_{+}}\left[\mu_{+}^{(k)}, \mu_{-}^{(k)}\right]=\mu_{+}^{(k)}+\lambda_{+}\left(\rho_{A}^{(k)}+\rho_{B}^{(k)}-1\right) \\
\mu_{-}^{(k+1)} & =\mu_{-}^{(k)}-\lambda_{-} \frac{\delta \mathcal{H}}{\delta \mu_{-}}\left[\mu_{+}^{(k)}, \mu_{-}^{(k)}\right]=\mu_{-}^{(k)}-\lambda_{-}\left(\frac{2 \mu_{-}^{(k)}}{\chi_{A B} N}-\rho_{A}^{(k)}+\rho_{B}^{(k)}\right) \tag{5.15}
\end{align*}
$$

where $\lambda_{+}$and $\lambda_{-}$are step sizes in moving along steepest descent/ascent directions (typically, taken as $\lambda_{+}=\lambda_{-}=1$ ), and iterations are terminated once

$$
\begin{equation*}
\frac{1}{V} \sqrt{\int_{\Omega}\left(\frac{\delta \mathcal{H}}{\delta \mu_{+}}\right)^{2} d \boldsymbol{r}}<\varepsilon_{\mathrm{tol}} \quad \text { and } \quad \frac{1}{V} \sqrt{\int_{\Omega}\left(\frac{\delta \mathcal{H}}{\delta \mu_{-}}\right)^{2} d \boldsymbol{r}}<\varepsilon_{\mathrm{tol}} \tag{5.16}
\end{equation*}
$$

The solution of the proposed modified system of the SCFT equations accounting for surface energies is further complicated by the presence of terms depending on $\tilde{\gamma}$, which in turn is a function of the local densities $\rho_{A}$ and $\rho_{B}$. One possible strategy could be simply to recalculate the values for $\tilde{\gamma}$ every few fields updates $\mu_{-}$and $\mu_{+}$. However, we observed that this approach still results in numerical artifacts in the pressure field $\mu_{+}$. This seems to be linked to the fact that in such a case, the density fields $\rho_{A}$ and $\rho_{B}$ generally do not satisfy the condition $\partial_{n}\left(\rho_{A}+\rho_{B}\right)=0$ during such iterations. Once the pressure field is polluted with features of small enough scale they persist for extremely long times. It
showed to be a better strategy to iteratively find $\tilde{\gamma}$ that satisfies $\partial_{\boldsymbol{n}}\left(\rho_{A}+\rho_{B}\right)=0$ (we observed that a small number of iterations $n_{\gamma}=2-4$ is sufficient) before every update of fields $\mu_{-}$and $\mu_{+}$. The overall procedure for solving modified system of SCFT equations can be summarized as follows:

1. Set a desired seed for $\mu_{-}^{(0)}$ and $\mu_{+}^{(0)}=0$.
2. Iterate in $k$ until conditions (5.16) are satisfied:
(a) Iterate $n_{\gamma}$ times:
i. Set $\tilde{\gamma}=\frac{\gamma_{A} \rho_{A}+\gamma_{B} \rho_{B}}{\rho_{A}+\rho_{B}}$
ii. Solve diffusion equations (5.12) and (5.13)
iii. Compute density fields according to (5.7)
(b) Compute $\mu_{+}^{(k+1)}$ and $\mu_{-}^{(k+1)}$ using (5.15)

### 5.3 Sensitivity of free energy to shape of free surface

Let us now consider a polymer droplet on a (possibly curved) substrate as illustrated in figure 5.3. Denote the polymer-air and the polymer-wall interfaces by $\Gamma_{a}$ and $\Gamma_{w}$, respectively, and by $\gamma_{a A}, \gamma_{a B}$ and $\gamma_{w A}, \gamma_{w B}$ the surface energies of the $A$ and $B$ blocks on these interfaces, correspondingly. Denote by $\gamma_{a w}$ the surface energy of the air-wall interface. We assume that surface energies $\gamma_{a A}, \gamma_{a B}$, and $\gamma_{a w}$ are constant while $\gamma_{w A}=$ $\gamma_{w A}(\boldsymbol{r})$ and $\gamma_{w B}=\gamma_{w B}(\boldsymbol{r})$ may be non-uniform in space (as, for example, for chemically


Figure 5.3: Problem geometry and notation used in section 5.3.
patterned substrates). Given the results of section 5.2, the energy of such a system can be expressed as:

$$
\mathcal{H}=\frac{n}{V} \int_{\Omega}\left(\frac{\mu_{-}^{2}}{\chi_{A B} N}-\mu_{+}\right) d \boldsymbol{r}-n \log (\mathcal{Q})+\sigma \frac{n}{V} \int_{\Gamma_{a}} \tilde{\gamma}_{a} d \Gamma+\sigma \frac{n}{V} \int_{\Gamma_{w}}\left(\tilde{\gamma}_{w}-\gamma_{a w}\right) d \Gamma
$$

where the single chain partition function $\mathcal{Q}$ is given by (5.1) and where the chain propagator $q$ satisfies the modified diffusion equation (5.12) provided $\Gamma=\Gamma_{a} \cup \Gamma_{w}$ and

$$
\gamma_{A}=\left\{\begin{array}{ll}
\gamma_{a A}, & \boldsymbol{r} \in \Gamma_{a}, \\
\gamma_{w A}, & \boldsymbol{r} \in \Gamma_{w},
\end{array} \quad \gamma_{B}= \begin{cases}\gamma_{a B}, & \boldsymbol{r} \in \Gamma_{a} \\
\gamma_{w B}, & \boldsymbol{r} \in \Gamma_{w}\end{cases}\right.
$$

For the derivation of the system's energy sensitivity with respect to the shape of free surface $\Gamma_{a}$, it is convenient to consider a situation in which the free surface is being deformed with an arbitrary normal velocity $v_{\boldsymbol{n}}=v_{\boldsymbol{n}}(\tau, \boldsymbol{r})$ in fictitious time $\tau$, i.e., $\Omega=$ $\Omega(\tau), \Gamma_{a}=\Gamma_{a}(\tau)$, and $\Gamma_{w}=\Gamma_{w}(\tau)$, as illustrated in figure 5.4. In such a case the


Figure 5.4: Deformation of free surface in normal velocity field $v_{\boldsymbol{n}}$.
shape sensitivity of the free energy can be expressed as the derivative of $\mathcal{H}$ with respect
to $\tau$. This derivative must be obtained taking into account the fact that the fields $\mu_{+}$and $\mu_{-}$and the chain propagator $q$ are also functions of $\tau$, satisfying the system of nonlinear SCFT equations (5.5)-(5.6) for any given domain configuration $\Omega(\tau)$. However, by applying the chain rule:

$$
\frac{d \mathcal{H}}{d \tau}=\int_{\Omega} \underbrace{\frac{\delta \mathcal{H}}{\delta \mu_{+}}}_{=0} \frac{d \mu_{+}}{d \tau} d \boldsymbol{r}+\int_{\Omega} \underbrace{\frac{\delta \mathcal{H}}{\delta \mu_{-}}}_{=0} \frac{d \mu_{-}}{d \tau} d \boldsymbol{r}+\left.\frac{d \mathcal{H}}{d \tau}\right|_{\mu=\text { const }}=\left.\frac{d \mathcal{H}}{d \tau}\right|_{\mu=\text { const }}
$$

one can see that since $\mu_{+}$and $\mu_{-}$satisfy the saddle point conditions (5.4) they could be assumed constant during the derivation, and thus, only the equation for the chain propagator $q$ (5.12) needs to be taken into account. Using the weak form of that equation (see 5.A), we define the following Lagrangian:

$$
\left.\begin{array}{rl}
\mathcal{L}= & \frac{n}{V} \int_{\Omega}\left(\frac{\mu_{-}^{2}}{\chi N}-\mu_{+}\right) d \boldsymbol{r}
\end{array}\right) n \log \left(\frac{1}{V} \int_{\Omega} q(1) d \boldsymbol{r}\right) .
$$

where $\lambda_{c}$ is a Lagrangian multiplier associated with the PDE-constraint. The full derivative of $\mathcal{H}$ with respect to $\tau$ is then equal to the partial derivative of $\mathcal{L}$, that is, $\frac{d \mathcal{H}}{d \tau}=\frac{\partial \mathcal{L}}{\partial \tau}$, provided that the following optimality conditions are satisfied:

$$
\begin{aligned}
\delta_{\lambda_{c}} \mathcal{L}=0, & \forall \lambda_{c} \\
\delta_{q} \mathcal{L}=0, & \forall q .
\end{aligned}
$$

It is trivial to show that the first expression recovers the weak form of (5.12). The second equation provides an equation for Lagrangian multiplier $\lambda_{c}$. After explicitly taking the variation of $\mathcal{L}$ with respect to $q$, one obtains the following expression:

$$
\begin{aligned}
\delta_{q} \mathcal{L}=\int_{\Omega}\left(\lambda_{c}(1)-\right. & \left.\frac{n}{\mathcal{Q} V}\right) \delta q(1) d \boldsymbol{r} \\
& +\int_{\Omega} \int_{0}^{1}\left(-\delta q \partial_{s} \lambda_{c}+\mu(s) \delta q \lambda_{c}+D(s) \nabla \delta q \cdot \nabla \lambda_{c}\right) d s d \boldsymbol{r} \\
& \quad+\int_{\Gamma_{a}} \int_{0}^{1} \sigma\left(\gamma_{a}-\tilde{\gamma}_{a}\right) \delta q \lambda_{c} d s d \boldsymbol{r}+\int_{\Gamma_{w}} \int_{0}^{1} \sigma\left(\gamma_{w}-\tilde{\gamma}_{w}\right) \delta q \lambda_{c} d s d \boldsymbol{r} .
\end{aligned}
$$

Using the integration by parts formula (5.25) leads to which is a weak of the following diffusion equation:

$$
\left.\left.\begin{array}{rl}
\delta_{q} \mathcal{L}=\int_{\Omega}\left(\lambda_{c}(1)-\right. & \left.\frac{n}{\mathcal{Q} V}\right) \delta q(1) d \boldsymbol{r} \\
& +\int_{\Omega} \int_{0}^{1}\left(-\partial_{s} \lambda_{c}\right.
\end{array}\right) \quad \mu(s) \lambda_{c}-D(s) \nabla^{2} \lambda_{c}\right) \delta q d s d \boldsymbol{r} .
$$

As one can see $\delta_{q} \mathcal{L}=0, \forall q$, leading to a weak formulation of the diffusion equation for the Lagrange multiplier $\lambda_{c}$ that is completely analogous to the equation for the complimentary chain propagator $q_{c}$ (5.13) with the exception that the initial conditions for $\lambda_{c}$
are $\lambda_{c}(1, \boldsymbol{r})=\frac{n}{\mathcal{Q} V}, \boldsymbol{r} \in \Omega$. This means that the Lagrange multiplier $\lambda_{c}$ is nothing but the complimentary chain propagator multiplied by a factor of $\frac{n}{\mathcal{Q} V}$, that is, $\lambda_{c}=\frac{n}{\mathcal{Q} V} q_{c}$.

We now turn our attention to computing the partial derivative of the Lagrangian $\mathcal{L}$ with respect to $\tau$. It can be shown (see 5.B) that for integrals of the form:

$$
\begin{equation*}
\int_{\Omega(\tau)} f d \boldsymbol{r}, \quad \int_{\Gamma_{a}(\tau)} f d \boldsymbol{r}, \quad \text { and } \quad \int_{\Gamma_{w}(\tau)} f d \boldsymbol{r} \tag{5.17}
\end{equation*}
$$

where $f(\tau, \boldsymbol{r})$ is some function, the following equations hold true:

$$
\begin{align*}
\frac{\partial}{\partial \tau} \int_{\Omega} f d \boldsymbol{r} & =\int_{\Omega} \frac{\partial f}{\partial \tau} d \boldsymbol{r}+\int_{\Gamma_{a}} f v_{\boldsymbol{n}} d \boldsymbol{r} \\
\frac{\partial}{\partial \tau} \int_{\Gamma_{w}} f d \boldsymbol{r} & =\int_{\Gamma_{w}} \frac{\partial f}{\partial \tau} d \boldsymbol{r}+\int_{\Gamma_{a} \cap \Gamma_{w}} f \frac{v_{\boldsymbol{n}}}{\sin \left(\theta_{c}\right)} d \boldsymbol{r}  \tag{5.18}\\
\frac{\partial}{\partial \tau} \int_{\Gamma_{a}} f d \boldsymbol{r} & =\int_{\Gamma_{a}} \frac{\partial f}{\partial \tau} d \boldsymbol{r}+\int_{\Gamma_{a}}\left(\kappa+\partial_{\boldsymbol{n}}\right) f v_{\boldsymbol{n}} d \boldsymbol{r}+\int_{\Gamma_{a} \cap \Gamma_{w}} f \cot \left(\theta_{c}\right) v_{\boldsymbol{n}} d \boldsymbol{r}
\end{align*}
$$

where $\kappa$ is the curvature of the polymer-air interface $\Gamma_{a}$ and $\theta_{c}$ is the angle between $\Gamma_{a}$ and $\Gamma_{w}$ at their intersection. Applying these formulas while differentiating $\mathcal{L}$ with respect to $\tau$, one arrives at (assuming the volume of the system $V$ is constant):

$$
\begin{aligned}
& \mathcal{L}=\frac{n}{V} \int_{\Gamma_{a}}\left(\frac{\mu_{-}^{2}}{\chi N}-\mu_{+}\right) v_{\boldsymbol{n}} d \boldsymbol{r}-\frac{n}{\mathcal{Q} V} \int_{\Gamma_{a}} q(1) v_{\boldsymbol{n}} d \boldsymbol{r} \\
& \quad+\sigma \frac{n}{V} \int_{\Gamma_{a}} v_{\boldsymbol{n}}\left(\kappa+\partial_{\boldsymbol{n}}\right) \tilde{\gamma}_{a} d \Gamma+\sigma \frac{n}{V} \int_{\Gamma_{a} \cap \Gamma_{w}}\left(\tilde{\gamma}_{a} \cos \left(\theta_{c}\right)+\tilde{\gamma}_{w}-\gamma_{a w}\right) \frac{v_{\boldsymbol{n}}}{\sin \left(\theta_{c}\right)} d \Gamma \\
& \quad+\int_{\Gamma_{a}} \int_{0}^{1}\left(-q \partial_{s} \lambda_{c}+\mu(s) q \lambda_{c}+D(s) \nabla q \cdot \nabla \lambda_{c}\right) v_{\boldsymbol{n}} d s d \boldsymbol{r} \\
& \quad+\int_{\Gamma_{a}}\left(q(1) \lambda_{c}(1)-\lambda_{c}(0)\right) v_{\boldsymbol{n}} d \boldsymbol{r}+\sigma \int_{\Gamma_{a}} \int_{0}^{1} v_{\boldsymbol{n}}\left(\kappa+\partial_{\boldsymbol{n}}\right)\left(\gamma_{a}-\tilde{\gamma}_{a}\right) q \lambda_{c} d s d \boldsymbol{r} \\
& \quad+\sigma \int_{\Gamma_{a} \cap \Gamma_{w}} \int_{0}^{1}\left(\left(\gamma_{a}-\tilde{\gamma}_{a}\right) \cos \left(\theta_{c}\right)+\gamma_{w}-\tilde{\gamma}_{w}\right) \frac{v_{\boldsymbol{n}}}{\sin \left(\theta_{c}\right)} q \lambda_{c} d s d \boldsymbol{r} .
\end{aligned}
$$

Furthermore, using $\nabla q \cdot \nabla \lambda_{c}=\frac{1}{2} \nabla^{2}\left(q \lambda_{c}\right)-\frac{1}{2} q \nabla^{2} \lambda_{c}-\frac{1}{2} \lambda_{c} \nabla^{2} q$, the diffusion equations (5.12) and (5.13) and the SCFT equations (5.5)-(5.6), the expression for the full derivative of the system's energy can be simplified to:

$$
\begin{align*}
& \frac{d \mathcal{H}}{d \tau}=\frac{n}{V} \int_{\Gamma_{a}}\left(\frac{\mu_{-}^{2}}{\chi N}-\mu_{+}-\frac{q(1)+q_{c}(0)}{2 Q}+\sigma\left(\kappa+\frac{\partial}{\partial \boldsymbol{n}}\right) \gamma_{a}^{\mathrm{eff}}\right) v_{n} d \Gamma \\
& \quad+\sigma \frac{n}{V} \int_{\Gamma_{a} \cap \Gamma_{w}}\left(\gamma_{w}^{\mathrm{eff}}-\gamma_{0}+\gamma_{a}^{\mathrm{eff}} \cos \left(\theta_{c}\right)\right) \frac{v_{n}}{\sin \left(\theta_{c}\right)} d \Gamma \tag{5.19}
\end{align*}
$$

where the effective surface energies $\gamma_{w}^{\text {eff }}$ and $\gamma_{a}^{\text {eff }}$ are defined as:

$$
\begin{aligned}
& \gamma_{w}^{\mathrm{eff}}=\rho_{A} \gamma_{w A}+\rho_{B} \gamma_{w B}, \\
& \gamma_{a}^{\mathrm{eff}}=\rho_{A} \gamma_{a A}+\rho_{B} \gamma_{a B} .
\end{aligned}
$$

The polymer material is in the equilibrium whenever the integrands in the above expressions are equal to zero. This produces the following two equilibrium conditions:

$$
\begin{aligned}
\frac{\mu_{-}^{2}}{\chi N}-\mu_{+}-\frac{q(1)+q_{c}(0)}{2 Q}+\sigma\left(\kappa+\frac{\partial}{\partial \boldsymbol{n}}\right) \gamma_{a}^{\mathrm{eff}} & =0 \\
\gamma_{w}^{\mathrm{eff}}-\gamma_{a w}+\gamma_{a}^{\mathrm{eff}} \cos \left(\theta_{c}\right) & =0
\end{aligned}
$$

The first of these equations dictates the overall shape of free surface $\Gamma_{a}$, while the second one governs the value of the contact angle at the wall-polymer-air triple junction point and can be recognized as the extension of the Young equation for contact angles to block copolymer materials.

Numerically, the equilibrium shape can be achieved by starting from some initial free surface shape and deforming it according to:

$$
v_{\boldsymbol{n}}=-\left(\frac{\mu_{-}^{2}}{\chi N}-\mu_{+}-\frac{q(1)+q_{c}(0)}{2 Q}+\sigma\left(\kappa+\frac{\partial}{\partial \boldsymbol{n}}\right) \gamma_{a}^{\mathrm{eff}}\right)
$$

while imposing the contact angle:

$$
\theta_{c}=\cos ^{-1}\left(\frac{\gamma_{a w}-\gamma_{w}^{\mathrm{eff}}}{\gamma_{w}^{\mathrm{eff}}}\right) .
$$

In such a way, the energy of the system is forced to decrease until it reaches a local minimum.


Figure 5.5: Problem geometry and notation used in section 5.4.

### 5.4 Sensitivity of free energy to position and orientation of a nanoparticle

We now consider a particle of arbitrary shape and arbitrary, possibly varying along the particle's boundary, surface energies $\gamma_{A p}=\gamma_{A p}(\boldsymbol{r})$ and $\gamma_{B p}=\gamma_{B p}(\boldsymbol{r})$ immersed in a block copolymer melt as illustrated in figure 5.5. The energy of the system in this case is given by expression (5.14) with the chain propagators satisfying (5.12). Similarly to the derivation in the case of a free surface, we assume that the particle moves with some translational and rotational velocities $\boldsymbol{v}=\boldsymbol{v}(\tau)$ and $\boldsymbol{\omega}=\boldsymbol{\omega}(\tau)$ in fictitious time $\tau$ (see figure 5.6).

Let us first consider the case of spatially uniform surface energies $\gamma_{A p}=$ const and $\gamma_{B p}=$ const. For such a situation, the derivative of the system's energy can be immediately obtained from the expression derived in the previous section. Indeed, the normal velocity of the particle is equal to


Figure 5.6: Motion of a nanoparticle in a block copolymer melt.

$$
v_{\boldsymbol{n}}=\boldsymbol{n} \cdot\left(\boldsymbol{v}+\boldsymbol{\omega} \times\left(\boldsymbol{r}-\boldsymbol{r}_{c}\right)\right),
$$

where $\boldsymbol{r}_{c}$ denotes the particle's center. Substituting the above expression into (5.19) leads to

$$
\begin{equation*}
\frac{d \mathcal{H}}{d \tau}=\int_{\Gamma} \boldsymbol{G} \cdot \boldsymbol{v} d \Gamma+\int_{\Gamma}\left(\left(\boldsymbol{r}-\boldsymbol{r}_{c}\right) \times \boldsymbol{G}\right) \cdot \boldsymbol{\omega} d \Gamma \tag{5.20}
\end{equation*}
$$

where

$$
\boldsymbol{G}=\left(\frac{\mu_{-}^{2}}{\chi N}-\mu_{+}-\frac{q(1)+q_{c}(0)}{2 Q}+\left(\kappa+\frac{\partial}{\partial \boldsymbol{n}}\right)\left(\gamma_{A} \rho_{A}+\gamma_{B} \rho_{B}\right)\right) \boldsymbol{n}
$$

In order to obtain analogous expressions in the general case of non-uniform surface energies $\gamma_{A p}=\gamma_{A p}(\boldsymbol{r})$ and $\gamma_{B p}=\gamma_{B p}(\boldsymbol{r})$, one just needs to add the terms that result from their differentiation. Using

$$
\begin{aligned}
& \frac{\partial \gamma_{A p}}{\partial \tau}=-\left(\boldsymbol{v}+\boldsymbol{\omega} \times\left(\boldsymbol{r}-\boldsymbol{r}_{c}\right)\right) \cdot \nabla \gamma_{A p} \\
& \frac{\partial \gamma_{B p}}{\partial \tau}=-\left(\boldsymbol{v}+\boldsymbol{\omega} \times\left(\boldsymbol{r}-\boldsymbol{r}_{c}\right)\right) \cdot \nabla \gamma_{B p}
\end{aligned}
$$

it is straightforward to show that the energy derivative in this case is given by the same formula (5.20), but where $\boldsymbol{G}$ is now given by:

$$
\begin{aligned}
\boldsymbol{G}=\left(\frac{\mu_{-}^{2}}{\chi N}-\mu_{+}-\frac{q(1)+q_{c}(0)}{2 Q}+\left(\kappa+\frac{\partial}{\partial \boldsymbol{n}}\right)\left(\gamma_{A} \rho_{A}+\gamma_{B} \rho_{B}\right)\right) & \boldsymbol{n} \\
& +\left(\frac{\partial \gamma_{A}}{\partial \boldsymbol{\tau}} \rho_{A}+\frac{\partial \gamma_{B}}{\partial \boldsymbol{\tau}} \rho_{B}\right) \boldsymbol{\tau}
\end{aligned}
$$

where $\boldsymbol{\tau}$ denotes the tangential vector to the particle's boundary.
The equations

$$
\boldsymbol{G}=0 \quad \text { and } \quad\left(\boldsymbol{r}-\boldsymbol{r}_{c}\right) \times \boldsymbol{G}=0
$$

represent the equilibrium conditions for a particle in a block copolymer melt. Such a state can be numerically obtained by starting with some initial placement of the particle and iteratively adjusting its position and orientation according to

$$
\boldsymbol{v}=-\boldsymbol{G} \quad \text { and } \quad \boldsymbol{\omega}=-\left(\boldsymbol{r}-\boldsymbol{r}_{c}\right) \times \boldsymbol{G} .
$$

This procedure trivially extends to the case of many particles.

### 5.5 Sensitivity of polymer morphology to confining mask's geometry

The SCFT provides the means for obtaining BCP density fields for any confining geometry, that is, for solving the forward problem. In order to solve the inverse problem, that is, find the confining geometry that results in a specified density profile, we define a cost
functional that measures the deviation between an actual density field and a desired one and analytically derive its sensitivity to the confinement shape. Specifically, noting that


Figure 5.7: Problem geometry and notation used in section 5.5. The desired density field configuration is represented by the three disks.
the density fields $\rho_{A}$ and $\rho_{B}$ are directly related to the exchange field $\mu_{-}$through the SCFT equation (5.6), we define the cost functional as:

$$
\mathcal{F}=\int_{\Omega} \frac{1}{\chi_{A B} N}\left(\mu_{-}-\mu_{t}\right)^{2} d \boldsymbol{r}+\alpha \int_{\Gamma} d \Gamma,
$$

where $\Omega$ and $\Gamma$ denotes the confining geometry and its boundary, $\mu_{t}$ is a desired density field configuration (see figure 5.7), and $\alpha$ is the curvature penalization parameter. The factor $\frac{1}{\chi_{A B} N}$ is introduced solely for the sake of convenience in further calculations. Since the efficiency and viability of the directed self-assembly is based on the ability to produce ordered nanostructures of characteristic dimensions smaller than those of guiding masks, it is important to have the means for controlling the maximum allowable curvature of the confining masks. To do so, we introduce a term penalizing for the total perimeter of the shape into the cost functional. However, we note that more intricate strategies can potentially be employed as well.

Following the approach used in section 5.3 for determining shape derivatives of the system's energy, we consider the situation in which the confining boundary is evolving with some normal velocity $v_{n}=v_{\boldsymbol{n}}(\tau, \boldsymbol{r})$ in fictitious time $\tau$ and compute the derivative of the cost functional with respect to $\tau$. Compared to the case of section 5.3 where the fields $\mu_{-}$and $\mu_{+}$can be assumed to be constant in $\tau$ in the derivation, this assumption does not hold in the present case and the entire nonlinear system of SCFT equations needs to be taken into consideration while estimating the derivative of the cost functional. Thus, we define the Lagrangian as:

$$
\begin{aligned}
\mathcal{L}= & \int_{\Omega} \frac{\left(\mu_{-}-\mu_{t}\right)^{2}}{\chi_{A B} N} d \boldsymbol{r}+\alpha \int_{\Gamma} d \Gamma+\int_{\Omega} \lambda_{+}\left[V \int_{0}^{1} q q_{c} d s-\int_{\Omega} \int_{0}^{1} q q_{c} d s d \boldsymbol{r}^{\prime}\right] d \boldsymbol{r} \\
& +\int_{\Omega} \lambda_{-}\left[\frac{2}{\chi N} \mu_{-} \int_{\Omega} \int_{0}^{1} q q_{c} d s d \boldsymbol{r}^{\prime}+V \int_{0}^{1} \operatorname{sign}(s-f) q q_{c} d s\right] d \boldsymbol{r} \\
& +\int_{\Omega}\left(q(1) \lambda_{c}(1)-\lambda_{c}(0)\right) d \boldsymbol{r}+\int_{\Omega} \int_{0}^{1}\left(-q \partial_{s} \lambda_{c}+\mu q \lambda_{c}+D(s) \nabla q \cdot \nabla \lambda_{c}\right) d s d \boldsymbol{r} \\
& +\int_{\Omega}\left(q_{c}(0) \lambda(0)-\lambda(1)\right) d \boldsymbol{r}+\int_{\Omega} \int_{0}^{1}\left(q_{c} \partial_{s} \lambda+\mu q_{c} \lambda+D(s) \nabla q_{c} \cdot \nabla \lambda\right) d s d \boldsymbol{r} \\
& +\int_{\Gamma} \int_{0}^{1} \sigma(\gamma(s)-\tilde{\gamma}) q \lambda_{c} d s d \boldsymbol{r}+\int_{\Gamma} \int_{0}^{1} \sigma(\gamma(s)-\tilde{\gamma}) q_{c} \lambda d s d \boldsymbol{r}
\end{aligned}
$$

where the diffusion equations (5.12) and (5.13) are incorporated using their weak from and $\lambda, \lambda_{c}, \lambda_{-}$, and $\lambda_{+}$are the Lagrange multipliers. The full derivative of the cost functional with respect to $\tau$ is equal to the partial derivative of the above Lagrangian
provided the following optimality conditions are satisfied:

$$
\begin{aligned}
& \delta_{q} \mathcal{L}=0, \quad \delta_{\lambda} \mathcal{L}=0, \\
& \delta_{q_{c}} \mathcal{L}=0, \quad \delta_{\lambda_{c}} \mathcal{L}=0, \\
& \delta_{\mu_{+}} \mathcal{L}=0, \quad \delta_{\lambda_{+}} \mathcal{L}=0, \\
& \delta_{\mu_{-}} \mathcal{L}=0, \quad \delta_{\lambda_{-}} \mathcal{L}=0 .
\end{aligned}
$$

It is trivial to show that the conditions from the right column simply recover equations (5.12), (5.13), (5.5), and (5.5), respectively. The conditions from the left column provide the equations for the Lagrange multipliers. Taking the corresponding variations of the Lagrangian and equating them to zero, one obtains the following integral equations:

$$
\begin{aligned}
\delta_{q} \mathcal{L}=\int_{\Omega} \int_{0}^{1}\left(-\delta q \partial_{s} \lambda_{c}+\mu \delta q \lambda_{c}\right. & \left.+\mu_{\lambda} \delta q q_{c}+D(s) \nabla \delta q \cdot \nabla \lambda_{c}\right) d s d \boldsymbol{r} \\
& +\int_{\Omega} \delta q(1) \lambda_{c}(1) d \boldsymbol{r}+\int_{\Gamma} \int_{0}^{1} \sigma(\gamma(s)-\tilde{\gamma}) \delta q \lambda_{c} d s d \boldsymbol{r}=0 \\
\delta_{q_{c}} \mathcal{L}=\int_{\Omega} \int_{0}^{1}\left(\delta q_{c} \partial_{s} \lambda+\mu \delta q_{c} \lambda+\right. & \left.\mu_{\lambda} q \delta q_{c}+D(s) \nabla \delta q_{c} \cdot \nabla \lambda\right) d s d \boldsymbol{r} \\
& +\int_{\Omega} \delta q_{c}(0) \lambda(0) d \boldsymbol{r}+\int_{\Gamma} \int_{0}^{1} \sigma(\gamma(s)-\tilde{\gamma}) \lambda \delta q_{c} d s d \boldsymbol{r}=0
\end{aligned}
$$

$$
\begin{aligned}
& \delta_{\mu_{-}} \mathcal{L}=\int_{\Omega} 2 \frac{\mu_{-}-\mu_{t}}{\chi_{A B} N} \delta \mu_{t} d \boldsymbol{r}+\int_{\Omega} \frac{2}{\chi N} \lambda_{-} \\
& \quad \int_{\Omega} \int_{0}^{1} q q_{c} d s d \boldsymbol{r}^{\prime} \delta \mu_{-} d \boldsymbol{r} \\
&+\int_{\Omega} \int_{0}^{1} \operatorname{sign}(s-f)\left(q \lambda_{c}+q_{c} \lambda\right) \delta \mu_{-} d s d \boldsymbol{r}=0 \\
& \delta_{\mu_{+}} \mathcal{L}=\int_{\Omega} \int_{0}^{1}\left(q \lambda_{c}+q_{c} \lambda\right) \delta \mu_{-} d s d \boldsymbol{r}=0
\end{aligned}
$$

where

$$
\mu_{\lambda}=\lambda_{+}-\left\langle\lambda_{+}\right\rangle+\operatorname{sign}(s-f) \lambda_{-}+\left\langle\frac{2 \mu_{-} \lambda_{-}}{\chi N}\right\rangle
$$

Using the divergence theorem, it can be shown that the first two of the above equations are weak forms of the following diffusion equations for $\lambda$ and $\lambda_{c}$ :

$$
\left\{\begin{aligned}
\partial_{s} \lambda+\mu(s) \lambda+\mu_{\lambda}(s) q & =D(s) \nabla^{2} \lambda \\
D(s) \partial_{\boldsymbol{n}} \lambda+\sigma(\gamma(s)-\tilde{\gamma}) \lambda & =0 \\
\lambda(0, \boldsymbol{r}) & =0
\end{aligned}\right.
$$

and

$$
\left\{\begin{aligned}
-\partial_{s} \lambda_{c}+w \lambda_{c}+w_{\lambda} q_{c} & =D(s) \nabla^{2} \lambda_{c}, \\
D(s) \partial_{\boldsymbol{n}} \lambda_{c}+\sigma(\gamma(s)-\tilde{\gamma}) \lambda_{c} & =0, \\
\lambda_{c}(1, \boldsymbol{r}) & =0 .
\end{aligned}\right.
$$

The latter two integral equations are weak formulations of

$$
\begin{aligned}
\rho_{A}^{\lambda}(\boldsymbol{r})+\rho_{B}^{\lambda}(\boldsymbol{r}) & =0 \\
\rho_{A}^{\lambda}(\boldsymbol{r})-\rho_{B}^{\lambda}(\boldsymbol{r}) & =2 \frac{\lambda_{-}(\boldsymbol{r})+\mu_{-}(\boldsymbol{r})-\mu_{t}(\boldsymbol{r})}{\chi_{A B} N}
\end{aligned}
$$

where $\rho_{A}^{\lambda}$ and $\rho_{B}^{\lambda}$ are defined as

$$
\begin{aligned}
& \rho_{A}^{\lambda}(\boldsymbol{r})=\frac{1}{\mathcal{Q}} \int_{0}^{f}\left(q \lambda_{c}+q_{c} \lambda\right) d s \\
& \rho_{B}^{\lambda}(\boldsymbol{r})=\frac{1}{\mathcal{Q}} \int_{f}^{1}\left(q \lambda_{c}+q_{c} \lambda\right) d s
\end{aligned}
$$

Thus, the Lagrange multipliers $\lambda, \lambda_{c}, \lambda_{-}$, and $\lambda_{+}$satisfy a nonlinear system with a similar structure as the original system of the SCFT equations.

Finally, taking the partial derivative of $\mathcal{L}$ with respect to $\tau$ produces:

$$
\begin{align*}
\frac{d \mathcal{F}}{d \tau}=\frac{\partial \mathcal{L}}{\partial \tau}=\int_{\Gamma}\left\{\frac{\left(\mu_{-}(\boldsymbol{r})-\mu_{t}(\boldsymbol{r})\right)^{2}}{\chi N}-\frac{\lambda(1)+\lambda_{c}(0)}{2 Q}\right. & +\frac{2 \mu_{-} \lambda_{-}}{\chi N}-\left\langle\frac{2 \mu_{-} \lambda_{-}}{\chi N}\right\rangle \\
& \left.-\lambda_{+}+\left\langle\lambda_{+}\right\rangle+\alpha \kappa\right\} v_{\boldsymbol{n}} d \Gamma \tag{5.21}
\end{align*}
$$

where $\kappa$ is the mean curvature of the confining geometry. The derived expression can be used for finding the confinement shapes that results in the closet match between the desired configuration $\mu_{t}$ and the actual one $\mu_{-}$by iteratively evolving the shapes under the velocity field:

$$
\begin{aligned}
& v_{n}=-\left\{\frac{\left(\mu_{-}(\boldsymbol{r})-\mu_{t}(\boldsymbol{r})\right)^{2}}{\chi N}-\frac{\lambda(1)+\lambda_{c}(0)}{2 Q}+\frac{2 \mu_{-} \lambda_{-}}{\chi N}-\left\langle\frac{2 \mu_{-} \lambda_{-}}{\chi N}\right\rangle\right. \\
&\left.-\lambda_{+}+\left\langle\lambda_{+}\right\rangle+\alpha \kappa\right\}
\end{aligned}
$$

### 5.6 Numerical aspects

The application of the presented framework for investigating non-trivial situation requires quite advanced numerical capabilities. Specifically, one needs tools for the description and evolution of irregular interfaces as well as capabilities to solve modified diffusion equations (5.12) and (5.13) subject to Robin boundary conditions on such irregular interfaces. In this work, we use a combination of the Level-Set Method, adaptive Cartesian grids and sharp-interface finite-volume methods for solving PDE along the lines of [124], with the exception that the diffusion equations are solved with a more accurate schemes presented in [18]. The evolution of the free surface in the normal direction is performed by the semiimplicit advection scheme described [100].

### 5.7 Results

In this section, we present a number of numerical examples to validate the proposed framework and demonstrate its capabilities.

### 5.7.1 Imposing surface energies

We demonstrate the importance of the consistent approach for imposing surface energies presented in section 5.2 on the following three examples.

In the first example, we consider a flower-shaped domain defined by the zeroisocontour of the following function:

$$
\phi_{1}(x, y)=\sqrt{x^{2}+y^{2}}-5(1+0.3 \cos (5 \theta)),
$$

where $\theta=\arctan \left(\frac{x}{y}\right)$ is the polar angle. In this example the surface energies are uniform and equal to $\gamma_{A}=\frac{1}{2 \sigma}$ and $\gamma_{B}=-\frac{1}{2 \sigma}$, that is, the domain's boundary preferentially attracts the polymer component $B$.

In the second example, we consider a domain formed by the intersection of a disk of radius $r_{2}=6.5 R_{g}$ and a horizontal stripe of width $w_{2}=8 R_{g}$. The straight segments of the domain's boundary preferentially attract the polymer component $B$, such that the surface energies there are equal to $\gamma_{A s}=\frac{1}{2 \sigma}$ and $\gamma_{B s}=-\frac{1}{2 \sigma}$. The curved segments of the domain's boundary preferentially attract the polymer component $A$, such that the surface energies there are equal to $\gamma_{A c}=-\frac{1}{2 \sigma}$ and $\gamma_{B c}=\frac{1}{2 \sigma}$.

Finally, in the third example we consider a circular disk of radius $r_{3}=6.5 R_{g}$ located at $\left(x_{3}, y_{3}\right)=\left(0.1 R_{g}, 2.1 R_{g}\right)$ that is cut by a corrugated horizontal line defined as the zero-isocontour of function:

$$
\phi_{3}(x, y)=-y+0.01-0.25 \cos \left(2 \pi \frac{x}{\lambda}\right)
$$

where $\lambda=4 \sqrt[6]{\frac{8 \chi_{A B} N}{3 \pi^{4}}}$. The circular section of the domain's boundary has uniform surface energies $\gamma_{A c}=\frac{1}{2 \sigma}$ and $\gamma_{B c}=-\frac{1}{2 \sigma}$ (attraction of the component $B$ ), while the bottom segment has nonuniform surface energies given by expressions:

$$
\begin{aligned}
\gamma_{A b} & =-2.5 \cos \left(2 \pi \frac{x}{\lambda}\right), \\
\gamma_{B b} & =2.5 \cos \left(2 \pi \frac{x}{\lambda}\right) .
\end{aligned}
$$

As a result, the grooves attract the component $B$ while the hills attract the component A.

In all the examples, the parameters of the polymer material are set to $\chi_{A B} N=30$, $f=0.33$. Polymer chains are discretized using $n_{s}=60$ beads and the grid resolution is $20 / 256 R_{g}$. The simulations begin with the field $\mu_{-}$initialized with random values.

Figures 5.8 and 5.9 depict the confining geometries considered and the resulting density fields obtained using the original system of SCFT equations and the modified system in (5.12)-(5.13), while figures 5.10 and 5.11 demonstrate the resulting pressure fields obtained using the two approaches. As one can see, the solution of the two systems of equations leads to practically indistinguishable density fields, however, the standard approach leads to a singular behavior of $\mu_{+}$near domains boundaries, while the proposed approach results in pressure fields with well-defined values everywhere.


Figure 5.8: Resulting polymer morphologies obtained using the standard SCFT approach for imposing surface energies.


Figure 5.9: Resulting polymer morphologies obtained using the proposed approach for imposing surface energies.


Figure 5.10: Resulting pressure field $\mu_{+}$obtained using the standard SCFT approach for imposing surface energies.


Figure 5.11: Resulting pressure field $\mu_{+}$obtained using the proposed approach for imposing surface energies.

### 5.7.2 Free surface block copolymers

## Validation test

To validate the obtained expressions for the system energy sensitivity to the free surface shape, we consider a synthetic test in which we externally impose a velocity field for
the free surface, we track the change in energy at each iteration and we compare the numerical results to the prediction given in (5.19). Specifically, we consider a polymer droplet of radius $r=0.611 R_{g}$ and deform it in the velocity field $\left(v_{x}, v_{y}\right)$ :

$$
\begin{align*}
v_{x} & =x \cos (5 \tau),  \tag{5.22}\\
v_{y} & =-y \cos (5 \tau) .
\end{align*}
$$

Figure 5.12 visualize deformations that the polymer droplet undergoes and figure 5.13


Figure 5.12: Visualization of imposed deformations in example 5.7.2.
compares the predicted and actual changes in energy for each iteration. The predicted values match the actual values very well almost everywhere, expect for two spikes that correspond to topology changes in the polymer morphologies and that cannot be described within the assumption of smooth behaviors.


Figure 5.13: Comparison between changes in energy computed using (5.19) and numerically.

## Substrate-supported BCP droplets

To demonstrate the capabilities of the proposed framework we consider several representative examples, specifically:

1. A droplet of lamella-forming diblock copolymer $\left(\chi_{A B} N=30, f=0.5\right)$ on a substrate with lamellae oriented parallel to the substrate;
2. A droplet of lamella-forming diblock copolymer $\left(\chi_{A B} N=30, f=0.5\right)$ on a substrate with lamellae oriented perpendicular to the substrate;
3. A droplet of cylinder-forming diblock copolymer $\left(\chi_{A B} N=30, f=0.3\right)$ on a substrate;
4. A droplet of cylinder-forming diblock copolymer $\left(\chi_{A B} N=30, f=0.3\right)$ in a groove.


Figure 5.14: Equilibration of a droplet of a lamella-forming BCP on a substrate with lamellae oriented horizontally: (a) initial state, (b) final state, (c) energy evolution.

The simulation results for these cases are presented in figures 5.16, 5.14, 5.15, and 5.17. Specifically, they demonstrate the initial shape of a polymer droplet, the final shape, and the energy evolution. As one can see, in all cases the simulated system reaches a local energetic minimum.


Figure 5.15: Equilibration of a droplet of a lamella-forming BCP on a substrate with lamellae oriented vertically: (a) initial state, (b) final state, (c) energy evolution.


Figure 5.16: Equilibration of a droplet of a cylinder-forming BCP on a substrate: (a) initial state, (b) final state, (c) energy evolution.


Figure 5.17: Equilibration of a droplet of a cylinder-forming BCP in a groove: (a) initial state, (b) final state, (c) energy evolution.

## Meniscus formation in graphoepitaxy applications

Finally, we apply the presented method to study the meniscus formation in graphoepitaxy applications of block copolymers [76, 77]. Specifically, we consider vertically oriented lamellar-forming and horizontally oriented cylindrical-forming block copolymers in grooves and analyze the influence of the polymer-air surface tension as well as the value
of the contact angle on the resulting self-assembling structures of polymer material. The parameters of the problem are chosen in the following way: the width of the groove is $20 R_{g}$, the height of the unperturbed film is $5 R_{g}$, the interaction strength between $A$ and $B$ polymer species is $\chi_{A B} N=30$, the fraction of the $A$ component is $f=0.5$ and $f=0.3$ in the case of lamellae- and cylinder-forming diblock copolymers, respectively. For simplicity, the surface tensions between the polymer species and the groove's walls are assumed to be equal (i.e., no preferential attraction).

Figures 5.18 and 5.19 demonstrate the stable shapes of the polymer films obtained in cases when the contact angle formed by the polymer material with the groove's wall is $60^{\circ}$, $90^{\circ}$, or $120^{\circ}$ and for values of polymer-air surface tensions corresponding to $\chi_{a p} N=1,9$, 25 , and 100.


Figure 5.18: Equilibrium shapes of a lamellae-forming diblock copolymer film of height $4 R_{g}$ in a groove of width $20 R_{g}$ for several values of the polymer-air surface tension and contact angle.

These equilibrium shapes can be qualitatively explained in terms of the balance be-


Figure 5.19: Equilibrium shapes of a cylinder-forming diblock copolymer film of height $4 R_{g}$ in a groove of width $20 R_{g}$ for several values of the polymer-air surface tension and contact angle.
tween the internal polymer stiffness and the polymer-air surface tension. In cases when the polymer-air surface tension $\chi_{a p} N=1$ is much lower than the interaction strength between the polymer components $\chi_{A B} N=30$, the overall film shape remains almost flat with the curvature caused by the meniscus propagating only a very small distance away from the walls. Note that the low surface tension also allows a small-scale corrugation of polymer-air interface due to the internal film morphology. In the other limit when the polymer-air surface tension $\chi_{a p} N=100$ is much higher than the polymer interaction strength $\chi_{A B} N=30$, the overall film shapes are very close to the spherical ones expected for simple liquids with only a slight small-scale corrugations. Note that in this case, the polymer domains next to groove's walls also undergo significant deformations. Finally, in intermediate cases $\chi_{a p} N=9$ and $\chi_{a p} N=25$, which are comparable to $\chi_{A B} N=30$, the curvature due to the meniscus formation propagates a significant distance away from
the walls, while the center region of the film is still flat.

It is also interesting to see that the degree of the film deformation is slightly higher in the case of lamellae-forming diblock copolymer as demonstrated in figure 5.20. This indicates that the stiffness of the cylindrical morphology is higher and the deformation of a cylindrical arrangement of polymer chains causes a higher energetic penalty compared to the deformation of the lamellar arrangements.


Figure 5.20: Comparison of the equilibrium shapes of lamellae-forming (blue line) and cylinder-forming (red line) diblock copolymer films of height $4 R_{g}$ in a groove of width $20 R_{g}$ for several values of the polymer-air surface tension and contact angle.

To summarize, the result presented in this example demonstrate that the overall equilibrium shapes of copolymer films in guiding grooves are defined by the balance between the internal stiffness of polymer morphologies and the polymer-air surface tension. These results indicate that in graphoepitaxy applications of block copolymer, the surface energies of guiding templates must be carefully selected to prevent significant deformations of the self-assembling films.

### 5.7.3 Block copolymer nanocomposites

## Validation test

Similarly to the case of block copolymers with a free surface, we validate the expression for the energy sensitivity to particles' positions and orientations by considering a synthetic example with imposed velocity, which allows us to compare the predicted and the actual changes in energy. Specifically, we consider three particles - a disk, a rod, and a star rotating in a circular trajectory and spinning around their center of mass as illustrated in figure 5.21. Note that the rod has a uniform surface energy, while the disk and the star have variable surface energies along their boundaries. Figure 5.22 compares the predicted and actual values of the energy change for each iteration and confirms the validity of the derived expressions.


Figure 5.21: Visualization of imposed motion in example 5.7.3.

## Placement of Janus rods in lamellae-forming BCP

We now apply the proposed computational approach for investigating the co-assembly of lamellar diblock copolymer $\left(\chi_{A B} N=30, f=0.5\right)$ with rod-like Janus particles, that is, particles that are attracted to the $A$ polymer component on the one end and to the the $B$ polymer component on the other end. On the one hand, the elongated shape


Figure 5.22: Comparison between changes in energy computed using (5.20) and numerically.
of such particles promotes the orientation parallel to the $A B$ interface to reduce the system's energy, while the selective attraction on opposite sides of such particles favors the perpendicular orientation. As the result, one can expect the resulting placement of the nanoparticle to be a function of its length and the magnitude of its surface energy. Another factor expected to affect the particle placement is the particles density because the crowding may result in insufficient space for nanoparticles to assume their equilibrium orientation.

In numerical simulations, we consider particles of capsule-like shapes with radius of curvature $r_{0}=0.1 R_{g}$ and nonuniform surface energies given by:

$$
\begin{aligned}
\gamma_{A p} & =\frac{1}{\sigma} \frac{1}{2} \sqrt{\chi_{a p} N}(1+\cos (\theta)) \\
\gamma_{B p} & =\frac{1}{\sigma} \frac{1}{2} \sqrt{\chi_{a p} N}(1-\cos (\theta))
\end{aligned}
$$

where $\theta$ is the angle of rotation from the particle's axis and $\chi_{a p} N$ characterizes the strength of preferential attraction between the nanoparticle and polymer species and, for convenience, is also referred to as the polarization strength.

Figure 5.23 depicts a representative simulation result for the co-assembly of lamellaeforming diblock copolymer $\left(\chi_{A B} N=30, f=0.5\right)$ with Janus nanorods of length $0.4 R_{g}$ in a computational domain of dimensions $3 R_{g} \times 3 R_{g}$. One observes that, while a small number of nanoparticles are trapped inside of $A$ or $B$ domains the majority of nanorods tend to aggregate at the interface between $A$ and $B$ polymer components and form a certain angle with the interface. In order to investigate this co-assembly behavior in


Figure 5.23: Representative simulation results for co-assembly of a lamellar diblock copolymer $\left(\chi_{A B} N=30, f=0.5\right)$ and Janus nanorods of length $0.4 R_{g}$ (periodically tiled for visualization purposes).
greater detail, we first consider a single nanorod in a smaller rectangular domain with dimension $1.8 \times 1.8 R_{g}$, which approximately corresponds to the single diblock lamellar spacing. Periodic boundary conditions are imposed in the $x$-direction and homogeneous Neumann boundary conditions are imposed in the $y$-direction. Figure 5.24 depicts the equilibrium placements of nanorods of different lengths and for several values of the polarization strength $\chi_{a p} N$, while figure 5.25 summarizes the quantitative values for the equilibrium angles. It is clear from these results that the stable orientation of an isolated Janus nanorod in a lamellar diblock copolymer with respect to the interface between polymer components is a smooth function of the particle's length and of the polarization
strength.


Figure 5.24: Equilibrium orientation of a Janus nanorod at the interface between $A$ and $B$ blocks obtained for different values of the particle's lengths and of the polarization strength.

Next, we perform similar simulations but this time with different numbers of nanoparticles inside the computational domain. Figures 5.26 illustrate the obtained particles configurations and figure 5.27 presents the quantitative results describing these configurations. One can observe that, as long as the density of particles is low (1-3 particles)


Figure 5.25: Dependence of the Janus nanorod orientation on the polarization strength for several values of the particle's length.
and no crowding occurs, the equilibrium orientations of nanorods are almost identical to those of a isolated nanorod. As the density of particles is increased, the equilibrium orientations of nanorods dramatically changes due to crowding effects. First, the equilibrium orientation angle increases for each polarization strength value as the particle density increases. Second, as the polarization strength decreases to low values the equilibrium orientation converges to a minimal nonzero value, which is dictated by the geometrical constraint due to crowding, and, thus, the accessible range of the particles' orientation is reduced.

To summarize the findings from numerical simulations of the co-assembly of Janus nanorods in a lamellar-forming diblock copolymer, we observed an aggregation of nanoparticles along interfaces between dissimilar polymer species oriented at a well defined angle with respect to these interfaces. The angle value of the equilibrium orientation continuously depend on the nanorod's length and on the polarization strength. High particle densities influence the equilibrium placement of nanorods due to the crowding effect,


Figure 5.26: Equilibrium orientation of Janus nanorods at the interface between $A$ and $B$ blocks obtained for different values of the particles density and the polarization strength.
limiting the minimum achievable angle values.

### 5.7.4 Inverse Design for Directed Self-Assembly

In all the numerical examples of this section, we consider a cylinder-forming diblock copolymer described by parameters $f=0.3$ and $\chi_{A B} N=30$. All target patterns consist


Figure 5.27: Dependence of the Janus nanorod orientation on the polarization strength for several values of the particles density.
of cylindrical domains and the target field $\mu_{t}$ of each cylindrical domain is taken as:

$$
\mu_{t}=\frac{1}{2} \chi_{A B} N \operatorname{sgn}(\phi)\left(\exp \left(-|\phi| \sqrt{\chi_{A B} N}\right)-1\right),
$$

where

$$
\phi(x, y)=\sqrt{\left(x-x_{c}\right)^{2}+\left(y-y_{c}\right)^{2}}-r_{0},
$$

and $r_{0}$ and $\left(x_{c}, y_{c}\right)$ are the target domain's radius and center, respectively.

## Validation test

Before presenting some practical applications of the proposed algorithm for the inverse design problem in DSA, we first validate it on a synthetic test. Specifically, we consider a circular confining domain of radius $3.5 R_{g}$, a circular target domain of radius $1.0 R_{g}$, and impose deformation velocities according to (5.22). Figure 5.28 illustrate the self-assembly under an imposed deformation of the surface. Figure 5.29 shows the comparison between
the change in the cost functional calculated directly and as predicted by the analytical expression (5.21). The close match between the actual change and the predicted one illustrates the accuracy of the proposed approach.


Figure 5.28: Visualization of imposed motion in example 5.7.4.


Figure 5.29: Comparison between changes in energy computed using (5.21) and numerically.

## Influence of domain size and spacing

We start with a simple case of designing confining masks for the placement of two cylindrical domains formed by the minority component. Specifically, we investigate the influence of the domains' size and spacing on the resulting mask shapes. Figure 5.30 illustrates mask shapes obtained using the proposed optimization algorithm for cylindrical radii ranging from $r_{0}=0.9 R_{g}$ to $r_{0}=1.2 R_{g}$ and domain spacings ranging from $\Delta r=2.75 R_{g}$ to $\Delta r=4 R_{g}$, where $R_{g}$ is the radius of gyration of the block copolymer chains. The
value of $\alpha=0.1$ is used for curvature penalization. The results indicate that the proposed

| $d$ | $r_{0}=0.9$ | $r_{0}=1.0$ | $r_{0}=1.1$ | $r_{0}=1.2$ |
| :---: | :---: | :---: | :---: | :---: |
| 2.75 |  |  |  |  |
| 3.00 |  |  |  |  |
| 3.25 |  |  |  |  |
| 3.50 |  |  |  |  |
| 3.75 |  |  |  |  |
| 4.00 |  |  |  |  |

Figure 5.30: Confining masks for placement of two cylinders for different design parameters. Coloring shows the density configuration of the self-assembled polymer while the solid black line represent the target template.
method is successful for almost every case considered and produces confining geometries that results not only in accurate placement of domain centers but their overall shapes as well. In some cases, the algorithm is enable to find a mask geometry that will guide the self-assembly towards the target design. However, those cases consider small well distances and/or large cylinders radii, which forces the cylindrical polymer domains to be placed too close to each other and eventually merge. Thus, it should be interpreted
as the non-existence of solution in these cases rather than the deficiency of the method.

One can notice that depending on the target pattern geometry, the resulting confining masks can have either concave or convex features to accommodate for the polymer chains jammed between cylindrical domains. In either cases, such features have scales smaller than the target pattern, which makes such confining masks of a little practical value. However, we now show how the mask's smoothness can be controlled through adjusting the curvature penalization parameter $\alpha$. Specifically, we consider a case with concave features $\left(d=4 R_{g}, r_{0}=R_{g}\right)$ and a case with convex features $\left(d=3 R_{g}, r_{0}=1.1 R_{g}\right)$. Figure 5.31 demonstrates the resulting confining mask in the cases where the curvature penalization parameter take the values $0.1,0.2,0.4,0.8$, and 1.6 . As one can see, the


Figure 5.31: Confining masks for two cylindrical domains placed $3 R_{g}$ (top row) and $4 R_{g}$ (bottom row) apart and varying the parameter $\alpha$ controlling the smoothness of the mask. Coloring shows the density configuration of the self-assembled polymer while the solid black line represent the target template.
proposed approach performs well under curvature constraints producing confining masks of desired smoothness that, at the same time, guide the polymer self-assembly very precisely to its target design.

## Influence of relative orientation

Now we turn our attention to designing confining masks for the placement of a line of five cylinders making a turn at a specified angle. We consider angles ranging from $\theta=60^{\circ}$ to $\theta=150^{\circ}$. In addition, we investigate several cylinder spacing values ranging from $\Delta r=$ $3 R_{g}$ to $\Delta r=4 R_{g}$. Figure 5.30 illustrates the resulting confining masks. As one can see,


Figure 5.32: Confining mask for the placement of a line of cylinders making a specified turn. Coloring shows the density configuration of the self-assembled polymer domains while the solid black line represent the target template.
the proposed algorithm was able to find confining masks that result in very close matches
between actual polymer morphologies and the desired ones, except for the case $\theta=90^{\circ}$ and domain spacing $\Delta r=3 R_{g}$. However, we do not interpret this as a deficiency of the numerical method but as a more fundamental incommensurability between the desired template and the intrinsic properties of the polymer material considered. Indeed, in the cases of angles $\theta=60^{\circ}$ and $\theta=120^{\circ}$, which are more commensurate with the intrinsically favorable hexagonally packed polymer morphology, the inverse design is successful.

## Confining mask for more complex templates

Finally, in order to demonstrate the robustness and the flexibility of the proposed optimization algorithm, we apply it to the design of confining masks for more complex templates. Specifically, we consider the C, A, S, L, U, and B shaped patterns guiding $6,9,7,6,8$, and 9 cylindrical domain, correspondingly. In all cases, the characteristic distance between the cylindrical domains and their size are chosen to be $\Delta r=3.5 R_{g}$ and $r_{0}=R_{g}$. Figure 5.33 illustrates the output of the optimization algorithm and demonstrates that successful and non-trivial confining masks are obtained for all patterns.

### 5.8 Conclusion

In this chapter we have presented an adjoint-state based approaches for three moving boundary problems relevant to the physics of inhomogeneous polymers: the self-assembly of free surface BCPs, the co-assembly of BCP nanocomposites, and the inverse design problem for DSA. These numerical approaches are based on exact analytical shape deriva-


Figure 5.33: Confining masks for guiding cylindrical domains in the $\mathrm{C}, \mathrm{A}, \mathrm{S}, \mathrm{L}, \mathrm{U}$, and B shaped patterns. Coloring shows the density configuration of the self-assembled polymer domains while the solid black line represent the target template.
tives of the underlying quantity for minimization (the system's energy in the first two cases, and the deviation of the actual density field from the desired one in the third case). In all cases, the polymer-air and the polymer-solid interfaces are treated in a sharp, physically meaningful fashion. The surface tensions between the polymer material and its surroundings are imposed using a novel consistent approach that results in pressure fields free of numerical singularities. All proposed methods have been validated on benchmark examples with imposed velocities and demonstrated a very close match between predicted and actual changes in the minimization quantity.

The computational method for modeling free surface BCPs was applied to the investigation of the meniscus formation in the context of graphoepitaxy applications for lamellar and cylindrical diblock copolymers. It was shown that in case of the lamellaforming copolymer the polymer-air surface tension, as well as the contact angle value at the air-polymer-wall triple junction point affect the distribution of polymer material
inside the guiding groove and also cause the bending of polymer lamellar domains. At the same time the cylinder-forming polymer morphology demonstrated less sensitivity to these parameters.

The computational method for the co-assembly of BCP nanocomposites was applied to investigate the placement and orientation of "polarized" nanorod particle in lamellar diblock copolymer. It was demonstrated that such particles aggregate at the interface between dissimilar polymer blocks and that their resulting orientation is controlled by the balance of the particles' length, the "polarization" strength, and the particles density.

Finally, the computational method for the inverse design problem for DSA was applied to obtain confining masks for placement of cylindrical domains of BCP in a number of different patterns. The method was shown to be able to produce masks that result not only in an accurate placement of cylindrical domains but accurate dimensions as well. Additionally, it was applied to cases of rather complicated patterns to demonstrate the method's robustness.

Interesting future work will include the application of the presented methods to cases of grafted polymers, polymers of more complex architectures, and blends of copolymers. Another direction of future work will be the extension of the presented methods to a more accurate fluctuating field-theoretic description of block copolymers.

## 5.A Weak formulations and equivalence of modified diffuion equations

To demonstrate the equivalence of (5.2) and (5.8) we invoke their weak forms. Multiplying the diffusion equation in (5.2) by an test function $\psi(s, \boldsymbol{r})$ and integrating over domain $\Omega$ and contour variable range $s \in[0,1]$ we obtain:

$$
\begin{equation*}
\int_{\Omega} \int_{0}^{1}\left(\partial_{s} q+\left(\mu(s)+\sigma \gamma(s) \delta_{\Gamma}\right) q-D(s) \nabla^{2} q\right) \psi d \boldsymbol{r} d s=0 . \tag{5.23}
\end{equation*}
$$

Using integration by parts and the divergence theorem it is straightforward to show that:

$$
\begin{align*}
\int_{\Omega} \int_{0}^{1} \partial_{s} q \psi d \boldsymbol{r} d s & =\int_{\Omega} \partial_{s}(q \psi) d \boldsymbol{r} d s-\int_{\Omega} \int_{0}^{1} q \partial_{s} \psi d \boldsymbol{r} d s \\
& =\int_{\Omega}(q(1, \boldsymbol{r}) \psi(1, \boldsymbol{r})-q(0, \boldsymbol{r}) \psi(0, \boldsymbol{r})) d \boldsymbol{r} d s-\int_{\Omega} \int_{0}^{1} q \partial_{s} \psi d \boldsymbol{r} d s \tag{5.24}
\end{align*}
$$

and

$$
\begin{array}{r}
\int_{\Omega} \int_{0}^{1} D(s) \nabla^{2} q \psi d \boldsymbol{r} d s=\int_{\Omega} \int_{0}^{1} D(s) \nabla \cdot(\nabla q \psi) d \boldsymbol{r} d s-\int_{\Omega} \int_{0}^{1} D(s) \nabla q \cdot \nabla \psi d \boldsymbol{r} d s \\
=\int_{\Gamma} \int_{0}^{1} D(s) \partial_{\boldsymbol{n}} q \psi d \boldsymbol{r} d s-\int_{\Omega} \int_{0}^{1} D(s) \nabla q \cdot \nabla \psi d \boldsymbol{r} d s . \tag{5.25}
\end{array}
$$

Using the above two expressions in (5.23) along with the initial and boundary conditions for $q$ produces the following weak form of (5.2):

$$
\begin{aligned}
& \int_{\Omega}(q(1, \boldsymbol{r}) \psi(1, \boldsymbol{r})-\psi(0, \boldsymbol{r})) d \boldsymbol{r} d s \\
& \quad+\int_{\Omega} \int_{0}^{1}\left(-q \partial_{s} \psi+\left(\mu(s)+\sigma \gamma(s) \delta_{\Gamma}\right) q \psi+D(s) \nabla q \cdot \nabla \psi\right) d \boldsymbol{r} d s=0, \quad \forall \psi
\end{aligned}
$$

Converting the term containing surface delta function $\delta_{\Gamma}$ into a boundary integral as

$$
\int_{\Omega} \int_{0}^{1} \sigma \gamma(s) \delta_{\Gamma} q \psi d \boldsymbol{r} d s=\int_{\Gamma} \int_{0}^{1} \sigma \gamma(s) q \psi d \boldsymbol{r} d s
$$

the obtained weak form can be transformed into

$$
\begin{aligned}
& \int_{\Omega}(q(1, \boldsymbol{r}) \psi(1, \boldsymbol{r})-\psi(0, \boldsymbol{r})) d \boldsymbol{r} d s \\
& \\
& +\int_{\Omega} \int_{0}^{1}\left(-q \partial_{s} \psi+\mu(s) q \psi+D(s) \nabla q \cdot \nabla \psi\right) d \boldsymbol{r} d s \\
& \quad+\int_{\Gamma} \int_{0}^{1} \sigma \gamma(s) q \psi d \boldsymbol{r} d s=0, \quad \forall \psi,
\end{aligned}
$$

which represents a weak form an altered diffusion equation. Indeed, using formulas (5.24) and (5.25) in the reverse way, one can write the above expression as

$$
\begin{aligned}
& \int_{\Omega}(q(0, \boldsymbol{r})-1) \psi(0, \boldsymbol{r}) d \boldsymbol{r} d s \\
& +\int_{\Omega} \int_{0}^{1}\left(\partial_{s} q+\mu(s) q-D(s) \nabla^{2} q\right) \psi d \boldsymbol{r} d s \\
& \\
& \quad+\int_{\Gamma} \int_{0}^{1}\left(D(s) \partial_{\boldsymbol{n}} q+\sigma \gamma(s) q\right) \psi d \boldsymbol{r} d s=0, \quad \forall \psi
\end{aligned}
$$

from which it immediately follows that $q$ satisfies (5.8). The equivalence of (5.3)-(5.9), (5.8)-(5.10), and (5.9)-(5.11) can be demonstrated in the analogous fashion.

## 5.B Shape derivatives of integral quantities

In order to calculate derivatives of integral quantities (5.17) we invoke the Level-Set methodology [121]. Specifically, we assume, first, that domain $\Omega(\tau)$ can be represented


Figure 5.34: Problem geometry and notation used in section 5.B.
as the intersection of two smooth domains $\Omega_{a}(\tau)$ and $\Omega_{w}$ as demonstrated in figure 5.34, and, second, that boundaries of domains $\Omega_{a}(\tau)$ and $\Omega_{w}$ are described as zero-isocontours of higher-dimensional functions $\phi_{a}(\tau)$ and $\phi_{w}$, called level-set functions, such that:

$$
\phi_{a}(\tau)\left\{\begin{array} { l l } 
{ < 0 , } & { \boldsymbol { r } \in \Omega _ { a } , } \\
{ > 0 , } & { \boldsymbol { r } \notin \Omega _ { a } , }
\end{array} \quad \text { and } \quad \phi _ { w } ( \tau ) \left\{\begin{array}{ll}
<0, & \boldsymbol{r} \in \Omega_{w}, \\
>0, & \boldsymbol{r} \notin \Omega_{w} .
\end{array}\right.\right.
$$

In this setting the evolution of interface $\Gamma_{a}(\tau)$ in the velocity field $v_{n}(\tau)$ corresponds to the following advection equation for function $\phi_{a}(\tau)$ :

$$
\begin{equation*}
\frac{\partial \phi_{a}}{\partial \tau}+v_{\boldsymbol{n}}\left|\nabla \phi_{a}\right|=0 \tag{5.26}
\end{equation*}
$$

The description of the problem geometry in this way allows to write the boundary and domain integrals using the Heaviside step functions $H(x)$, Dirac delta distribution $\delta(x)$ and the co-area formula as

$$
\begin{aligned}
& \int_{\Omega} f d \boldsymbol{r}=\int_{\Re \mathcal{D}} f H\left(-\phi_{a}\right) H\left(-\phi_{w}\right) d \boldsymbol{r}, \\
& \int_{\Gamma_{w}} f d \boldsymbol{r}=\int_{\Re} f H\left(-\phi_{a}\right) \delta\left(\phi_{w}\right)\left|\nabla \phi_{w}\right| d \boldsymbol{r}, \\
& \int_{\Gamma_{a}} f d \boldsymbol{r}=\int_{\Re^{\mathcal{D}}} f \delta\left(\phi_{a}\right)\left|\nabla \phi_{a}\right| H\left(-\phi_{w}\right) d \boldsymbol{r},
\end{aligned}
$$

where $\mathcal{D}$ denotes the problem's dimensionality. Taking the derivative of these expression with respect to $\tau$ leads to

$$
\begin{align*}
\frac{\partial}{\partial \tau} \int_{\Omega} f d \boldsymbol{r}= & \int_{\Re^{\mathcal{D}}} \frac{\partial f}{\partial \tau} H\left(-\phi_{a}\right) H\left(-\phi_{w}\right) d \boldsymbol{r}-\int_{\Re \mathcal{D}} f \delta\left(-\phi_{a}\right) \frac{\partial \phi_{a}}{\partial \tau} H\left(-\phi_{w}\right) d \boldsymbol{r} \\
\frac{\partial}{\partial \tau} \int_{\Gamma_{w}} f d \boldsymbol{r}= & \int_{\Re \mathcal{D}} \frac{\partial f}{\partial \tau} H\left(-\phi_{a}\right) \delta\left(\phi_{w}\right)\left|\nabla \phi_{w}\right| d \boldsymbol{r}-\int_{\Re \mathcal{D}} f \delta\left(-\phi_{a}\right) \frac{\partial \phi_{a}}{\partial \tau} \delta\left(\phi_{w}\right)\left|\nabla \phi_{w}\right| d \boldsymbol{r}  \tag{5.27}\\
\frac{\partial}{\partial \tau} \int_{\Gamma_{a}} f d \boldsymbol{r}= & \int_{\Re_{\mathcal{D}}} \frac{\partial f}{\partial \tau} \delta\left(\phi_{a}\right)\left|\nabla \phi_{a}\right| H\left(-\phi_{w}\right) d \boldsymbol{r}+\int_{\Re^{\mathcal{D}}} f \delta^{\prime}\left(\phi_{a}\right) \frac{\partial \phi_{a}}{\partial \tau}\left|\nabla \phi_{a}\right| H\left(-\phi_{w}\right) d \boldsymbol{r} \\
& +\int_{\Re^{\mathcal{D}}} f \delta\left(\phi_{a}\right) \frac{\nabla \phi_{a}}{\left|\nabla \phi_{a}\right|} \cdot \nabla \frac{\partial \phi_{a}}{\partial \tau} H\left(-\phi_{w}\right) d \boldsymbol{r},
\end{align*}
$$

Applying integration by parts to the last term in the third expression it can be shown that

$$
\begin{aligned}
& \int_{\Re \mathcal{D}} f \delta\left(\phi_{a}\right) \frac{\nabla \phi_{a}}{\left|\nabla \phi_{a}\right|} \cdot \nabla \frac{\partial \phi_{a}}{\partial \tau} H\left(-\phi_{w}\right) d \boldsymbol{r} \\
&=-\int_{\Re \mathcal{D}} \frac{\partial \phi_{a}}{\partial \tau} \nabla \cdot\left(f \delta\left(\phi_{a}\right) \frac{\nabla \phi_{a}}{\left|\nabla \phi_{a}\right|} H\left(-\phi_{w}\right)\right) d \boldsymbol{r} \\
&=-\int_{\Re \mathcal{D}} \frac{\partial \phi_{a}}{\partial \tau}\left(\nabla f \cdot \frac{\nabla \phi_{a}}{\left|\nabla \phi_{a}\right|} \delta\left(\phi_{a}\right) H\left(-\phi_{w}\right)+f \delta^{\prime}\left(\phi_{a}\right)\left|\nabla \phi_{a}\right| H\left(-\phi_{w}\right)\right. \\
&\left.+f \delta\left(\phi_{a}\right) \nabla \cdot\left(\frac{\nabla \phi_{a}}{\left|\nabla \phi_{a}\right|}\right) H\left(-\phi_{w}\right)-f \delta\left(\phi_{a}\right) \delta\left(-\phi_{w}\right) \nabla \phi_{w} \cdot \frac{\nabla \phi_{a}}{\left|\nabla \phi_{a}\right|}\right) d \boldsymbol{r} .
\end{aligned}
$$

Substituting the above expression into (5.27), using advection equation (5.26) and the fact that the normal vectors and curavtures of $\Gamma_{a}$ and $\Gamma_{b}$ are equal to

$$
\begin{array}{ll}
\boldsymbol{n}_{a}=\frac{\nabla \phi_{a}}{\left|\nabla \phi_{a}\right|}, & \kappa_{a}=\nabla \cdot\left(\frac{\nabla \phi_{a}}{\left|\nabla \phi_{a}\right|}\right), \\
\boldsymbol{n}_{w}=\frac{\nabla \phi_{w}}{\left|\nabla \phi_{w}\right|}, & \kappa_{w}=\nabla \cdot\left(\frac{\nabla \phi_{w}}{\left|\nabla \phi_{w}\right|}\right),
\end{array}
$$

results in the following formulas

$$
\begin{aligned}
\frac{\partial}{\partial \tau} \int_{\Omega} f d \boldsymbol{r}= & \int_{\Re^{\mathcal{D}}} \frac{\partial f}{\partial \tau} H\left(-\phi_{a}\right) H\left(-\phi_{w}\right) d \boldsymbol{r}+\int_{\Re_{\mathcal{D}}} f v_{\boldsymbol{n}} \delta\left(\phi_{a}\right)\left|\nabla \phi_{a}\right| H\left(-\phi_{w}\right) d \boldsymbol{r} \\
\frac{\partial}{\partial \tau} \int_{\Gamma_{w}} f d \boldsymbol{r}= & \int_{\Re^{\mathcal{D}}} \frac{\partial f}{\partial \tau} H\left(-\phi_{a}\right) \delta\left(\phi_{w}\right)\left|\nabla \phi_{w}\right| d \boldsymbol{r} \\
& +\int_{\Re^{\mathcal{D}}} f v_{\boldsymbol{n}} \delta\left(\phi_{a}\right)\left|\nabla \phi_{a}\right| \delta\left(\phi_{w}\right)\left|\nabla \phi_{w}\right| d \boldsymbol{r} \\
\frac{\partial}{\partial \tau} \int_{\Gamma_{a}} f d \boldsymbol{r}= & \int_{\Re^{\mathcal{D}}} \frac{\partial f}{\partial \tau} \delta\left(\phi_{a}\right)\left|\nabla \phi_{a}\right| H\left(-\phi_{w}\right) d \boldsymbol{r} \\
& +\int_{\Re^{\mathcal{D}}} v_{\boldsymbol{n}}\left(\kappa f+\partial_{\boldsymbol{n}} f\right) \delta\left(\phi_{a}\right)\left|\nabla \phi_{a}\right| H\left(-\phi_{w}\right) d \boldsymbol{r} \\
& -\int_{\Re} f v_{\boldsymbol{n}} \delta\left(\phi_{a}\right)\left|\nabla \phi_{a}\right| \delta\left(\phi_{w}\right)\left|\nabla \phi_{w}\right| \boldsymbol{n}_{a} \cdot \boldsymbol{n}_{w} d \boldsymbol{r}
\end{aligned}
$$

which after applying the coarea formulas and converting integrals into more traditional notation become (5.18). Note that these expressions contain integrals over intersection of $\Gamma_{a}$ and $\Gamma_{w}$. These terms can be interpreted as additional surface generation as $\Gamma_{a}$ travels along $\Gamma_{w}$ (see figure 5.35).


Figure 5.35: Interpretation of resulting expression for shape derivatives in case of sharp features.
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[^0]:    ${ }^{1}$ We do not consider separately the boolean operation of difference, since it is equivalent to the operation of intersection with the complement of a domain.

[^1]:    ${ }^{2} \mathrm{We}$ assume that the solution domain does not contain disjoint sets, otherwise the solution is independent on disjoint sets and the same reasoning should be applied to each isolated area.

[^2]:    ${ }^{3}$ As in [99], we exclude cases where $\phi_{k}=0$ at a vertex by perturbing the value of $\phi_{k}$ at such a vertex by a very small amount $\varepsilon=10^{-20}$

[^3]:    ${ }^{4}$ As noted in [50], for $(2 k+1)^{\text {th }}$-order accurate methods, a $2 k+2$ convergence rate is observed (for smooth surfaces).

[^4]:    ${ }^{1}$ After scaling the resulting discretization by the cell volume $\mathcal{O}\left(h^{\mathcal{D}}\right)$ to account for the integration of the PDEs over a finite volume.

[^5]:    ${ }^{2}$ We enclose an immersed interface inside another region in order to be able to obtain results for different placements of the immersed interface and the computational grid without changing the problem statement. On the boundaries of the enclosing region, Dirichlet boundary conditions can be imposed with any of the methods $[58,56,147]$

[^6]:    ${ }^{3}$ As in the two-dimensional case, Dirichlet boundary conditions are enforced on the boundaries of the enclosing region

[^7]:    ${ }^{1}$ Square brackets denote the jump in the value of a quantity across the solidification front, i.e. $[T]=$ $T_{s}-T_{l}$.

[^8]:    ${ }^{2}$ Note that even when the so-called Frozen Temperature Approximation is applied (i.e., the temperature field is not solved for but prescribed by an analytical expression) the system of equations is still non-linearly coupled for $N>1$.

