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ABSTRACT OF THE DISSERTATION

A Modeling Perspective on Carbon Cycling and the Impacts of Astronomical Forcing

by

Pam Vervoort

Doctor of Philosophy, Graduate Program in Earth and Planetary Sciences
University of California, Riverside, December 2022

Dr. Sandra Kirtland Turner, Chairperson

Planetary climates are controlled by the delicate radiative balance between incoming and

outgoing energy. Any perturbation to either side of the equation disrupts the surface tem-

perature with implications for the physical environment and (bio)geochemical processes

that in their turn impose additional alterations to the radiative energy balance. In this

dissertation, I use numerical approaches to investigate the role of changing greenhouse gas

concentrations and astronomical forcing (quasi-periodic variations in solar radiation via

gradual changes in Earth’s orbit and tilt) on the surface climate, carbon cycling, and the

environmental consequences of associated feedback processes, on Earth and beyond.

First, I address the impact of carbon dioxide release to the atmosphere on geologi-

cal timescales. Past carbon release events and episodes of global warming that are preserved

in paleoclimate records are compared to an ensemble of Earth system model simulations

to estimate the carbon input and output fluxes during past events and determine how the

Earth responded to such perturbations. Next, I provide the reader with a thorough analysis

of the impact of astronomical forcing and its imprint on the marine environment as simu-
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lated in an Earth system model. The transient modeling approach allows direct comparison

between time-varying model output and multi-million-year-long paleoclimate records and

thereby provides an opportunity to determine from model-data (mis)matches what feedback

processes are the main drivers for variations in the climate-carbon system on astronomical

timescales across tens of thousand to millions of years. Lastly, I examine with the use of

orbital and obliquity simulations how the frequency and amplitude of astronomical cycles

change as a function of planetary architecture and assess their impact on surface condi-

tions and planetary habitability across million-year timescales. This research contributes

to identifying exoplanets in other systems that may have been able to maintain habitable

conditions over prolonged periods of time required for the development and evolution of life

elsewhere in the universe.
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Chapter 1

Introduction

1.1 Background

The need to improve our understanding of climate dynamics and the intricate pro-

cesses involved, such as those related to the carbon cycle, is continuously growing. First

and foremost so the future climate trajectory of Earth under the influence of anthropogenic

perturbations can be predicted more accurately, but also to advance interpretation of pa-

leoclimate records that ultimately inform future climate projections. Moreover, research

toward fundamental climate behaviour on planets beyond the Solar System is becoming

increasingly important as we enter a new era of exoplanet characterization and embark on

the search for habitable planets elsewhere in the universe with the launch of the James

Webb Space Telescope, just a few months prior to the time of writing.

Planetary climates are controlled by the delicate radiative balance between incom-

ing and outgoing energy. Stellar irradiation, downward radiation emitted by greenhouse

gasses, geothermal energy, and tidal heating are the main sources of incoming energy al-
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though on Earth today, tidal and geothermal heating are negligible forces. Energy is lost

to space through the direct reflection of stellar energy, particularly on bright surfaces such

as clouds and snow, and upward infrared radiation emitted by the surface and atmosphere.

The sensitivity of the climate system to perturbations to the radiative equation is

perhaps best exemplified by the modern climate crisis. Since the industrial revolution, we

have increased carbon dioxide (CO2) concentrations in our atmosphere from 280 to almost

420 ppm, resulting in the absorption of more energy by the atmosphere while lowering the

outgoing energy, thereby raising the global temperature by more than 1°C (Hawkins et al.,

2017). The Intergovernmental Panel on Climate Change advises to limit the rise in global

temperature to 1.5-2.0°C to prevent extreme environmental disruption. Yet, translating this

to an upper limit for allowed CO2 emissions is complicated by large uncertainties in the

relation between carbon release-uptake rates, atmospheric CO2 concentration, and global

temperature. Many intricate climate-CO2 feedback processes that redistribute carbon be-

tween the atmosphere, ocean, biosphere, and geological reservoirs need to be considered

and each process responds on different timescales while their strength often changes over

time along with the changing environmental conditions.

Paleoclimate records provide us with a unique window into the past to study how

the Earth has responded previously to natural carbon release events. The magnitude and

rates of carbon fluxes can be constrained from carbon isotope (δ13C) data and indicators for

carbonate chemistry whereas paleo-temperature proxies are a measure for the climatic con-

sequences. In combination with advanced numerical models, the various feedbacks affecting

the climate response and carbon cycle, and their relative contributions can be explored in
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more detail. One problem, however, is that geological archives such as (marine) sediments

that contain paleoenvironmental information are limited by their resolution. Sediments of-

ten experience chemical, physical, or biological distortions after deposition, meaning they

do not preserve the original magnitude and duration of past events with consequences for

their interpretation and reconstruction of the events.

The paleorecord also shows evidence of perpetual radiative imbalance due to quasi-

periodic changes in the amount and distribution of the incoming solar energy. Earth’s orbit

and tilt gradually change over time as a result of gravitational forces between our planet

and other bodies in our Solar System which alters regional insolation on daily (10−3 years)

and astronomical (104 − 106 years) timescales (see Section 1.2 for a detailed explana-

tion). Astronomical cycles are the source of the most extreme climate variations during

the Quaternary—the glacial-interglacial cycles. Relatively moderate insolation changes, es-

pecially those in high latitude regions, modulate the growth and retreat of polar ice sheets

and their changing volume triggers additional climate and carbon cycle feedbacks that

magnify the climate response. Paleoclimate records of the early Cenozoic reveal that green-

house climates were subjected to astronomically forced climate-carbon cycle perturbations

as well, even in absence of large dynamic ice sheet. A series of early Cenozoic ‘hyperthermal

events’, characterized by temporary global warming, carbon release, and ocean acidifica-

tion, are linked to astronomical cycling although the climate-CO2 feedbacks that amplify

the temperature response and trigger carbon release are still poorly understood.

Astronomical cycles on Earth have been relatively sedate but the moderate changes

in insolation have had major consequences for the evolution of our climate (and life) through

3



time. Now, imagine an exoplanet in a foreign planetary system with different gravitational

dynamics and therefor astronomical cycles of different magnitude and frequency. The cli-

mate variability and rate of change in surface conditions may be more extreme than those

on Earth and must be considered when assessing the ’habitability potential’ of an exoplanet.

As we search for exoplanets that have the potential to harbour life, it is crucial to estimate

the incoming energy and determine if that energy supply is sufficient to maintain ’habit-

able’ surface conditions, i.e. sufficiently high to prevent total freezing but sufficiently low to

avoid evaporation of all surface water or atmospheric escape. Extreme astronomical cycles

continuously change the balance between incoming (stellar) and outgoing energy and could

have great consequences for the evolving surface climate and habitability on astronomical

timescales. Fortunately, the astronomical dynamics experienced by a planet can to some

extent be evaluated by considering the planet-planet interactions in observable planetary

systems. One of the bigger challenges is to determine how the spin dynamics of a planet

respond to the gravitational interactions and their impact on surface climate variability.

1.2 Introduction to Astronomical Forcing

The idea of an astronomical influence on Earth’s climate was put forward about

200 years ago. In 1826, Jens Esmark, a Danish-Norwegian geologist, was the first to recon-

cile geological evidence for past extensive glaciations across northern Europe with a theory

proposing that Earth’s orbit used to be more elliptic and was ‘subjected to a strong de-

gree of cold in its aphelium’ (Esmark, 1826). A few years later, the connection between

changes in climate and Earth’s orbital elements was made (Herschel, 1832), followed by

4



the formulation of the theory of the ice ages (Agassiz, 1840) and further refined by tak-

ing into consideration not only the orbital elements but also the rotation of Earth’s axis

(Adhémar, 1842; Croll, 1864). Perhaps the real breakthrough occurred in 1942 when Mutilin

Milankovitch published his computations of past insolation for given latitudes and time-of-

year based on previous calculations describing Earth’s movement in the Solar System over

time (Milankovitch, 1941). This facilitated direct comparison between the incoming solar

energy and paleoclimate records that propelled research on the impacts of astronomical

forcing (see Hilgen (2010) for a full review) and is the crux of the work presented here. In

this section, I provide a basic overview of planetary system dynamics and their relation to

astronomical (insolation) forcing.

The annual mean incoming solar energy on any planet is determined by the lu-

minosity of the star(s) in the system and the star-planet distance. However, the orbit of a

planet is rarely perfectly circular, meaning that the distance varies across an orbital year

with consequences for the total annual mean amount of incoming radiation. The relation-

ship between the incoming energy and orbital characteristics follows:

F annual =
L⋆

(16πa2
√
(1− e2))

(1.1)

where F annual is the annual mean insolation flux (inWm−2), L⋆ is the luminosity of the star

(inW ), a is the planet’s semi-major axis (in m2), and e the eccentricity. Earth’s orbit today

deviates 1.67% from full circularity with a modern eccentricity of 0.0167. Gravitational

interactions between planets quasiperiodically perturb the shape of their orbits. In our own

Solar System, Jupiter is the most massive and gravitationally influential planet, pushing
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and pulling Earth in and out of near-circular orbit in cycles of 100 kyr and 405 kyr across

which eccentricity varies between about 0 and 0.067 with consequences for the incoming

solar radiation and, ultimately, global surface temperatures. However, eccentricity cycles

alone account for only 0.7 Wm−2 variation in the annual global mean insolation with an

average value of 340 Wm−2 on Earth.

The climatic effects of eccentricity are amplified by the orientation (precession)

and angle (obliquity) of Earth’s tilt with respect to the orbital plane (Figure 1.1). Earth’s

axis today is tilted 23.4° relative to the orbit normal with the Northern Hemisphere (NH)

oriented away from the Sun when Earth is near its closest approach to the Sun (perihelion)

at 102° from the spring equinox. Precession and obliquity do not impact the annual mean

amount of insolation but dictate the latitudinal and seasonal isolation patterns (Figure

1.2). Summers and winters in the NH are currently mild as opposed to the hot summers

and cold winters of the Southern Hemisphere (SH). This seasonality only arises from non-

zero obliquity—a steeper obliquity increases the seasonal extremes.

Earth experiences precession and obliquity cycles via quasiperiodic gravitational

perturbations between the Earth, Moon, and Sun. Because our planet is not completely

rigid and rotates rapidly around its axis, a bulge is formed at the equator. Lunar and solar

torques pull the equatorial bulge toward their ecliptic and thereby gradually change the

orientation and angle of Earth’s axis. It takes about 25 kyr for Earth’s axis to make a full

360° precession while the obliquity angle varies between 22° and 24.5° on a cycle of about

41 kyr. The duration of precession and obliquity cycles was slightly shorter in the past

and will become longer in the distant future as the Moon gradually moves outward over
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Figure 1.1: Schematic diagram of astronomical dynamics. Earth’s circular (dashed grey line)
and eccentric (solid black line) clockwise orbit around the Sun. (a) At precession maximum,
the Northern Hemisphere (NH) is tilted away from the Sun at perihelion passage, i.e. mild
NH winters. The NH is tilted to the Sun during aphelion passage, i.e. mild NH summers.
(b) At precession minimum, the NH is tilted to the Sun at perihelion passage, i.e. warm
NH summers. The NH is tilted away from the Sun during aphelion passage, i.e. cold NH
winters. (c) Obliquity (ϵ) varies between 22° and 24.5° in cycles of ca. 41 kyr. Earth’s
axis precesses 360° in roughly 25.8 kyr relative to the fixed background stars. When also
accounting for orbital (apsidal) precession, a full climatic precession (ψ) cycle is ca. 21 kyr.
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Figure 1.2: Seasonal insolation patterns as a function of precession and obliquity. Eccentric-
ity is 0.06 in all panels. (a) Daily mean insolation for precession (ψ) of 102° and obliquity
(ϵ) of 23°, i.e. precession maximum. (b) Daily mean insolation for ψ=282° and ϵ=23°, i.e.
precession minimum. (c) Daily mean insolation for ψ=282° and ϵ=0°, i.e. no seasonality.

time due to the exchange of angular momentum between the Earth and Moon via tidal

interaction. I refer the reader to Chapter 5 (Section 5.2.3) in this dissertation for a more

detailed explanation of the physics behind precession and obliquity motions.

Eccentricity, precession, and obliquity combined directly control the astronomical

climate variability on Earth through changes in spatiotemporal insolation forcing, or indi-

rectly via their impact on climate feedback processes that act to either amplify or weaken

the astronomical response (see Chapter 3 and 4). However, the frequency and amplitude

of these cycles are Earth-specific and strongly depend on the architecture of the planetary

system (see Chapter 5). Exoplanets will have their own unique astronomical signature driv-

ing long-term surface climate cycles. The intensity of the climate cycles will be regulated

by the characteristics of the astronomical cycles and large array of planetary properties.
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1.3 Dissertation Outline

In this dissertation, I aim to improve our understanding of the surface climate be-

haviour in response to internal and external perturbations. The outcomes and findings of the

work herein will benefit paleoclimate research and facilitate interpretation of paleoclimate

records to reveal climate-carbon dynamics throughout Earth’s geologic history—information

that ultimately will be crucial to predict the future climatic pathway of our planet. More-

over, now that the era of exoplanet characterization has begun, we should start considering

the climate dynamics on planets beyond our Solar System to identify those exoplanets that

have the potential to be habitable for prolonged periods of time in search for evidence of life

elsewhere in the universe. This work explores the long-term climate evolution in response to

astronomical forcing in other planetary systems. I contribute pieces to the puzzle through

three main objectives forming the base of my research.

• Constrain the forcings and impacts of past (natural) carbon release events

• Understand astronomical cycles in Earth’s climate and carbon cycle

• Consider astronomical forcing on exoplanets and their impact on potential habitability

In Chapter 2, I present a framework that estimates the carbon fluxes associated

with past carbon release events that are preserved in the geological record as negative carbon

isotope excursions. This framework allows users to assess the negative carbon isotope

excursion alongside proxies indicative of environmental change to quantify the possible

carbon input and removal fluxes across the perturbation and identify potential distortions

of the sedimentary signal. In the following two chapters, the impact of astronomical forcing
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on the physical ocean and marine inorganic (Chapter 3) and organic (Chapter 4) carbon

cycle, and its expression in key paleoceanographic variables is investigated with a series of

transient astronomically forced Earth system model simulations. This study is the fist ever

to model the response of the Earth system to changes in the astronomical radiative forcing

in a 3D Earth system model on multi-million-year-long timescales needed to capture the

impact of the longest astronomical cycles. Chapter 5 covers a deep dive into the physics

that drive astronomical cycles with emphasis on the gravitational interactions between

objects in planetary systems. With a large ensemble of planetary system simulations and

obliquity models, I examine how massive companion planets, such as Jupiter, influence the

astronomical cycles and subsequent climate variability on smaller planets in the Habitable

Zone, such as Earth. Results are discussed in terms of long-term climatic habitability with

implication for future exoplanet research that aims to identify planetary systems that have

the greatest potential to maintain habitable conditions over the prolonged periods of time.

The dissertation is concluded in Chapter 6 with some final remarks that tie the findings of

each chapter into the bigger picture.

1.4 Submitted Material

At the time of writing, Chapter 2 and 3 have been accepted and published in peer

reviewed journals with their references below. Chapter 5 is accepted for publication in The

Astrophysical Journal but not yet published, and Chapter 4 is in preparation at present to

be submitted for publication.
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Chapter 2 – Vervoort, P., Adloff, M., Greene, S.E. and Kirtland Turner, S., 2019.

Negative carbon isotope excursions: an interpretive framework. Environmental Research

Letters, 14(8), p.085014.

Chapter 3 – Vervoort, P., Kirtland Turner, S., Rochholz, F. and Ridgwell, A., 2021.

Earth System Model Analysis of How Astronomical Forcing Is Imprinted Onto the Marine

Geological Record: The Role of the Inorganic (Carbonate) Carbon Cycle and Feedbacks.

Paleoceanography and Paleoclimatology, 36(10), p.e2020PA004090.

Chapter 5 – Vervoort, P., Horner, J., Kane, S.R., Kirtland Turner, S., and Gilmore,

J., 2022. System Architecture and Planetary Obliquity: Implications for Long-Term Hab-

itability. The Astrophysical Journal, 164(4), p.130.
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Chapter 2

Negative Carbon Isotope

Excursions: An Interpretative

Framework

Abstract - Numerous negative carbon isotope excursions (nCIEs) in the geologic

record occurring over 10,000 to 100,000 years are interpreted as episodes of massive carbon

release. nCIEs help to illuminate the connection between past carbon cycling and climate

variability. Theoretically, the size of a nCIE can be used to determine the mass of carbon

released, provided that the carbon source is known or other environmental changes such

as temperature or ocean pH can be constrained. A simple isotopic mass balance equation

often serves as a first order estimate for the mass of carbon input, but this approach ignores

the effects of negative carbon cycle-climate feedbacks. Here, we show, using 432 earth

system model simulations, that the mass of carbon release and associated environmental
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impacts for a nCIE of a given size and carbon source depend on the onset duration of

that nCIE: the longer the nCIE onset duration, the greater the required carbon input in

order to counterbalance the input of 13C-enriched carbon through carbonate compensation

and weathering feedbacks. On timescales greater than 1,000 years, these feedbacks remove

carbon from the atmosphere so that the relative rise in atmospheric CO2 decreases with

the nCIE onset duration. Consequently, the impacts on global temperature, surface ocean

pH and saturation state are reduced if the nCIE has a long onset duration. The framework

provided here demonstrates how constraints on the total nCIE duration and relative shape

— together determining the onset duration — affect the interpretation of sedimentary

nCIEs. Finally, we evaluate selected well-studied nCIEs, including the Eocene Thermal

Maximum 2 (∼54 Ma), the Paleocene-Eocene Thermal Maximum (∼56 Ma), and the Aptian

Oceanic Anoxic Event (∼120 Ma), in the context of our model-based framework and show

how modeled environmental changes can be used to narrow down the most likely carbon

emissions scenarios.

2.1 Introduction

Transient negative carbon isotope excursions (or ‘nCIEs’) in the geologic record

have garnered increasing attention because of the parallels with the modern climate exper-

iment. As anthropogenic emissions of fossil fuel carbon accumulate in the atmosphere, the

carbon isotopic composition of atmospheric carbon dioxide (δ13CCO2) has declined by 1.5‰

(the Suess effect) (Suess, 1955; Mook, 1986; Keeling et al., 1979, 1980). Ultimately, the

Suess effect will be recorded as a nCIE in the sedimentological record of the future (Norris
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et al., 2013). Numerous nCIEs in the geological record are coeval with evidence for increas-

ing global temperature and/or ocean acidification — a combination of impacts that are the

hallmark of atmospheric greenhouse gas loading (Hönisch et al., 2012). Investigating rates

and masses of carbon release for past nCIEs in combination with environmental impacts in-

forms us about climate sensitivity under various carbon emission scenarios and background

climate states. Comparison of these events with the modern provides essential insight into

the long-term response of the Earth system to fossil fuel emissions. An increasing number of

nCIEs have emerged from the geological record as high-resolution measurements on marine

sediment cores become more abundant, leading to hypotheses that these events may repre-

sent threshold or tipping point processes rather than independent, stand-alone events (Lunt

et al., 2011; DeConto et al., 2012; Armstrong McKay & Lenton, 2018). Hence, geological

nCIEs may also provide an opportunity to investigate the sensitivity and role of carbon

cycle feedbacks in amplifying or diminishing the consequences of massive carbon release.

The carbon stored in the exchangeable reservoir, consisting of atmospheric carbon

(CO2), dissolved inorganic (DIC) and organic carbon (DOC) in the oceans, and carbon

stored in land biota and soils, has a residence time of ∼105 years (Figure 2.1). For nCIEs

that are represented globally in both deep and shallow marine and terrestrial settings and

occur on timescales shorter than 105 years, the presumption is these originate from the

release of isotopically light carbon to the exchangeable carbon reservoir (Dickens et al.,

1995). Fluxes of carbon required to generate a given nCIE are often calculated by a simple

isotopic mass balance approach (Equation 2.1).
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Figure 2.1: Carbon cycle schematic indicating pre-industrial carbon reservoirs (black) and
associated isotopic values (red). Atmospheric carbon dioxide (CO2), marine dissolved inor-
ganic carbon (DIC), marine dissolved organic carbon (DOC), and terrestrial biomass and
soil carbon make up the total exchangeable carbon reservoir (triangular arrow symbols).
Figure adapted from Andy Ridgwell, personal communication, with reservoir sizes from
Sundquist et al. (2005) except for methane hydrates Archer, Buffett, and Brovkin (2009).
Isotopic compositions from Jones et al. (2013). cGENIE experiments in this study have
slightly different reservoir sizes and isotopic compositions to better match conditions of the
early Cenozoic and Mesozoic. The cGENIE exchangeable carbon reservoir in all our ex-
periments includes 1,770 Pg C atmospheric CO2 with δ13CCO2 of -4.9‰, 30,300 Pg C DIC
with δ13CDIC of 1.7‰, and 7 Pg C of marine DOC with a δ13CDOC of -27.4‰. Note that
the version of cGENIE used here does not include a representation of terrestrial biomass or
soil carbon and there is no explicit standing stock of marine biomass.
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Ma =
Mi × (δf − δi)

(δa − δf )
(2.1)

The mass of carbon required (Ma) to generate a nCIE of a particular magnitude (δf − δi)

in the exchangeable carbon reservoir (Mi) with an initial carbon isotopic composition (δi)

depends on the source of the added carbon and hence its isotopic signature (δa). Volcanic

activity, for instance, emits CO2 with a δ13C that approximates the mantle value of -5 to

-8‰(Javoy, Pineau, & Delorme, 1986), while photosynthetic fractionation leaves marine

and terrestrial organic matter more depleted in 13C, with δ13C signatures ranging from -20

to -30‰(Boutton, 1991). Organic carbon reservoirs occurring in the form of coal, oil or

gas may reach isotopic values lower than -40‰(Boutton, 1991) while microbial breakdown

of organic matter drives the δ13C of the resulting methane even lower (more negative than

-50‰) (Kvenvolden, 1993). A particular-sized nCIE can be generated by the input of either

a relatively large mass of carbon with higher δ13C or a small mass of carbon with lower

δ13C. Hence, a well-known issue interpreting nCIEs is that the isotopes alone do not provide

sufficient information to estimate the mass of carbon input responsible or the magnitude

of change in atmospheric CO2 associated with a nCIE. A greater mass of carbon added to

the exchangeable reservoir should equate to a greater rise in atmospheric CO2 on 103-year

timescales, with different implications for radiative forcing and temperature response.

A less often considered difficulty with the isotopic mass balance approach is that

it assumes that the total mass of released carbon is instantaneously distributed through the

exchangeable reservoir to produce a globally uniform nCIE. This assumption is problematic

both for very rapid or very slow release of carbon. If carbon is released more rapidly than
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the mixing times between the various pools in the exchangeable reservoir (103 years), some

of these carbon pools will record an amplified nCIE (Turner & Ridgwell, 2016). For carbon

release over longer timescales that approach the residence time of carbon in the exchangeable

reservoir, it becomes crucial to account for feedbacks such as carbonate compensation and

rock weathering. More recently, modeling approaches have been utilized that explicitly

consider the timing of a nCIE derived from sedimentary age models (Cui et al., 2011, 2013;

Jones et al., 2013; Gutjahr et al., 2017) in calculating the mass of carbon required to

generate a particular nCIE.

However, even constraining the size of a nCIE to use in isotope mass balance cal-

culations or more sophisticated modeling for a single event is not straightforward. Marine

carbonates are often used as targets for reconstructing nCIEs because they are presumed to

reflect the isotopic composition of the DIC pool, by far the largest pool in the exchangeable

surface reservoir (Figure 2.1). However, marine carbonate nCIEs may vary between loca-

tions for the same event due to many factors, including spatial variations in bioturbation

and dissolution intensity (Sluijs & Dickens, 2012) and whether the carbonate originated

from a benthic (seafloor) or planktonic (surface) source. Water depth (for benthic carbon-

ates) may also lead to variations between records. It is possible to identify nCIEs from

organic matter as well, though these records must be interpreted with the further caveat

that changes in atmospheric CO2 may lead to changes in the fractionation between DIC

and organic matter or changes in organic matter composition that overprint the record of

the nCIE as seen by the global exchangeable reservoir (Corsetti et al., 2005).
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When considering multiple nCIEs in the geologic record, there is wide variation

not only in magnitude, but also in shape and duration, all of which complicate the calcula-

tion of required carbon input. This nuance is not captured in a simple isotopic mass balance

approach. Importantly, the goal in using isotopic mass balance to infer the magnitude of

carbon released is often to constrain past climate sensitivity (or the global temperature

increase due to a doubling of atmospheric CO2) by relating this carbon release to a change

in atmospheric CO2 and combining this with estimates of temperature change. Uncertainty

in carbon source and nCIE size will result in the misinterpretation of carbon input required

to explain δ13C excursions (Equation 2.1) but assumed duration and relative timing of an

event will also influence 1) the carbon input required, as various reservoir exchanges and

feedbacks act on different timescales and 2) the proportional increase in atmospheric CO2

by determining the fraction of the total emitted carbon that remains in the atmosphere

following its release. Hence, uncertainty in age models translates into uncertainty in recon-

structed climate sensitivity because for a given mass of carbon release to the exchangeable

reservoir, one cannot infer the increase in atmospheric CO2 without constraining the timing

of that carbon input. Instantaneous carbon release will lead to the maximum change in at-

mospheric CO2 while slower release of the same mass of carbon will dampen the atmospheric

CO2 rise.

The many nCIEs across the geological record demonstrate that the carbon cycle

has been disrupted frequently throughout Earth’s history (Saltzman et al., 2012). Perhaps

the most well studied nCIE, the Paleocene-Eocene Thermal Maximum (PETM, ∼56 Ma)

(Figure 2.2b), is characterized by a rapid onset of several thousand years, negative δ13C
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excursion of 3-4‰ and complete isotopic recovery on timescales of 105 years (McInerney &

Wing, 2011; Röhl et al., 2007; Westerhold, Röhl, Wilkens, et al., 2018; Zachos et al., 2008).

Another well-known nCIE is Eocene Thermal Maximum 2 (ETM-2) (Figure 2.2), which is

characterized by a nCIE that is half the magnitude of the PETM and more symmetrical in

shape, i.e. the onset duration is equal to the duration of the recovery phase (Lourens et al.,

2005; Stap et al., 2009). The PETM, ETM-2, and other smaller nCIEs of the early Cenozoic

are known collectively as hyperthermals (Thomas & Zachos, 1999). Many of these purported

hyperthermals are more similar to the magnitude and shape of ETM-2, i.e. nCIEs of 1-

2‰occurring over 40-100 kyr (Kirtland Turner et al., 2014; Sexton et al., 2011; Westerhold,

Röhl, Donner, & Zachos, 2018). Though a precise definition of ‘hyperthermal’ is lacking,

these events are typified by simultaneous deep-sea warming and carbonate dissolution in

addition to a negative δ13C excursion.

While not always described in the ‘hyperthermal’ terminology, a number of Meso-

zoic events share similar characteristics. For instance, the Toarcian Oceanic Anoxic Event

(T-OAE, ∼183 Ma) is characterized by a nCIE of ∼6‰between two positive δ13C excur-

sions (Hermoso et al., 2012; H. Jenkyns, 1988; Müller et al., 2017). Similarly, nCIEs have

been reconstructed in association with the end-Permian mass extinction (∼252 Ma) (Meyer,

Yu, Jost, Kelley, & Payne, 2011), the end-Triassic mass extinction (∼201 Ma) (Pálfy et al.,

2001), and preceding multiple Cretaceous OAEs (particularly Aptian OAE-1a (∼120 Ma)

(Menegatti et al., 1998) (Figure 2.2a), and OAE-1b (∼111 Ma) (Wilson & Norris, 2001).

One complication in comparing these older events to the Cenozoic hyperthermals is that

deep sea records are scarce, and nCIEs are often reconstructed from shallow marine set-
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tings using carbonate that may have an unclear diagenetic history or using organic matter

that may reflect a combination of sources (Corsetti et al., 2005). However, carbon iso-

tope records of these events have been previously evaluated as reflecting changes in the

exchangeable carbon reservoir as a result of massive carbon input similar to the Cenozoic

hyperthermals.

Given the range of nCIEs observed in the geologic record in terms of size, duration,

and shape, as well as varying confidence regarding age control, we herein present an ensemble

of modeled nCIEs using the Earth system model ‘cGENIE’ to reproduce variable nCIEs

assuming various carbon sources. We generate 432 experiments (Figure 2.3) and calculate

the associated fluxes of carbon and impacts on marine and atmospheric chemistry and

temperature for each. Advancing beyond a simple isotope mass balance approach, our

modeling utilizes a 3D dynamical ocean model and incorporates carbon cycle feedbacks

such as changes in ocean solubility and carbon speciation, carbonate compensation, and

temperature-dependent rock weathering. Our framework facilitates assessment of individual

nCIEs throughout the geologic record by providing an interpretive template for relating

nCIEs of a given size, duration, and shape in the marine DIC reservoir to particular carbon

cycle drivers and climatic and environmental consequences.

2.2 Methods

2.2.1 cGENIE Model and Set-Up

In this study, we use the intermediate complexity carbon-Grid ENabled Integrated

Earth system model (cGENIE). cGENIE comprises a 3D frictional geostrophic ocean model
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and a simple energy-moisture balance atmosphere (Edwards & Marsh, 2005). We include a

CO2–climate feedback: radiative forcing due to CO2 doubling in cGENIE is ∼4 Wm−2. We

also include temperature-dependent continental weathering (Colbourn, Ridgwell, & Lenton,

2013) with a 1:1 carbonate to silicate weathering ratio and allow transport of alkaline species

from the terrestrial into the marine environment. To balance terrestrial input, we couple

a sediment model that calculates the sedimentary preservation of inorganic carbon in the

form of calcium carbonate (CaCO3) in deep sea sediments (Ridgwell & Hargreaves, 2007).

Biogeochemical cycling of elements and isotopes is represented throughout these four model

components (Ridgwell et al., 2007). A detailed description and evaluation of the carbon

isotope (δ13C) cycle in cGENIE is provided in Ridgwell et al. (2007) and Turner and Ridgwell

(2016). Marine (export) productivity is calculated by the local availability of phosphate with

modifiers for light limitation and sea ice extent (Ridgwell et al., 2007). Phosphate is modeled

as a closed system, with no input or burial fluxes, so its oceanic distribution is controlled

by a combination of modeled patterns in export production and physical ocean circulation

(which returns nutrients from the deep ocean to the surface). Calcium carbonate (CaCO3)

export is calculated using a fixed ratio of calcium carbonate to particulate organic carbon

(POC) of 0.2. Both POC and CaCO3 are remineralized in the water column using fixed

depth-dependent profiles. Any POC reaching the seafloor is remineralized there (hence

we do not account for sedimentary organic carbon burial). Importantly, our model also

excludes any representation of land biota or soils, so that the exchangeable carbon reservoir

is approximated as atmospheric carbon and marine dissolved inorganic and organic carbon

only, which make up about 95% of the pre-industrial exchangeable reservoir (Figure 2.1).

21



Because our goal is to provide a general interpretative framework for CIEs applica-

ble throughout the geological record, we use a simplified low-resolution (18x18) continental

configuration with a single symmetric pole-to-pole continent and 16 ocean depth levels.

Still, the model ocean circulation is comparable to that in a higher resolution configuration

run for the late Paleocene (Figure A.1, Table A1-A2). Both configurations show a dominant

Southern Ocean overturning circulation, though the configuration used here shows overall

weaker overturning strength and more symmetrical circulation between hemispheres. Due

to differences in the overturning circulation and hence differences in nutrient distribution,

the symmetric configuration yields slight increases in fluxes of particulate organic and in-

organic carbon and a slight increase in the size of the marine dissolved organic carbon

reservoir. However, due to the highly idealized continental configuration and its influence

on the modeled circulation pattern, we cannot make explicit comparisons to the behavior

of ocean circulation in previous Paleocene cGENIE experiments (Turner & Ridgwell, 2016).

The model is equilibrated to greenhouse climate conditions, with atmospheric CO2

concentrations of three times preindustrial values (834 ppm), to approximate Mesozoic

and Cenozoic greenhouse conditions (Fletcher, Brentnall, Anderson, Berner, & Beerling,

2008). We use the same initial carbon cycle conditions as the published cGENIE Paleocene

configuration including: atmospheric δ13C of -4.9‰, adjusted major ion concentrations

(Ca2+ 18.2 mmol kg−1, Mg2+ 29.9 mmol kg−1), and lower alkalinity (1975 µmol kg−1)

along with modern (pre-industrial) inventories for phosphate (2.16 µmol kg−1) and sulfate

(15.0 mmol kg−1) (Ridgwell & Schmidt, 2010). The model is run to steady state with

carbon input from volcanic outgassing and alkaline run-off from the continent balanced by
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Figure 2.2: Three examples of geologic negative carbon isotope excursions. (a) Bulk δ13C
record for the Aptian Ocean Anoxic Event (OAE-1a) from Resolution Guyot (H. C. Jenkyns
et al., 1995) with linear interpolation between nCIE onset, peak and end, based on the age
model from Malinverno et al. (2010) (black line). (b) Bulk δ13C record for the Paleocene-
Eocene Thermal maximum (PETM) from ODP Site 1001 (Bralower et al., 1997) (black
line). (c) Bulk record for the Eocene Thermal Maximum 2 (ETM-2) from Site 1258
(Kirtland Turner et al., 2014). The red lines indicate simulated nCIEs from this study
that most closely resemble the bulk δ13C records.
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carbon removal through burial of CaCO3. The resulting modeled global average sea surface

temperature is ∼26°C, sea ice is absent and mean sedimentary wt% CaCO3 is 42%.

2.2.2 Experimental Methodology

Our ensemble tests various combinations of nCIE duration (3), size (4), and carbon

source (4) and applies 9 different δ13C profiles that vary the shape of the nCIE for a total

of 3×4×4×9 = 432 experiments (Figure 2.3). We employ an inverse modeling technique to

produce nCIEs, wherein the isotopic signature of the surface ocean dissolved inorganic car-

bon pool (δ13C DIC) is forced to follow a prescribed δ13C profile, while an internal algorithm

determines how much atmospheric CO2 input with a specified isotopic signature is necessary

to match this profile (Cui et al., 2011, 2013; Dunkley Jones et al., 2018; Kirtland Turner &

Ridgwell, 2013). We choose to force surface DIC δ13C rather than atmospheric CO2 δ
13C

because the former is a closer approximation to data from marine carbonates. When mod-

eled surface DIC δ13C values are higher than prescribed, a pulse of isotopically light CO2

is released into the atmosphere. CO2 with the same isotopic signature is removed from the

atmosphere when modeled surface DIC δ13C drops below the prescribed value. Hence, CO2

is artificially removed when carbonate compensation and weathering feedbacks are unable

to sufficiently restore surface DIC δ13C values, but this carbon removal does not represent

any particular physical process.

We impose carbon input (and removal) with isotopic signatures of -6‰, -12‰,

-22‰, and -60‰, conceptually corresponding to carbon input from volcanism, a mixture

of volcanism and organic carbon, organic carbon, and biogenic methane, respectively. The
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Figure 2.3: Experimental design. Ensemble of 4×3×4×9 = 432 inversions of surface ocean
DIC δ13C varying nCIE size (4), duration (3), carbon isotopic composition of the carbon
source (4) and shape (9).

nCIE profiles vary in size (0.5‰, 1.0‰, 3.0‰, and 6.0‰) and duration (50 kyr, 100 kyr,

and 300 kyr) to represent the wide range of nCIEs recorded in the geological record. Further-

more, we define nine nCIE shapes (Figure 2.3). We identify three dimensions of symmetry

in duration: events can be 1) symmetrical in duration with equal duration onset and re-

covery phases (δ13C minimum occurs halfway through the event duration) or asymmetrical

with either 2) a relatively rapid onset and slow recovery (δ13C minimum occurs at 1/4 of

event duration) or 3) relatively slow onset and rapid recovery (δ13C minimum occurs at 3/4

of event duration). We also identify three dimensions of symmetry in size: 1) δ13C values

at the onset and recovery are identical, 2) final δ13C values are 50% higher than initial

(overshoot) and 3) final δ13C values are 50% lower than initial (undershoot). Hence, the

most rapid modeled nCIE onset is 12.5 kyr in experiments with a total duration of 50 kyr.

The slowest nCIE onset of 225 kyr occurs in experiments with a total duration of 300 kyr. A
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1‰ nCIE with an overshoot will end with DIC δ13C values 0.5‰ higher than initial while

a 1‰ nCIE with an undershoot will end with DIC δ13C values 0.5‰ lower than initial.

2.3 Results

Our large ensemble of nCIE experiments allows us to compare both the required

carbon input and removal in terms of total mass and fluxes for particular nCIEs and relate

the range of these values to uncertainty in carbon source, event duration, and event shape.

We calculate 1000-year-binned average values of input and removal fluxes and sum net

masses of carbon input/removal over the onset/recovery phases. We also compare the

resulting carbon cycle and climate changes in the context of these same nCIE characteristics.

In particular, we evaluate modeled changes in atmospheric CO2, sea surface temperature

(SST), surface ocean pH, surface ocean saturation state, weathering rates and wt% CaCO3

at the nCIE peak.

2.3.1 Diagnosed Carbon Forcing

All modeled nCIEs require an input of isotopically light carbon during the onset

phase, while carbon needs to be removed during nCIE recovery to restore surface DIC δ13C

to higher values. The total mass of carbon necessary to produce a nCIE of specific size

depends to a first order on the isotopic signature of the source carbon. Total masses of

carbon input diagnosed in our experiments vary by three orders of magnitude (Figure 2.4,

A.2). On the high end, to generate the largest size (6‰) nCIE from volcanic carbon with

a δ13C of -6‰ requires a carbon input mass that is an order of magnitude larger than
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the entire mass of ∼32,000 Pg C in the modeled exchangeable reservoir at the start of

the experiment. This contrasts with just a few thousand Pg C necessary to generate the

same nCIE with carbon derived from methane with δ13C signature of -60‰ (Figure 2.4,

A.2). Significant variability in the required carbon input is also generated by variations

in the duration and shape of the nCIE alone. Our results generally show that increasing

assumed nCIE duration leads to an increase in the total carbon input on the 104-year input

timescales modeled here. Increases greater than 50% occur for some combinations of nCIE

size and carbon source (Figure 2.4a - left panel and Figure A.2 - moving left to right within

each of subplots e-h). Assuming the total duration of the nCIE is also known, varying the

duration symmetry still causes variability in the calculated total carbon input. Increasing

the relative onset duration from rapid to slow for a nCIE of a given size and total duration

generally increases the total carbon input required (Figure 2.4 - compare 2.4b to 2.4c, Figure

A.2 - moving from the top to bottom row within each column, i.e. comparing subplots a,

e, and i for a given nCIE size, Figure A.3). The effect is more pronounced for longer total

durations. Whether a nCIE ends with an undershoot or an overshoot in surface DIC δ13C

does not impact the total mass of carbon input required during the onset phase.

Total carbon removal necessary to restore surface DIC δ13C for a nCIE of a given

size and shape is similarly controlled to a first order by the imposed isotope composition

of the carbon perturbation. In all our experiments, additional carbon removal occurs via

the same isotopic composition as carbon input, allowing us to make a straightforward com-

parison between the relative masses of carbon input and removal, which we illustrate as

the net carbon input to the exchangeable reservoir (Figure A.4). nCIEs with a δ13C over-
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Figure 2.4: Gross carbon input and maximum sustained carbon fluxes for simulated nCIEs.
(a) The mass of carbon (left panel) and the maximum sustained flux (right panel) required
to produce a prescribed, symmetric nCIE of a given size forced with carbon of predetermined
isotope composition against the total duration of the nCIE. (b-c) The mass of carbon (left
panel) and the maximum sustained flux (right panel) required as a function of nCIE total
duration and nCIE size for an excursion forced with carbon of δ13C -22‰ with a rapid (b)
and slow (c) onset (also see supplementary information, Fig. S2 and S4).
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shoot (Figure A.4, left columns) are generally created by net removal of carbon over the

total nCIE duration (indicated by blue colors) except for those with a long total duration

of 300 kyr. nCIEs ending with a δ13C undershoot (Figure A.4, right columns), or nCIEs

that are symmetrical in size (‘no-shoot’, Figure A.4, middle columns) always require a larger

mass of carbon input compared to carbon removal (indicated by red colors). In other words,

the average carbon isotopic composition of the surface DIC pool is exactly restored, but to

achieve this, less carbon is removed than is added. Similarly, nCIEs that are symmetrical in

size or with an undershoot leave the exchangeable reservoir significantly larger than at the

experiment onset, particularly in the case of the largest nCIEs with the longest duration.

In contrast, nCIEs with an overshoot always leave the exchangeable reservoir smaller than

at the experiment onset, regardless of nCIE size or duration (Figure A.5).

Rate of carbon input to generate a nCIE of a given size also depends to a first order

on the source of carbon input (Figure 2.4, A.5). The maximum sustained rates of carbon

input, calculated from 1000-year bins of the yearly average rate, exceed 20 Pg C yr−1 and

are required to generate the 6‰ nCIE using volcanic carbon with δ13C of -6.0‰. Total

event duration is significant for determining rate of carbon input for a given nCIE size and

assuming a particular carbon source. Decreasing total duration from 300 kyr to 50 kyr more

than doubles the maximum rate of carbon input for all nCIE sizes (Figure A.6 – moving

from right to left within each subplot). In other words, compared with the total carbon

input, the rate of carbon input is more sensitive to calculated event duration.

Rate is also sensitive to assumptions about duration symmetry. For a nCIE of a

given duration, varying the shape from a slow onset to a rapid onset can result in more than
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a doubling of the maximum sustained rate of carbon emissions. Hence, the relationship

between nCIE duration or shape and maximum carbon flux is the opposite as between

nCIE duration or shape and gross carbon input (Figure 2.4a). Maximum carbon flux is

highest for shorter, rapid onset events whereas gross carbon input is highest for longer,

slower onset events. Overall, our ensemble results in an enormous range of maximum

sustained rates in carbon input during nCIE onset phases. The smallest nCIEs require

rates of ∼0.01 Pg C yr−1 assuming depleted carbon sources of either biogenic methane or

organic carbon. However, even the smaller nCIEs of 0.5 and 1.0‰ require relatively large

sustained rates of carbon input (between 0.03-1.91 Pg C yr−1) if the assumed carbon source

is volcanism with a δ13C of -6‰.

None of our simulated nCIEs forced with biogenic methane (δ13C -60‰) or organic

carbon (δ13C -22‰) require rates of carbon input reaching the current anthropogenic emis-

sion rate of 10 Pg C yr−1. Even a 6‰ nCIE occurring over 50 kyr with a rapid onset over

just 12.5 kyr requires a maximum sustained input of only about 1.4 Pg C yr−1 assuming

an organic carbon (δ13C -22‰) source. In fact, only the experiments with volcanic (δ13C

-6‰) carbon as the source ever require input rates in excess of the current anthropogenic

value. All nCIEs forced with the mixture of volcanism and organic carbon (δ13C -12‰)

have maximum diagnosed emissions less than 6 Pg C yr−1.

2.3.2 Carbon Cycle and Climate Impacts

We focus on carbon cycle and climate changes that could feasibly be estimated

using available proxies, including the change in atmospheric CO2 (Figure 2.5, A.7), surface

ocean pH (Figure A.8), surface ocean saturation state (Figure A.8) and sea surface temper-
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ature (SST) (Figure A.9). Given the dynamic ocean model in cGENIE, ocean circulation in

our experiments is not fixed, yet we find minor changes of less than ∼3% in ocean overturn-

ing at the nCIE peak for most experiments (less than 1 Sv for all experiments except the

6‰ nCIEs forced with -6‰ volcanic carbon, which still show less than 3 Sv change at the

nCIE peak). These subtle changes in ocean circulation also result in small changes in export

production, which, in our model, is a function only of phosphate availability with modifiers

for light limitation and sea ice extent (although no sea ice occurs in our experiments). These

export production changes are small relative to changes in the size of the atmospheric and

inorganic ocean carbon reservoirs (less than 1 Pg C yr−1 change at the nCIE peak in all

but a few 6‰ nCIE experiments that show a maximum change of 3 Pg C yr−1 at the nCIE

peak). The simulated changes to the carbon cycle are thus driven primarily by the total

mass and rate of carbon input and associated feedbacks in the carbonate chemistry — the

focus of our discussion henceforth — rather than changes in primary productivity or ocean

circulation.

Our experiments result in an extremely large range of rates and total masses of

carbon input (Figure 2.4) that diverge from estimates based on the simple mass balance

approach (Figure 2.5). The most pronounced difference between the mass balance approach

and our nCIE simulations occurs for the nCIE of 6‰ with a 225 kyr-long onset phase forced

with δ13C carbon of -6‰. Simple isotope mass balance predicts that ∼147,200 Pg C input is

required, while cGENIE requires nearly three times as much carbon input (∼413,800 Pg C).

We use the results for environmental variables, particularly temperature, to test whether

these results are realistic. For instance, the maximum atmospheric CO2 reached in any of
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Figure 2.5: Gross carbon input required to produce nCIEs of given size (a-d) and the
maximum atmospheric CO2 rise associated with each (e-h), for nCIEs forced with carbon
of volcanic origin (δ13C -6‰) (a,e), a mixture of organic and volcanic carbon (δ13C -12‰)
(b,f), organic carbon (δ13C -22‰) (c,g), and biogenic methane (δ13C -60‰) (d,h). The
range of gross carbon input and atmospheric CO2 rise for a given nCIE size results from
different nCIE durations and shapes. The horizontal dashed lines (a-d) indicate the mass
of carbon input calculated using a simple mass balance approach (Equation 1).
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our experiments is over 120,000 ppm CO2, which is equivalent to slightly more than seven

doublings from the initial concentration of 834 ppm. In cGENIE, the imposed radiative

forcing due to CO2 doubling is ∼4 W m−2 resulting in a typical surface temperature rise of

3.2°C per CO2 doubling (Figure A.12).

The largest increases in atmospheric CO2 occur in our long duration (300 kyr)

experiments with a 6‰nCIE driven by a -6‰ (volcanic) source, leading to an increase in

average surface air temperature of almost 28°C or an absolute maximum average surface

air temperature of ∼50°C. SST rises by ∼22°C. In contrast, when the most isotopically

depleted carbon source is assumed, this yields an increase in atmospheric CO2 equivalent to

approximately one doubling and SST warming of just 2.6°C. The smallest nCIEs of 0.5‰

lead to a minor increase in atmospheric CO2 of less than 150 ppm if the assumed carbon

source is either organic carbon or biogenic methane. The associated increase in SST is just a

few tenths of a degree Celsius. For a nCIE of a given size and carbon source, the maximum

increase in CO2 and maximum increase in SST both correspond to the maximum carbon

addition rate rather than the total mass of carbon added, such that shorter durations and

rapid onsets lead to greater increases in CO2 and temperature.

The sole exception occurs for 6‰ nCIEs forced by volcanic carbon (-6‰), where

larger increases in CO2 and SST occur for relatively longer duration events with slower

onsets. For these nCIEs only, the maximum change in CO2 and SST corresponds to the

largest gross carbon input rather than the highest carbon input rate. The atmosphere in

these scenarios becomes a proportionally larger carbon reservoir than the ocean, i.e. the

ocean contains 17,121 Pg C at the nCIE peak, while the atmosphere contains nearly double
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that mass (27,429 Pg C) as a consequence of reduced CO2 solubility with extreme warming.

This means that ocean uptake is unable to remove excess CO2 even when that CO2 is

emitted relatively slowly, so it continues to accumulate in the atmosphere. It is important

to note that such large masses and rates of carbon input may not be representative of the

events that occurred during any time in the Mesozoic or Cenozoic.

With greater atmospheric carbon input, greater quantities of CO2 dissolve into the

surface ocean, lowering surface ocean pH and the saturation state with respect to calcite

and aragonite (Ωcal and Ωarg, respectively). The largest change in mean surface ocean pH

(a decrease of 1.7) occurs in 6‰ nCIEs forced with volcanic carbon. Aside from the 6‰

nCIEs forced by enormous quantities of volcanic carbon described above, the relative decline

in surface ocean pH for each experiment is equivalent to the relative increase in CO2 - in

other words, a shorter onset duration and hence more rapid rate of carbon input leads to a

larger decline in surface ocean pH for a nCIE of a given size and carbon source. The largest

change in saturation state with respect to calcite (a decrease of 5) occurs in 6‰ nCIEs

forced with volcanic carbon that have the shortest onset durations of 12.5 to 25 kyr. In the

initial model state prior to carbon emissions, the surface ocean is everywhere oversaturated

with respect to calcite (Ωcal > 1) and 99.2% of the grid cells are oversaturated with respect

to aragonite (Ωarg > 1). While aragonite undersaturation (Ωarg < 1) can occur in parts of

the surface ocean with very modest carbon forcing, calcite undersaturation requires input

greater than 10,000 Pg C. Both calcite and aragonite undersaturation occurs predominately

at the high latitudes where carbon uptake is maximized due to the higher solubility of CO2.
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Carbon forcing greater than 40,000 Pg C over 12.5 kyr or shorter is required to drive Ωarg

< 1 at low latitudes.

Onset duration (or the time to the nCIE peak) controls whether or not the response

of the mean surface ocean pH and saturation state behave similarly in response to a given

carbon input (Figure A.8). As nCIE duration increases, the magnitude of the surface pH

decrease is slightly reduced (with the exception of 6‰ nCIEs forced by volcanic carbon (-

6‰)), but the magnitude of the surface saturation state decrease is more notably reduced.

The same relative effect is seen as a function of temporal symmetry – a rapid onset and

slow onset of a nCIE with the same total duration show similar declines in surface ocean

pH but the rapid onset nCIE shows a larger decline in saturation state. Hence, the mean

surface ocean pH is more sensitive to total C input and surface saturation state is more

sensitive to C flux. These results are consistent with the findings of (Hönisch et al., 2012)

who demonstrated that ocean pH and saturation state change are progressively decoupled

when carbon input occurs over long timescales. Notable decoupling begins for carbon input

over 104 years or more.

We can also evaluate how each of the above variables evolves with time across

each experiment. As an example, we show the response of atmospheric CO2, surface ocean

pH and saturation state with respect to calcite, deep sea carbonate content (wt% CaCO3),

weathering flux (in terms of Ca2+) and SST for a modeled nCIE similar to Eocene Thermal

Maximum 2 (ETM-2, 53 Ma) (Figure 2.6a). We take a nCIE of 1‰ with a total duration

of 100 kyr and a symmetric shape (50 kyr onset duration) as the best approximation and

evaluate the modeled response of the above variables across the experiment duration. At-
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mospheric CO2 and SST peak at the same time as gross C input, coincident with minimum

δ13C in surface ocean DIC. Simultaneously, surface ocean pH and saturation state reach

their minima while weathering fluxes reach their maxima. Sedimentary wt% CaCO3, how-

ever, shows a minimum that precedes the peak in SST and weathering flux and has already

begun to rebound before the δ13C minimum. The later rebound in CaCO3 shows max-

imum accumulation approximately coeval with maximum surface ocean saturation state.

In a similar manner, a comparison is made between the PETM, OAE-1a, and the nCIE

simulations performed to establish the framework presented here (Figure A.11).

2.4 Discussion

2.4.1 Diagnosed Carbon Input

Our experiments highlight the significance of considering timing in diagnosing the

carbon input required to generate a nCIE. Of particular importance is the time to peak

nCIE (onset duration), which is controlled by both nCIE duration and nCIE shape in our

experimental framework. Overall, we find that greater carbon input is necessary to generate

a nCIE with a longer onset duration, but the rise in atmospheric CO2 decreases with

onset duration. The experiments start from steady state with respect to the exchangeable

carbon reservoir (carbon inputs from weathering fluxes and volcanism are balanced by

sedimentary carbonate burial), on top of which carbon inputs diagnosed by the inversion

scheme are added from an external, specified source. Carbon addition diagnosed by the

inversion scheme during the nCIE onset directly increases the size of the exchangeable
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Figure 2.6: Carbon cycle evolution and environmental impacts of a nCIE with a size of 1‰.
(a) In the upper panel, bulk δ13C record of the ETM-2 from Site 1258 (Kirtland Turner et al.,
2014) (black line) and the simulated nCIE that best matches this record: symmetric in time
with a total duration of 100 kyr (red line). Below, the evolution of the gross carbon input
(solid), change in atmospheric CO2 (dashed), change in surface ocean calcite saturation
state (Ωcal, solid) and surface ocean pH (dashed), change in global mean sedimentary wt%
CaCO3 (solid), percentage of change in rock weathering rate relative to initial conditions
(dashed), and the change in sea surface temperature (SST) for 1‰ nCIEs, forced with
-6‰, -12‰, -22‰, and -60‰ δ13C carbon. (b) The maximum change in carbon cycle and
environmental parameters compared with initial model conditions as a function of onset
duration for 1‰ nCIEs.
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carbon reservoir. The exchangeable reservoir also grows or shrinks because of the indirect

effects of global temperature and ocean chemistry on weathering rates and the preservation

of sedimentary CaCO3. These feedbacks operate over characteristic timescales, such that

nCIE duration exerts an important control on the total carbon mass in the exchangeable

reservoir as well as the relative distribution of carbon among atmospheric CO2 and the

oceanic DIC and DOC pools. At the start of each experiment, the exchangeable reservoir

totals just over 31,800 Pg C (atmospheric CO2 of ∼1800 Pg C, marine DIC of ∼30,000 Pg C,

and marine DOC of ∼6.7 Pg C). For a 6‰, 300 kyr nCIE with a relatively rapid onset

(75 kyr) driven by -22‰ carbon, the masses of these reservoirs total just over 48,000 Pg C

(atmosphere ∼7000 Pg C, DIC ∼41,000 Pg C, and DOC ∼6.9 Pg C) at the nCIE peak,

an increase of about 17,000 Pg C over initial conditions. However, the inversion scheme

diagnoses a gross C input over this interval of 13,760 Pg C. Thus >3000 Pg C (more than

20% of the total exchangeable carbon reservoir increase) is attributable to excess weathering

not balanced by increased CaCO3 burial by the time of the nCIE peak. Further, there has

been a relative redistribution of carbon such that the atmosphere is a proportionally larger

carbon pool (although DIC still dominates the exchangeable reservoir mass) because as

atmospheric CO2 rises and surface ocean pH declines, the ocean’s buffering capacity is

reduced.

A mass balance framework utilizes only information about the initial mass of the

exchangeable carbon reservoir, the size of the nCIE, and the inferred carbon source. Our

more nuanced framework, by incorporating inorganic carbon cycle feedbacks, also utilizes

constraints provided by age models on the total and relative duration of a nCIE and provides
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a refined first order estimate regarding the range of possible carbon fluxes and cumulative

input masses. Figure 2.5 illustrates the difference between the simple isotope mass balance

calculations for carbon input and our cGENIE model results for gross carbon addition.

While the simple isotope mass balance approach (Equation 1) provides a single value for a

particular size nCIE given an assumed carbon source (with specified δ13C), our experiments

generate a range of estimates for carbon input, depending on the duration and shape of the

nCIE. The discrepancy between our cGENIE diagnosed carbon inputs and a simple mass

balance approach is most pronounced for larger nCIEs generated using carbon sources with

higher δ13C. For instance, assuming a volcanic carbon source (Figure 2.5a), the isotope

mass balance approach provides an estimate of input mass that falls nearly in the middle of

the range calculated by cGENIE for a 0.5‰ and 1‰ nCIE, but isotope mass balance gives

a value closer to the lower range of diagnosed carbon inputs for nCIEs of 3‰ and 6‰.

This increasing discrepancy between isotope mass balance and our results for large input

masses is due to the temperature-dependent weathering parameterization (i.e. weathering

increases by more and thus gross carbon must increase by relatively more to compensate as

total carbon input increases).

Both our approach and the simple isotope mass balance (Equation 1) require infor-

mation about initial carbon cycle conditions. In the mass balance approach, this is simply

the mass of the total exchangeable reservoir. Our approach requires not only this informa-

tion, but also makes presumptions about the initial buffering capacity of the oceans, which

will influence how carbon is exchanged between reservoirs and how much seafloor carbonate

dissolves. These carbon cycle assumptions must be considered when comparing our results
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against particular geological events, especially those that occurred prior to the advent of

widespread pelagic calcification during the Jurassic (∼170 Ma) (Arvidson, Mackenzie, &

Berner, 2014).

We do not explicitly test the impact of varying initial carbon cycle conditions on

our results; however, we can infer the general impact of particular assumptions. While it

is likely that the marine DIC pool (by far the largest of the exchangeable carbon pools)

was similar in mass through much of the Cenozoic, it was likely larger during much of the

Mesozoic (Ridgwell, 2005). If the mass of the total exchangeable reservoir (atmospheric

CO2 and ocean DIC and DOC) was significantly larger, the required carbon input of a

given isotopic signature for a given nCIE would have been larger. Varying initial carbon

cycle conditions, including alkalinity or major ion composition, would have a more nuanced

influence, altering the relative partitioning of carbon between reservoirs and controlling the

strength of feedbacks that are sensitive to this distribution. For example, initial carbon

cycle conditions characterized by higher relative partitioning into atmospheric CO2 (lower

surface ocean pH) requires relatively larger masses of CO2 emitted to achieve the same

nCIE in the surface ocean DIC pool because a greater proportion of emissions will remain

in atmosphere, i.e. the global mean Revelle factor is higher in a high pCO2/low pH world.

With a greater increase in atmospheric CO2, the resultant enhanced weathering that releases

relatively isotopically heavy alkaline carbon species will dampen the signal of the 13C-

depleted emissions and hence require even greater 13C-depleted CO2 emissions to generate

the same nCIE in the surface ocean. Thus, when interpreting an individual geologic event

in the context of our hypothetical framework, it is necessary to consider whether initial
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mean surface ocean pH is likely to have been lower or higher than what is modeled here

(pH is ∼7.7).

2.4.2 Diagnosed Carbon Removal

Restoration of surface DIC δ13C to pre-excursion values during the recovery phase

requires addition of relatively heavy carbon (via carbonate dissolution and weathering)

and/or removal of isotopically light carbon. The model calculates fluxes of carbon (and its

isotopes) both within the exchangeable reservoir and including sediment and weathering

feedbacks, and then compensates for any remaining deviations of the surface ocean DIC

δ13C pool from the target curve through removal of CO2 with a specified δ13C from the

atmosphere. In other words, carbon simply disappears from the model atmosphere if the

simulated carbon cycle feedbacks have failed to restore surface ocean DIC δ13C sufficiently

to match the prescribed curve. This process is conceptually simple, but it has consequences

that are most likely not realistic. First, this diagnosed additional atmospheric carbon

removal is not simulated as any particular physical mechanism. Second, the fact that the

carbon removal flux has a specified isotopic composition (here we use the same value as the

carbon input), means that we are not adjusting the isotopic composition of the removed

carbon based on the composition of exchangeable reservoir or based on likely fractionations

of real removal processes (e.g. organic matter formation). Third, our method does not

account for removal of carbon at a different isotopic composition than the input, though in

reality these values may be very different (e.g. input of volcanic CO2 followed by removal

via organic carbon burial). An alternative approach for calculating carbon removal, even

without explicitly modeling organic carbon burial, would be to remove carbon with an
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isotopic composition matching that of the modeled particulate organic carbon pool (Gutjahr

et al., 2017), rather than using an assigned value.

Only nCIEs with an undershoot where the final δ13C is lower than the initial

δ13C, and/or a long duration and slow recovery result in diagnosed carbon removal fluxes

substantially less than input fluxes, in other words, they show a large positive net carbon

input (Figure A.4). This indicates that modeled feedbacks are nearly sufficient to match the

surface DIC δ13C signature in these cases and little additional diagnosed carbon removal

is necessary. In modeled nCIEs where the diagnosed mass of carbon removal rivals or even

exceeds the diagnosed carbon input, this implies that the carbonate compensation and

weathering feedbacks alone were insufficient to drive the recovery of surface DIC δ13C and

additional carbon removal (modeled as CO2 artificially removed from the atmosphere) was

necessary. A deficiency in our experiments is thus the lack of organic carbon burial, which

might help explain the recovery of surface ocean DIC δ13C without requiring an additional

removal flux via our inversion methodology for the larger and/or shorter duration nCIEs.

Given that a number of nCIEs in the geologic record are followed by black shale deposition

and associated positive δ13C excursions, e.g. the Toarcian and Aptian OAEs, there is clear

evidence that organic carbon feedbacks not only played a role in recovery of the exchangeable

reservoir from carbon input but often led to ‘overshoot’ behavior (H. Jenkyns, 2010).

2.4.3 Carbon Cycle and Climate Impacts

The change in atmospheric CO2 and associated warming generated in each of our

experiments allows us to reasonably rule out certain carbon input scenarios for certain

nCIEs. In particular, the massive carbon inputs required to generate 6‰ nCIEs using
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volcanic carbon of -6‰ raise atmospheric CO2 to levels that lead to an average ocean

temperature greater than 40° C, inconsistent with data for even the Mesozoic greenhouses.

The highest reconstructed low latitude surface temperatures during the Cretaceous are

reconstructed from the TEX86 archaeal lipid SST proxy, and are a maximum of ∼36° C

(Schouten et al., 2013). Further, evidence for SST in excess of 40°C during the PETM from

Tanzania in combination with the exclusion of planktic foraminifera has been provided as

evidence of a temperature threshold for these organisms (Aze et al., 2014). It seems likely

that widespread temperatures this high would have resulted in significant extinction and

widespread dead zones. Adding the effects of severe thermal stress on marine organisms

(not modeled here) could increase CO2 even further if the biological carbon pump were

to collapse. This suggests that large nCIEs occurring over the timescales modeled here

and similar to several Mesozoic nCIEs are unlikely to have been driven by isotopically

heavy carbon input (e.g. mantle-derived volcanism) alone. nCIEs of 3‰ forced with -

6.0‰ carbon and 6‰ nCIEs forced with -12‰ carbon have maximum CO2 concentrations

7,500-17,000 ppm and maximum global mean SSTs of 33-36° C, more consistent with proxy

temperature records.

Our experiments highlight the importance of nCIE duration and shape for de-

termining carbon input rate, which has significant impacts on atmospheric CO2, SST and

saturation state (Figure A.10). While nCIEs with short onset durations require less to-

tal input of carbon than nCIEs with longer onset durations, maximum atmospheric CO2

concentrations are highest in the shortest nCIEs. Again, this can be attributed to ma-

rine carbonate compensation and terrestrial rock weathering, which both act to stabilize
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ocean saturation state and modulate atmospheric CO2 concentrations over 104-105-year

timescales (Archer & Maier-Reimer, 1994; Archer, Kheshgi, & Maier-Reimer, 1997; Archer,

2005; Archer, Eby, et al., 2009; Goodwin & Ridgwell, 2010; Walker, Hays, & Kasting, 1981).

In particular, the temperature-dependent weathering feedback in cGENIE operates with an

e-folding timescale of ∼240 kyr (Colbourn, Ridgwell, & Lenton, 2015). As carbon input

extends over intervals of time commensurate with the e-folding weathering timescale, the

required total carbon input increases while the effect of those emissions on atmospheric CO2

(and hence temperature rise) is limited.

The differential sensitivity of surface ocean saturation state and pH to nCIE onset

duration (Figure A.8) that occurs in our experiments has been noted previously (Hönisch

et al., 2012) and is a further example of how the timescale of carbon release interacts

with the timescales of negative inorganic carbon cycle feedbacks (Hönisch et al., 2012). A

consequence of the weathering feedback is that when carbon input is sufficiently slow, the

dominant sedimentary response is an increase in CaCO3 accumulation rate. In our exper-

iments, modeled sedimentary CaCO3 concentrations drop initially in response to carbon

addition, but after approximately 20-30 kyr (or less, for the shortest onset experiments)

global sedimentary wt% CaCO3 starts increasing. In fact, for most of our experiments this

carbonate overshoot (Penman et al., 2016) exceeds initial dissolution in terms of the change

in global mean wt% CaCO3. It is important to note that we employ a fixed rain ratio (i.e.

constant ratio of particulate organic carbon to particulate inorganic carbon throughout our

experiments) and fixed remineralization profiles so that carbonate fluxes only change along

with changes in calculated export productivity. The duration of carbonate dissolution is
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hence related to the weathering timescale and not to the duration of carbon input. As

enhanced weathering delivers excess alkalinity to the oceans, carbonate burial will recover

and rebound, regardless of whether carbon input to the atmosphere has ceased.

2.4.4 Comparison With Past nCIEs

A primary goal of our ensemble is to provide a framework for interpretation of

past geological events. Below, we provide examples in comparing our model experiments to

three events: ETM-2, the PETM and OAE-1a.

ETM-2

The Eocene Thermal Maximum 2 (ETM-2, ∼54 Ma) is a relatively short-lived

warming event marked by a symmetric nCIE of 1.0 to 1.5‰ and widespread deep sea

CaCO3 dissolution (Lourens et al., 2005; Stap et al., 2009) (Figure 2.2c). The nCIE scenario

modeled in this study that is most similar to the ETM-2 is the symmetric 1‰ nCIE with a

total duration of 100 kyr without under- or overshoot in surface DIC δ13C (Figure 2.6a). To

produce a nCIE of this size with an isotopically heavy carbon input (-6‰), approximately

5200 Pg C is required, resulting in atmospheric CO2 increase of 900 ppm and SST increase

of 2.6°C. An input of isotopically lighter carbon (-12 to -22‰) over 50 kyr produces a 1‰

nCIE with 2700 to 1500 Pg C respectively, and leads to a global mean SST increase of 1.5

to 0.8°C. Previous studies based on proxy data estimate (regional) SST increases during

ETM-2 of 3-5°C (Lourens et al., 2005; Sluijs et al., 2009), which fits best to a carbon input

of mantle-derived volcanic source. However, the orbital pacing of a sequence of early Eocene

hyperthermals, including ETM-2, seems inconsistent with a volcanic origin.
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Increases in SST of 1.5 to 0.8°C produced by -12 and -22‰ carbon input are low

compared to available SST proxies, but the maximum ETM-2 magnitude of 1.5‰ recorded

in bulk carbonate is 0.5‰ larger than the 1‰ nCIE we compare to here and the true

nCIE magnitude may have been even larger (Sluijs et al., 2009). An nCIE of 1‰ driven by

isotopically light (-60‰) methane requires ∼600 Pg C, produces an increase in atmospheric

CO2 of only 80 ppm and a 0.3°C SST increase. The latter would be nearly undetectable

in most noisy proxy data. Furthermore, the widespread deep sea carbonate dissolution

associated with ETM-2 does not result from experiments with isotopically lighter carbon

sources. Less than 2.5 wt% global average CaCO3 decline results from a 1‰ nCIE driven

by either -60‰ or -22‰ carbon inputs. Hence, a larger carbon input (and therefore a

carbon input with mean δ13C signature heavier than -22‰) is most consistent with the

extent of environmental changes during ETM-2. An alternative scenario that could explain

the large temperature increase and globally widespread carbonate dissolution that is that

ETM-2 onset occurred on timescales much shorter than 50 kyr. nCIEs with an onset

duration shorter than 50 kyr result in a significant drop in surface ocean calcite saturation

state (Ωarg) which promotes the dissolution of CaCO3 (Figure 2.6b and Figure A.8, A.10).

Likewise, the SST rise associated with a more rapid nCIE onset is larger compared to a

nCIE onset duration over 50 kyr (Figure 2.6b and Figure A.9).

PETM

The Paleocene-Eocene Thermal Maximum (PETM, ∼56 Ma) is the greenhouse

gas driven global warming event most often suggested as an analog for the modern (Zeebe

& Zachos, 2013). Many more records of the PETM nCIE from a greater variety of settings

46



are available in comparison to other Mesozoic and Cenozoic hyperthermals (McInerney &

Wing, 2011). The nCIE varies in size between different reservoirs, but the average bulk

carbonate nCIE is closest in size to the 3‰ nCIEs modeled here (Figure 2.2b). The PETM

is well known for its asymmetric shape, with a rapid onset of <10 kyr and a total duration

of ∼200 kyr (McInerney & Wing, 2011; Turner, 2018). None of our experiments shows an

onset as rapid as the PETM — the most rapid modeled onset for a 100 kyr nCIE is 25 kyr.

We compare the PETM to the 100 kyr, rapid onset 3‰ nCIE without under- or overshoot

in surface DIC δ13C (Figure A.11b). Estimated total carbon input is between 1600 to more

than 40,000 Pg C depending on carbon source. Only the -12‰ carbon source leads to

an increase in SST (5°C) consistent with compiled temperature proxy records (Jones et

al., 2013), resulting in an increase in atmospheric CO2 levels by ∼2,500 ppm and declines

in surface ocean pH and calcite saturation state (Ωcal) of 0.47 and 2.7, respectively. The

total carbon input for this scenario (>10,000 Pg C) is also consistent with recent estimates

(Gutjahr et al., 2017)]. However, the onset duration of the PETM is estimated to be shorter

than 25 kyr and we can use our framework to explore the environmental consequences of

more rapid onset duration as well. When a 3‰ nCIE onset is produced over 12.5 kyr (from

the experiment with a modeled total duration of 50 kyr) using a carbon source with δ13C of

-22‰, approximately 10,000 Pg carbon input is required. This increases atmospheric CO2

levels by 3,200 ppm, the global mean SST rises by 5.6‰C, surface pH drops 0.57 units and

Ωcal declines by 3.4.
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OAE-1a

The Aptian Ocean Anoxic Event (OAE-1a) is one of the two major Cretaceous

OAEs with a recorded nCIE preceding wide-spread organic carbon burial (Menegatti et

al., 1998; Herrle, Kößler, Friedrich, Erlenkeuser, & Hemleben, 2004; H. Jenkyns, 2010) and

might hold important information on carbon reservoir changes involved in the expansion

of marine anoxia during this time. Aptian nCIEs are most commonly recorded with sizes

ranging from -1 to -3‰. Using a nCIE at the upper limit of that interval from carbonate

deposits at the Resolution Guyot (H. C. Jenkyns et al., 1995) and age models based on

cyclostratigraphy (Malinverno et al., 2010), the nCIE at the onset of OAE 1a most closely

resembles our 300 kyr-long simulations with rapid onset and δ13C values ending in an

overshoot (Figure A.11a). nCIEs of this shape and duration can be produced by δ13C -60‰

biogenic methane emissions without drastically perturbing climate and ocean carbonate

chemistry, but such a forcing mechanism cannot account for the reconstructed simultaneous

rise in SST of 2-5°C (Mutterlose, Bottini, Schouten, & Sinninghe Damsté, 2014; Naafs &

Pancost, 2016), the atmospheric CO2 increase of a few hundred to several thousand ppm

(Naafs & Pancost, 2016), or the crisis of marine calcifying nannoplankton (Erba, Bottini,

Weissert, & Keller, 2010). A purely volcanic source of carbon results in a pCO2 rise of 10

to 20 times pre-nCIE values, a stark decrease in surface pH and ocean calcite saturation,

and a rise in global mean SST up to 10°C. Those environmental impacts are far more

extreme than the proxy-based reconstructions suggest. Based on our framework and the

age model provided by (Malinverno et al., 2010), the Aptian nCIE was most likely caused

by a combination of organic and mantle carbon sources, resulting in the net emission of
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carbon of intermediate isotopic composition. However, recently published high-resolution

records from shallow carbonate platforms suggest that the nCIE onset might have lasted

significantly longer (Kuhnt, Holbourn, & Moullade, 2011; Lorenzen et al., 2013; Graziano

& Raspini, 2018), in which case a forcing from δ13C -6‰ volcanic carbon becomes more

plausible for the OAE-1a since longer nCIE onsets result in reduced impacts in climate and

ocean chemistry, but a slight increase in the total amount of carbon that needs to be added

to the ocean-atmosphere system (Figure A.10).

2.5 Conclusion

Our large ensemble of modeled nCIEs provides a template for interpreting past

geologic events in terms of required carbon input and likely environmental consequences. We

include the effects of various feedbacks such as changes in ocean solubility, carbon speciation,

carbonate compensation and temperature-dependent weathering on the global carbon cycle.

The earth system modeling approach allows us to track changes in the partitioning and

fractionation of carbon between various carbon pools within the exchangeable reservoir.

Our four dimensions of variability in defining modeled nCIEs (including size, carbon source,

duration, and shape) adds two new dimensions compared to the conventional isotopic mass

balance approach that neglects variability in duration and shape. Our results highlight

the significant variability these two factors can generate in both the total carbon input

required to generate a nCIE of a particular magnitude with a particular carbon source,

but also the maximum rate of carbon input as a result of the interaction with modeled

carbon cycle feedbacks. Thus, our experiments can be used to bracket the carbon emissions
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scenarios capable of driving any number of past nCIEs. Furthermore, these experiments

demonstrate how environmental impacts scale with all four dimensions of variability. Hence,

a comparison of available proxy data (e.g. changes in temperature, surface ocean pH, or

changes in saturation state inferred from sedimentary carbonate dissolution) to our results

can also be used to evaluate the likelihood of various carbon sources for a nCIE of a given

magnitude.
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The Role of the Inorganic Carbon Cycle

and Feedbacks
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Abstract -Astronomical cycles are strongly expressed in marine geological records,

providing important insights into Earth system dynamics and an invaluable means of

constructing age models. However, how various astronomical periods are filtered by the

Earth system and the mechanisms by which carbon reservoirs and climate components re-

spond, particularly in absence of dynamic ice sheets, is unclear. Using an Earth system

model that includes feedbacks between climate, ocean circulation, and inorganic (carbon-

ate) carbon cycling relevant to geological timescales, we systematically explore the impact

of astronomically-modulated insolation forcing and its expression in model variables most

comparable to key paleoceanographic proxies (temperature, the δ13C of inorganic carbon,

and sedimentary carbonate content). Temperature predominately responds to short and

long eccentricity and is little influenced by the modeled carbon cycle feedbacks. In con-

trast, the cycling of nutrients and carbon in the ocean generates significant precession power

in atmospheric CO2, benthic ocean δ13C, and sedimentary wt% CaCO3, while inclusion of

marine sedimentary and weathering processes shifts power to the long eccentricity period.

Our simulations produce reduced pCO2 and DIC δ13C at long eccentricity maxima and,

contrary to early Cenozoic marine records, CaCO3 preservation in the model is enhanced

during eccentricity modulated warmth. Additionally, the magnitude of δ13C variability sim-

ulated in our model underestimates marine proxy records. These model-data discrepancies

hint at the possibility that the Paleogene silicate weathering feedback was weaker than

modeled here and that additional organic carbon cycle feedbacks are necessary to explain

the full response of the Earth system to astronomical forcing.
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3.1 Introduction

High-resolution paleoclimate records across the Cenozoic Era show that global

climate and carbon cycling are closely connected on astronomical timescales on the order

of 104 to 106 years (Mix et al., 1995; Sigman & Boyle, 2000; Zachos et al., 2001; Palike et

al., 2006; Wang et al., 2010; Kirtland Turner et al., 2014; Peterson et al., 2014; Westerhold,

Röhl, Donner, & Zachos, 2018; Barnet et al., 2019). In particular, during the early, ice-free

Cenozoic, benthic foraminiferal oxygen and carbon isotopes (δ18O and δ13C) show a strongly

coherent astronomical influence (Cramer et al., 2003; Zachos et al., 2010; Westerhold et al.,

2011; Kirtland Turner, 2014; Littler et al., 2014), suggesting tightly coupled carbon cycle-

climate dynamics. Multiple records reveal periodic, astronomically paced negative δ13C

excursions with a magnitude of 0.3 to 1.0‰ coinciding with deep water warming of 2-4°C

as well as reductions in sedimentary calcium carbonate content (Lourens et al., 2005; Zachos

et al., 2010; Sexton et al., 2011). Explanations for an astronomical trigger for these events,

known as hyperthermals, invoke dynamics of a reduced carbon reservoir such as methane

hydrates (Dickens, 2003; Lunt et al., 2011), permafrost (DeConto et al., 2012), wetlands

(Kurtz et al., 2003; Zachos et al., 2010), or marine dissolved organic matter (Sexton et al.,

2011), potentially in combination with thresholds in the climate system (Lunt et al., 2011).

Variations in global climate and the carbon cycle during the early, ice-free Ceno-

zoic, including ‘hyperthermals’, are predominately paced by short and long eccentricity

cycles (Zachos et al., 2001; Westerhold et al., 2011; Westerhold, Röhl, Donner, & Zachos,

2018; Kirtland Turner, 2014; Littler et al., 2014; Lauretano et al., 2015; Barnet et al.,

2019). While eccentricity is the only astronomical parameter that alters Earth’s annual
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global mean solar energy insolation, the total variability is small (∼0.5 Wm−2) (Laskar et

al., 2004). Local seasonal insolation forcing related to precession is much stronger (Berger,

1978), and therefore one hypothesis is that carbon-climate variability is driven by preces-

sion forcing but modulated by eccentricity cycles (Maslin & Ridgwell, 2005; Zeebe et al.,

2017). Additionally, the large mass of dissolved inorganic carbon in the ocean should act

as a lowpass filter on carbon cycle variability, producing muted precession signals relative

to eccentricity (Cramer et al., 2003; Palike et al., 2006).

Numerical models are key tools for testing hypotheses about the origin of astro-

nomically forced climate-carbon cycles. Previous studies have utilized atmosphere-ocean

global climate models (GCMs) to reveal the mechanisms by which the astronomical config-

uration exerts a significant control on surface dynamics. For instance, the GENESIS GCM

(Thompson & Pollard, 1997) was used to evaluate Eocene (paleo)oceanographic differences

between two precession configurations (Sloan & Huber, 2001). That same model (with a

slab-ocean) was used to reconstruct the extent of Eocene permafrost under various astro-

nomical configurations, providing evidence for astronomically triggered carbon release at

high latitudes (DeConto et al., 2012). Lunt et al. (2011) used the fully-coupled HadCM3L

GCM to show differences in ocean circulation under certain astronomical configuration,

suggesting that variations in intermediate water mass temperature might drive the periodic

destabilization of methane hydrates.

Because GCMs are computationally expensive, simulations usually apply fixed as-

tronomical parameters, as in the studies described above, with the consequence that results

cannot be compared directly to spectral analyses of proxy time series data. Exceptions
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include simulation of the complete deglacial transition with transient astronomical forcing

(Z. Liu et al., 2009), although this time interval is too short to capture complete astronomi-

cal cycles. Other studies have employed simpler box models to simulate the transient effects

of astronomical forcing on the carbon cycle, typically using artificial forcing functions in

the form of Eccentricity-Tilt-Precession (Ma et al., 2011; Laurin et al., 2015), or seasonal

insolation curves (Palike et al., 2006; Zeebe et al., 2017). While such models can simulate

the transfer of spectral power amongst reservoirs and capture potential spectral shifts, the

construction of the forcing functions requires basic presumptions about the mechanisms

that drive the climate response.

Earth system Models of Intermediate Complexity (EMICs) bridge the gap between

the most complex GCMs and box models that lack a dynamic ocean. Their computational

efficiency allows generation of large ensembles of experiments and/or long integration time.

EMIC studies of astronomical forcing, including those with the LOVECLIM (Goosse et al.,

2010), CLIMBER-2 (Petoukhov et al., 2000; Ganopolski et al., 2001), and UVic (Weaver et

al., 2001) models, have focused on the Quaternary (Bounceur et al., 2015; Menviel et al.,

2011; Heinemann et al., 2014; Xiao et al., 2013; Konijnendijk et al., 2011; Calov et al., 2005;

Brovkin et al., 2002) or the Pliocene (Willeit et al., 2013). While these studies demonstrate

the sensitivity of the climate and carbon cycle to insolation forcing, a modeling framework

that systematically evaluates the imprint of astronomical forcing in various components of

the carbon cycle is missing. Moreover, even these model simulations, with time-varying

orbital parameters, have been too short to evaluate the spectral power in model output on

astronomical timescales (>105 years). There remains a need to evaluate how astronomical
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forcing translates into the variables ultimately recorded by proxies (such as δ18O, δ13C, and

CaCO3 content) on these timescales.

Here we take a first step in this direction, driving the ‘cGENIE’ EMIC (Ridgwell

et al., 2007) with time-varying astronomical forcing over multi-million-year simulations. We

develop and present a framework to assess the transient response of the Earth’s climate-

carbon system to astronomical forcing under ice-free greenhouse conditions, by separately

quantifying the impact of insolation forcing on climate variability due to feedbacks in ocean

circulation, marine productivity, CaCO3 compensation, and terrestrial weathering. The

simulations presented here focus on feedbacks involving the marine inorganic (carbon-

ate) carbon cycle. A follow-up companion paper will separately interrogate the role of

temperature-dependent feedbacks in the marine organic matter cycle. Our experimental

framework hence provides a systematic model evaluation of the propagation of spectral

signals through the Earth system to facilitate comparison to proxy datasets.

3.2 Methods

The cGENIE model combines a dynamic 3D ocean model with a simplified 2D

energy-moisture-balance atmosphere model (Edwards & Marsh, 2005). cGENIE includes a

detailed representation of ocean biogeochemical cycles (Ridgwell et al., 2007) plus the long-

term (inorganic) carbon cycle represented through input and removal of dissolved carbon

species via terrestrial rock weathering and calcium carbonate burial in marine sediments

(Ridgwell & Hargreaves, 2007; Colbourn et al., 2013). This configuration of cGENIE has

previously been employed on timescales up to 1 Myr to assess past climate events (Gutjahr
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et al., 2017) as well as the long-term future carbon cycle response to fossil fuel carbon

release (Winkelmann et al., 2015; Lord et al., 2016). Our methodological advance is to

include spatiotemporal insolation forcing based on astronomical parameters using equations

from Berger (1978). Parameters for eccentricity, obliquity, and precession (longitude of

perihelion) are updated every 1000 years and the daily mean insolation at each latitude is

recalculated accordingly. We select parameters from the La2004 astronomical solution for

an early Cenozoic time slice between 57 and 53 Ma (Laskar et al., 2004) and assume a solar

constant of 1361.7 Wm−2, consistent with this interval.

3.2.1 Continental Configuration

We employ a pair of deliberately idealized continental configurations (Figure 3.1)

in order to distinguish climatic effects related to the carbon cycle from any astronomically-

forced effects that relate to the specific distribution of landmasses (Short et al., 1991).

This provides a more generalized understanding of the ice-free Earth system response to

astronomical forcing than would have been possible if we had chosen a specific continental

configuration. However, it should be noted that it is not possible to understand all the ways

in which paleogeography impacts atmosphere and ocean circulation and how these patterns

may interact with astronomical forcing, using only a pair of end-member configurations.

In the first configuration (SYMM), a single continent spans pole to pole, creating

a hemispherically symmetric landmass distribution (Vervoort et al., 2019). In the second,

asymmetric configuration (ASYM), a single super-continent covers the northern polar re-

gion. While no Cenozoic continental plate arrangement closely reflects either end-member,

58



Figure 3.1: cGENIE configuration. (a-b) The continental landmass distribution (grey), pre-
scribed wind stress fields (vectors), albedo profiles, and simulated sea surface temperature
(SST, color coded) for ASYM (a) and SYMM (b) simulations. (c-d) The zonal mean ocean
overturning strength indicated by contour lines, dashed for a counter-clockwise circulation,
solid lines for clockwise movement. Carbonate ion [CO2−

3 ] concentrations for ASYM (c)
and SYMM (d) are color coded. The bottom panels include normalized power spectra for
(e) the annual global mean insolation and (f) the annual zonal mean insolation.
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we focus primarily on results using the ASYM setup because of the relative bias in the

Northern Hemisphere landmass distribution throughout the Cenozoic. Comparable results

for all SYMM experiments are included in the Supplementary Information (Appendix B).

Because our model configuration lacks a dynamical atmosphere, a simplified zon-

ally averaged wind-stress profile is generated and applied to the ocean surface with matching

wind products used in the atmospheric advection of heat and moisture and in calculating

air-sea gas exchange. Similarly, a meridional albedo profile is prescribed independent of the

continental configuration but as a function of latitude only with the highest albedo values in

the high latitudes where the angle of incoming solar radiation enhances reflectivity. While

differences in continental configuration should correspond to differences in albedo, our cGE-

NIE experiments lack a land surface model to provide a more realistic pattern. Both SYMM

and ASYM continental configurations consist of 18×18 equal-area grids and 16 ocean depth

levels of exponentially increasing thickness with depth. We truncate the vertical grid at

14 levels, giving a maximum depth of ∼3575 meters to approximate modern ocean volume

and adopt a flat-bottom bathymetry. We generate and apply a random spatial distribu-

tion of ocean sediment depths consistent with the modern hypsometric curve that is used in

the pressure-dependent calculation of calcium carbonate preservation. Boundary conditions

were generated using the ‘muffingen’ software suite v0.9.25 (DOI: 10.5281/zenodo.5130677)

and are shown in Figure 3.1 and B.1.

3.2.2 cGENIE Spin-Up Stages

The model is equilibrated in a two-step spin-up process for each of the SYMM and

ASYM configurations. An initial 20,000-year spin-up equilibrates ocean dynamics and ocean
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biogeochemical cycling with atmospheric CO2 concentrations fixed at 834 ppm (Ridgwell

& Schmidt, 2010), emulating an early Cenozoic ‘warm climate’ and yielding sufficiently

high temperatures to prevent both perennial and seasonal sea ice formation at the high

latitudes. Values for the astronomical parameters are fixed during spin-up at their average

values across the modeled interval (53-57 Ma). The initial values of mean ocean alkalinity

(ALK), dissolved inorganic carbon (DIC), nutrient (phosphate) concentrations, and ma-

jor ion concentrations of Ca2+, Mg2+, and SO2−
4 of the model follows previous Paleocene

cGENIE configurations (Ridgwell & Schmidt, 2010).

In the second stage spin-up, also with fixed astronomical parameters, the long-

term carbon cycle is enabled by allowing loss of solutes from the ocean through marine

CaCO3 burial and balancing this with a terrestrial weathering flux. Atmospheric CO2

is stabilized close to 834 ppm by adjusting the balance between volcanic outgassing and

terrestrial silicate weathering (dependent on land temperature as described in Colbourn et

al. (2013) and Lord et al. (2016). The final steady-states of ocean carbonate chemistry

differ slightly between SYMM and ASYM – a consequence of the differences in continental

distribution and hence large-scale pattern of ocean circulation (Figure 3.1c-d, Table B.1).

3.2.3 Experimental Design

Starting from these initial steady states, the effects of astronomical forcing on cli-

mate and the carbon cycle are systematically investigated – running cGENIE transiently for

four million years to allow the evaluation of astronomical cycles with periods up to 500 kyr.

We conduct a set of five simulations for both SYMM and SYM in which the complexity of
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Table 3.1: Experimental design. Shows which carbon-climate feedbacks are excluded (-)
and included (✓) for Exp.0–4. Experiments are performed under SYMM (hemispherically
symmetric continent) and ASYM (Northern Hemisphere supercontinent) configurations.

Climate-CO2 Marine export CaCO3 Terrestrial
feedback feedback compensation weathering

Exp.0 – – – Tracking
Exp.1 ✓ – – Tracking
Exp.2 ✓ ✓ – Tracking
Exp.3 ✓ ✓ ✓ Fixed
Exp.4 ✓ ✓ ✓ Responsive

Note. Marine surface productivity is present, but unresponsive to astronomical
forcing in Exp.0 and 1 while surface productivity varies with astronomical forcing
in Exp.2–4. For terrestrial weathering, ‘tracking’ indicates that weathering fluxes
are exactly equal to (variable) CaCO3 burial fluxes, ‘fixed’ means weathering fluxes
are fixed and decoupled from CaCO3 burial, “responsive” indicates weathering rates
vary in response to changes in land temperature.

the carbon cycle is sequentially increased (Table 3.1). In the simplest experiment (Exp.0),

we disable all carbon cycle feedbacks and fix radiative forcing with respect to an atmospheric

CO2 composition of 828 ppm for ASYM and 834 ppm for SYMM (Table B.1). Variability

in global climate is thus only a function of the temporal radiative balance and feedbacks

relating to physical processes, such as meridional ocean and atmospheric heat transport,

and ocean-atmosphere exchange of heat and moisture. Cycles produced in atmospheric CO2

have no influence on the modeled temperature variability.

In the subsequent experiment (Exp.1), we allow variations in atmospheric CO2 to

modulate surface temperature. The magnitude and spatial distribution of export produc-

tion of both organic carbon (POC) and CaCO3 is fixed, and weathering fluxes are forced to

exactly track CaCO3 burial such that the ocean ALK and calcium ion inventories become

invarient. Global climate now additionally responds to carbon cycle feedbacks related to

the controls of ocean circulation and solubility on ocean CO2 uptake. Resultant changes

in ocean carbonate chemistry will impact the preservation of CaCO3 (but does not cause
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any change in ocean ALK and calcium ion inventories) plus the distribution of DIC δ13C.

With fixed export, preservation of CaCO3 in surface sediments varies as a function of tem-

perature, salinity, and [CO2−
3 ] of overlying seawater. δ13C of DIC is controlled by multiple

fractionation processes. First, isotopic partitioning occurs during re-equilibration between

CO2, HCO
3−, and CO2−

3 (Zeebe & Wolf-Gladrow, 2001; Ridgwell et al., 2007). A second

temperature-dependent isotopic fractionation occurs during the air-sea gas exchange (Zhang

et al., 1995; Ridgwell et al., 2007). We also model the fractionation associated with organic

matter formation as a function of aqueous CO2 concentration (Rau et al., 1996; Ridgwell

et al., 2007) as well as temperature-dependent isotopic fractionation between [HCO−
3 ] and

CaCO3 (Mook, 1986). See Turner and Ridgwell (2016) for a detailed description of the

representation of δ13C in cGENIE including evaluation of simulated spatial patterns.

In Exp.2, POC (with CaCO3 in a fixed ratio of 0.2 mol:mol) export is now allowed

to vary in space and time as a function of light and nutrient (phosphate) availability fol-

lowing Ridgwell et al. (2007). Exported POC is remineralized through the water column

according to a fixed exponential decay depth profile (Ridgwell et al., 2007). Again, all

carbon, ALK, and calcium removed from the system through CaCO3 burial is automati-

cally replenished with an equal flux from terrestrial weathering. This configuration provides

ocean-atmosphere carbon cycle feedbacks but no geological carbon feedbacks.

We add the first geological carbon feedback in Exp.3 by decoupling terrestrial

weathering (providing the alkaline building blocks for CaCO3 production) from marine

CaCO3 burial. Weathering rates are fixed at the values obtained from the end of the open

system spin-up, while CaCO3 preservation varies based on CaCO3 export productivity and
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the saturation state of overlying water. The ocean ALK (and Ca2+) inventory can now vary

and impact pCO2 via ‘carbonate compensation’.

Finally, Exp.4 completes the representation of the long-term (inorganic) carbon

cycle by including a terrestrial weathering feedback (see Lord et al. (2016) for an analysis

of the modes of response and characteristic timescales of the complete system). Carbon-

ate weathering varies linearly with mean global air temperature over land whereas silicate

weathering responds exponentially (Colbourn et al., 2013).

To elucidate the role of each set of carbon cycle feedbacks in the Earth system

response to astronomical forcing, we investigate the difference between each set of exper-

iments, e.g. output of Exp.3 is subtracted from output of Exp.4 to isolate the impact of

the astronomically forced weathering feedback on the Earth system. Hence while Figure

3.3d-f presents the response in pCO2, benthic DIC δ13C, and wt% CaCO3 that results from

the astronomically forced changes in ocean circulation and the solubility feedback (Exp.1),

subsequent figures (3.4d-f through 3.6d-f) are shown in the form of anomaly plots for the

difference from the previous experiment. Likewise, we plot the change in the power spectra

(∆FFT) with respect to the previous experiment to demonstrate the relative weakening

(negative power) or amplification (positive power) of astronomical cycles when adding feed-

backs.

3.2.4 Timeseries Analysis

Spectral analysis was performed on model output variables with a simple Fast

Fourier Transform (FFT) to extract the dominant cycles (shorter than 500 kyr) and their

average ranges. The average range is equal to twice the average amplitude across the
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4 million year interval for each spectral peak determined by the FFT. Because model output

is (white) noise-free in the absence of internal interannual variability in cGENIE, further

analysis to determine the statistical significance of the astronomical peaks is not required.

The phasing between the imposed short and long eccentricity forcing and cycles in model

variables of interest are determined using a multi-taper coherence method (Table B.2 and

B.3). Because model output is saved at 1000-year intervals over the 4 Myr long experiments,

we are unable to diagnose any lags with a duration less than 1000 yr.

3.3 Results and Discussion

In the following sections we describe the main results of Exp.0-4, separately assess-

ing the role of specific carbon cycle feedbacks in the Earth system response to astronomical

forcing in proxy relevant model outputs, including ocean temperature, atmospheric pCO2,

DIC δ13C, and sedimentary wt% CaCO3. We focus on mean annual output and evaluate

signals in terms of the total variability generated, distribution of spectra power, the average

range of individual cycles across the four million year interval, and phasing with respect

to astronomical forcing and between model output. Results of the asymmetric (ASYM)

world are presented in the main figures, while comparison with the equivalent SYMM sim-

ulations is provided in the final paragraph of each subsection. Corresponding graphical

SYMM analyses are provided as Figures B.2-B.8. See Table B.2 and B.3 for a summary

of cycle ranges and phasing calculated for each experiment. Comparison between ASYM

and SYMM results allows us to evaluate how latitudinal heterogeneity in the landmass dis-

tribution impacts the global response to astronomical forcing. Figure 3.1 shows the power
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spectra of mean annual insolation as a global mean (Figure 3.1e) and with latitude (Figure

3.1f). Annual global mean insolation power spectra is dominated by eccentricity, while for

most latitudes, obliquity dominates mean annual power spectra. Precession only appears

significantly in seasonal insolation power spectra.

3.3.1 Global Climate Response

In Exp.0 (Figure 3.2), annual global mean air temperature responds to annual

global mean insolation forcing but with no CO2 feedback on climate. In the ASYM config-

uration, the maximum variability in atmospheric temperature in response to astronomical

forcing is 1.7°C. Spectral power in the global mean annual air temperature is dominated

by the 400 kyr (long eccentricity) and 125 and 95 kyr (short eccentricity) periods (Figure

3.2c). The distribution of spectral power in global mean annual air temperature is similar

to the distribution of spectral power in mean annual temperature at individual latitudes

(Figure 3.2f). Seasonal averaging removes power in Earth’s mean annual temperature re-

sponse at higher frequencies, and local mean annual temperature does not respond linearly

to the local mean annual insolation (contrast Figure 3.1f with Figure 3.2f). Mean annual

insolation at most latitudes is dominated by obliquity power (Figure 3.1f), and obliquity

power also appears in global mean annual air temperatures. In ASYM simulations, small

precession cycles in the global mean annual air temperature result from the different heat

capacity of each hemisphere and are consistent with the dominance of precession power in

mean annual air temperature over the modeled Northern Hemisphere (NH) landmass (also

recognized by Short et al. (1991)) (Figure 3.2f). The NH – where the continent is located

– has a smaller heat capacity than the Southern Hemisphere (SH) and thus the increase in
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Figure 3.2: Astronomical climate evolution in ASYM of Exp.0. (a) The eccentricity, obliq-
uity, and the precession index (e sin(ω)) used to calculate the daily mean insolation across
four million years of cGENIE simulation. (b) The simulated change in the global annual
mean temperature in the atmosphere (black), surface (light blue), and benthic ocean (dark
blue) with their respective normalized power spectra in panels (c-e) calculated using the
Fast Fourier Transform. Each value near a spectral peak indicates the associated period of
the cycle in kyr. The power spectra of temperature in the (f) atmosphere, (g) surface, and
(h) deep ocean are shown for each latitude.

the global annual mean temperature is greater when the NH is tilted toward the Sun at

perihelion, compared to when the SH is tilted toward the Sun at perihelion.

Changes in the surface air temperature are instantaneously (with a lag less than

the 1 kyr interval of model data saving) transferred to the surface ocean. Although the

maximum variability in global mean annual sea surface temperature (SST) is slightly smaller

than global mean annual surface air temperature (1.3°C versus 1.7°C), the distribution

of spectral power is nearly identical (Figure 3.2c-d). Astronomically forced temperature
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changes in the benthic ocean are slightly reduced compared to the surface ocean, with a

maximum variability of 1.1°C and spectral power is dominated by eccentricity (Figure 3.2e)

with respective average ranges of 0.25°C and 0.30°C for the short and long eccentricity cycles.

The major difference between the SST and benthic ocean temperature power spectra is a

loss of power at obliquity and precession frequencies. On a global mean, benthic ocean

temperature lags eccentricity forcing by ∼1 kyr, consistent with the timescale of ocean

overturning.

Astronomically forced climate evolution in SYMM is comparable to ASYM in

Exp.0 with the exception that the maximum varability in temperature is slightly reduced

and precession cycles are absent (Figure B.2). We attribute the loss of precession power to

the similar heat capacity of both hemispheres in SYMM.

3.3.2 Ocean Solubility Pump

Astronomical forcing induces spatiotemporal variations in ocean temperature (Fig-

ure 3.2), and alters the strength of ocean overturning circulation. By enabling a CO2-climate

feedback in Exp.1 (Figure 3.3), changes in atmospheric pCO2 resulting from the influence

of solubility and ocean circulation on ocean carbon uptake can now modulate the direct

temperature response to astronomical forcing (cf. Exp.0).

The power spectrum of modeled global ocean overturning is dominated by preces-

sion (Figure 3.3c). Ocean overturning is a seasonal process driven by maximum deep-water

formation close after the coldest months at latitudes where seasonal insolation is dominated

by precession power. Precession periodically facilitates relatively more intense overturn-
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Figure 3.3: Exp.1, ocean circulation and CO2 solubility feedbacks in ASYM. (a) Astro-
nomical forcing parameters (eccentricity, obliquity (in degrees), and precession index (e
sin(ω))) and their Fast Fourier Transform (FFT) normalized to the highest individual power.
(b) Change in benthic ocean temperature. (c) Change in the maximum Southern Hemi-
sphere ocean overturning strength, defined by the maximum overturning strength reached
in the SH across all ocean depth levels. (d) Change in atmospheric CO2. (e) Change in
benthic δ13C of DIC. (f) Change in wt% CaCO3. All variables are annual global mean val-
ues and are accompanied by their respective FFTs, normalized to the peak with maximum
power.
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ing when the SH winter occurs at aphelion compared to perihelion. Enhanced deep-water

formation and increased ventilation of the ocean interior physically transports respired car-

bon back to the surface ocean, and thereby slightly increases atmospheric pCO2. However,

the relatively small changes in the strength of ocean overturning (maximum variability of

∼1 Sv, corresponding to a change in the maximum ocean ventilation age of ∼100 years)

are insufficient to drive major redistributions of carbon between the ocean and atmosphere.

The average range of precession cycles in pCO2 is <3 ppm (Figure 3.3d). The pCO2 power

spectra is instead dominated by long eccentricity with a significant contribution of power

at short eccentricity and obliquity. The total variability is ∼32 ppm with average ranges of

obliquity and short eccentricity cycles in pCO2 of ∼5 ppm and ∼6 ppm for long eccentricity

cycles, resulting from feedbacks due to ocean solubility and carbon uptake. More CO2 is

released from the surface ocean into the atmosphere at eccentricity maxima when global

annual mean temperatures are highest (Figure 3.3d). However, CO2 uptake is not spatially

or seasonally uniform and is most significant at cold months in the high latitudes, resulting

in obliquity cycles with a range comparable to eccentricity cycles.

The global mean benthic DIC δ13C power spectrum shows maximum variability

of 0.09‰. Obliquity and precession dominate the power spectrum with very little power at

eccentricity (Figure 3.3e). The lack of eccentricity power in δ13C timeseries demonstrates

that the local and seasonal changes in temperature are particularly significant controls on

the modeled fractionation processes. Precession power is consistent with the impact of

ocean overturning on the physical transport of low-δ13C remineralized carbon from the

deep to the surface ocean, generating cylces with an average range of ∼0.02‰ that are
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anti-phased between the surface and deep ocean (Figure 3.3e). Obliquity power arises

primarily due to changes in fractionation associated with export production and generates

cycles with a comparable average range of ∼0.02‰ also anti-phased with surface ocean DIC

δ13C cycles. Reduced fractionation in the surface ocean leads to isotopically lighter surface

DIC while relatively heavier carbon respires at depth which increases the benthic DIC

δ13C. Although the magnitude and spatial patterns of export are fixed, fractionation in the

formation of organic matter depends on the concentration of aqueous CO2 and fractionation

in the formation of calcite is temperature-dependent, both of which drive changes in δ13C

in response to obliquity-paced changes in temperature and air-sea gas exchange.

The power spectrum for global mean marine sedimentary wt% CaCO3 closely re-

sembles that of pCO2, but with slightly amplified obliquity and precession power (Figure

3.3d,f). Strong eccentricity power in wt% CaCO3 is consistent with the dominance of eccen-

tricity on deep ocean temperature (Figure 3.3b). Higher temperature at eccentricity maxima

increases ωcal and lowers CaCO3 solubility, promoting CaCO3 preservation. Precession and

obliquity cycles are consistent with the influence of ocean circulation and solubility-driven

changes in CO2 uptake on ocean chemistry. Changes in benthic ocean [CO2−
3 ], which also

drive changes in Ωcal, are dominated by precession and obliquity (Figure B.9a).

The relative loss of high frequency power in wt% CaCO3 compared to benthic

ocean [CO2−
3 ] is also a function of calculating wt% CaCO3 from the sedimentary mixed

layer, i.e. the upper ca. 5 cm of the sediment column in which mixing homogenizes the solid

composition (Ridgwell & Hargreaves, 2007). This mixing acts as a low-pass filter, amplify-

ing eccentricity-driven cycles in wt% CaCO3 arising from temperature-dependency relative
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to the precession and obliquity cycles from [CO2−
3 ]-dependency. Averaging sedimentary

content over the upper 5 cm also induces a lag between 100 and 400 kyr eccentricity forcing

and the global wt% CaCO3 of 8 (29°) and 9 kyr (7°), respectively.

Including solubility-related carbon feedbacks in the SYMM Exp.1 simulation re-

sults in similar power spectra compared to ASYM, despite the relative symmetry of ocean

overturning (Figure 3.1c-d). Ocean overturning in SYMM is also primarily paced by pre-

cession (Figure B.3c), creating distinct ∼20 kyr cycles in benthic DIC δ13C (Figure B.3e).

However, precession power is absent in global mean wt% CaCO3 (Figure B.3f). Astronom-

ically forced changes in ocean chemistry largely cancel out on precession timescales because

the NH and SH overturning operate with roughly comparable strengths and in consequence,

benthic ocean [CO2−
3 ] is dominated by eccentricity and absent of precession power (Figure

B.9b). The lag between 100 and 400 kyr eccentricity forcing and global CaCO3 wt% in

SYMM is 7 kyr.

3.3.3 Marine Surface Productivity

Exp.2 elucidates how feedbacks involving marine productivity modifies the Earth

system response to astronomical forcing. Global mean POC export production in ASYM

(Figure 3.4b) is dominated by precession, illustrating the influence of changes in ocean

circulation on surface nutrient supply and consistent with the seasonality of production.

POC export also shows eccentricity modulation because elevated global ocean temperatures

at eccentricity maxima result in stronger ocean overturning (Figure 3.3c), and elevated
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Figure 3.4: Exp.2, marine surface productivity feedback in ASYM. (a) Astronomical forcing
parameters (as per Figure 3.3a). (b) Change in the export of particulate organic carbon
(POC). (c) Change in the export of CaCO3. (d) Change in atmospheric CO2. (e) Change in
benthic δ13C of DIC. (f) Change in wt% CaCO3. All variables are annual global mean values
and are accompanied by their respective FFTs, normalized to the peak with maximum
power. In blue, the values are plotted as anomalies with the previous experiment and
depict the change driven by the marine productivity feedback only. Likewise, the FFTs are
plotted as anomalies. A positive (green) value on the y-axis indicates an increase in relative
power and a negative (red) value indicates a decrease in relative power compared to the
previous experiment.

73



surface nutrient availability. CaCO3 export shows the same power spectrum as POC export

because of the use of a fixed rain ratio (Figure 3.4c).

Relative to Exp.1, precession cycles in pCO2 become more pronounced at the

expense of eccentricity cycles (Figure 3.4d) which reduces the total pCO2 variability to

∼26 ppm. Increased precessional power is a direct consequence of the impact that pro-

duction and export of organic matter and carbonate has on surface DIC and ALK. The

net impact is a decrease in mean annual surface ocean [CO2(aq)] of 0.7% (or 0.173 µmol

kg−1) corresponding to maximum surface productivity. This translates roughly to a 0.7%

reduction in pCO2, equating to precession cycles with an average range of ∼6 ppm, double

the magnitude from Exp.1.

Changes in the magnitude and spatial pattern of export production do not notably

change the power spectrum of benthic DIC δ13C compared to Exp.1 except for a slight in-

crease in precession power (Figure 3.4e). The similarity in the carbon isotope response of

Exp.1 and Exp.2 is because Exp.1 already incorporated the astronomically-driven changes

in isotope fractionation associated with export production as described in Section 3.2.3.

Sedimentary wt% CaCO3 shows a slight loss of higher frequency power along with an in-

crease in the maximum variability (Figure 3.4f). This shift in the power spectrum contrasts

with the response of atmospheric pCO2 and benthic δ13C to the addition of varying export

production. As CaCO3 export increases in response to seasonal precession and obliquity

forcing, surface and deep ocean [CO2−
3 ] decreases, lowing ωcal and promoting CaCO3 dis-

solution. Hence, even though CaCO3 export and rain to the seafloor increases, the lower

[CO2−
3 ] prevents further CaCO3 preservation. On eccentricity timescales, CaCO3 export
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and benthic [CO2−
3 ] vary in-phase and amplify short and long eccentricity power. The rela-

tive phasing between eccentricity forcing and CaCO3 is unaffected by the responsive export

productivity.

Global mean export production in SYMM Exp.2 (Figure B.4c) varies less than

ASYM Exp.2 (Figure 3.4c). In ASYM, the impact of precession is amplified because most

of the export productivity occurs in the SH. Hemispheric productivity in SYMM is roughly

balanced, which cancels out precession-induced changes and leaves eccentricity to dominate

power spectra of atmospheric pCO2. Variations in annual global mean pCO2, benthic DIC

δ13C, and CaCO3 burial are muted as a result of this hemispheric cancellation and there is

little change with respect to Exp.1 (Figure B.4d-f).

3.3.4 Carbonate Compensation

We evaluate the impact of the carbonate compensation feedback in modifying the

response to astronomical forcing in Exp.3 by now allowing burial of CaCO3 to modify the

global ocean ALK inventory while no longer forcing weathering fluxes to always track burial,

and contrast these results with Exp.2. The total variability in atmospheric pCO2 increases

to 64 ppm in Exp.3 and is relatively elevated during eccentricity maxima compared to

Exp.2. The burial-weathering imbalance reduces the ocean carbon uptake capacity and

this feedback impacts atmospheric pCO2 more than enhanced productivity. Thus, pCO2

shows enhanced eccentricity power and reduced power at high frequencies relative to Exp.2

(Figure 3.5d). Eccentricity cycles are significantly increased compared to Exp.2, with an

average cycle range of almost 20 ppm for long eccentricity.
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Figure 3.5: Exp.3, deep marine CaCO3 feedback in ASYM. (a) Astronomical forcing pa-
rameters (as per Figure 3.3a). (b) Change in benthic ocean temperature. (c) Change in
the export of CaCO3. (d) Change in atmospheric CO2. (e) Change in benthic δ13C of DIC.
(f) Change in wt% CaCO3. All variables are annual global mean values and are accom-
panied by their respective FFTs, normalized to the peak with maximum power. In blue,
the values are plotted as anomalies with the previous experiment and depict the change
driven by the marine CaCO3 feedback only. Likewise, the FFTs are plotted as anomalies.
A positive (green) value on the y-axis indicates an increase in relative power and a negative
(red) value indicates a decrease in relative power compared to the previous experiment.
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Consistent with pCO2, power in benthic δ13C becomes slightly amplified at eccen-

tricity frequencies in Exp.3 relative to Exp.2. The average range of long eccentricity cycles

increases from 0.006‰ to 0.011‰. Yet, obliquity and precession still remain the dominant

cycles and control the total variability in DIC δ13C of 0.11‰. Compared to Exp.0-2, in-

creased CaCO3 burial now removes ALK that is not resupplied by weathering (which is

fixed), leading to lower deep ocean ωcal that counteracts increased burial. This results in

reduced 100 and 400 kyr wt% CaCO3 cycles in Exp.3 compared to Exp.2. The wt% re-

duction in 400 kyr cycles is much larger (from 0.7 to 0.2 wt%) than that of 100 kyr cycles

(from 0.5 to 0.4 wt%) because the CaCO3-weathering imbalance is sustained over a much

longer period that exceeds the residence time of carbon in the ocean, shifting the dominant

spectral power from the 400 kyr to the 100 kyr eccentricity cycles (Figure 3.5f). The wt%

CaCO3 is now leading short eccentricity forcing by 5 kyr.

The change in the CaCO3 preservation cycles in SYMM (Figure B.5) are similar to

ASYM because the impact of the ocean ALK imbalance on CaCO3 at eccentricity maxima

is similar. In SYMM too, this feedback amplifies 100 and 400 kyr cycles in pCO2 with the

400 kyr cycle producing the greatest increase in the average range. The long eccentricity

remains the dominant pCO2 cycle with a value normalized to 1 and therefore does not show

up as an increase in the ∆FFT plot, contrary to ASYM in which dominant power shifted

from precession to long eccentricity. The long eccentricity cycle in δ13C increases in average

range from 0.002‰ to 0.003‰ and is considered negligible.
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Figure 3.6: Exp.4, terrestrial rock weathering feedback in ASYM. (a) Astronomical forcing
parameters (as per Figure 3.3a). (b) Change in surface land temperature. (c) Change in
the rate of terrestrial weathering. (d) Change in atmospheric CO2. (e) Change in benthic
δ13C of DIC. (f) Change in wt% CaCO3. All variables are annual global mean values and
are accompanied by their respective FFTs, normalized to the peak with maximum power.
In blue, the values are plotted as anomalies with the previous experiment and depict the
change driven by the terrestrial weathering feedback only. Likewise, the FFTs are plotted
as anomalies. A positive (green) value on the y-axis indicates an increase in relative power
and a negative (red) value indicates a decrease in relative power compared to the previous
experiment.
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3.3.5 Terrestrial Weathering Feedback

In our final experiment (Exp.4), we employ a temperature-dependent weathering

parameterization (Colbourn et al., 2013) as opposed to keeping weathering rates invariant

(Exp.3) or always balancing burial with weathering (Exp.0-2). As air temperatures over

land rise, terrestrial silicate and carbonate weathering accelerate and thereby increase the

transport of dissolved carbon and ALK to the surface ocean, allowing for greater carbon up-

take and enhanced sedimentary CaCO3 preservation. The power spectrum of annual global

mean surface land temperature is dominated by 100 and 400 kyr eccentricity (Figure 3.6b).

The relatively amplified precession power in land temperature compared to atmospheric

temperature is a consequence of the asymmetric landmass distribution in ASYM. Land

temperatures, and therefore global weathering rates, are elevated when the NH is tilted

maximally toward the Sun. Weathering rates consequently are dominated by precession

cycles (Figure 3.6c).

Precession power in the weathering rate generates precession cycles in atmospheric

pCO2 with an average range of 17 ppm, significantly larger compared to Exp.3. The average

range of 400 kyr CO2 cycles increases in comparison to Exp.3 to a value of 26 ppm. This

relative increase in 400 kyr power is not apparent in the ∆FFT plot (Figure 3.6d) because

the power spectra are normalized, meaning that the dominant cycle (long eccentricity)

maintains a value of 1 for Exp.3. The dominance of long eccentricity on atmospheric

CO2 is a result of the long ocean-atmosphere carbon residence time due to relatively slow

weathering rates. The slow response time of the ocean’s carbon reservoir acts as a low-pass

filter (Cramer et al., 2003; Palike et al., 2006; Laurin et al., 2015), further demonstrated by
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large phase differences of 112° and 125° between pCO2 and the short and long eccentricity

forcing, respectively, that did not exist before. The total variability modeled in pCO2

increases to 132 ppm.

Maximum variability of 0.19‰ in benthic DIC δ13CC arises from the imbalance

between weathering δ13C and the δ13C of buried CaCO3 (Figure 3.6e). Benthic DIC δ13C

declines in response to elevated weathering and carbonate burial at long eccentricity maxima

because relatively heavy carbon (δ13CCaCO3 = δ13CDIC + 1.9‰) is removed from the ocean

through the burial of CaCO3. Burial of carbonate thus dominates the response of benthic

DIC δ13C despite the input of high δ13C via weathering at eccentricity maxima. A high

δ13C value for weathered carbonate is required in our model framework to balance volcanic

carbon input because we do not simulate organic carbon burial. Inclusion of organic carbon

burial would allow us to use a δ13C of weathered CaCO3 more comparable to the δ13C

of marine CaCO3. However, because the response of benthic DIC δ13C is negative at

long eccentricity maxima, a lower value for the δ13C of weathered carbon would mean that

weathering less effectively counteracts the impact on benthic DIC δ13C of increasing CaCO3

burial and would drive an even greater decline in DIC δ13C. Sedimentary wt% CaCO3 also

shows a relative increase in power at the long eccentricity frequency and greater phase lag

with eccentricity forcing, consistent with the slow weathering feedback. The wt% CaCO3

lags the short eccentricity forcing by 10 kyr.

The primary difference in SYMM simulations is the lack of precession power in

the weathering rate and consequently in pCO2, benthic DIC δ13C, and global mean wt%

CaCO3. With landmasses distributed evenly, both the NH and SH have an equal amount
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Figure 3.7: Cumulative astronomical impact of ASYM simulations. (a) Astronomical forcing
parameters (as per Figure 3.3a). (b) Annual global mean temperature change in the benthic
(black) and surface (blue) ocean. (c) Annual global mean pCO2 change. (d) Annual global
mean δ13C change in the deep (black) and surface (blue) ocean DIC reservoir. (e) Global
mean sedimentary CaCO3 change. All variables are accompanied by their respective FFTs,
normalized to the peak with maximum power. The combined impact of all four climate-
carbon feedbacks on atmospheric, ocean, and sedimentary reservoirs.

of terrestrial area available for weathering, which minimizes the temporary imbalance on

precessional timescales. Power spectra still show the relative shift towards long eccentricity

forcing driven by the low pass filtering effect of the ocean carbon reservoir, consistent with

ASYM (Figure B.6).
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3.3.6 Astronomical Response to (Inorganic) Carbon Cycle Feedbacks

In addition to allowing us to elucidate the role of individual feedbacks, our exper-

imental framework provides the net (Earth system) astronomical forcing response of ocean

circulation, CO2 solubility, ocean productivity, CaCO3 dissolution and terrestrial weath-

ering feedbacks combined (Figure 3.7 for ASYM and Figure B.7 for SYMM). Under the

modeled ice-free greenhouse climate state, ocean circulation, CO2 solubility, and CaCO3-

dissolution feedbacks are positive with respect to the astronomically-driven temperature

change and generate an increase in the average range in atmospheric CO2 of ∼6 ppm (cir-

culation and solubility) and ∼14 ppm (19 minus 3.5 ppm) (CaCO3 dissolution) at the long

eccentricity period in ASYM. On the other hand, marine productivity reduces the average

long eccentricity range in pCO2 by ∼3 ppm (6.2 minus 3.5 ppm) and terrestrial weath-

ering increases the range, but flips the phase, equating to a change of ∼45 ppm (19 plus

26 ppm) in the long eccentricity cycle in ASYM (Table B.2). Hence, marine productiv-

ity and terrestrial weathering act as negative feedbacks. The net ∆pCO2 as simulated in

Exp.4 is dominated by the terrestrial weathering feedback and slightly negative on eccen-

tricity timescales, resulting in a reduced average range in global mean benthic temperature

of 0.25°C at long eccentricity periods compared to a 0.30°C average range in Exp.0 that

excludes all carbon-climate feedbacks. For SYMM, ocean circulation and solubility, and

CaCO3 dissolution increase the 400 kyr average range in pCO2 by 4.5 ppm and 13 ppm,

respectively, whereas marine productivity decreases the range by 0.5 ppm and terrestrial

weathering flips the phasing between eccentricity and pCO2, equating to a change of 41 ppm

(17 plus 24 ppm).
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Our framework considers two groups of feedbacks — (1) astronomically forced

changes in CO2 solubility, ocean circulation, and marine surface productivity, which redis-

tribute carbon between the ocean and atmosphere, and (2) astronomical forcing of carbon-

ate compensation and silicate weathering feedbacks, which remove and add carbon to the

atmosphere-ocean system. The feedbacks related to carbon redistribution act on timescales

comparable to or smaller than those of global ocean overturning and therefore respond

rapidly to astronomical forcing. Redistribution of carbon contributes to high frequency

cyclicity produced in atmospheric pCO2, global mean DIC δ13C, and global mean CaCO3

preservation. However, the well-ventilated ocean simulated here as a result of the simplified

continental configurations likely results in a lower estimate of ocean circulation variability in

response to astronomical forcing. For example, a more poorly ventilated ocean basin would

store more carbon in the deep ocean reservoir and could release relatively more CO2 to the

atmosphere in response to small changes in ocean overturning strength, as shown with a

theoretical framework along with a 3D ocean biogeochemistry model (Kwon et al., 2011)

and more specifically for the Last Glacial Maximum using the cGENIE model (Ödalen et

al., 2018).

By removing and adding carbon to the atmosphere-ocean system, carbonate com-

pensation and silicate weathering feedbacks drive the most distinct responses in the carbon

cycle, both in terms of the total variability in response to astronomical forcing and shifts in

spectral power. Generally, long-term carbon feedbacks enhance power at low frequencies at

the expense of high frequencies by acting as a low-pass filter at timescales comparable to the

residence time of carbon in the ocean-atmosphere. This occurs in both ASYM and SYMM
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simulations and is therefore independent of the continental configuration. The spectral sig-

nals in ASYM and SYMM of modeled pCO2, benthic DIC δ13C, and wt% CaCO3 are thus

similar in the sense that the long eccentricity cycle dominates. However, a notable differ-

ence is the absence of precession cycles in SYMM (Figure B.7) and their presence in ASYM

(Figure 3.7) due to the hemispherically asymmetric impact of ocean circulation, solubility,

and marine productivity on the redistribution of carbon between the surface and deep ocean

in ASYM. High frequency cycles are particularly execarbated in DIC δ13C of ASYM where

marine productivity is greatest in the SH and local, seasonal changes in temperature and

[CO2 (aq)] affect the carbon isotope fractionation of POC and CaCO3.

While these simulations provide a systematic analysis of mechanisms through

which astronomical forcing impacts the climate-carbon system, our experiments do not in-

clude a comprehensive representation of all relevant mechanisms. Our focus in this current

paper is on the inorganic (carbonate) carbon cycle and feedbacks. We do not include a ter-

restrial biosphere (land plants and soils) or other reduced carbon reservoir (e.g. permafrost,

methane hydrates). We also deliberately use the most simplistic parameterization of export

productivity, so it is likely that we underestimate its sensitivity to astronomical forcing.

Export productivity in these experiments is dependent only on the nutrient (phosphate)

concentration, with a modifier for light availability. Temperature dependence in parameter-

izations of export production of particulate organic matter and carbonate (Monteiro et al.,

2012), and water column remineralization (John et al., 2014; Crichton et al., 2021) likely

modify the carbon cycle response to astronomical forcing. (See Crichton et al. (2021) for

an analysis of the role of temperature in remineralization.)
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Moreover, we have applied a reflective boundary for organic matter and phosphate

at the sediment-water interface, neglecting organic matter burial and assume an invariant

nutrient inventory. Organic matter preservation and burial processes, in addition to re-

flecting changes in overlying export production, are temperature and oxygen dependent

(Hülse, Arndt, Wilson, Munhoven, & Ridgwell, 2017), implying several different pathways

by which astronomical forcing may additionally impact atmospheric pCO2 and DIC δ13C.

Furthermore, inclusion of an open system for phosphate may result in distinct astronom-

ical fingerprints as the phosphate residence time is similar in duration to high frequency

astronomical cycles (Van Cappellen & Ingall, 1996).

In comparison to benthic high-resolution paleoclimate records throughout the

Cenozoic (Palike et al., 2006; Holbourn et al., 2013; Littler et al., 2014; Beddow et al., 2016;

Westerhold, Röhl, Donner, & Zachos, 2018; Tian et al., 2018; Barnet et al., 2019), our simu-

lations show minor variability in δ13C on astronomical timescales (the maximum variability

in simulated δ13C cycles is less than 0.2‰ in ASYM). This model-data discrepancy is espe-

cially pronounced as we are evaluating modeled water column δ13C and not considering the

impact of bioturbation on the range of preserved cycles. The muted simulated δ13C cycles

very likely reflect missing feedbacks in the organic carbon cycle. (Feedbacks in the marine

organic carbon cycle will be addressed systematically in a follow-on paper.)

Finally, an important caveat to our results is that, while cGENIE includes a dy-

namic ocean model, the 2D energy-moisture balance atmosphere does not reflect the poten-

tial impacts of astronomical forcing on atmospheric dynamics, for instance including chang-

ing patterns of winds or cloud cover. It is unclear exactly how inclusion of these dynamics
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in response to astronomical forcing would modify the changes in the global MAT simu-

lated here. However, the maximum variability in MAT without carbon feedbacks in Exp.0

(1.7°C) corresponds well with the difference in MAT between and eccentricity maxima and

minima for the Eocene with 2× (∼1.5°C) and 4× (∼2°C) preindustrial CO2 concentrations

simulated with the HadCM3L GCM (Lunt et al., 2011).

3.3.7 Implications for the Interpretation of Marine Proxy Records

While simulated cycles in benthic temperature, δ13C, and wt% CaCO3 show mod-

est ranges in comparison to proxy records of temperature (e.g. δ18O), carbon isotopes

(δ13C), and CaCO3 from early Cenozoic ice-free climates, we can also compare model and

data in terms of the relative distribution of power and phasing in key climate and carbon

cycle metrics in response to astronomical forcing. Early Cenozoic deep-sea proxy records

generally show pronounced 100 and 400 kyr eccentricity cycles (Zachos et al., 2010; Sexton

et al., 2011; Westerhold et al., 2011; Littler et al., 2014; Lauretano et al., 2015; Barnet et

al., 2019). Our results demonstrate that mean annual temperature spectra are dominated

by eccentricity, despite the small impact of eccentricity on the insolation forcing. Strong

400 and 100 kyr power is also consistent with our modeled wt% CaCO3 records, but 100 kyr

power is notably lacking from modeled δ13C.

Importantly, modeled wt% CaCO3 is the only model metric we report that is in-

fluenced by the low-pass filter effect of sedimentary mixing. Thus, CaCO3 preservation is

also dominated by 100 and 400 kyr cycles, despite the significance of precession in carbon-

ate export and deep ocean chemistry. The spectral difference between carbonate export,

deep ocean [CO2−
3 ] and wt% CaCO3 is hence also likely to shift power in proxy records of

86



temperature and δ13C towards longer periods. However, this process cannot create power at

the shorter 100 kyr period that is currently absent from modeled water column δ13C. Other

processes, not included here, must be invoked to produce the 100 kyr δ13C eccentricity

cycles in proxy records.

Early Cenozoic benthic foraminiferal records that contain evidence for astronom-

ically paced ‘hyperthermals’ (∼60 to 48 Ma) also record characteristic phase relation-

ships between temperature, δ13C, and CaCO3. Eccentricity-paced temperature maxima

lead δ13C minima by 5-20 kyr and CaCO3 minima often lead δ13C minima by ∼2-40 kyr

(Kirtland Turner, 2014; Littler et al., 2014; Westerhold, Röhl, Donner, & Zachos, 2018).

However, our model simulations including all four feedbacks (Exp.4) show significant dif-

ferences in the phase relationship between temperature, global mean wt% CaCO3, and the

δ13C (Figure 8). Most strikingly, global mean wt% CaCO3 is higher during eccentricity

temperature maxima – a consequence in the model of elevated export production, warmer

deep ocean temperatures, and elevated deep ocean [CO2−
3 ] caused by both stronger ocean

overturning and enhanced terrestrial weathering. A few possibilities could explain this

model-data discrepancy. First, the terrestrial weathering feedback might have been weaker

than modeled here during the early Cenozoic (Kump & Arthur, 1997; Caves et al., 2016;

van der Ploeg et al., 2018). Second, changes in shallow shelf carbonate burial might have

compensated for deep sea burial. Changes in shelf burial might have corresponded to sea

level fluctuations even in an ice-free world (Li et al., 2018; D. Liu et al., 2021). Third,

additional carbon cycle feedbacks (not modeled) involving the organic carbon cycle might

have dominated the phase relationship between temperature and carbonate preservation.
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The hypothesis for a weaker weathering feedback has been postulated across cli-

matic warming events including the Middle Eocene Climate Optimum (van der Ploeg et al.,

2018) as well as the end-Permian (Kump, 2018). A gradual strengthening of the weathering

feedback over the past 50 Myr has also been proposed to explain the long-term decline in

pCO2 across the Cenozoic and to explain why the early Cenozoic was more sensitive to sud-

den carbon cycle perturbations (e.g. hyperthermals) than the mid and late Cenozoic (Caves

et al., 2016). If silicate weathering rates are limited by factors like the thickness of soils

(Kump, 2018), rock weatherability (Caves et al., 2016; van der Ploeg et al., 2018), or rate

of rock uplift (Kump & Arthur, 1997) that prevent a strong positive response to increasing

temperature, then the silicate weathering feedback would not have operated as modeled

here in response to eccentricity-induced warming. Indeed, in Exp.3 with fixed terrestrial

weathering, sedimentary carbonate content is relatively reduced during eccentricity-driven

temperature maxima (compared to Exp.1, 2 and 4) when the weathering flux of carbonate

ions to the ocean is insufficient to sustain CaCO3 burial.

The second possibility is that the residual flux of the products of weathering to the

open ocean were modulated by changes in shelf burial. An astronomical forcing that induces

a greater shallow marine deposition response as compared to the total global weathering

response, will result in the net supply to the open ocean becoming anti-phased. This could

occur at least partly in response to changes in sea level (Li et al., 2018; D. Liu et al., 2021)

and greater shelf area due to the thermal expansion of seawater (Opdyke & Wilkinson,

1988; Lyle et al., 2008), or directly from temperature controls on coral growth. However,
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the neritic system is complex and we lack a model representation of shallow water carbonate

burial able to account for sea-level and accommodation space controls on neritic deposition.

Finally, the reduced carbon cycle may also play a key role in early Cenozoic carbon-

climate variability, with, for instance, massive release of 13C-depleted carbon into the ocean-

atmosphere proposed to explain hyperthermal warming (Dickens, 2003; Zachos et al., 2010;

Lunt et al., 2011; DeConto et al., 2012; Komar, Zeebe, & Dickens, 2013; Zeebe et al., 2017).

Given that our model framework currently neglects the dynamics of both terrestrial and

marine reduced carbon reservoirs, we instead estimate the consequences of reduced carbon

release in association with eccentricity maxima using previous cGENIE simulations without

astronomical forcing. Vervoort et al. (2019) simulated 0.5‰ negative δ13C excursions with

a duration of 100 kyr (comparable in size and duration to early Cenozoic δ13C cycles) via

input of 600-1,500 Pg carbon with a δ13C signature of -22‰. The required carbon input

masses resulted from the prescribed carbon input durations between 25 to 75 kyr (or a

maximum rate of 0.02 Pg yr−1). This forcing yields an increase in global temperature of 0.5

to 1°C. Yet, these ‘slow’ perturbations to the carbon cycle do not generate notable changes

in modeled wt% CaCO3 since the temperature-dependent weathering feedback increases

transport of alkaline carbon species to the ocean at comparable rates (Vervoort et al.,

2019). Carbon fluxes must exceed 0.2 Pg yr−1 to offset enhanced weathering fluxes and

drive dissolution coincident with warming.

Moreover, model-data discrepancy exists between the small 5-20 kyr lag between

δ18O and δ13C in early Cenozoic proxy records, compared to the large lag of ∼100 kyr

simulated in cGENIE between benthic temperature and benthic DIC δ13C on eccentricity
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Figure 3.8: Phase analysis of paleoclimate proxies and comparable model output. (a-b) Ben-
thic paleoenvironmental records from ODP Site 1262 of temperature (δ18O, in blue), stable
carbon isotopes (δ13C, in green), and Fe counts (in orange). Below, the associated bandpass
filtered signal of the long eccentricity cycle (320-480 kyr). (c-d) Simulated (negative) annual
global mean deep ocean temperature (in blue), δ13C of DIC (in green), and sedimentary
carbonate weight percentage (in orange) of ASYM simulations Exp.4. Below, the associated
bandpass filtered signal of the long eccentricity cycle.
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timescales (Figure 3.8a vs 3.8d, Table B.2 and B.3). Large modeled lags between temper-

ature and δ13C are produced only in experiments including CaCO3 compensation and/or

weathering feedbacks and occur because the small isotopic difference between inorganic

carbon reservoirs requires long-sustained imbalances to produce a noticeable effect in the

isotopic signature of the deep ocean DIC reservoir. Rapid input of low δ13C carbon would

leave a notable imprint on the DIC reservoir much more rapidly due to the larger isotopic

difference. Hence, geologically rapid release of low δ13C carbon at eccentricity paced in-

tervals therefore fits best with the phase relationships observed between δ18O, δ13C, and

CaCO3 across astronomical timescales in early Cenozoic marine paleoclimate records and

strongly points to the exclusion of dynamic reduced carbon reservoirs as the primary reason

for model-data mismatch.

3.4 Conclusion

We have simulated the transient impact of astronomical forcing on the climate and

(inorganic) carbon cycle using a dynamic 3D carbon-enabled Earth system model under ice-

free conditions. Global annual mean temperature is dominated by eccentricity power with

cycles of 1.3 to 1.7°C, depending on the continental distribution. While eccentricity also

dominates power spectra of early Cenozoic benthic foraminiferal δ18O records, observed

variations correspond to cycles of 2-3°C in deep ocean temperature, suggesting that addi-

tional feedbacks, not modeled here, roughly doubled the temperature response to insolation

forcing. We focused in this paper on feedbacks involving CO2 solubility, marine produc-

tivity, CaCO3 sedimentation, and terrestrial weathering. While these do not significantly
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amplify modeled temperature variability, they do cause distinct shifts in modeled carbon

cycle proxies. The CO2 solubility feedback, ocean circulation, and marine primary pro-

duction redistribute carbon between the atmosphere, surface and deep ocean, producing

high frequency (precession and obliquity) spectral signals in the benthic DIC δ13C reser-

voir. Long-sustained imbalances between CaCO3 sedimentation and terrestrial weathering

dampen high frequency variability in δ13C and shift power spectra toward long eccentric-

ity. Global mean wt% CaCO3 increases during eccentricity-driven warm intervals when

enhanced weathering elevates ocean ALK. The opposite relationship between temperature

and wt% CaCO3 in early Cenozoic records implies that the strength of the terrestrial weath-

ering feedback was reduced, a shift in shallow shelf versus deep carbonate burial, and/or

carbon cycle dynamics were controlled by additional (organic) carbon feedbacks. Geolog-

ically rapid, short-lived fluxes of reduced carbon into the atmosphere-ocean reservoir at

eccentricity maxima are likely necessary to reconcile model-data discrepancies.
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The Role of the Organic Carbon Cycle

and Feedbacks
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Abstract - The impact of astronomical forcing on surface climate-carbon cycle

dynamics in ice-free greenhouse climate states is revealed by the prominent eccentricity-

paced oxygen (δ18O) and carbon (δ13C) isotopes excursions throughout the early Cenozoic.

Intervals of elevated global temperatures during eccentricity maxima, have been linked to

the periodic release of isotopically light carbon based on the in-phase δ18O-δ13C relationship

but the individual feedbacks that may have contributed to the carbon cycle perturbations

during warm intervals have not yet been tested mechanistically. In this follow-up study to

Vervoort et al. (2021), we simulate the response of the marine organic carbon (Corg) and

phospohorus (P) cycle to astronomical forcing with a series of transient multi-million-year-

long Earth system model simulations and investigate the resulting astronomical evolution of

pCO2, δ
13C of DIC, and wt% CaCO3. Results suggest that higher bicarbonate and nutrient

fluxes to the ocean at eccentricity maxima result in enhanced export production and burial

rates of CaCO3 and Corg, thereby decreasing pCO2 while increasing ocean δ13C and CaCO3

preservation, as opposed to the lower δ13C and wt% CaCO3 during intervals of warmth

recorded in the early Cenozoic. The low-pass filtering effect of the marine carbon and P

reservoirs shift spectral power from the 100 kyr to 405 kyr eccentricity cycle and removes

all power at the short eccentricity band. Additional feedbacks, likely related to terrestrial

carbon cycling, are required to explain the relative phasing, amplitude, and spectral signal

of early Cenozoic proxy records.
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4.1 Introduction

Globally distributed temperature (δ18O) and carbon cycle (δ13C, wt% CaCO3)

proxy records of the early Cenozoic show quasicyclic variations with frequencies linked to

eccentricity, precession, and obliquity cycles with respective periods of 100-400 kyr, 20 kyr,

and 40 kyr (Barnet et al., 2019; Lauretano et al., 2015; Littler et al., 2014; Westerhold et al.,

2011; Westerhold, Röhl, Donner, & Zachos, 2018; Zachos et al., 2010). Yet, the pathways by

which astronomical forcing impacts Earth’s climate and (bio)geochemical cycles are poorly

understood, particularly in absence of large dynamic ice sheets. A reoccurring feature in

all early Cenozoic proxy records is the coincidence of elevated global temperatures with

negative excursions in δ13C and reduced CaCO3 preservation on eccentricity timescales —

the most extreme of such excursions are coined ‘hyperthermal events’ (Lourens et al., 2005;

Zachos et al., 2010; Kirtland Turner et al., 2014). The release of isotopically light carbon to

the ocean-atmosphere system is generally invoked to explain the climate-carbon relationship

but the carbon source remains a point of speculation (Dickens, 2003; Zachos et al., 2010;

Lunt et al., 2011; Sexton et al., 2011; DeConto et al., 2012; Zeebe et al., 2017).

Before attempting to identify the source and quantify the magnitude of the carbon

perturbations that produced the astronomically paced features in the proxy data, it is cru-

cial that we comprehend how astronomical forcing impacts the fundamental major physical

and (bio)geochemical feedback processes relevant for climate and carbon cycling in absence

of exceptional threshold perturbations. In a previous companion study, we simulated the

behavior of the physical ocean and inorganic carbonate cycle to astronomical forcing over

four million years with a transiently forced Earth system model (Vervoort et al., 2021).
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The processes driven by astronomical forcing in that study include ocean circulation, CO2

solubility, nutrient dependent marine export production, CaCO3 compensation, and terres-

trial weathering feedbacks. Results can be summarized by two model-data discrepancies.

First, eccentricity forcing drives an in-phase relationship between global temperature and

wt% CaCO3 in the model as opposed to an anti-phase relation in early Cenozoic deep marine

sediments (Lourens et al., 2005). Second, while the simulated benthic δ13C of DIC declines

during periods of global warmth, its variability is small (less than 0.2‰) and 100 kyr δ13C

cycles are weak compared to those in early Cenozoic records (Littler et al., 2014; Westerhold,

Röhl, Wilkens, et al., 2018). These finding support the idea that additional marine and/or

terrestrial organic carbon (Corg) cycle processes, with a greater isotopic fractionation effect

than the inorganic carbon cycle feedbacks, are needed to reproduce the full variability in

climate-carbon cycling as recorded in early Cenozoic proxy data.

Components of the marine Corg cycle impacted by astronomical forcing include the

surface export production controlled by nutrient availability (Maier-Reimer, 1993; Ridgwell

et al., 2007) and ambient sea surface temperatures (Monteiro et al., 2012), water column

remineralization rates closely coupled to the seawater temperature-depth profile (John et

al., 2014; Boscolo-Galazzo et al., 2018), and marine Corg burial controlled by the amount of

organic matter supply to the seafloor (Lyle, 1988; Dunne et al., 2007) and ocean oxygena-

tion (Arndt et al., 2013; Hülse et al., 2018). We have shown that nutrient controlled export

production increases during eccentricity maxima through enhanced ocean ventilation that

allows nutrients to be recycled more readily to the surface ocean under the assumption

that the total nutrient inventory remains unchanged (Vervoort et al., 2021). CO2 is drawn
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from the atmosphere into the ocean and thereby poses a negative feedback on eccentricity

timescales. However, the global marine nutrient inventory varies as the balance between

nutrient input and removal fluxes changes on geologic timescales (Paytan & McLaughlin,

2007). For oceanic phosphorus, a limiting nutrient for primary productivity (Smith, 1984;

Wallmann, 2003), the influx is controlled by climate-dependent river runoff whereas the

outflux equals the burial of phosphorus in sediments to some extent controlled by the phos-

phorus regeneration rates as a function of ambient oxygen concentrations (Van Cappellen

& Ingall, 1994; Wallmann, 2003). Its residence time is estimated to be on the order of

104 to 105 years (Froelich et al., 1982; Ruttenberg & Berner, 1993), comparable to the

timescale of astronomical forcing with consequences for their mutual interaction. More-

over, the simplified nutrient-dependent-only scheme ignores temperature effects on marine

export production or water column remineralization rates, meaning increased export in-

evitably leads to more Corg transport to the seafloor. This is not necessarily true as pelagic

and benthic fluxes can become decoupled when accounting for greater metabolic rates of

respiring bacteria at higher temperatures (Rivkin & Legendre, 2001), a process that can

convert a negative into a positive feedback (John et al., 2014; Griffith et al., 2021).

Changes in the supply of Corg to the seafloor, whether through changes in the

export productivity or water column remineralization rates, lead to variable global Corg

burial rates that further impact the atmosphere-ocean carbonate chemistry on astronomical

timescales. Because of the vast atmospheric and oceanic carbon reservoirs, a long-sustained

imbalance between carbon release (e.g., through volcanic outgassing or kerogen weathering)

and sequestration (e.g., though silicate weathering or Corg burial) is required to notably
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change the carbon cycle dynamics (Palike et al., 2006). This so-called low-pass filtering

effect removes power at high frequencies while relatively increasing power at the lower

frequencies in the power spectra of environmental proxies (Boulila et al., 2012; Kocken et

al., 2019; Paillard & Donnadieu, 2014; Sproson, 2020).

The follow-up study to Vervoort et al. (2021) presented here provides a comprehen-

sive evaluation of the climatic and environmental impacts of individual components of the

global marine Corg cycle in response to astronomical forcing in ice-free greenhouse climates.

We use transiently forced four-million-year-long Earth system simulations in which marine

export production, phosphorus input and output fluxes, and marine Corg burial vary with

astronomical forcing and report results in terms of the modeled global mean pCO2, δ
13C of

DIC, and wt% CaCO3 for direct comparability with benthic paleoclimate proxies.

4.2 Methods

4.2.1 cGENIE Model and Configuration

The cGENIE Earth system model of intermediate complexity combines a dynamic

3D ocean model with a simplified 2D energy-moisture-balance model atmosphere (Edwards

& Marsh, 2005) and a detailed representation of ocean biogeochemical cycles (Ridgwell

et al., 2007). The geologic carbon cycle is represented through input of dissolved carbon

species via volcanic outgassing and carbonate, silicate, and kerogen weathering, and re-

moval via the accumulation of calcium carbonate and organic carbon in marine sediments

(Colbourn et al., 2013; Ridgwell & Hargreaves, 2007). Boundary conditions of Vervoort et

al. (2021) are applied for comparability with the previous study that describes the influ-
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ence of astronomical forcing on inorganic carbon cycle feedbacks. The model is equilibrated

to atmospheric CO2 concentration of ∼834 ppm to prevent the formation of sea ice un-

der greenhouse conditions, the solar constant of 1361.7 Wm−2 is consistent with the early

Eocene greenhouse period, and initial biogeochemical state of the model follows previous

Paleocene configurations (Ridgwell & Schmidt, 2010).

We use a highly idealized continental configuration to separate the astronomical

impacts related to the carbon cycle from those related to the specific distribution of land-

masses. The SYMM configuration contains one continent spanning from the polar north to

south, is hemispherically symmetric, and includes a 175-meter-deep shallow shelf along the

west coast. The shallow shelf area is 28.3×106 km2, comparable to the modern continen-

tal shelf area. The model is equilibrated to the above boundary conditions in two stages.

First, a ‘closed system’ (in)organic carbon cycle is imposed to bring the ocean dynamics and

biogeochemistry to steady state. The removal or burial of marine inorganic carbon in the

form of calcium carbonate (CaCO3) is controlled by the saturation state of seawater and

is compensated by an equal amount of inorganic carbon input via silicate and carbonate

weathering. In addition, the burial of marine Corg is included as a non-linear function of the

particulate organic carbon (POC) rain flux to the sediments following an empirically de-

rived equation (Dunne et al., 2007). A 3.0× scaling factor is applied to obtain global burial

rates that are within the range of estimates for modern marine sediment Corg burial rates

of about 0.1-0.2 Pg C yr−1 (Burdige, 2007). Phosphorus (P) is buried alongside Corg based

on an empirical relationship between the Corg:P ratio of remineralized fluxes and ambient
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ocean oxygen concentration (Wallmann, 2003). The removal of Corg and P is balanced by

an equal amount input via volcanic outgassing and weathering.

In the second stage of the spin-up process, the CaCO3, Corg, and P burial fluxes are

diagnosed, and the weathering fluxes are manually set to equal the burial fluxes while also

maintaining isotopic mass balance in an ‘open system’. The weathering fluxes of carbonate

and silicate rocks are temperature dependent (Colbourn et al., 2013) and regulate the

(alkaline) carbon and PO4 input via runoff. The kerogen weathering flux and volcanic

outgassing that balance the burial of Corg are invariant and do not provide any feedback

response to astronomical forcing. The astronomical parameters in both spin-up stages

remain invariant and are set to fixed values.

4.2.2 Experimental Design

To simulate the transient response of Earth’s climate and carbon cycle dynamics to

astronomical forcing the amount and distribution of incoming solar radiation is calculated

from a timeseries of astronomical parameters consistent with a those between 57-53 Ma

(Laskar et al., 2004) using equations from Berger (1978) as per Vervoort et al. (2021). The

daily mean insolation at each latitude is calculated as a function of the time of year (season-

ality) and the orbital configuration that changes in steps of 1000 year. The complexity of

the model in terms of the number of feedbacks that are included is systematically increased

with each experiment (Figure 4.1). A total of four million years of astronomical forcing is

simulated in order to capture several 405 kyr-long eccentricity cycles.
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Figure 4.1: cGENIE carbon cycle feedbacks and their response time compared to the
timescale of astronomical forcing. In Exp.4, astronomical forcing impacts the CO2 solubil-
ity, ocean circulation, marine productivity, CaCO3 compensation, and carbon weathering
feedback. The response of marine Corg burial to astronomical forcing is added in Exp.5. In
Exp.6, astronomical forcing additionally impacts PO4 weathering rates and P burial fluxes
with consequences for the total PO4 inventory and marine productivity.
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In the base experiment (Exp.4), ocean circulation, CO2 solubility, surface export

production, marine CaCO3 sedimentation, and terrestrial weathering all respond to astro-

nomical forcing (Exp.4 in Vervoort et al. (2021)), either directly through its influence on

surface temperature, or indirectly through resulting changes in ocean circulation, nutrient

availability, or carbonate chemistry. Each feedback process produces a unique response in

the global carbon cycle and surface climate and thereby alters the spectral signals recorded

in the atmospheric CO2, δ
13C of dissolved inorganic carbon (DIC), and wt% CaCO3. The

burial of Corg and P, and weathering of kerogen and PO4 are prescribed in Exp.4 pre-

sented here and do not vary with astronomical forcing. A brief overview of the combined

astronomical imprint of these processes is provided in Section 4.3.1.

In Exp.5, we evaluate how astronomically forced marine Corg burial impacts carbon

cycling. The mass of Corg removed from the ocean-atmosphere is calculated from the POC

rain flux to the sediments. The local Corg burial varies non-linearly with the local POC

rain based on an empirically derived equation (Dunne et al., 2007):

FPOCburial = SCL× FPOCrain ×
0.013 + 0.53F 2

POCrain

(7.0 + FPOCrain)2
(4.1)

where FPOCburial is the Corg burial rate, SCL is the scaling factor, and FPOCrain is the POC

rain flux to the sediments. The removal of isotopically light Corg is balanced by carbon input

via volcanic outgassing (δ13CCO2 = -6‰) and a fixed kerogen weathering flux (δ13Cker ≈

-27‰). The fraction of Corg that is not preserved is returned to the ocean in remineralized

form. The burial of carbon is decoupled from that of phosphorus in Exp.5, i.e., the P burial

103



flux remains fixed and does not change as a function of Corg burial (closed P cycle), but

the removal of carbon is set to vary with astronomical forcing (open C cycle).

In Exp.6, the P cycle is opened up and P remineralization fluxes (and subsequent

burial) are calculated as a fraction of the Corg remineralization fluxes depending on the

ambient ocean oxygen concentrations following Wallmann (2010). Weathered input of PO4

via runoff varies with temperature dependent silicate weathering. Changes in the marine

nutrient inventory affect the surface export production, POC rain, and ultimately the Corg

burial fluxes on astronomical timescales.

4.3 Results and Discussion

Below, we describe the response of (in)organic carbon cycle feedbacks to astro-

nomical forcing and their impacts on proxy relevant model outputs including annual mean

temperatures, atmospheric CO2 concentrations, benthic δ13C of DIC, and wt% CaCO3.

Global annual mean values are reported in terms of total variability (max-min) and distri-

bution of spectral power across the four-million-year-long simulated interval in addition to

the phasing between astronomical forcing and proxy relevant model output.

4.3.1 Inorganic Carbon Cycling

Ocean circulation, CO2 solubility, nutrient dependent marine surface export pro-

duction, carbonate compensation, and terrestrial weathering are all impacted directly or

indirectly by astronomical forcing. These processes redistribute carbon among the atmo-

sphere, surface, and deep ocean while only the geological processes of carbonate compen-
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Figure 4.2: Astronomical evolution of key paleoceanographic proxies in Exp.4 including
inorganic carbon cycle feedbacks. (a) Time-series and associated Fast Fourier Transforms
(FFTs) of eccentricity forcing, and the resulting pCO2, δ

13C, and wt% CaCO3. FFT
peaks indicate peak astronomical periods in kyr. Feedback response during eccentricity (b)
minima and (c) maxima.
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sation and weathering add or remove carbon from the ocean-atmosphere system entirely.

Each feedback produces unique astronomical imprints on proxy relevant variables as de-

scribed in detail in Vervoort et al. (2021). Changes in ocean circulation, CO2 solubility,

and marine productivity are largely driven by local, seasonal temperature changes domi-

nated by precession and obliquity forcing that result in 19, 23 kyr (precession), and 39 kyr

(obliquity) cycles in the global atmospheric pCO2, benthic DIC δ13C, and wt% CaCO3.

However, global and seasonal averaging in the SYMM hemispherically symmetric world,

mutes these high-frequency signals. Temperature dependent terrestrial weathering com-

bined with carbonate compensation inflicts the greatest changes to the carbon cycle on

a global scale (Figure 4.2). During eccentricity maxima, the global temperature rises by

∼1°C (Vervoort et al., 2021) which results in higher rates of terrestrial (carbon) weathering.

The higher input of alkalinity in the form of bicarbonate to the ocean and increased ocean

temperatures promote the uptake of atmospheric CO2 and preservation of CaCO3. In this

processes, isotopically heavier carbon is removed from the ocean, leaving the ocean DIC

reservoir slightly isotopically depleted during eccentricity maxima.

An astronomically forced imbalance between carbon input and removal produces

predominantly 405-kyr-long eccentricity cycles in pCO2 and DIC δ13C. Even though ter-

restrial weathering varies mainly with precession forcing (surface land temperatures vary

seasonally and locally), the low-pass filtering effect of the large carbon reservoir removes

high frequency cycles and amplifies low frequency (405 kyr) cycles. The combined effect of

these carbon cycle feedbacks in Exp.4 results in a maximum variability in pCO2 of 46 ppm,
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maximum variability in DIC δ13C of 0.15‰, and 2.4 wt% variability in CaCO3 in the

SYMM configuration (Figure 4.2).

4.3.2 Marine Organic Carbon Burial

When the burial rates of Corg vary with astronomical forcing, as opposed to fixed

Corg burial in Exp.4, the burial rates fluctuate between 0.100-0.111 Pg C yr−1, mainly in re-

sponse to obliquity and precession forcing insolation changes. Corg burial rates co-vary with

the seasonally-driven marine export that is controlled by the nutrient supply to the surface

ocean via enhanced ocean overturning. As previously addressed in Vervoort et al. (2021), the

annual global mean export (and thus burial) variability on astronomical timescales is min-

imal because enhanced export on one hemisphere during favorable astronomical conditions

is canceled out by simultaneous reduced export on the opposite hemisphere. Eccentricity

has only a small influence on the Corg burial rates globally. During eccentricity maxima,

the ocean overturning is slightly more efficient at recycling nutrients to the surface but the

resulting changes in the three paleoceanographic proxies due to variable Corg burial rates

alone are negligable (blue lines in Figure 4.3).

The combined effect of the inorganic carbon cycle feedbacks and Corg in Exp.5

results in a maximum variability in pCO2 of 47 ppm, maximum variability in DIC δ13C

of 0.16‰, and 2.5 wt% variability in CaCO3 in the SYMM configuration, comparable to

those in Exp.4 (Figure 4.3).
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Figure 4.3: Astronomical evolution of key paleoceanographic proxies in Exp.5 including in-
organic carbon cycle feedbacks. (a) Time-series and associated FFTs of eccentricity forcing,
and the resulting pCO2, δ

13C, and wt% CaCO3. FFT peaks indicate peak astronomical
periods in kyr. In blue, the difference between Exp.5 and Exp.4, illustrating the isolated
impact of the Corg burial feedback on the paleoceanographic proxies. Feedback response
during eccentricity (b) minima and (c) maxima.
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Figure 4.4: Astronomical evolution of key paleoceanographic proxies in Exp.6 including in-
organic carbon cycle feedbacks. (a) Time-series and associated FFTs of eccentricity forcing,
and the resulting pCO2, δ

13C, and wt% CaCO3. FFT peaks indicate peak astronomical
periods in kyr. In blue, the difference between Exp.6 and Exp.5, illustrating the isolated
impact of the phosphorus cycle feedback on the paleoceanographic proxies. Feedback re-
sponse during eccentricity (b) minima and (c) maxima.
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4.3.3 Phosphorus Cycling

In Exp.6, the total ocean PO4 inventory varies with astronomical forcing as the

changing weathering fluxes carry PO4 to the ocean via river runoff in a fixed ratio with

temperature dependent silicate weathering, and P is removed from the ocean alongside

the variable Corg burial as a function of ambient oxygen concentrations. During eccen-

tricity maxima, global temperatures rise and terrestrial input of carbon and PO4 is en-

hanced, mainly via eccentricity forcing and a much smaller contribution of obliquity-driven

changes in global temperature (Figure 4.4). Because of the vast oceanic PO4 inventory

(2.95 × 1015 mol in our cGENIE set-up) and the relatively small weathering input fluxes

(1.15×1011 mol yr−1), several consecutive thousands of years of enhanced input are required

to noticeably change the total PO4 inventory. As a result, changes in the PO4 inventory lag

PO4 weathering fluxes by ∼12 kyr. Marine primary producers benefit from the rise in nutri-

ent availability during eccentricity maxima and the enhanced export of POC (and CaCO3)

ultimately generates greater POC and P burial fluxes. A temporal imbalance between the

input and output fluxes is inevitable due to the long PO4 residence time of ∼25 kyr in

our cGENIE set-up. The imbalance regulates the size of the PO4 inventory, resulting in

high-amplitude 100 and 405 kyr eccentricity cycles in marine PO4 concentrations.

Consequently, global burial rates of Corg vary between 0.090 and 0.139 Pg C yr−1

on eccentricity timescales. An excess of about 7,000 Pg C of isotopically light Corg is buried

during eccentricity maxima which lowers atmospheric CO2 concentrations and increases

the δ13C of DIC. The low-pass filtering effect of the marine carbon reservoir shifts spectral

power from the shortest eccentricity cycles to the long 405 kyr eccentricity cycles, almost
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completely removing any spectral power in the 100 kyr eccentricity band. In addition,

CaCO3 preservation becomes slightly enhanced at eccentricity maxima under the influence

of an open P cycle as the CaCO3 rain to the sediments increases. The combined effect of

the inorganic carbon cycle feedbacks, variable Corg burial, open P cycle in Exp.6 results in

a maximum variability in pCO2 of 89 ppm, maximum variability in DIC δ13C of 0.35‰,

and 3.6 wt% variability in CaCO3, roughly double the variability simulated in Exp.4 and

Exp.5 (Figure 4.3).

4.3.4 Geographic Controls

The hemispherically symmetric SYMM world is highly idealized and designed to

remove any effects that geography may have on the astronomical response of the Earth

system (Short et al., 1991; Roychowdhury & DeConto, 2019). As a result, the impact of

precession and obliquity cycles is minimized by hemispheric cancellation and seasonal aver-

aging. To illustrate, enhanced seasonal Corg burial in the Northern Hemisphere is canceled

out by a roughly equal amount of reduced burial in the Southern Hemisphere when the dis-

tribution of ocean shelves and basins is latitudinally mirrored, thereby muting the seasonal

impacts of precession and obliquity. Naturally, the continental distribution throughout

Earth’s history has never been perfectly symmetric across latitudes. To study the impact

of this simplification on our results, we design a completely asymmetric continental config-

uration (ASYM SH) with a landmass only in the Southern Hemisphere and 175-meter-deep

shallow shelves along the west and east coast of the continent. The total landmass and shelf

area are equal to that of the SYMM world.
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Figure 4.5: Astronomical evolution of key paleoceanographic proxies in Exp.6 including
inorganic carbon cycle feedbacks in a hemispherically asymmetric world (ASYM SH) and
associated FFTs of eccentricity forcing, and the resulting pCO2, δ

13C, and wt% CaCO3.
FFT peaks indicate peak astronomical periods in kyr. During the first 500 kyr of the
simulation, the model is equilibrating to new conditions. Hence, this interval has been
removed from the analyis.
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The responses of pCO2, benthic δ
13C of DIC, and wt% CaCO3 to astronomical

forcing in the ASYM SH experiment with the same set of feedbacks as the previously

described Exp.6, including inorganic carbon cycle processes, variable Corg burial, and an

open P cycle, are comparable to those in SYMM (Figure 4.5). During eccentricity maxima,

terrestrial weathering of carbon and P is enhanced which leads to reduced atmospheric CO2

concentrations, global rise in δ13C of DIC, and increased CaCO3 preservation as global POC

and CaCO3 export and marine burial rates are elevated. The global Corg burial rates vary

between 0.146 and 0.194 Pg C yr−1. The 405 kyr cycle is the dominant frequency in all three

proxies with a small contribution of short eccentricity in wt% CaCO3. Similar to SYMM,

precession and obliquity cycles are absent or only weakly present due to the low-pass filtering

effect of the vast ocean carbon and PO4 reservoir. An important difference between SYMM

and ASYM SH is that the burial of Corg in ASYM SH has a strong precession component

that is missing in SYMM due to hemispheric cancelation, although precession power does

not carry over into the CO2 and δ13C of DIC in ASYM SH.

Interhemispheric differences in the distribution of landmass and shelves roughly

double the amplitude of the astronomical variability recorded in the key environmental

variables. The maximum variability in pCO2 is 228 ppm, maximum variability in DIC δ13C

is 0.60‰, and about 5.9 wt% variability is simulated in CaCO3 (Figure 4.5). The amplitude

of benthic δ13C cycles approach those of early Cenozoic hyperthermals but the phasing with

respect to the global temperature on eccentricity timescales is opposite.
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4.3.5 Climate-Carbon Feedbacks of the Early Cenozoic

Benthic paleoclimate records of the early Cenozoic reveal a strong in-phase re-

lationship between δ18O, δ13C, and CaCO3 preservation on 100 kyr timescales linked to

eccentricity forcing (Littler et al., 2014; Westerhold et al., 2011; Westerhold, Röhl, Donner,

& Zachos, 2018) (Figure 4.6ac). Elevated global temperatures (low δ18O) coincide with the

release of isotopically light carbon (low δ13C) and dissolution of deep marine CaCO3 (low

coarse fractions or high iron (Fe) counts). While our results have improved our understand-

ing of Earth system response to astronomical forcing, the marine Corg burial dynamics and

global phosphorus cycling simulated here, on top of the inorganic feedbacks (Vervoort et

al., 2021), do not bring us closer to reconstructing the phase relation in proxy records of

the Paleocene and Eocene. Instead, the cumulative response of the key oceanographic pro-

cesses to astronomical forcing generates elevated δ13C of DIC and enhanced preservation of

CaCO3 during warm intervals at eccentricity maxima (Figure 4.6bd).

In addition, astronomically forced variations in the input and removal fluxes of

carbon from the atmosphere-ocean reservoir simulated in this study by terrestrial weathering

and marine sediment accumulation are too small to reproduce the notable 100 kyr cycles in

the early Cenozoic benthic δ13C records. The carbon residence time (total carbon inventory

divided by the input flux) regulates the strength of this low-pass filtering effect (Palike et

al., 2006). A greater change in the carbon fluxes than those simulated here would reduce

the residence time and weaken the spectral shift to lower frequency cycles.

Our study supports the idea that additional carbon cycle feedbacks need to be

invoked to explain the low δ13C and reduced CaCO3 during the warmer intervals of eccen-
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Figure 4.6: Comparison between early Cenozoic paleoceanographic proxy records of ODP
Site 1262 (Littler et al., 2014) and cGENIE model output in Exp.6. (a) ODP Site 1262,
benthic δ18O (negative temperature) versus benthic δ13C. (b) cGENIE model, benthic
negative temperature versus benthic δ13C. (c) ODP Site 1262, benthic δ18O (negative tem-
perature) versus iron (Fe) counts (negative CaCO3). (d) cGENIE model, benthic negative
temperature versus negative benthic CaCO3. Linear trend lines indicated by the red line.
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tricity maxima. For instance, Griffith et al. (2021) show that while surface export increases

during Eocene hyperthermals, the burial of marine Corg is reduced in open ocean settings as

metabolic rates of bacteria that break down Corg increase with temperature. This feedback

reduces open ocean burial of Corg, slightly lowers δ13C, and increases pCO2, providing a

positive feedback mechanism but it is unlikely that such temperature dependent remineral-

ization processes largely affect Corg burial rates in the neritic zone where the overwhelming

majority of marine organic matter burial occurs. In the cGENIE simulations presented

here, about 86% of Corg burial accumulates on the shelves and only 14% in deep ocean sed-

iments. Corg accumulation rates in neritic environments vary more strongly in response to

astronomically forced changes in redox conditions and/or nutrient availability that controls

surface export production (Kuypers et al., 2004). The enhanced supply of nutrients via

weathering during periods of warmth will lead to increased export production, expanded

oxygen minimum zones, and elevated marine organic matter accumulation (Poulton et al.,

2015; Ruvalcaba Baroni et al., 2020), similar to what we find in Exp.6.

In-phase δ18O-δ13C relationships similar to those in the early Cenozoic have been

identified across the Oligocene and Miocene (Palike et al., 2006; Holbourn, Kuhnt, Schulz,

Flores, & Andersen, 2007). It has been proposed that during this time interval, the burial

ratio of CaCO3 to Corg increases at eccentricity maxima as a result of enhanced nutrient

input to the shelves, thereby promoting preservation of shallow marine CaCO3 at the ex-

pense of Corg, and lowering ocean δ13C (Holbourn et al., 2007; Ma et al., 2011). While

reefal CaCO3 deposits are not simulated in our study, the ratio of CaCO3 to Corg burial

does increase during eccentricity maxima but the mean global burial rates of CaCO3 as well
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as Corg are elevated overall. However, the enhanced removal of relatively isotopically heavy

CaCO3 is roughly balanced by the enhanced input of weathered CaCO3 of similar isotopic

signature so it does not majorly impact the global δ13C (Figure 4.2). Only the enhanced

removal of isotopically light marine Corg during eccentricity maxima affects the global δ13C,

driving a positive δ13C excursion during warm intervals (Figure 4.4).

Other feedbacks that have been proposed to contribute to the Paleocene-Eocene

climate-carbon cycling include methane hydrate dynamics (Dickens, 2003; Lunt et al.,

2011) and terrestrial feedbacks such as temperature dependent terrestrial soil respiration

(Kirtland Turner, 2014; Honegger et al., 2020), wet-dry cycles and their influence on carbon

stored in wetlands (Zachos et al., 2010; Zeebe et al., 2017), and high-latitude permafrost

growth-thaw cycles (DeConto et al., 2012), though the occurrence of extensive methane

hydrate and permafrost formation may be unlikely during the warm greenhouse climate

state of the early Cenozoic (Buffett & Archer, 2004; Sluijs et al., 2009; Eberle et al., 2010).

Additional Earth system model experiments that simulate the response of the methane cy-

cle and terrestrial carbon storage to astronomical forcing are required to determine whether

these feedbacks are able to reduce the δ13C of DIC and CaCO3 preservation during warm

intervals driven by eccentricity forcing. The potential carbon release from these feedbacks

needs to be sufficiently high to counteract (and exceed) the impact of weathering on wt%

CaCO3 to initiate carbonate dissolution during periods of global warming. Likewise, the

carbon release needs to be sufficiently high to overrule the impact of marine Corg burial

on δ13C. In Exp.6, the excess Corg burial across 50 kyr of eccentricity maxima is about

7,000 Pg C. This implies that the carbon input from other sources needs to: (1) be greater
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than 7,000 Pg C, (2) have a much lighter isotopic signature than marine Corg, and/or (3) be

released more rapidly than marine Corg is buried across intervals of maximum eccentricity.

4.4 Conclusion

We have simulated the transient impact of astronomical forcing on climate and

the marine organic carbon and phosphorus cycle using a dynamic 3D carbon-enabled Earth

system model configured under greenhouse (ice-free) conditions. Particularly eccentric-

ity cycles control the annual global mean surface temperatures with direct consequences

for the terrestrial weathering rates of bicarbonate and nutrients—the primary controls on

(in)organic carbon and P cycle dynamics. During eccentricity maxima, global temperatures

are elevated by about 1°C and terrestrial weathering rates of alkaline carbon species and

P increase. The enhanced supply of bicarbonate and nutrients via runoff in tandem with

the elevated global temperatures promote the export production and burial rates of CaCO3

and Corg, thereby removing isotopically light carbon from the ocean-atmosphere system.

The 100 kyr and 405 kyr eccentricity cycles are prominently present in the astronomically

forced marine burial rates, yet, 100 kyr frequencies are removed from the resulting varia-

tions in pCO2 and δ13C of DIC by the low-pass filtering effects of the ocean carbon and

P reservoir. The 405 kyr eccentricity maxima coincide with reduced pCO2, and higher

oceanic δ13C and wt% CaCO3 in our simulations including Corg burial and P feedbacks.

These results are inconsistent with the in-phase relationships of δ18O-δ13C-CaCO3 recorded

in for instance early Cenozoic paleoceanographic records, suggesting that additional feed-

backs other than those tested here, likely related to the terrestrial carbon cycle, are needed
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to fully explain the dominant climate-carbon cycle dynamics on astronomical timescales

during ice-free greenhouse climate states.
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Chapter 5

System Architecture and Planetary

Obliquity: Implications for

Long-Term Habitability

Abstract - In the search for life beyond our Solar system, attention should be

focused on those planets that have the potential to maintain habitable conditions over the

prolonged periods of time needed for the emergence and expansion of life as we know it.

The observable planetary architecture is one of the determinants for long-term habitability

as it controls the orbital evolution and ultimately the stellar fluxes received by the planet.

With an ensemble of n-body simulations and obliquity models of hypothetical planetary

systems, we demonstrate that the amplitude and period of eccentricity, obliquity, and pre-

cession cycles of an Earth-like planet are sensitive to the orbital characteristics of a giant

companion planet. A series of transient, ocean-coupled climate simulations show how these
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characteristics of astronomical cycles are decisive for the evolving surface conditions and

long-term fractional habitability relative to the modern Earth. The habitability of Earth-

like planets increases with the eccentricity of a Jupiter-like companion, provided that the

mean obliquity is sufficiently low to maintain temperate temperatures over large parts of

its surface throughout the orbital year. A giant companion closer in results in shorter ec-

centricity cycles of an Earth-like planet but longer, high-amplitude, obliquity cycles. The

period and amplitude of obliquity cycles can be estimated to first order from the orbital

pathways calculated by the n-body simulations. In the majority of simulations, obliquity

amplitude relates directly to the orbital inclination whereas the period of obliquity cycles

is a function of nodal precession and the proximity of a giant companion.

5.1 Introduction

A wide range of factors determine whether or not an exoplanet may be considered

habitable (Horner & Jones, 2010; Cockell et al., 2016), although observational constraints

often limit us to applying the ’Habitable Zone’ (HZ) concept to evaluate planetary hab-

itability. The HZ describes the region around a star in which an Earth-sized planet can

theoretically host liquid surface water based on assumptions about the atmospheric prop-

erties and the incident stellar flux. One of the great advantages of the HZ concept is that

the luminosity of a host star and the semi-major axis of an exoplanet, that both control the

stellar flux, can typically be well constrained by observation (Marcy et al., 2005), allowing

the HZ status of a given planet to be quickly and easily assessed.
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However, it is crucial to take the temporal evolution of those variables into con-

sideration when assessing a planet’s long-term habitability potential (Menou & Tabachnik,

2003; Spiegel et al., 2010; Meadows & Barnes, 2018; Truitt et al., 2020). In terms of planet

habitability, attention should be focused on those planets that are likely to maintain temper-

ate conditions over the prolonged periods of time relevant for the emergence and expansion

of life as we know it. This requires a detailed investigation of the dynamic evolution of the

planetary system. For instance, the luminosity of stars slowly increase during their time

on the “main sequence” phase, e.g. the Sun’s luminosity increased by at least 30% over

the last four billion years (Feulner, 2012). The HZ slowly moves outward on billion-year

timescales as the stellar luminosity evolves (Rushby et al., 2013; Truitt et al., 2020).

The star-planet distance varies on much shorter timescales, particularly for planets

on eccentric orbits. Eccentric planets experience great changes in the stellar flux as the

planet moves along its orbit around the star (Spiegel et al., 2010; Dressing et al., 2010;

Linsenmeier et al., 2015) and, in the most extreme cases, planets could leave and re-enter

the traditional HZ through the course of an orbital year (Kane & Gelino, 2012; Williams &

Pollard, 2002; Bolmont et al., 2016). Whilst temporarily leaving the HZ does not necessarily

make a planet inhospitable (Dressing et al., 2010), the stellar flux variability that results

from such eccentric orbits will have consequences for the prevalent surface climate conditions

that should be evaluated and quantified.

The distribution of the incoming stellar flux is a function of 1) the rotation rate,

i.e. daytime vs nighttime duration, 2) the tilt (obliquity) of a planet’s rotational axis

relative to the star, and 3) the orientation (precession) of the axial tilt during a given time
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of year (Milankovitch, 1941; Berger, 1978; Dobrovolskis, 2013; Linsenmeier et al., 2015).

Hemispheric differences in the incident stellar flux arise from precession. On eccentric

planets, the hemisphere pointing to the star during perihelion receives greater stellar flux

in summer than the other. Obliquity regulates the seasonal intensity as the axial tilt

controls the stellar flux at a given latitude throughout the orbital year. The influence

of obliquity can dominate over the influence of eccentricity depending on the degree of

tilt and orbital ellipticity (Kane & Torres, 2017). Ultimately, eccentricity in tandem with

obliquity and precession control the incoming stellar flux and regulate the spatiotemporal

surface conditions. Several studies have demonstrated the impact of obliquity on surface

climate (Spiegel et al., 2009; Ferreira et al., 2014; Linsenmeier et al., 2015; Kilic et al.,

2017; Colose et al., 2019) and found that multiple stable climate states (ice-free, partially

ice-covered, fully ice-covered) can exists under a range of obliquity values, assuming Earth-

like atmospheric composition and rotation rates (Kilic et al., 2017). Yet, obliquity and

precession are often ignored when assessing planetary habitability potential because these

astronomical parameters are unattainable with the current observational technology (Gaidos

& Williams, 2004).

An additional complication comes from the fact that planets are rarely solitary.

Gravitational interactions between planets drive cyclic variations in orbital eccentricity and

inclination on timescales of thousands to millions of years that, in turn, perturb the axial

obliquity and precession (Kinoshita, 1977; Laskar, Joutel, & Boudin, 1993; Atobe et al.,

2004). The extremity and duration of these quasi-periodic orbital and rotational cycles

control the surface conditions and can significantly influence the potential habitability of a
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planet in the long-term (Spiegel et al., 2010; Armstrong et al., 2014; Way & Georgakarakos,

2017; Deitrick, Barnes, Bitz, et al., 2018). For Earth, variations in its orbital eccentricity,

mainly induced by Jupiter’s gravitational influence, are relatively small (∼5%) (Laskar, Jou-

tel, & Boudin, 1993). Nonetheless, those modest variations in combination with obliquity

and precession dynamics, have regulated the growth and retreat of polar ice caps across

the Quaternary glacial-interglacial cycles. Large parts of the Earth’s surface fortunately

remained ice-free (i.e. habitable) even during the most extreme glacial cycles of the recent

geologic past. Astronomical cycles on other HZ exoplanets may, however, be more extreme

and cause those planets to experience variations in stellar flux of different magnitude and

frequency that could repeatedly increase or decrease its habitability (Spiegel et al., 2010;

Armstrong et al., 2014).

Despite the observational challenges that limit full characterization of HZ exoplan-

ets and the planetary architecture of their host systems, the use of n-body simulations in

combination with obliquity and climate models can help to identify the HZ planets with

the greatest long-term habitability potential. N -body simulations are now regularly used

to evaluate the dynamical stability of planetary systems, refine orbital parameters, and

reconstruct the orbital evolution of newly discovered exoplanets on timescales of millions

of years (Marshall et al., 2010, 2020; Horner et al., 2011, 2019; Matsumura et al., 2013;

Tóth & Nagy, 2014; Agnew et al., 2019; Kane et al., 2021). An obvious extension of such

modelling is to apply the orbital results to obliquity models to calculate a range of possible

obliquity solutions based on assumptions about the planetary characteristics (Shan & Li,

2018; Quarles et al., 2020, 2022). Finally, the eccentricity, obliquity, and precession param-
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eters can be applied to climate models to simulate the long-term climate cycles of the given

planet. This sequential methodology has been applied to both hypothetical (Armstrong et

al., 2014) and observed (Shields et al., 2016; Quarles et al., 2020, 2022) planetary systems.

The simplest simulations of exoplanet climates feature steady state scenarios that

generate surface climate conditions under a fixed astronomical configuration, providing

first order estimates of how surface climate conditions might change with astronomical

forcing (Williams & Pollard, 2003; Spiegel et al., 2009; Dressing et al., 2010; Dobrovolskis,

2013; Ferreira et al., 2014; Linsenmeier et al., 2015; Wang et al., 2016; Kilic et al., 2017;

Kang, 2019). However, climate systems do not transition instantaneously from one stable

state into another, but instead experience some form of climate inertia and require time

to adjust to new conditions. Slowly responding ice sheets, vast ocean basins with a large

heat capacity, or slow (bio)geochemical processes can make climate systems resistant to

rapid changes in the radiative energy balance. Transient climate simulations that include

processes contributing to climate inertia are therefore necessary to study the long-term

astronomical climate evolution that results from the dynamical evolution of a planetary

system (Spiegel et al., 2010; Armstrong et al., 2014; Way & Georgakarakos, 2017; Deitrick,

Barnes, Quinn, et al., 2018; Georgakarakos et al., 2018).

In this study, we use a n-body ensemble of hypothetical planetary systems (Horner

et al., 2020) and apply obliquity calculations to investigate the extent to which planetary

architecture influences the long-term dynamical evolution of an Earth-like planet in the HZ.

Transient ocean-coupled climate models, with the three astronomical parameters varying

simultaneously, are applied to a subset of these across the million-year timescale relevant for
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the evolutionary development of life, to evaluate their impact on the long-term habitability

potential.

The methods are outlined in Section 5.2. Our results are presented in Section 5.3,

following which, we discuss the implications for the long-term climate evolution and habit-

ability in Section 5.4. Two parameters important for the reconstruction of obliquity cycles,

but uncertain for most HZ planets in other exoplanet systems, are the dynamical elliptic-

ity and tidal torques. Their impact on spin dynamics are addressed in Section 5.5 before

summarizing our main findings in Section 5.6.

5.2 Methods

To illustrate to what extent planetary architecture and orbital dynamics influence

the long-term habitability potential of planets in the Habitable Zone, we use an ensemble of

pre-existing hypothetical planetary systems very similar to our own Solar system (Horner

et al., 2020). The planetary architecture is modified to create hypothetical systems via

systematic changes to the initial orbital characteristics of the Jupiter-mass planet. The

resulting orbital evolution of the Earth-like planet is recorded and used as input to the

obliquity model to calculate its obliquity and precession cycles. Finally, transient climate

simulations are carried out to estimate the impact of the eccentricity, obliquity, and pre-

cession on the surface climate. The results are reported in terms of areal sea ice extent

and fractional habitability (as per Spiegel et al. (2009)), allowing us to assess the impact

of planetary architecture on the long-term habitability potential. For direct comparability

between the habitability potential of our planet in its current state and that of an Earth-like
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Figure 5.1: Schematic depiction of the impact of nodal precession Ω on the obliquity ϵ of
a planet. (a) The orbit is tilted i° relative to the reference plane with orbital normal n.
The Northern Hemisphere of the planet is tilted away during a given time of year with an
angle ϵ between the rotational axis and the orbit normal n′. (b) The nodal precession has
rotated the orbital plane 180° and the orbit is tilted -i° relative to the reference plane. If the
rotational axis would remain fixed relative to the fixed background stars, the new obliquity
is ϵ − 2i. (c) However, solar and lunar torques pull the equatorial bulge toward the solar
and lunar planes, driving precession of the rotational axis while affecting the obliquity
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planet in a planetary system with a different architecture, we adopt Earth-like parameter

values in the obliquity and climate models.

5.2.1 Dynamical n-Body Simulations

A detailed description of the n-body framework is provided in (Horner et al., 2020).

In summary, an extensive suite of n-body simulations was carried out using the Hybrid in-

tegrator within the Mercury software (Chambers, 1999). The software was modified to take

account of first-order post-Newtonian corrections (Gilmore & Ross, 2008) to ensure that

the orbital evolution of the planet Mercury, and its resulting perturbations on the other

planets, is accurately described. The ensemble consists of 159,201 individual hypothetical

(‘alternative Solar system’) simulations in which the initial orbits of Mercury, Venus, Earth,

Mars, Saturn, Uranus, and Neptune were consistent with the modern Solar system config-

uration and Jupiter’s initial orbit was altered. Our hypothetical systems are not tied to

any prior planet formation modelling. Rather than presenting the final results of a planet

formation process, they are instead used as theoretical test cases to illustrate how different

planetary architectures would impact the orbital variability of an Earth-like planet - using

the modern Earth as a convenient and well-studied example.

In the ensemble of 399×399 simulations, the initial Jupiter semi-major axis (aJ)

ranges from 3.2 to 7.2 au, within the 3-10 au range of peak-frequency proposed for gas

giants (Bryan et al., 2016). The initial eccentricity of Jupiter (eJ) ranges from 0.0 to 0.4,

consistent with the observed range of eccentricities in multi-planet systems (Weiss et al.,

2013; Motalebi et al., 2015; Van Eylen & Albrecht, 2015). It is likely that Jupiter-like

planets at orbital radii less than 3.5 au would limit the formation of terrestrial planets
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beyond 1 au, whilst a Jupiter as the inner most giant at greater than 10 au orbital radii

would allow formation of additional planets beyond Mars’ current semi-major axis and

would thus likely result planetary architectures very different than our own Solar system

(Nagasawa et al., 2007). Stable simulations were integrated over 10 Myr. Approximately

74% of the simulations were deemed unstable and terminated prematurely when any of the

planets collided with the Sun, with each other, or reached a heliocentric distance of 40 au.

5.2.2 Obliquity Model

We use the spin dynamics model described in (Laskar, Joutel, & Boudin, 1993),

based on the equations of the rigid-Earth theory (Kinoshita, 1977), to calculate the obliquity

and climatic precession cycles of an Earth-like planet and their evolution over time (see

Appendix and equations therein). The model is calibrated specifically to Earth for which

the spin dynamics are, to the first order, controlled by orbital dynamics and tidal interaction

with the Moon and the Sun (Ward, 1982; Laskar, Joutel, & Boudin, 1993; Laskar, Joutel,

& Robutel, 1993; Williams, 1993; Neron de Surgy & Laskar, 1997; Waltham, 2015). Other

planet dependent parameters, including Earth’s angular momentum (ν = 2π 24h−1) and

dynamical ellipticity (ED = 0.00328) are taken to be equal to the canonical values for the

modern day Earth. An initial obliquity of ϵ0 = 23.4° is chosen to maintain consistency across

all experiments, but we note that the solution of any obliquity model will be sensitive to

the chosen initial conditions as shown in detail for a moonless Earth by (Lissauer et al.,

2012). A sensitivity analysis is conducted to verify our results (see Appendix C).

The obliquity model is integrated for 10 Myr of which the last million years are

simulated with the climate model. The relatively short integration time provides a lower
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Figure 5.2: Schematic depiction of the impact of apsidal and axial precession on the planet’s
climatic precession. Upper panels show top-views. Bottom panels show side-views. (a) A
planet on a plane of reference with the Southern Hemisphere tilted to the Star during
perihelion and the position of the vernal equinox indicated with Υ. (b) The orbit has
rotated relative to the fixed background stars, a movement known as apsidal precession
ω. If the rotational axis would remain fixed relative to the background stars, the vernal
equinox now occurs during perihelion. (c) However, the planetary axis rotates over time
so the location of the vernal equinox moves relative to the reference direction. The apsidal
precession direction is opposite from the axial precession thus climatic precession cycles
experienced by the planet are more rapid than the axial precession cycles.

estimate for the total range of obliquity variations. The total range of variation on 100 Myr-

timescales likely differs by a few degrees (Lissauer et al., 2012). Planetary system chaos

may induce a shift in the mean obliquity on Gyr timescales that we are unable to capture,

however, when observing a planet and assessing its long-term habitability potential in search

for life, the most recent past and future (±500 Myr) obliquity variations are most relevant.

A caveat of this obliquity model is that it does not account for any changes in

the angular momentum of the Earth-Sun and Earth-Moon system. Angular momentum

scales directly with eccentricity, and any major deviations in the orbital eccentricities of
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the Earth and Moon may therefore impact the results. However, the model has previously

been used to reconstruct the Earth’s obliquity and precession cycles for the past 10 million

years and beyond within reasonable error (Laskar, Joutel, & Boudin, 1993), and is expected

to produce accurate results in >82% of simulations in which the angular momentum of the

Earth-like planets is similar to that of the modern Earth (Figure 5.3b, blue-white shading).

Hypothetical systems with more extreme eccentricity variations should be interpreted with

caution as the deviation in angular momentum relative to its circular counterpart grows

(Figure 5.3b, red shading) (Barnes & Quinn, 2004; Kane & Raymond, 2014).

A near circular orbit of the Moon is assumed in all simulations to allow for direct

comparability with our Earth. Whilst studies have suggested potential higher lunar eccen-

tricities during the early evolution of the Earth-Moon system (Touma & Wisdom, 1998),

tidal dissipation has circularized the lunar orbit over time (Zahnle et al., 2015). Periodically

elevated eccentricities of Earth may inject eccentricity into the lunar orbits that the model

does not account for.

5.2.3 Obliquity-Precession Dynamics

Gravitational interactions between Earth and the other planets in the Solar system

cause quasi-periodic variability in Earth’s eccentricity e, orbital inclination i, the longitude

of the ascending node Ω (the angle between a reference direction and the ascending node,

measured in a reference plane), and the argument of perihelion ω (the angle between the

ascending node and perihelion, measured in the orbital plane). Such orbital cycles directly

translate into systematic perturbations of the climatic precession e sinϖ and obliquity ϵ
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Figure 5.3: Maximum eccentricity and mean angular momentum deficit. (a) The maxi-
mum eccentricity of an Earth-like planet under different planetary architectures, i.e. with
a Jupiter-like planet having different initial semi-major axes and eccentricity. (b) The
percentage of deviation in angular momentum (AMD) relative to that of a circular orbit,
calculated as the mean deviation across the 10 Myr integration time. Blue colors indicate
AMDs less than the modern Earth, below 0.0477%. The red circle is the current position
of Jupiter in our Solar system.

experienced by the Earth. To emphasize: inclination is defined throughout the text as the

angle between the orbital plane and a reference plane whereas obliquity refers to the angle

between the planetary orbit normal and the rotational axis (Figure 5.1).

Nodal precession describes the change in the orientation of the orbit normal relative

to a reference plane. In other words, the tilt of the orbit relative to the fixed background

stars changes over the course of a nodal precession cycle. A positive change reflects a

clockwise motion when looking down at the system from above its north pole, as currently

experienced by Earth. Planets in other systems can rotate anti-clockwise (negative change).

To illustrate the effect of nodal precession on the planetary obliquity, assume for simplicity

that the axial orientation remains fixed relative to the background stars. At t0, Earth’s

obliquity is ϵ0 (Figure 5.1a). After half a nodal precession cycle the orbital inclination has
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rotated by 180°, and the axial obliquity would reduce by twice the orbital inclination angle

(ϵ0 − 2i) (Figure 5.1b).

However, the Earth is markedly oblate as a result of its relatively fast rotation.

The orientation of the planet’s spin axis rotates when solar and lunar torques essentially

pull the equatorial bulge toward the ecliptic. These forces have been proposed to stabilize

the long term obliquity oscillations of our planet (Ward, 1982; Laskar, Joutel, & Robutel,

1993; Williams, 1993), although more recent work suggests that obliquity variations would

still remain relatively sedate in absence of a large moon (Lissauer et al., 2012; Li & Batygin,

2014). Because the planet’s rotational axis as well as the orbit normal both precess in a

clockwise direction (top-down view), the location of the equinoxes rotate. The equinoxes

are defined by the two locations in a planetary orbit where the Sun is positioned directly

above the equator (Figure 5.1c). The nodal and axial precession of a planet combine to

drive the axial obliquity cycles relative to the orbital plane. The full equations are shown

in Appendix C. To first order, the period of obliquity cycles can be approximated by:

1

Pψ
− 1

PΩ
=

1

Pϵ
(5.1)

where Pψ and PΩ are the periods of axial and nodal precession, respectively. Pϵ is the

resulting period of the axial obliquity cycle. For the modern Earth (in yr),

1

25, 700
− 1

68, 000
≈ 1

41, 000
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Apsidal precession describes the rotation of the orbital plane of a planet relative to

the fixed background stars and, together with axial precession, determines the period of the

climatic precession cycles (Figure 5.2). The climatic precession ϖ is the change in the angle

between the moving vernal equinox and perihelion, modulated by the orbital eccentricity

following e sinϖ. When the orientation of the orbital plane is fixed, the vernal equinox

rotates (clockwise) with an angular velocity equal to the axial precession (Figure 5.2b).

However, the orbital plane also rotates over time, in the opposite direction for modern

Earth, and thus the vernal equinox occurs slightly earlier (Figure 5.2c). The full equations

are shown in Appendix C. To first order, the period of climatic precession cycles can be

approximated by:

1

Pψ
− 1

Pω
=

1

Pϖ
(5.2)

where Pω and is the period of apsidal precession, and Pϖ is the resulting period of the

climatic precession cycle. For the modern Earth (in yr),

1

25, 700
− 1

−303, 000
≈ 1

23, 000

5.2.4 Atmosphere-Ocean-Sea Ice Model

The simultaneous impact of the alternate eccentricity, obliquity, and climatic pre-

cession cycles on the surface temperature and sea ice extent are simulated with the GENIE

Earth system model comprised of a coupled 2D Energy Moisture Balance Model (EMBM),

3D frictional geostrophic ocean model (Edwards & Marsh, 2005; Marsh et al., 2011), and
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a thermodynamic sea ice model (Weaver et al., 2001). The model, coupled to models of

atmospheric chemistry and marine biogeochemistry, has previously been used to success-

fully simulate recent glacial and interglacial conditions (Marsh et al., 2006; Ma & Tian,

2014; Kemppinen et al., 2019), to reconstruct a wide variety of other paleoclimate states

throughout Earth’s geologic history (Donnadieu et al., 2006; Meyer et al., 2008; Panchuk

et al., 2008; Crichton et al., 2020), for comparison between steady state and transient runs

(Lunt et al., 2006), and to simulate changing surface conditions over a multi-million-year

timescale in response to astronomical forcing (Vervoort et al., 2021).

Heat exchange between the ocean, sea ice, atmosphere, and the continents is bal-

anced by incoming short wave radiation, sensible and latent heat fluxes, and outgoing long

wave radiation calculated from the atmospheric relative humidity and greenhouse gas con-

centrations (Edwards & Marsh, 2005). We use a seasonally resolved set-up with 96 time

steps per year and apply the modern solar constant of 1368 Wm−2. The distribution of the

incoming radiation is calculated directly from the astronomical parameters (Berger, 1978),

which are specified in 1000 year intervals. The incoming short wave radiation is also a

function of the prescribed surface albedo and temperature-dependent sea ice albedo. At-

mospheric heat diffusivity is given by an exponential function that includes latitude as an

input variable (Edwards & Marsh, 2005). Sea ice growth rates are calculated from the ice

thickness, areal fraction, heat fluxes from the overlying atmosphere and underlying ocean,

the density for water and ice, and the latent heat of fusion of ice (Weaver et al., 2001).

For the purpose of this study, and to facilitate direct comparison with the present-

day Earth, we adopt a planetary rotation rate of 2π 24h−1 and use a continental distribution
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similar to the Earth’s modern configuration on a 36 by 36 equal-area grid (10° longitude and

uniform in sine of latitude). Geostrophic ocean dynamics are simulated spatially and across

eight vertical ocean depth levels with a maximum depth of 5000 meters. Atmospheric CO2

concentrations are prescribed to 278 ppm to recreate preindustrial greenhouse gas forcing.

When implementing modern (fixed) astronomical input parameters, the simulated global

mean air temperature is about 13°C, and the sea ice area is approximately 10×106 km2,

consistent with the preindustrial surface of the Earth (Peng & Meier, 2018).

5.3 Results

The dynamical results of the hypothetical n-body systems are published in (Horner

et al., 2020). To summarize, the ensemble shows that an eccentric Jupiter-mass planet in

close proximity to an inner Earth-like planet results in more rapid eccentricity and incli-

nation cycles of the Earth-like planet. Likewise, a Jupiter-mass planet that is located at

greater heliocentric distance, or on a more circular orbit, drives low frequency orbital cycles

of the Earth-like planet. The orbital parameters of this ensemble serve to generate the time

series of climatic precession and obliquity used in this work. Multitaper method spectral

analysis is applied using Astrochron (Meyers, 2014) to the output of the obliquity model to

extract the period of the main spin cycles. For each of the stable simulations, the spectral

peak with the highest significant power is identified and their frequencies converted to the

respective period. The results are summarized in Figures 5.4 and 5.5.
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Figure 5.4: The period of the main climatic precession cycle of an Earth-like planet under
different planetary architectures, i.e. with a Jupiter-like planet having different initial semi-
major axes and eccentricity. Climatic precession is defined here as e sinϖ. The red circle
indicates the current position of Jupiter in our Solar system.

5.3.1 Precession Cycles

The period of climatic precession cycles is sensitive to the architecture of a plane-

tary system (Figure 5.4). In our ensemble of simulations, abrupt changes in the main period

of precession cycles are attributed to a switch between the planet(s) with the strongest in-

fluence on the apsidal precession of the Earth-like planet.

Jupiter exerts a dominant control on the apsidal movement of Earth’s orbit in our

own Solar system, with a frequency g5 of 4.3” yr−1, or period Pω5 of 303 kyr, resulting

in climatic precession cycles with a period of 23 kyr (Equation 2). If the Jupiter-mass

planet is instead located at a smaller heliocentric distance, its apsidal precession cycles

accelerate, and the frequency g5 decreases. Whilst the apsidal precession of an Earth-like

planet inherits some of this signal by precessing at a lower frequency, the impact on the
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climatic precession period is small, following Equation 5.2. When a Jupiter-mass planet

is located between 3.2 and 5.3 au and has an eccentricity lower than approximately 0.05,

the apsidal precession of Earth-like and Mars-like planets display resonant behaviour. The

apsidal precession of the Earth-like planet varies rapidly with a frequency g3 86.4” yr−1 (or

period of 15 kyr) while the apsidal precession of a Mars-like planet is about twice as rapid,

varying with a frequency g4 178.7” yr−1 (or period of 7.3 kyr). The switch in the dominant

resonant interaction is evident from the stark color transition that distinguishes dominant

24 kyr cycles driven by the Jupiter-mass planet from cycles with a period less than 17 kyr

driven by the interaction between the Earth-like and Mars-like planets (Figure 5.4).

The climatic precession period exceeds 30 kyr when the Jupiter-mass planet is

located near 3.2 au with an eccentricity greater than 0.05, or when the Jupiter-mass planet

is located near 4.6 au with an eccentricity close to 0.15 (yellow areas in Figure 5.4). Longer

precession cycles near 3.2 au result from the interaction between the apsidal precession of

the Earth-like, Mars-like and Jupiter-like planets with g5 1.82” yr−1. When aJ ≈ 4.6 au,

the apsidal precession of the Earth-like, Venus-like, Jupiter-like, and Saturn-like planets are

intimately connected, varying with frequency g5 7.52” yr−1.

5.3.2 Obliquity Cycles

The obliquity period is related to the nodal precession frequency. With a Jupiter-

mass planet closer to the star, the nodal precession cycles of the inner Earth-like planet

shorten, resulting in obliquity cycles of lower frequency because the nodal and axial preces-

sion both rotate in a clockwise direction (Equation 5.2, Figure 5.5, Figure C.2). The main
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Figure 5.5: The period of the main obliquity cycle of an Earth-like planet plotted on
a logarithmic scale, under different planetary architectures, i.e. with a Jupiter-like planet
having different initial semi-major axes and eccentricity. The red circle indicates the current
position of Jupiter in our Solar system.

axial obliquity cycles reach a period greater than 300 kyr when the Jupiter-mass planet

is located near 3.2 au. Here, the nodal precession of the Earth-like and Mars-like planets

display resonant behaviour with frequency s3 of 43.03” yr−1 and frequency s4 about twice

as high. If the giant planet is positioned close to 6.1 au, the dominant obliquity cycles have

a relatively low frequency. The orbital architecture of the planetary system here results in

low amplitude 40 kyr obliquity cycles superimposed on chaotic, high amplitude cycles with

a period greater than 1 Myr as a result of secular resonance between the Venus-like and

Earth-like planet.

The frequency of obliquity (and climatic precession) cycles have a critical influence

on the surface climate evolution via time dependent climatic processes (Spiegel et al., 2010;

Armstrong et al., 2004; Deitrick, Barnes, Quinn, et al., 2018). However, the amplitude of the
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Figure 5.6: The maximum variation in the obliquity (in degrees) of an Earth-like planet,
under different planetary architectures, i.e. presence of a Jupiter-like planet with different
initial semi-major axes and eccentricity. Both panels display the same data on (a) linear
and (b) logarithmic scales to distinguish between high and low amplitude variations. The
red circle tagged ‘a’ indicates the current position of Jupiter in our Solar system. Pink
circles tagged ‘b’, ‘c’, ‘d’ indicate simulations used for the reconstruction of surface climate
conditions.

cycles are equally important from a climatological perspective. The amplitude determines

the variation in the amount of stellar energy received at any given latitude, both on seasonal

and astronomical timescales. In the majority of our simulations, the obliquity does not vary

by more than 5° (Figure 5.6), consistent with the range of the simulated orbital inclinations

(Horner et al., 2020). More extreme obliquity oscillations occur at eJ = 4.1 au, 4.5 au,

and 4.7 au, where the high amplitude obliquity oscillations are the direct result of high

amplitude oscillations in the orbital inclination. For instance, a 15° range in the orbital

inclination translates to a 2× 15° ≈ 30° range in the obliquity (Figure 5.1).

Some exceptionally high obliquity variations unrelated to orbital inclination are

simulated when the Jupiter-mass planet is located at small semi-major axes (Figure 5.6

and 5.7a) and the period of a nodal precession cycle PΩ is shorter than that of the axial
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Figure 5.7: Eccentricity e, inclination i, and obliquity ϵ cycles over nine million years for
two example Earth-like planets. (a) High obliquity Earth-like planet that varies with an
amplitude greater than the amplitude of orbital inclination. (b) Chaotic behaviour in the
obliquity cycles of an Earth-like planet. Note the different y-axis scale for the bottom
panels.

precession cycle Pψ (Equation 5.2). The frequency of the nodal precession of the Earth-like

planet is high enough to excite the axial obliquity to angles greater than those associated

with the orbital inclination (Horner et al., 2020). The resonant behaviour between the

Venus-like and Earth-like planets excites the obliquity to values much greater than those

of the orbital inclination in the region near 6.1 au (Figure 5.6). The obliquity evolution

displays chaotic behaviour in these regions over the simulated timescales (Figure 5.7b).

5.3.3 Surface Climate Simulations

We select four examples to evaluate the impact of planetary architecture and or-

bital dynamics on the long-term climate conditions and habitability potential of an Earth-

like planet. The four example cases, indicated in Figure 5.6, represent Earth-like plan-

ets that experience a wide range of orbital frequencies and amplitudes. Their calculated

temporally-evolving eccentricity, precession, and obliquity parameters are applied to the

141



Earth system model to calculate the total amount and spatial distribution of incoming stel-

lar radiation. The model is integrated for 1 Myr (Figure 5.8). Two variables of interest for

the purpose of discussing the impact of planetary architectures on the long-term climate

evolution and habitability are the surface temperature and the areal extent of (sea) ice.

Seasonally resolved 3D model output is generated every 2500 years by averaging the sur-

face temperature and sea ice extent across three-month intervals to evaluate the changing

surface conditions over astronomical timescales and the seasonal contrast under different

astronomical configurations. The method described by Spiegel et al. (2009) is adopted to

calculate the annual global mean fractional habitability for each saved time interval in all

four simulations. A grid cell is deemed habitable and assigned a value of 1 if the overlying

air temperature lies between 0-100°C. Grid cells covered in sea ice and/or with an overlying

air temperature below 0°C or above 100°C, are assigned a value of 0 and are considered

inhospitable. The annual global mean fractional habitability is spatially averaged and the

seasonal range in fractional habitability is shown in grey (Figure 5.8e).

First, we simulate the evolution of Earth’s surface conditions in our own Solar

system (Figure 5.8a). The annual mean sea ice extent is about 11×106 km2 with min-

ima during the Northern Hemisphere (NH) summer months of 4.5×106 km2 and maxima

during NH winters of 15×106 km2 – consistent with observational satellite data (Peng &

Meier, 2018). The extent of perennial (year-round) sea ice is largely controlled by the NH

summer insolation driven by eccentricity-modulated precession forcing. Seasonal (winter)

sea ice extends to an area about four times as large, and is less sensitive to precession

and eccentricity. The amount of irradiation that reaches polar latitudes during winter is
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minimal and partially controlled by the obliquity angle. Across the 1 Myr simulation, the

annual mean fractional habitability varies only minimally. Approximately 75% of land area

is considered habitable whereas the fractional habitability of the surface ocean is about

90% (Figure 5.8e), resulting in a weighted global mean fractional habitability of 85%. This

value is identical to that of the fractional habitability inferred from the 2004 NCEP/NCAR

temperature reconstructions (Spiegel et al., 2009).

The second example demonstrates the climatic effect of relatively short period

and high amplitude eccentricity and precession cycles using a simulation with a Jupiter-

mass planet located at 4.65 au and an eccentricity of 0.40. The two main eccentricity

cycles experienced by the Earth-like planet have periods of 50 and 100 kyr varying over

a total range of 0.2. Precession cycles have a 25 kyr period (Figure 5.4). The extent of

seasonal sea ice is directly controlled by eccentricity forcing. A more eccentric orbit results

in elevated global mean temperatures and reduced polar sea ice, particularly during the

NH summer months. The extent of perennial sea ice varies more rapidly with precession

forcing modulated by the eccentricity (Figure 5.8b). The low obliquity angle minimizes

seasonal contrast and allows for a relatively greater maximum extent of perennial sea ice

(13×106 km2) when the NH is tilted toward the star during aphelion, regardless of the

orbital eccentricity of the Earth-like planet at the time. Despite the greater annual mean

extent of sea ice in this simulation compared to that of the modern Earth, the fractional

habitability of the surface ocean is greater (Figure 5.8e). For the Earth-like planets in this

study, the fractional habitability is determined mainly by the lower 0°C limit rather than

the upper 100°C limit. Even at high eccentricity, the thermal inertia of the ocean maintains
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Figure 5.8: Sea ice extent and fractional habitability on an Earth-like planet for four ex-
emplar dynamically stable planetary systems. (a) Current Earth with Jupiter eccentricity
eJ=0.05 and Jupiter semi-major axis aJ=5.20 au. (b) Highly eccentric Jupiter-mass planet
eJ=0.40 and aJ=4.56 au. (c) Close-in Jupiter-mass planet with circular orbit eJ=0.00 and
aJ=3.20 au. (d) Close-in Jupiter-mass planet with circular orbit eJ=0.00 and aJ=3.21 au.
Eccentricity (solid) and obliquity (dashed) over time in the upper panels. The areal extent
of perennial (year-round) and seasonal sea ice (in 106 km2 and % ocean area covered in ice)
in the lower panels. (e) The annual mean fractional habitability over land versus ocean for
each 2,500-year time interval of the four Earth-like planets. The grey area indicates the
seasonal range in fractional habitability over land and ocean.
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temperatures well below 100°C. However, large parts of the sea ice-free Southern Ocean that

experience subzero temperatures on the modern Earth reach temperatures above 0°C when

the eccentricity is higher and obliquity lower. This raises the fractional habitability. The

fractional habitability over land is also higher compared to the modern Earth simulation

because the annual global mean stellar energy received at the top of the atmosphere increases

with eccentricity, resulting in higher overall temperatures and a reduced extent of regions

with temperatures below 0°C. This scenario has the smallest seasonal range in fractional

habitability due to the low obliquity (Figure 5.8e).

The smallest areal extent of sea ice is simulated in the third scenario, where a

Jupiter-mass planet is positioned at 3.20 au. The mean obliquity angle across the 1 Myr

simulation is approximately 70° (Figure 5.8c). All sea ice melts during summer but winter

temperatures drop below freezing, facilitating the production of seasonal sea ice with a max-

imum area of 7×106 km2 when the obliquity angle is smallest. The fractional habitability

over land and ocean is much reduced compared to Earth today (Figure 5.8e) because the

extreme obliquity drives winter temperatures below 0°C across a wide range of latitudes.

The minimum fractional habitability over land and ocean is 37% and 80%, respectively.

High amplitude variations in the obliquity angle occur when a Jupiter-mass planet

is located at 3.21 au (Figure 5.8d). The ∼60° obliquity angle prevents the formation and

preservation of sea ice throughout the summer months so sea ice is only present during winter

in the first 400 kyr. When the obliquity falls below ∼30°, the polar summer insolation

becomes sufficiently low to preserve perennial sea ice. In this scenario, the eccentricity

variations in the orbit of the Earth-like planet are too small to exert a notable effect on
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the surface conditions. The mean fractional habitability is slightly lower than that of our

Earth due to the periodically high obliquity and extreme seasonality that cause an increase

in the area experiencing sub-freezing temperatures during winter (Figure 5.8e).

A recurring feature in all simulations is that the fractional habitability over the

surface ocean is typically greater than over land. The large heat capacity of the ocean

helps to maintain relatively warm temperatures throughout the winter and mutes seasonal

variability. In addition to the transient simulations, two steady state runs were carried out

for each of the four examples, with fixed astronomical parameters corresponding to certain

time intervals. Steady state simulations were run for a total of 20 kyr to ensure equilibrium

surface conditions. By comparing the steady state to transient conditions at corresponding

time intervals, we quantify the degree to which time dependent climate processes respond

to varying astronomical forcing. In all examples, the differences between the transient

snapshots and steady state simulations are small (Figure 5.9). The annual global mean air

temperature does not differ by more than 0.08°C while the areal sea ice extent in steady

state simulations does not deviate more than 1.2% from that simulated in transient runs.

However, differences between the transient versus steady state conditions should be

considered a minimum. The only processes providing climatic inertia in our climate model

set-up are sea ice growth and deep ocean circulation that also control the model equilibrium

timescale. Inclusion of additional slowly responding components of the Earth system, such

as land-based ice or much larger ocean volume, could drive greater differences between

transient and steady state experiments. Our results are consistent with the comparison
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Figure 5.9: The difference in (a) the annual global mean air temperature (in °C) and (b) the
annual mean sea ice extent (in %) between eight steady state runs and transient snapshots
corresponding to the four examples in Figure 5.8
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made in Lunt et al. (2006), who found good agreement between equilibrium and transient

simulations in the ocean-atmosphere system.

5.4 Implications for Long-Term Habitability Potential

Geological archives on Earth contain ample evidence that small variations in as-

tronomical forcing contribute to global climate variations, most famously the extensive

glacial-interglacial cycles of the Quaternary period linked to the gravitational dynamics be-

tween Jupiter and the inner terrestrial planets (Milankovitch, 1941; Hays et al., 1976; Imbrie

et al., 1992). This leads us to wonder about the impact of astronomical cycles on surface

climate variability and habitability in planetary systems with different architectures. Our

n-body, obliquity, and million-year-long climate simulations suggest that extreme eccentric-

ity cycles, such as those in systems with a highly eccentric giant companion planet, increase

the fractional habitability (Figure 5.8e) while also preventing global freezing of planets at

the outer edge of the HZ (Spiegel et al., 2010; Dressing et al., 2010). In contrast, extreme

obliquity variations such as those in systems with a giant planet closer inward (Figure 5.8cd)

can also expand the outer edge of the HZ (Armstrong et al., 2014) but simultaneously reduce

the fractional habitability (Figure 5.8e) as a greater surface area experiences extremely cold

or hot temperatures when the planet is (temporarily) highly tilted relative to the orbital

plane. Hence, to assess the long-term habitability of a planet, eccentricity variations should

ideally be considered in tandem with potential obliquity (and precession) cycles.

In none of the examples does the fractional habitability drop to zero, implying that

the surface remains at least partially habitable during the four 1 Myr simulated intervals.
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It should, however, be noted that the variability simulated here is likely an underestimation

for the following reasons. First, our model lacks continental ice sheets and snow coverage,

and only simulates thermodynamically formed sea ice. To account for the missing albedo

effect of land-based ice and snow, we imposed a fixed albedo over the polar latitudes,

thereby omitting any snow and ice-albedo feedbacks over land that might alter the climate

response to astronomical forcing. It is not necessarily obvious that land-based ice and sea

ice respond similarly to astronomical forcing. Continental snow and ice caps have a higher

albedo (Perovich et al., 1986; Key et al., 2001), thereby making them more resilient against

melting and able to grow more rapidly. In addition, the wavelengths at which these surfaces

reflect (Joshi & Haberle, 2012; Shields et al., 2013) and their dynamical controls (Pollard,

1978; Weaver et al., 2001) are different from sea ice. Continental ice/snow volume is driven

mainly by atmospheric conditions and internal feedbacks but sea ice volume is additionally

driven by the thermodynamics of the underlying ocean. What this implies for the rate at

which ice sheets respond to isolation forcing remains uncertain (Bamber et al., 2007).

Secondly, a greater climate sensitivity to astronomical forcing can result from

additional (positive) feedbacks related to physical, chemical, and biological processes. For

example, during glacial-interglacial intervals, the cycling and storage of carbon in the ocean

and atmosphere changed in response to astronomical forcing. During cold glacials, more

carbon is stored in the ocean and less carbon resides in the atmosphere, which subsequently

lowers the CO2 radiative forcing and thereby cools global climate further (Sigman & Boyle,

2000; Kohfeld & Ridgwell, 2009). Such positive feedback loops amplify the astronomical

climate variability though negative feedbacks also exist. The net impact is uncertain on
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exoplanets that likely experience physical, chemical, and potentially biological processes of

different magnitudes and timescales.

Finally, the simplified physics in the atmosphere model likely reduces the simulated

astronomical climate variability, particularly when considering the impact of astronomical

cycles that deviate notably from the modern Earth in both amplitude and frequency. For

instance, the obliquity angle has great control over the meridional heat transport (Spiegel et

al., 2009; Ferreira et al., 2014; Linsenmeier et al., 2015; Kilic et al., 2017). Whilst our model

accounts for diffusive atmospheric and oceanic heat transport, the wind patterns (affecting

sensible heat and moisture transport) are fixed and unresponsive to astronomical forcing.

When obliquity reaches a critical threshold of 54°, the polar regions receive more insolation

than the equatorial regions on an annual mean basis and thus heat is net transported from

the high to low latitudes which would cause a dramatic reorganization of atmospheric dy-

namics (Williams & Pollard, 2003; Ferreira et al., 2014; Linsenmeier et al., 2015). Likewise,

we do not account for changes in the cloud coverage and cloud feedbacks. Both could behave

very differently on planets spinning at highly oblique angles (Kang, 2019).

Whilst considering the above caveats, the surface climate remains habitable in all

four examples, with temperate conditions and a large ice-free area across the 1 Myr simu-

lation time. In the context of habitability and the ability of any life forms to survive at the

surface, we must also consider the interannual variability. The most extreme three-month

average seasonal contrast (∼80°C) occurs above land under the highest obliquity angles,

compared to a maximum seasonal contrast of ∼38°C in the simulation most comparable to

the modern Earth. Studies of the impact of climate change on ectotherms have shown that
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species living at the highest latitudes on Earth are generally more resilient to temperature

fluctuations as they evolved to have a broader thermal tolerance to survive seasonal tem-

perature fluctuations (Addo-Bediako et al., 2000; Deutsch et al., 2008). A high seasonal

temperature contrast is thus not necessarily deleterious for life as we know it. However,

organisms that evolved under moderate seasonal temperature fluctuation (such as those

living in tropical regions on Earth) have a much narrower thermal tolerance range and

are much more susceptible to change (Deutsch et al., 2008). This may pose a problem in

the fourth example scenario (Figure 5.8d) when the obliquity angle fluctuates dramatically

and thereby surface conditions experience cycles of sedate-to-extreme seasonal contrast. In

terms of habitability, it is important to assess the seasonal surface variability, but also the

variability on astronomical timescales.

The response time of the surface conditions (climate inertia) to climate pertur-

bations comes into play when the radiative balance is rapidly perturbed, as would happen

when the distribution of incidence stellar flux is continuously altered through high frequency

astronomical cycles (Armstrong et al., 2014; Georgakarakos et al., 2018). The surface sys-

tem may not be able to re-equilibrate fully under the influence of rapid oscillations and

may subsequently experience a weakened response to astronomical forcing. An example

is the suppressed positive ice-albedo feedback during rapid obliquity cycles (Armstrong et

al., 2014). The transient non-steady state simulations presented here take into account the

more rapid ocean-sea ice feedbacks, but the period of even the shortest simulated astronom-

ical cycles is long enough for sea ice to equilibrate to the new radiative conditions (Figure

5.9). More rapid oscillations than those simulated here are required to suppress the (sea)
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Figure 5.10: Duration of climatic precession (left panel) and obliquity (right panel) cycles as
a function of the dynamical ellipticity scaling factor, following Laskar, Joutel, and Boudin
(1993), for simulation where Jupiter is located at it’s current position with an eccentricity
of 0.05. A scaling factor of 1.0 equates to a dynamical ellipticity of 0.00328 equal to the
value for the modern Earth.

ice-albedo feedback, although we note that the presence of dynamic continental ice sheets

(not modeled here) may change the ice-albedo response time.

5.5 Application to HZ Planets

For the majority of the dynamical simulations presented here, the amplitude and

frequency of obliquity cycles can be estimated directly from the orbital elements i, Ω, and

ω, in combination with the parameter that describes the axial precession, ψ. The time

evolution of the orbital elements of exoplanets in known systems can thus be modelled with

n-body simulations and provide a first order estimate for the frequency and amplitude at

which the obliquity varies (Atobe et al., 2004; Armstrong et al., 2014; Shan & Li, 2018),

as has recently been done for Kepler-62f (Shields et al., 2016; Quarles et al., 2020). Such

simulations also reveal whether the spin motions of a terrestrial planet may be subjected
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to intense perturbations due to resonant behavior, and are therefore a useful tool for ex-

oplanet research toward reconstructing possible climate states of terrestrial exoplanets in

the Habitable Zone.

The major unknowns required to reconstruct the spin dynamics of planets beyond

the Solar system are related to the precession rate of the rotational axis (Equation 5.3

and C.3). This motion depends on the dynamical ellipticity (proportional to the planetary

rotation rate for rapidly rotating planets), tidal torques, and the initial obliquity of the

planet. These parameters are currently unobtainable for exoplanets or can only be roughly

estimated at best. Below, we evaluate how tidal torques and dynamical ellipticity influence

the simulation of precession and obliquity cycles using the following equation:

dψ
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)
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where Mm is the ratio between the mass of the Moon and the summed mass of the Moon

and Earth, and nm is the mean motion of the Moon (2π/27.3 days). Ms is the ratio between

the mass of the Sun and the summed mass of the Sun and Earth (≈ 1). The mean motion

of the Earth is nm (2π/365.25 days). Finally, ν is Earth’s angular momentum, ED is the

dynamical ellipticity, and ϵ is the axial obliquity.

5.5.1 Tidal Torques

The Earth may be a rare case in that our planet is accompanied by a relatively

large moon. The benefits of having a moon in terms of planetary habitability and the origin

of life have been discussed in various studies (Laskar, Joutel, & Robutel, 1993; Lathe, 2004;
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Lissauer et al., 2012). Because many terrestrial exoplanets may not have a massive satellite

(Elser et al., 2011), we evaluate how the frequency of axial precession and obliquity cycles

are affected in the absence of lunar torques. Following Equation 5.3, Earth’s axial precession

rotates at 6.744×10−7 rad per day, when accounting for tidal contributions from both the

Moon and Sun. The axial precession rate decreases to 2.124×10−7 rad per day when tidal

torques from the Moon are eliminated from the equation, resulting in an axial precession

cycle with a approximately 81 kyr period. The resulting obliquity cycles would have a period

of 424 kyr (Equation 5.1), and climatic precession would oscillate with a period of 64 kyr

(Equation 5.2). Even though various studies have shown that the amplitude of the obliquity

cycles would increase in absence of a Moon (Laskar, Joutel, & Robutel, 1993; Lissauer et

al., 2012; Li & Batygin, 2014), the period of those cycles would become significantly longer,

making the rate of change experienced by the surface relatively more sedate.

Other objects in the Solar system, including Jupiter, are either too distant or have

a mass too small to induce significant tidal effects on Earth. However, tidal torques scale

with distance and it is worth investigating whether a giant planet would exert a notable

torque τJup on the equatorial bulge of an Earth-like planet if it was positioned in closer

proximity. We use the following relationship:

τ ∝ m

a3
(5.4)

where m is the mass of the object exerting the torque in solar masses (M⊙) and a is the av-

erage distance between the object and Earth in astronomical units (au). The torque of the

Moon τmoon ∝ 2.2 is about twice as strong as the tidal torque from the Sun τsun ∝ 1. With
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Jupiter located at its current semi-major axis of 5.2 au, τJup ∝ 0.00018, the torque is neg-

ligible compared to the solar and lunar torques. Jupiter at 3.2 au results in τJup ∝ 0.00030

and thus remains a negligible force on the planet’s equatorial bulge in comparison.

5.5.2 Dynamical Ellipticity

The dynamical ellipticity ED is a measure of the oblateness of a planet partly

caused by centrifugal forces associated with the planetary rotation, and to a lesser extent

by the geography, topography (Ward et al., 1979), presence and location of massive ice caps

(Dehant et al., 1990; Rubincam, 1990; Ito et al., 1995), core-mantle dynamics (Neron de

Surgy & Laskar, 1997; Forte & Mitrovica, 1997; Correia, 2006), and atmospheric thickness

(Barnes et al., 1983; Volland, 1996). The torques on a more oblate planet with a larger

equatorial bulge are stronger compared to the torques on a more spherical planet, resulting

in a more rapid precession of the rotational axis (Figure 5.10). Using a parameterization

for ED in the obliquity model used here (Laskar, Joutel, & Boudin, 1993), we simulate how

this impacts the frequency of climatic precession and obliquity cycles.

Increasing the ED scaling factor to 1.6 shortens the obliquity period to about

20 kyr whilst a more rigid Earth with a dynamical ellipticity scaling factor of 0.6 lengthens

obliquity cycles to 119 kyr. For comparison, the dynamical ellipticity of Mars is estimated

at ED = 0.0054 (1.6×Earth) (Bouquillon & Souchay, 1999) and that of Venus is likely

much smaller, ED = 0.000013 due to its slow rotation rate (Yoder, 1995; Correia et al.,

2003). Considering how sensitive the frequency of astronomical cycles are to the dynamical

ellipticity, it will be essential to determine the rotation rates of HZ exoplanets before being
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able to discuss the long-term habitability and stability of the surface conditions on geological

and astronomical timescales.

5.6 Conclusion

Surface conditions and fractional habitability of (exo)planets in the HZ vary over

time as a function of the architecture of their planetary system and orbital dynamics. The

frequency and amplitude of eccentricity and orbital inclination cycles of an Earth-like planet

are sensitive to the relatively minor variations in the orbital characteristics of companion

planets (Horner et al., 2020). These in turn drive the magnitude and frequency of axial

obliquity and precession cycles with implications for surface climate conditions and long-

term habitability. This study is the first to apply n-body and obliquity model output to

a 3D ocean-coupled climate model where the eccentricity, obliquity, and precession vary

transiently on the million-year timescales relevant for the evolutionary development of life.

Even the more extreme orbital cycles presented here result in (partially) habitable

surface conditions. The large heat capacity of the vast ocean basin maintains temperate

ocean temperatures although the fractional habitability over land varies strongly seasonally

and annually on astronomical timescales. A planet is less likely to be suitable for life when

the fractional habitability drops, permanently or temporarily, to near zero values, which

may happen for exoplanets closer to the edge of the HZ and/or with low thermal inertia in

the climate system while experiencing extreme astronomical cycles.

Our results support previous work that demonstrates how eccentricity and obliq-

uity cycling can act to inhibit large-scale freezing with a sufficiently large heat reservoir, and
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thereby expand the outer edge of the HZ. At the same time, high mean obliquity or extreme

obliquity cycles that arise when a giant planet is close-in, can act to reduce the habitable

surface area. In contrast, the habitable surface area increases under extreme eccentric-

ity cycles that arise under the influence of an eccentric giant planet. An eccentric giant

companion may therefore be favorable for the habitability of a smaller terrestrial planet,

provided its distance is large enough from the smaller planet to prevent high-amplitude

obliquity cycles.

Transient ocean-climate simulations differ from conventional steady state models

because slower climate processes, such as the growth of sea ice and heat storage in the vast

ocean basin, prevent the system from reaching full equilibrium with respect to changing or-

bital parameters. However, even the most rapid astronomical changes investigated here (50

kyr eccentricity cycles) are sufficiently slow for sea ice and ocean heat storage to approach

an equilibrium state. A planet with smaller heat capacity or more rapid changes to the

radiative balance may not be buffered against rapid climate variability.

A similar sequential methodology of using n-body simulations, obliquity models,

combined with transient ocean-coupled climate simulations can be applied to assess the

long-term habitability potential of HZ exoplanets in planetary systems provided that the

planetary masses and orbital architecture are relatively well constrained. A series of n-body

simulations produces possible dynamical evolution pathways of the orbital elements (i, Ω, ω)

that give insight into the dynamical stability of the system and allow a first-order estimate

of the potential amplitude and frequency of obliquity cycles using educated assumptions

about the rate of axial precession.
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The era of exoplanet exploration and characterization has only just begun. Many

of the parameters required to reliably simulate orbital and spin dynamics of HZ exoplanets

such as the planetary rotation rate, initial obliquity, axial precession rate, or dynamical

ellipticity are currently unobtainable. However, it is expected that significant advances

will be made in observational facilities and analysis techniques in the coming years. This,

combined with our growing understanding of the evolution of protoplanetary disks and

planet formation, will undoubtedly provide us with a plethora of new tools to improve

exoplanet characterization, and provide the critical data needed to more reliably assess the

potential habitability of newly discovered exoplanets to help focus the future search for

evidence of life beyond the Earth to the most promising targets.
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Chapter 6

General Conclusions

I have used numerical approaches to investigate the role of changing greenhouse

gas concentrations and astronomical forcing on the surface climate, carbon cycling, and the

environmental consequences of associated feedback processes, on Earth and beyond, with a

particular focus on the impacts on geological (> 103 yr) timescales.

My first goal was to create a modeling framework that facilitates the interpreta-

tion of geological records that preserve past carbon release events as negative carbon isotope

excursions (nCIEs) in order to better understand how Earth responds to carbon perturba-

tions. The presented framework allows users to (1) estimate the amount and rate of carbon

release during a past event, (2) narrow down the most likely source(s) of the released car-

bon and its isotopic signature, (3) evaluate the relation between the carbon perturbation

and environmental change, (4) identify the presence of potential sedimentary distortions,

(5) track the partitioning of carbon between the atmosphere, ocean, and sediments across

the event, and (6) estimate the carbon removal fluxes during recovery. The work also high-
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lights the importance of considering the event duration when estimating past carbon fluxes

and their environmental impact. As a result of the negative weathering feedback, a geolog-

ically brief interval (< 10 kyr) of carbon release requires less total carbon input to produce

a nCIE of the same size as that of a carbon release event of longer duration, although the

environmental consequences are more severe for the shorter nCIE. This feedback effect is

often overlooked in reconstructions of past carbon release, yet, should not be ignored when

drawing a comparison with the anthropogenic carbon release ‘event’.

The early Cenozoic is riddled with nCIEs that are accompanied by evidence for

global warming and deep marine carbonate dissolution (ocean acidification). The ‘hyper-

thermals’ have been linked to astronomical forcing but the processes and feedbacks respon-

sible for episodic carbon release have not been tested beyond speculation. The research

presented here demonstrates that eccentricity forcing has a strong influence on the global

temperature as relatively small spatiotemporal insolation changes control the global heat

distribution, leading to elevated temperatures during eccentricity maxima, consistent with

the eccentricity-paced hyperthermals. However, it has proven much more challenging to

reproduce the nCIE and carbonate dissolution synchronous with episodes of global warm-

ing. The feedbacks that contribute most to the marine carbon isotope signal and carbonate

preservation are organic matter burial and terrestrial weathering, respectively. In fact, en-

hanced marine organic matter burial and increased terrestrial weathering of nutrients and

alkaline carbon species during periods of warmth result in an increase (not decrease) in

marine carbon isotope values and enhanced preservation (not dissolution) of marine car-

bonates. These results support the idea that additional feedbacks not (yet) included in our
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model, such as terrestrial carbon cycling and/or methane dynamics, likely played a critical

role in the episodic carbon release on astronomical timescales during the early Cenozoic

greenhouse. An important implication of the work is that the carbon release needed to be

sufficiently high to not only produce the nCIE and carbonate dissolution but also to coun-

teract the effects of the weathering and organic matter burial feedbacks. Identifying the

source(s) of the natural carbon release during global warming episodes is directly relevant

for future climate projections considering that similar climate-amplifying processes could

potentially be triggered by anthropogenic warming.

While we do not quite yet fully comprehend the intricacies of astronomical climate

forcing on Earth, it is crucial to think about how astronomical forcing may contribute to

climate variability on exoplanets. The field of astrobiology is moving to identify planets in

the Habitable Zone with the greatest potential for life to have emerged and sustained over

prolonged periods of time. Consequently, planets experiencing extreme seasonal-scale or

astronomical-scale variations may be less suitable targets for future astrobiology space mis-

sions. With the help of planetary system simulators and observable architecture of known

system, it becomes relatively straightforward to estimate the orbital evolution of planets,

but the difficulty lies in estimating their obliquity and precession dynamics—two parameters

that control seasonality. The work presented here dissects the relation between the plane-

tary architecture and the frequency and amplitude of obliquity and precession cycles using

a large ensemble of dynamical simulations and assesses their impact on the evolving surface

climate. In terms of planetary architecture, the presence of a giant companion planet may

be favorable for Habitable Zone exoplanets with a sufficiently large heat capacity as the
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eccentricity cycles induced by its gravitational influence act to maintain temperate surface

temperatures. The distance between the giant and Habitable Zone planet influences obliq-

uity cycles and should therefore be large enough to prevent high-mean or high-amplitude

obliquity variations that cause seasonal extremes across large parts of the planet’s surface.

It is important to note, however, that no two planetary systems are identical in their for-

mation history and architecture. The results presented here are thus not meant to be taken

at face value but instead, illustrate that dynamical simulations combined with transient

climate models are a useful tool to assess the long-term habitability potential of exoplanets.

The research presented in this dissertation has brought us a few steps closer to

understanding how changes in the radiative balance impact planetary surface conditions on

geological timescales. Yet, many uncertainties and unanswered questions still remain that

require further investigation, particularly those related to astronomical forcing on Earth

and beyond. While we now have a much better comprehension of the feedback response to

astronomical forcing, model-data comparison shows that other feedbacks, not included in

the studies here, have played a critical role in the climate variability throughout Earth’s past.

Future research should focus on identifying those missing feedbacks through a combination

of more extensive Earth system modeling and generating additional multi-million-year-long

paleoclimate records with a resolution high enough to identify astronomical cycle. I would

also like to draw attention to the many uncertainties in assessing the potential habitability

of planet. It will prove to be crucial to examine the atmospheric composition and pressure,

ocean volume, and rock composition, among others, to determine the potential habitability.

First and foremost to assess whether the planet is suitable for life as we know it, but an
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often overlooked implication is that those variables play a key role in the sensitivity of the

climate system and its resilience to perturbations in the radiative balance. Future research

toward how such planetary characteristic influence climate resilience and feedback strength,

particularly under the influence of varying degrees of astronomical forcing would offer a more

detailed picture on long-term climate variability and habitability potential.
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Herrle, J. O., Kößler, P., Friedrich, O., Erlenkeuser, H., & Hemleben, C. (2004). High-
resolution carbon isotope records of the aptian to lower albian from se france and the
mazagan plateau (dsdp site 545): a stratigraphic tool for paleoceanographic and paleobi-
ologic reconstruction. Earth and Planetary Science Letters, 218 (1-2), 149–161.

Herschel, J. F. W. (1832). Xvii.—on the astronomical causes which may influence geological
phænomena. Transactions of the Geological Society of London, 2 (2), 293–300.

170



Hilgen, F. J. (2010). Astronomical dating in the 19th century. Earth-Science Reviews,
98 (1-2), 65–80.

Holbourn, A., Kuhnt, W., Clemens, S., Prell, W., & Andersen, N. (2013). Middle to
late miocene stepwise climate cooling: Evidence from a high-resolution deep water isotope
curve spanning 8 million years. Paleoceanography , 28 (4), 688–699.

Holbourn, A., Kuhnt, W., Schulz, M., Flores, J.-A., & Andersen, N. (2007). Orbitally-
paced climate evolution during the middle miocene “monterey” carbon-isotope excursion.
Earth and Planetary Science Letters, 261 (3-4), 534–550.

Honegger, L., Adatte, T., Spangenberg, J. E., Rugenstein, J. K. C., Poyatos-Moré, M.,
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Appendix A

Supplementary Information:

Chapter 2

Table A.1: Carbon reservoirs and pumps during cGENIE initial steady-state conditions.
Dissolved inorganic carbon (DIC), dissolved organic carbon (DOC), particulate organic
carbon (POC), calcium carbonate (CaCO3).

Symmetric (this study) Panchuk et al. (2008)

DIC pool ∼30,000 Pg C ∼30,000 Pg C
DOC pool ∼6.7 Pg C ∼5.8 Pg C
POC export 6.96 PgC yr−1 5.95 PgC yr−1

CaCO3 export 1.39 PgC yr−1 1.19 PgC yr−1

Table A.2: Surface water properties during cGENIE initial steady state conditions. Sea
surface tempertaure (SST), sea surface salinity (SSS).

Symmetric (this study) Panchuk et al. (2008)

Global mean SST 25.75°C 27.02°C
Global mean SSS 34.09 psu 33.76 psu
Global mean pH 7.72 7.74
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Figure A.1: Zonally averaged overturning circulation strengths in (a) the symmetric pole-
to-pole continental configuration used in this study, compared to (b) the late Paleocene as
per Panchuk et al. (2008).
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Figure A.2: Gross C input over the nCIE onset for nCIEs that vary in duration, nCIE size,
duration symmetry, and carbon source. Subplots a-d are scenarios in which nCIEs have a
rapid onset, slow recovery (25% vs 75% of total duration). Subplots e-h are scenarios in
which nCIEs have a symmetric shape with equal onset and recovery duration (50% vs 50%).
Subplots i-l are scenarios in which nCIEs have a slow onset, rapid recovery (75% vs 25% of
total duration). Variations in size symmetry are excluded because the ending δ13C value
does not influence gross C input over the experiment onset. The subplot columns from left
to right are nCIEs forced with carbon of δ13C -6.0‰, -12‰, -22‰and -60‰, respectively.
Within each subplot the gross carbon input required to generate nCIEs with various total
durations and sizes is shown and color coded.
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Figure A.3: Cross-plots between the maximum sustained carbon flux, gross carbon input,
and atmospheric CO2. a) The mass of carbon input versus the maximum sustained flux of
carbon, b) The mass of carbon input versus the maximum rise in atmospheric CO2, and c)
the maximum sustained flux of carbon versus the maximum rise in atmospheric CO2 for all
simulated nCIEs. For each set of simulations of certain nCIE size and carbon source, the
direction of increasing onset duration is indicated with an arrow.
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Figure A.4: Net carbon input (carbon input minus removal) throughout the total nCIE
duration required to match the prescribed nCIE profile. nCIEs are forced with carbon with
a carbon isotopic signature of -6‰ (top left), -12‰ (top right), -22‰ (bottom left), and
-60‰ (bottom right). Subplot rows from top to bottom are scenarios in which nCIEs have
a rapid onset and slow recovery (25% vs 75% of total duration), a symmetric shape with
equal onset and recovery duration (50% vs 50%) or have a slow onset and rapid recovery
(75% vs 25% of total duration). The subplot columns from left to right are nCIEs with
an overshoot, ‘no shoot’ and undershoot, respectively. Within each subplot the net carbon
input required to generate nCIEs with various total durations and sizes is shown and color
coded.
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Figure A.5: Change in mass of carbon in the exchangeable reservoir from nCIE onset to end
to match the prescribed CIE profile. nCIEs are forced with carbon with a carbon isotopic
signature of -6‰ (top left), -12‰ (top right), -22‰ (bottom left), and -60‰ (bottom
right). Subplot rows from top to bottom are scenarios in which nCIEs have a rapid onset
and slow recovery (25% vs 75% of total duration), a symmetric shape with equal onset
and recovery duration (50% vs 50%) or have a slow onset and rapid recovery (75% vs 25%
of total duration). The subplot columns from left to right are nCIEs with an overshoot,
‘no shoot’ and undershoot, respectively. Within each subplot the carbon inventory of the
exchangeable reservoir at the end of a nCIE relative to the initial conditions is shown and
color coded.
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Figure A.6: Maximum carbon input rates during nCIE onset phase required to match the
prescribed nCIE profile. Subplots a-d are scenarios in which nCIEs have a rapid onset, slow
recovery (25% vs 75% of total duration). Subplots e-h are scenarios in which nCIEs have
a symmetric shape with equal onset and recovery duration (50% vs 50%). Subplots i-l are
scenarios in which nCIEs have a slow onset, rapid recovery (75% vs 25% of total duration).
Variations in size symmetry are excluded because the ending δ13C value does not influence
gross C input and associated fluxes over the experiment onset. The subplot columns from
left to right are nCIEs forced with carbon of -6.0‰, -12‰, -22‰, and -60‰, respectively.
Within each subplot the maximum carbon input fluxes required to generate nCIEs with
various total durations and sizes is shown.
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Figure A.7: Maximum increases in atmospheric carbon dioxide (CO2) concentrations during
the nCIE peak. Subplots a-d are scenarios in which nCIEs have a rapid onset, slow recovery
(25% vs 75% of total duration). Subplots e-h are scenarios in which nCIEs have a symmetric
shape with equal onset and recovery duration (50% vs 50%). Subplots i-l are scenarios in
which nCIEs have a slow onset, rapid recovery (75% vs 25% of total duration). Variations
in size symmetry are excluded because the final δ13C value at the end of the recovery phase
does not influence C input over the nCIE onset or and associated CO2 (atm) concentrations.
The subplot columns from left to right are nCIEs forced with carbon of -6.0‰, -12‰, -
22‰and -60‰, respectively. Within each subplot the maximum increase in CO2 (atm)
associated with the nCIEs of various total durations and sizes is shown.
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Figure A.8: Maximum change in pH and calcite saturation state (Ωcal) reached during the
nCIE peak. Subplots a-d are scenarios in which nCIEs have a rapid onset, slow recovery
(25% vs 75% of total duration). Subplots e-h are scenarios in which nCIEs have a symmetric
shape with equal onset and recovery duration (50% vs 50%). Subplots i-l are scenarios in
which nCIEs have a slow onset, rapid recovery (75% vs 25% of total duration). Variations
in size symmetry are excluded because the final δ13C value at the end of the recovery phase
does not influence carbonate chemistry at the nCIE peak. The subplot columns from left to
right are nCIEs forced with carbon of -6.0‰, -12‰, -22‰, and -60‰, respectively. Within
each subplot the relative changes in pH and Ωcal are shown as a proportion of the maximum
changes across all experiments (max. ∆pH = 1.7 and max. ∆Ωcal = 5.0), associated with
the nCIEs of various total durations and sizes. pH changes are adjusted to a linear scale in
order to compare pH and Ωcal. The top left triangle shows maximum pH change while the
bottom right triangle shows maximum change in Ωcal for each experiment. Yellow colors
indicate maximum change, blue colors indicate little or no change.
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Figure A.9: Maximum global mean sea surface temperature (SST) increase during the nCIE
peak. Subplots a-d are scenarios in which nCIEs have a rapid onset, slow recovery (25% vs
75% of total duration). Subplots e-h are scenarios in which nCIEs have a symmetric shape
with equal onset and recovery duration (50% vs 50%). Subplots i-l are scenarios in which
nCIEs have a slow onset, rapid recovery (75% vs 25% of total duration). Variations in size
symmetry are excluded because the final δ13C value at the end of the recovery phase does
not influence gross C input and associated temperature rise. The subplot columns from
left to right are nCIEs forced with carbon of -6.0‰, -12‰, -22‰, and -60‰, respectively.
Within each subplot the maximum increase in global mean SST associated with nCIEs of
various total durations and sizes is shown.
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Figure A.10: nCIE onset duration versus six carbon cycle and environmental variables at
the nCIE peak. Subplots for each nCIE size are gross carbon input, change in atmospheric
CO2, change in surface ocean saturation state (Ωcal), change in surface ocean pH, change
in sea surface temperature (SST), and the change in marine sedimentary wt% CaCO3 for
nCIEs with a size of (a) 0.5‰, (b) 1.0‰, (c) 3.0‰, and (d) 6.0‰.
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Figure A.11: Carbon cycle evolution and environmental impacts of nCIEs with a size of 3‰
and durations of (a) 300 kyr and (b) 100 kyr. In the left upper panel, (a) bulk δ13C record
of the OAE-1a from Resolution Guyot (H. C. Jenkyns et al., 1995) with linear interpolation
between nCIE onset, peak and end, based on the age model from Malinverno et al. (2010)
(black line) and the simulated nCIE that best matches this record: symmetric in time with
a total duration of 300 kyr (red line). In the right upper panel, (b) bulk δ13C record of
the PETM from Site 1001A (Bralower et al., 1997) (black line) and the simulated nCIE
that best matches this record: a 100 kyr-long nCIE with rapid onset (red line). Below, the
evolution of the gross carbon input (solid), change in atmospheric CO2 (dashed), change in
surface ocean calcite saturation state (Ωcal, solid) and surface ocean pH (dashed), change in
global mean sedimentary wt% CaCO3 (solid), percentage of change in rock weathering rate
relative to initial conditions (dashed), and the change in sea surface temperature (SST) for
3‰ nCIEs, forced with δ13C -6‰, -12‰, -22‰, and -60‰ carbon.
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Figure A.12: Climate sensitivity of cGENIE experiments in this study. Maximum temper-
ature is compared to the maximum atmospheric CO2 increase in terms of the number of
doublings from an initial concentration of 834 ppm.
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Appendix B

Supplementary Information:

Chapter 3

Table B.1: Input parameters for carbonate (Ca) weathering, silicate (Si) weathering, vol-
canic outgassing, and the reference temperature for weathering for the initial spin-up state
of SYMM and ASYM simulations. Below, the steady state model output values for at-
mospheric carbon dioxide (pCO2) concentrations, global annual mean atmospheric temper-
ature, surface and deep ocean temperature, total amount of ocean alkalinity (ALK) and
dissolved inorganic carbon (DIC), and global mean calcium carbonate (CaCO3) in marine
sediment.

Parameters SYMM ASYM

Ca weathering flux 7.00 Tmol C yr−1 7.00 Tmol C yr−1

Si weathering flux 6.93 Tmol C yr−1 5.60 Tmol C yr−1

Volcanic outgassing 7.00 Tmol C yr−1 7.00 Tmol C yr−1

Reference temperature 23.79°C 29.45°C
Results

Atmospheric CO2 834 ppm 828 ppm
Atmospheric temperature 22.6°C 23.1°C
Surface/deep ocean temperature 24.5°C/6.6°C 27.2°C/7.8°C
Ocean ALK 1629 µmol kg−1 1517 µmol kg−1

Ocean DIC 1661 µmol kg−1 1557 µmol kg−1

Sedimentary CaCO3 51 wt% 47 wt%
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Table B.2: For ASYM, the average ranges (amplitude×2) of individual astronomical cycles
in the global annual mean benthic temperature (ben T), atmospheric CO2, benthic DIC
δ13C, and wt% CaCO3 across the modeled 4 Myr. Average ranges are calculated from the
FFT amplitude spectrum. Below, the relative phasing (in degrees) between the imposed
short and long eccentricity forcing and the proxies. Positive values indicate eccentricity
forcing leads. Negative values indicate the proxy leads eccentricity.

ASYM

Average range (amplitude×2) Exp.0 Exp.1 Exp.2 Exp.3 Exp.4

ben T, precession 0.07°C 0.05°C 0.06°C 0.06°C 0.11°C
ben T, obliquity – 0.08° – – 0.08°C
ben T, short ecc 0.25°C 0.28°C 0.26°C 0.30°C 0.25°
ben T, long ecc 0.30°C 0.33°C 0.31°C 0.39°C 0.25°C
CO2, precession 2.2 ppm 2.4 ppm 5.5 ppm 3.9 ppm 17 ppm
CO2, obliquity 4.8 ppm 5.2 ppm 1.9 ppm – 11 ppm
CO2, short ecc 4.8 ppm 5.2 ppm 2.9 ppm 12 ppm 9 ppm
CO2, long ecc 5.6 ppm 6.2 ppm 3.5 ppm 19 ppm 26 ppm
d13C, precession 0.016 ‰ 0.016 ‰ 0.021 ‰ 0.021 ‰ 0.028 ‰
d13C, obliquity 0.024 ‰ 0.024 ‰ 0.025 ‰ 0.022 ‰ 0.028 ‰
d13C, short ecc 0.005 ‰ 0.005 ‰ 0.005 ‰ 0.009 ‰ 0.009 ‰
d13C, long ecc 0.005 ‰ 0.006 ‰ 0.006 ‰ 0.011 ‰ 0.036 ‰
CaCO3, precession 0.3 wt% 0.3 wt% 0.1 wt% 0.1 wt% 0.4 wt%
CaCO3, obliquity 0.4 wt% 0.4 wt% 0.1 wt% 0.1 wt% 0.3 wt%
CaCO3, short ecc 0.3 wt% 0.3 w% 0.5 wt% 0.4 wt% 0.7 wt%
CaCO3, long ecc 0.4 wt% 0.5 wt% 0.7 wt% 0.2 wt% 1.1 wt%

Relative phasing (multi-taper coherence)

Exp.0 Exp.1 Exp.2 Exp.3 Exp.4

short ecc - ben T 4° 5° 4° 11° -9°
short ecc - CO2 6° 7° 6° 36° -112°
short ecc - d13C 29° 29° 29° 33° -82°
short ecc - CaCO3 29° 29° 31° -18° 37°
long ecc - ben T 1° 1° 1° 4° -30°
long ecc - CO2 2° 2° 1° 10° -125°
long ecc - d13C 7° 8° 7° -22° -117°
long ecc - CaCO3 6° 7° 8° -50° -9°
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Table B.3: For SYMM, the average ranges (amplitude×2) of individual astronomical cycles
in the global annual mean benthic temperature (ben T), atmospheric CO2, benthic DIC
δ13C, and wt% CaCO3 across the modeled 4 Myr. Average ranges are calculated from the
FFT amplitude spectrum. Below, the relative phasing (in degrees) between the imposed
short and long eccentricity forcing and the proxies. Positive values indicate eccentricity
forcing leads. Negative values indicate the proxy leads eccentricity.

SYMM

Average range (amplitude×2) Exp.0 Exp.1 Exp.2 Exp.3 Exp.4

ben T, precession – – – – –
ben T, obliquity 0.06°C 0.06° 0.05°C 0.06°C 0.07°
ben T, short ecc 0.22°C 0.24°C 0.23°C 0.27°C 0.22°C
ben T, long ecc 0.26°C 0.28°C 0.28°C 0.34°C 0.23°C
CO2, precession 2.6 ppm 2.8 ppm 1.4 ppm 2.7 ppm 3.1 ppm
CO2, obliquity – – 2.4 ppm 2.4 ppm 5.9 ppm
CO2, short ecc 3.6 ppm 3.8 ppm 3.4 ppm 12 ppm 7.2 ppm
CO2, long ecc 4.2 ppm 4.5 ppm 4.0 ppm 17 ppm 24 ppm
d13C, precession 0.012 ‰ 0.012 ‰ 0.013 ‰ 0.013 ‰ 0.013 ‰
d13C, obliquity 0.003 ‰ – 0.005 ‰ 0.005 ‰ 0.005 ‰
d13C, short ecc 0.003 ‰ 0.003 ‰ 0.003 ‰ 0.003 ‰ 0.008 ‰
d13C, long ecc 0.002 ‰ 0.002 ‰ 0.002 ‰ 0.003 ‰ 0.032 ‰
CaCO3, precession – – 0.2 wt% 0.2 wt% 0.2 wt%
CaCO3, obliquity 0.1 wt% 0.1 wt% – 0.1 wt% 0.2 wt%
CaCO3, short ecc 0.2 wt% 0.6 wt% 0.6 wt% 0.4 wt% 0.8 wt%
CaCO3, long ecc 0.3 wt% 0.8 wt% 0.9 wt% 0.2 wt% 1.1 wt%

Relative phasing (multi-taper coherence)

Exp.0 Exp.1 Exp.2 Exp.3 Exp.4

short ecc - ben T 4° 4° 4° 10° -8°
short ecc - CO2 10° 11° 9° 29° -96°
short ecc - d13C 132° 132° 136° 108° -126°
short ecc - CaCO3 25° 26° 26° -17° 31°
long ecc - ben T 1° 1° 1° 3° -30°
long ecc - CO2 2° 2° 2° 8° -118°
long ecc - d13C 164° 163° 166° -110° -123°
long ecc - CaCO3 6° 6° 7° -40° -11°
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Figure B.1: Ocean depth of SYMM and ASYM. A latitude-longitude ocean sediment depth
grid for (a) SYMM and (b) ASYM. Bright yellow colors indicate land masses. The hyp-
sometric curve for (c) SYMM and (d) ASYM ocean sediments showing the cumulative
distribution of ocean sediment depth generated with ‘muffingen’ v0.9.25 (DOI: 10.5281/zen-
odo.5130677)

201



Figure B.2: Astronomical climate evolution in SYMM of Exp.0. (a) The eccentricity, obliq-
uity, and the precession index (e sin(ω)) used to calculate the daily mean insolation across
four million years of cGENIE simulation. (b) The simulated change in the global annual
mean temperature in the atmosphere (black), surface (light blue), and deep ocean (dark
blue) with their respective normalized power spectra in panels (c-e) calculated using the
Fast Fourier Transform. Each value near a spectral peak indicates the associated period of
the cycle in kyr. The power spectra of temperature in the (f) atmosphere, (g) surface, and
(h) deep ocean are shown for each latitude.
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Figure B.3: Exp.1, ocean circulation and CO2 solubility feedbacks in SYMM. (a) Astronom-
ical forcing parameters (eccentricity, obliquity (in degrees), and precession index (e sin(ω)))
and their Fast Fourier Transform (FFT) normalized to the highest individual power. (b)
Change in benthic ocean temperature. (c) Change in the maximum Southern Hemisphere
ocean overturning strength, defined by the maximum overturning strength reached in the
SH across all ocean depth levels. (d) Change in atmospheric CO2. (e) Change in benthic
DIC δ13C. (f) Change in wt% CaCO3. All variables are annual global mean values and are
accompanied by their respective FFTs, normalized to the peak with maximum power.
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Figure B.4: Exp.2, marine surface productivity feedback in SYMM. (a) Astronomical forcing
parameters (as per Figure B.3a). (b) Change in the export of particulate organic carbon
(POC). (c) Change in the export of CaCO3. (d) Change in atmospheric CO2. (e) Change in
benthic DIC δ13C. (f) Change in wt% CaCO3. All variables are annual global mean values
and are accompanied by their respective FFTs, normalized to the peak with maximum
power. In blue, the values are plotted as anomalies with the previous experiment and
depict the change driven by the marine productivity feedback only. Likewise, the FFTs are
plotted as anomalies. A positive (green) value on the y-axis indicates an increase in relative
power and a negative (red) value indicates a decrease in relative power compared to the
previous experiment.
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Figure B.5: Exp.3, deep marine CaCO3 feedback in SYMM. (a) Astronomical forcing pa-
rameters (as per Figure B.3a). (b) Change in benthic ocean temperature. (c) Change in the
export of CaCO3. (d) Change in atmospheric CO2. (e) Change in benthic DIC δ13C. (f)
Change in wt% CaCO3. All variables are annual global mean values and are accompanied
by their respective FFTs, normalized to the peak with maximum power. In blue, the values
are plotted as anomalies with the previous experiment and depict the change driven by
the marine CaCO3 feedback only. Likewise, the FFTs are plotted as anomalies. A positive
(green) value on the y-axis indicates an increase in relative power and a negative (red) value
indicates a decrease in relative power compared to the previous experiment.
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Figure B.6: Exp.4, terrestrial rock weathering feedback in SYMM. (a) Astronomical forcing
parameters (as per Figure B.3a). (b) Change in surface land temperature. (c) Change in
the rate of terrestrial weathering. (d) Change in atmospheric CO2. (e) Change in benthic
DIC δ13C. (f) Change in wt% CaCO3. All variables are annual global mean values and
are accompanied by their respective FFTs, normalized to the peak with maximum power.
In blue, the values are plotted as anomalies with the previous experiment and depict the
change driven by the terrestrial weathering feedback only. Likewise, the FFTs are plotted
as anomalies. A positive (green) value on the y-axis indicates an increase in relative power
and a negative (red) value indicates a decrease in relative power compared to the previous
experiment.
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Figure B.7: Cumulative astronomical impact of SYMM simulations. (a) Astronomical
forcing parameters (as per Figure B.3a). (b) Annual global mean temperature change in
the benthic (black) and surface (blue) ocean. (c) Annual global mean pCO2 change. (d)
Annual global mean DIC δ13C change in the benthic (black) and surface (blue) ocean. (e)
Global mean sedimentary CaCO3 change. All variables are accompanied by their respective
FFTs, normalized to the peak with maximum power. The combined impact of all four
climate-carbon feedbacks on atmospheric, ocean, and sedimentary reservoirs.
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Figure B.8: Relative spectral power of astronomical elements. The relative spectral power
of the long (267-500 kyr) and short (78-154 kyr) eccentricity, obliquity (36-41 kyr), and
precession (18-24 kyr) cycles in the simulated (a) pCO2, (b) marine CaCO3, and (c) DIC
δ13C in the four experimental designs of Exp.1, Exp.2, Exp.3, and Exp.4. Left bars are
results from the SYMM simulations and right bars are ASYM results.

Figure B.9: Benthic carbonate ion concentrations. The change in carbonate ion concentra-
tion ([CO2−

3 ]) as a result of astronomically induced changes in ocean temperature, circula-
tion, and ocean solubility (Exp.1) for (a) ASYM and (b) SYMM with their respective FFT
power spectra normalized to the peak with maximum power.
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Appendix C

Supplementary Information:

Chapter 5

The obliquity model described in Laskar, Joutel, and Boudin (1993) is applied for

the integration of Earth’s obliquity (ϵ) and precession (pA) over time for each of the stable

dynamical n-body simulations in Horner et al. (2020). The obliquity model follows the

following equations based on the rigid Earth theory of Kinoshita (1977).

dpA
dt

= R(ϵ)− cot ϵ[A(p, q)sin pA +B(p, q)cos pA]− 2C(p, q)− pg

dϵ

dt
= −B(p, q)sin pA +A(p, q)cos pA

(C.1)
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A(p, q) =
2√

1− p2 − q2
(q̇ + p(qṗ− pq̇))

B(p, q) =
2√

1− p2 − q2
(ṗ− q(qṗ− pq̇))

C(p, q) = (qṗ− pq̇)

(C.2)

R(ϵ) =
3k2mM

a3Mν

C −A

C

×
[
(M0 −M2/2)cos ϵ+M1

cos 2ϵ

sin ϵ
−M3

mM

mE +mM

n2M
νnΩ

C −A

C
(6cos2ϵ− 1)

]
+

3k2m⊙
a3⊙ν

C −A

C
[S0cos ϵ]

(C.3)

where p = sin(i/2)sin(Ω) and q = sin(i/2)cos(Ω). Numerical values for each parameter

are given in Laskar, Joutel, and Boudin (1993). All parameters are set as their original

values that were used to reconstruct the rotational evolution of our modern Earth for direct

comparability between cycles experienced by modern Earth and the alternative Earth-like

planets simulated in this study.

Several tests are performed to verify the results. First, the simulation most com-

parable to the modern Solar System, with Jupiter at 5.2 au and an eccentricity of 0.05, is

compared to the existing (La93) astronomical solution. Both amplitudes and power spectra

of precession and obliquity cycles match with the La93 (Laskar, Joutel, & Boudin, 1993)

solution (Figure C.1ab). Secondly, we test the sensitivity to the initial obliquity angle for

the modern. Initial values of ϵ0=23°, ϵ0=30°, ϵ0=40°, ϵ0=50°, ϵ0=60° are used for integra-
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Figure C.1: Testing the obliquity model. (a) Fast Fourier power spectrum of the La93
astronomical solution. (b) Fast Fourier power spectrum of the simulation in this study
most comparable to the Solar system configuration. (c) Obliquity model output for initial
obliquity values of 23°, 30°, 40°, 50°, 60° for the modern Solar system configuration. (d)
The maximum variation in the obliquity (in degrees) of an Earth-like planet under different
planetary architectures, i.e. Figure 5.6a in low resolution (40×40 simulations across the
full parameter space). (e) As Figure C.1d but input signal shifted in time by 100 year to
demonstrate sensitivity to initial conditions. (f) Difference in maximum obliquity variation
between C.1e and C.1d.

tion. Despite the very different simulated mean obliquity, the amplitudes and main periods

remain unchanged (Figure C.1c).

Some simulations display an initial drift in obliquity across the first few years

(e.g. Figure 5.7a). To verify that this drift does not result from sensitivity of the model

equations to small deviations, we run sensitivity tests for a small sub-sample (40×40) of

simulations in which the input signal is slightly offset. For instance, the original input

signal has a time step of 1000 year, i.e. t = 0, 1000, 2000, etc. In the sensitivity runs, the

input signal is shifted by 100 years, i.e. t = 100, 1100, 2100, etc. The differences at the
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Figure C.2: Schematic depiction of the relative positions of the ascending node (Ω0 and Ω1),
perihelion (p0 and p1), and the moving vernal equinox (Υ0 and Υ1) at two sequential points
in time, controlled by the clockwise movement of axial precession (Ψ) on the Earth-like
planet. Their relative direction of movement is indicated with arrows. N -body simulations
provide the angle (longitude) of the ascending node relative to a reference point (Υ′

0) on
the reference plane with orbit normal (n). The reference point is the first point of Aries
during the year 2000. The orbital inclination (i) is the angle between the plane of reference
and orbital plane with normal (n′).

start of the simulations that show an initial drift are negligible and confirm the transient

nature of the first few thousands of years while the planet adjusts to the new conditions.

To prevent the transient drift at the start of the simulation from distorting the results

of the amplitude calculations, the first million year is removed from the analysis when

extracting the maximum obliquity amplitude (Figure 5.6). The sensitivity test also reveals

that the model is sensitive to the initial conditions (Figure C.1d-f). Whilst the majority of

simulations in the low-resolution parameter space appear to have a low sensitivity to initial

conditions in terms of the maximum obliquity variation, those regions where the Jupiter-

like companion is close to 3.2 au display a greater deviation between the two sensitivity

simulations and should be interpreted with caution.
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