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slicer, R∼18,000 observing mode. The complete figure set including spectra
from all identified H II regions (46 images) are available as thumbnails in
Appendix 3C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Figure 3.6: Comparison of the SFR determined from Hβ and [OIII]5007Å. . . . . . . . . . . 90
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small slicer, R∼18,000 observing mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

Figure 3C.2: Figure 3C.1 cont’d. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

Figure 3D.1: Thumbnail maps of H II regions identified in our KCWI observations. . . . . . 150

Figure 3D.2: Figure 3D.1 cont’d. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Figure 3D.3: Figure 3D.1 cont’d. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Figure 3D.4: Figure 3D.1 cont’d. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Figure 3D.5: Figure 3D.1 cont’d. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

Figure 3D.6: Figure 3D.1 cont’d. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Figure 4.1: Model views of the full Liger filter wheel assembly. . . . . . . . . . . . . . . . . . . . . . 162

xi



Figure 4.2: Close up views of key components of the Liger filter wheel. . . . . . . . . . . . . . . 163

Figure 4.3: Filter wheel model showing the interface between the wheel and the detents 166

Figure 4.4: SOLIDWORKS Simulation results for stress (LEFT) and deflection (RIGHT)
of the filter wheel housing and mounting bracket under static load due to
gravity. The stress is below yield everywhere and the maximum deflection is
< 1mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

Figure 4.5: SOLIDWORKS Simulation results for stress (LEFT) and deflection (RIGHT)
of the filter wheel housing and mounting bracket under a 5g impact load in
addition to its own weight. The stress is below yield everywhere and the
maximum deflection is < 1mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

Figure 4.6: Model view of the current design for the Liger pupil wheel assembly with a
photorealistic rendering on the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Figure 4.7: LEFT: Model view of pupil wheel components with pupil masks installed.
RIGHT: close-up view of the mounting for a single pupil mask with the
corresponding alignment hardware. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Figure 4.8: Images taken in March 2019 with the NIRC2 pupil imaging camera in the
Kp filter after the most recent upgrade to the instrument showing the relative
alignment between the pupil stop and the telescope pupil. . . . . . . . . . . . . . . . . 174

Figure 4.9: Models of the Keck pupil and background at 4 different elevations with center
offsets derived from OSIRIS imaging. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

Figure 4.10: Spring loaded bearing mechanism to maintain planarity of the Liger pupil
wheel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

Figure 4.11: Deflection of the pupil wheel under gravity with the load of three axial bearings
(pink) with 1mm (LEFT) and 2mm (RIGHT) of compression in the springs.
In both cases the deviation from planarity of the pupil mask in the operational
position (circled in black) is < 1 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Figure 4.12: SOLIDWORKS Simulation results for deflection of the pupil wheel housing
and mounting bracket under static load due to gravity. The stress is below
yield everywhere and the maximum deflection is < 1mm with the deflection
at the location of the active mask ∼ 8 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Figure 4.13: SOLIDWORKS Simulation results for stress on the pupil wheel housing and
mounting bracket under static load due to gravity as well as an additional 5g
shock load. The stress is below yield everywhere with the maximum located
under the bolt heads. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

xii



Figure 5.1: Rendering of the Liger imager detector and pick-off mirror mounting and
focus stage with all exterior baffling removed. . . . . . . . . . . . . . . . . . . . . . . . . . . 184

Figure 5.2: Side view of the detector and pick-off mirror assembly showing the AISI 304
flexure (outlined in blue) component connecting the base with the rest of the
mount as well as the extension springs which maintain planarity of the system
throughout the range of possible focus positions. . . . . . . . . . . . . . . . . . . . . . . . . 185

Figure 5.3: Displacement from SolidWorks Simulation of static loading on detector stage
at the two extremes of the focus range from 0mm (a) to 3mm (b). . . . . . . . . . 187

Figure 5.4: Model views of where the pick-off mirror mounting attaches to the main
assembly with baffling removed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Figure 5.5: Model view of the detector mounting assembly illustrating the adjustability in
tip (a) and tilt (b) via set screws at the A frame feet. . . . . . . . . . . . . . . . . . . . . . 189

Figure 5.6: Model view showing the baffling around the detector and pick-off mirrors. . . 190

Figure 5.7: Stress (left) and deflection (right) for simulation of the detector mounting
under both static and an additional 4g shock load in the vertical direction
(5g total). The maximum stress determined is < 2/3Sy underneath bolted
connections and < 1/2Sy elsewhere with negligible deflections. . . . . . . . . . . 191

xiii



LIST OF TABLES

Table 2.1: Data Samples: Observational Properties of High and Low Redshift Star Form-
ing Clumps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Table 2.2: Priors used in PyStan Fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Table 2.3: Size - Luminosity Relation Fit Parameters: (LHα = eβ rα
clump) . . . . . . . . . . . . . . 26

Table 2.4: 3D Fit Parameters: σ (LHα = eβ rα
clumpσ

γ

clump) . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Table 2.5: 3D Fit Parameters: fgas(LHα = eβ rα
clump f γ

gas) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Table 2.6: Clump Sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Table 2B.1: MASS/DIMM Seeing Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Table 2D.1: Dynamical Mass and Time Estimates for IROCKS sources . . . . . . . . . . . . . . . 63

Table 3.1: KCWI Observational Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Table 3.2: Clump Identification Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Table 3.3: H II Region Catalogue (small slicer, R∼18,000) . . . . . . . . . . . . . . . . . . . . . . . . 80

Table 3.4: H II Region Properties (small slicer, R∼18,000) . . . . . . . . . . . . . . . . . . . . . . . . 96

Table 3.5: Outflow Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Table 3.6: Metallicity Calibration Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Table 3.7: Size - Luminosity Relation Fit Parameters: (LHα = eβ rα
clump) . . . . . . . . . . . . . . 129

Table 3.8: Size - Velocity Dispersion Relation Fit Parameters: (σ = β rα
clump) . . . . . . . . . . 132

Table 3B.1: Radius Definition Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

Table 3E.1: H II Region Properties (small slicer, R∼18,000) — [OIII]4959Å . . . . . . . . . . . 156
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ABSTRACT OF THE DISSERTATION

The Properties and Evolution of Star Forming Regions Over Cosmic Time

by
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Professor Shelley A. Wright, Chair

Star formation is key to the regulation of galactic environments. Studying the sites of

ongoing star formation is therefore critical to understanding the evolution of galaxies over cosmic

time. Integral Field Spectrographs (IFS) have allowed astronomers to probe the dynamical processes

of galaxies at high redshift, z∼1-3, revealing unique kiloparsec-scale “clumps” of star formation.

The relationships between clump size, luminosity, and velocity dispersion are particularly important

to understanding clump formation and evolution. These relationships have been measured in a

variety of studies but disagreement remains about their nature and possible evolution with redshift.

To investigate the cause of these differences, I collected a comprehensive sample of clump

observations across redshifts and developed a Bayesian Markov Chain Monte Carlo fitting routine

to robustly explore the scaling relationships of star-forming regions. There is evidence of a break
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into two clump populations based on their star formation rate surface density with differences in

slope due to either the formation mode or geometry of the clump and host galaxy disk, but there is

added uncertainty from limited observations at small clump sizes.

To address this limitation, I observed a sample of compact H II regions in the local starburst

galaxy, IC 10, with the Keck Cosmic Web Imager IFS at the W. M. Keck Observatory. I found these

H II regions are offset to higher luminosity and velocity dispersion for a given size. These H II

regions do not appear to be virialized, and instead show evidence that they are young and expanding.

Even in the most compact H II regions, warm gas pressure from photoinization heating provides the

dominant contribution to outward pressure and expansion.

Improvements in instrumentation are also key to improving studies of the characteristics and

evolution of star-forming regions, as well as many other astronomical objects. Liger, an adaptive

optics fed IFS and imager for Keck Observatory, will provide improvements in resolution, field of

view, and wavelength coverage compared to current instruments. I have developed the mechanical

design of three major components of the Liger imager and sequential spectrograph: the filter wheel;

selectable cold pupil stop; and mounting stage for the imager detector and IFS pick-off mirrors.
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Chapter 1

Introduction

The first galaxies are thought to have formed in the first few hundred million years after

the Big Bang when the Universe was only a small fraction of it’s current age. The Universe at this

time was a vastly different environment than the present day; most heavy elements had not yet been

formed and the universe was in a period known as the “dark ages” with opaque neutral gas filling

the spaces between the islands of young stars and newly forming galaxies. These early galaxies

looked far different than what we observe in the current universe, and yet, they evolved over the

last ∼13 billion years into the elliptical and spiral galaxies of the present day — including our own

Milky Way galaxy — through processes like mergers and accretion of gas from the circum- and

intergalactic medium to form stars. To understand the environment of the current universe we must

observe both local galaxies as well their precursors at earlier cosmic times. Due to the finite speed

of light, when we observe distant galaxies we observe them as they were in the past, providing a

window into our universe’s history.

One of the key ways in which galaxies have evolved is through the formation of new

generations of stars which produce heavy elements, changing the chemical composition of the

galaxy, and inputting massive amounts of energy into the surrounding gas — a process known as

“feedback”. Feedback can be both positive and negative. In the cases of positive feedback, areas of

higher density and turbulence are produced which can trigger additional star formation. However,

negative feedback from star formation is thought to be one of the main mechanisms to halt further

star formation and expel material from the region or even the galaxy. Therefore, studying the
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progression of star formation is critical to understanding the regulation of galactic environments

and the evolution of galaxies over cosmic time (e.g., Hopkins et al., 2012).

Star formation in galaxies occurs in areas with higher densities of molecular gas, known as

Giant Molecular Clouds (GMCs). Rather than being smooth, self-gravitating structures, GMCs are

observed to have clumps and filaments of higher density (e.g., reviews by Williams et al., 2000;

McKee and Ostriker, 2007; Heyer and Dame, 2015). These higher density regions, often referred to

as “cores”, are the locations of GMCs where individual stars and clusters are thought to form from

the collapse of molecular gas (e.g., Girichidis et al., 2020). With enough material, the pressure from

this collapse can cause the temperature and density to become high enough for hydrogen fusion

to occur and a star to be formed. These stars emit high amounts of UV light which ionize neutral

gas in the vicinity, forming an H II region. The more stars in the cluster and the more massive

they are the higher the number of ionizing photons produced and the larger the H II region. The

ionization of this gas is dominated by the most massive O and B-type stars which have the shortest

lifetimes, meaning that observations of the ionized gas in H II regions trace the most recent burst of

star formation over the last few million years.

H II regions start out spatially compact and expand over time before dissipating. Energy

from the massive stars powering the H II region can interact with the surrounding gas in the

molecular cloud and the Interstellar Medium (ISM) through feedback. These processes are thought

to be critical for the regulation of star formation and setting the low observed star formation

efficiency (e.g., Harper-Clark and Murray, 2009; Hopkins et al., 2014). Without disruption of the

surrounding gas, star formation would proceed unhindered until all available gas was converted to

stars. However, observations put the actual observed efficiency of star formation closer to ∼ 1%

(e.g., Krumholz, 2014), indicating that something like feedback must be disrupting and preventing

further star formation. There are a variety of forms that this feedback can take. Radiation pressure

occurs when photons produced in the star cluster interact with surrounding dust grains and transfer

both energy and momentum. The ionizing photons also heat the surrounding gas to ∼ 104 K,

significantly higher than the ∼ 10K temperature of the surrounding molecular cloud. Shocks from
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stellar winds can generate bubbles of hot gas. And lastly, supernovae explosions provide significant

amounts of energy in short bursts — though these events don’t occur for a few million years by

which point the molecular gas may have already been disrupted (e.g., Grudić et al., 2022). These

mechanisms all result in outward pressures which can cause expansion or expulsion of gas from

the star forming region and the surrounding molecular cloud. How effective each of these modes

of feedback are in different environments is still somewhat uncertain and is the subject of both

theoretical and observational investigations.

1.1 Observations of Star Forming Regions

There is a clear interplay between the sites of star formation and the evolution of galaxies. It

is therefore critical to observe a wide range of star forming regions across diverse environments from

Milky Way H II regions to high redshift star forming “clumps”. Studies of the star formation history

of the universe show that star formation activity peaked between redshifts z ∼ 1−3 (∼ 8−11Gyr

in the past, e.g., Madau and Dickinson, 2014). If we want to understand galaxy evolution and the

impact of star formation then this is a crucial epoch in which to study the conditions and properties

of star forming regions. Early imaging studies of high-redshift galaxies with the Hubble Space

Telescope revealed highly irregular morphologies with areas of concentrated star formation (e.g.

Elmegreen et al., 2004b). Complimentary spectroscopic surveys from ground-based observatories

allowed astronomers to compile the global properties of these galaxies (e.g., Shapley et al., 2003).

With the advent of Integral Field Spectrographs (IFS) paired with Adaptive Optics (AO) at 8- &

10-m class ground-based telescopes, the resolved properties and kinematics of these high-redshift

galaxies and their star forming regions were able to be studied for the first time (see review by

Glazebrook, 2013).

A 10-m telescope paired with AO can achieve spatial resolutions of ∼ 800pc at z ∼ 1.

Combining this with IFS operating in the near-infrared allows for detailed studies of the ionization

states and kinematics of the ionized gas that traces the most recent star formation activity while

resolving the large, kiloparsec-scale clumps that have been observed at these redshifts (e.g., Genzel

3



et al., 2011). These studies have shown that galaxies in this epoch of “cosmic noon” (Grogin et al.,

2011) have turbulent disk structures exhibiting high velocity dispersions which are thought to lead

to areas of gravitational instability, triggering clump formation (Bournaud et al., 2007). These

clumps tend to be 1−3kpc across and are found to be present in the majority of high-z galaxies

(Guo et al., 2015b). Even with the help of magnification from gravitational lensing to improve

spatial resolution at high-z, these large observed clump sizes remain (e.g., Livermore et al., 2012;

Swinbank et al., 2009; Walth et al., 2019). However, there are only a few in each galaxy compared

to the hundreds of H II regions which are 10’s - 100’s parsec in size found in local galaxies. It is

thought that these massive clumps at high-z may migrate to the center of the host galaxy over time,

leading to the bulge and disc structure observed in spiral galaxies in the local universe (Mandelker

et al., 2014).

1.1.1 Scaling Relationships

One way in which to investigate the likely formation mechanism of these structures is to

study the scaling relationships between the measured clump properties; typically the clump sizes,

luminosities (a tracer of star formation rate; SFR), and velocity dispersion (e.g., Livermore et al.,

2012; Wisnioski et al., 2012). Obtaining resolved measurements of all three of these important

properties at high-z currently requires the use of AO aided IFS. Local H II regions are often used as

a comparison sample when fitting and interpreting the scaling relationships, but there has been some

variability of the results depending on the local and high-z samples used; particularly in regards to

whether there is evolution in the relationship between size and luminosity with increasing redshift.

In Chapter 2, this question of what the relationships between star forming region properties are —

particularly the size-luminosity relationship — is explored with a robust set of data gathered from

the literature for both local H II regions and high-z clumps. We developed a Markov Chain Monte

Carlo (MCMC) fitting method to investigate the relationship between these properties in a robust

way, better incorporating measurement uncertainties and intrinsic scatter, and allowing the division

of the data into subsets for the exploration of potential redshift evolution and/or selection biases.
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We use this MCMC code to fit a power-law relationship between the star forming region size and

Hα luminosity, as well as multi-parameter fits adding in the region’s velocity dispersion or the

host galaxy gas fraction. As will be shown, we found no clear indication that the size-luminosity

relationship evolves with redshift, but instead that there is a break between regions with high- and

low- star formation rate surface density (ΣSFR). For high ΣSFR regions we found a slope of L ∼ r2,

while for low ΣSFR region we found L ∼ r3. These slopes can be interpreted as either due to a

difference in the mode of collapse of the star forming region during its formation or a difference in

region geometry relative to the disk of the host galaxy. Regardless of the redshift, these high and

low ΣSFR regions exhibit differences in the best fitting slope between the region size and luminosity.

The investigation of these scaling relationships and the interpretation of these two slopes will be

presented further in Chapter 2.

One limitation of this scaling relationship investigation, however, was a limited number

of resolved observations of very small, low mass star forming regions — and none which were

observed with IFS. In a practical sense, these small regions constrain the intercept of the scaling

relationships and are therefore critical to any interpretation of variations in the fitted slope. More

importantly, without these observations we cannot compare the scaling relationships (and therefore

the insight into formation mechanism and physical conditions they provide) for star forming regions

in low and high mass clumps. In order to fill in this missing parameter space, observations in the

local universe are required in order to achieve high enough spatial resolution to separate compact

structures. A prime candidate for such observations was the local starburst dwarf galaxy IC 10.

IC 10 is our nearest starburst at a distance of only ∼ 700kpc (Kim et al., 2009), making 1′′

on the sky equivalent to only ∼ 3.5pc. Further, there have been nearly 150 H II regions identified

within IC 10 (Hodge and Lee, 1990), meaning that a large sample of the required H II regions can

be built up in a single study. Chapter 3 details observations carried out with the Keck Cosmic Web

Imager IFS (KCWI; Morrissey et al., 2018) of the central region of IC 10 in order to identify and

measure the properties of H II regions in this crucial parameter space of compact, low mass regions.
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1.1.2 Resolved Kinematics and Energetics

These observations of IC 10 have many uses other than simply constraining the intercept of

the scaling relationships. IC 10 is also a fascinating environment in which to study the impact of

ongoing star formation on the ISM, and KCWI allows the spatial and spectral resolution to do this

at the smallest scales.

High resolution optical IFS like KCWI have only recently been developed. Previous IFS

instruments that operated at the wavelengths necessary to study ionized gas in the local universe

could only achieve kiloparsec resolution. While these could not resolve the smallest star forming

regions, they were still extremely useful for mapping gas properties and kinematics throughout

entire galaxies. In particular, these instruments have been used for highly productive surveys of large

samples of local galaxies to perform statistically significant studies of galaxy properties and trends.

The Cero Alto Legacy Integral Field Area survey (CALIFA, Sánchez et al., 2012a), for example,

observed ∼600 nearby star forming galaxies using a moderate resolution, R∼850-1650, fiber fed

spectrograph. A multitude of scientific results has come from the CALIFA survey (e.g., Marino et al.,

2013; Pérez et al., 2013; Sánchez et al., 2013; González Delgado et al., 2015). Interesting results

include correlating emission line ratios with stellar population age and metallicity (Sánchez et al.,

2015) showing that H II regions are affected by the underlying stellar population. The CALIFA

survey also characterized the Diffuse Ionized Gas (DIG) and it’s impact on measured H II region

properties (Espinosa-Ponce et al., 2020). The Mapping Nearby Galaxies at APO survey (MaNGA,

Bundy et al., 2015) as part of the larger Sloan Digital Sky Survey (SDSS) provides similar ∼kpc

scale IFS observations as CALIFA in a sample of >4,500 galaxies. This publicly available data

has resulted in studies of galaxy metallicity gradients (Belfiore et al., 2017), measurement of a

“resolved” star forming main sequence (Ellison et al., 2018), and characterizations of ionized gas

outflows (Rodrı́guez del Pino et al., 2019) among many other interesting results.

High resolution optical IFSs at 8- to 10-m class telescopes such as Keck/KCWI and the

Multi-Unit Spectroscopic Explorer (MUSE; Bacon et al., 2010) at the Very Large Telescope (VLT)

have allowed much more detailed observations of local H II regions. These powerful instruments
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have been used to map the ionized gas in local H II regions to study their ionization state (e.g.,

Castro et al., 2018), the impact of different feedback mechanisms (e.g., McLeod et al., 2019, 2021),

and the resolved kinematic state of the gas around star clusters (Bresolin et al., 2020).

The local starburst galaxy IC 10 provides a prime target to study with these recent high

resolution optical IFSs. Observational evidence suggests that the starburst in IC 10 is quite recent.

First, there is the previously mentioned high density of H II regions in IC 10 (Hodge and Lee, 1990),

as well as a large number of Wolf-Rayet (WR) stars (e.g., Massey and Holmes, 2002; Tehrani et al.,

2017). In fact, the WR stars found in IC 10 result in an unusually high ratio of WC/WN stars which

may be reproduced by synchronized bursts of star formation in the last few Myr (Hunter, 2001).

Polles et al. (2019) find similar properties in their photoionization models of multiple regions in

the IC 10 starburst which they suggest indicates a common origin of the recent star formation,

potentially triggered by feedback from a previous generation (ie., “positive” feedback). Further,

observations of the CO gas content in IC 10 indicate that the irregular galaxy is still in the process

of actively forming, with evidence of ongoing accretion from the intergalactic medium (Wilcots

and Miller, 1998; Ashley et al., 2014). These characteristics make IC 10 a unique and fascinating

environment in which to study the current state of the star forming regions and their surroundings

and to investigate the various feedback processes occurring within them.

In Chapter 3 we will make use of high resolution kinematic and ionization state measure-

ments throughout the H II regions and ISM of IC 10 to investigate the impact of energy from star

formation. We will show that the identified H II regions are likely young and undergoing active

expansion into their surroundings. The observations will be used to estimate the contribution of

key mechanisms of feedback and to show that the pressure from heating the H II region gas is

likely to be the dominant mechanism even in this environment of low mass ionizing clusters. H II

regions with potential local outflows will also be identified and the possible sources of support for

the resulting turbulent volumes investigated.
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1.2 Novel Instrumentation

Chapters 4 and 5 will focus on the development of a new sequential imager and IFS for the

W.M. Keck Observatory called Liger. Advances in observations naturally rely on improvements

in instrumentation over time to continuously provide better sensitivity, resolution, fields of view,

and wavelength coverage. Two out of the last three Nobel Prizes in Physics have been awarded

for discoveries in astrophysics made possible by new generations of instruments operating on

ground-based telescopes at optical and near-IR wavelengths. In 2019, the prize was awarded for the

discovery of the first exoplanet around a main sequence star, which would not have been possible

without improvements in spectral resolution. This allowed the detection of the stars Doppler shift

caused by the pull of an orbiting planet (Mayor and Queloz, 1995). Then, in 2020, the prize was

awarded for the discovery of the supermassive black hole at the center of our own Milky Way galaxy.

This was made possible with extensive observations tracking the orbits of stars at the Galactic

Center with state of the art instruments on large ground based telescopes using adaptive optics (e.g.,

Ghez et al., 1998, 2008; Genzel et al., 2010). Just as these ground breaking studies relied on the

development of new tools like Doppler spectroscopy and AO, the work in this thesis would not be

possible without the development and improvement of Integral Field Spectrographs.

The two most common types of observations are imaging and spectroscopy. Imaging

cameras focus the light at a detector to generate an image of the object, though with no information

on the wavelength of each detected photon aside from filters used to narrow the wavelength range

of the image to focus on a desired feature. Spectroscopy makes use of a dispersive element such

as a grating or prism to spread out the incoming light such that photons of different wavelengths

land at different locations on the detector. The result is a spectrum showing the amount of light

observed as a function of wavelength, but without the spatial information obtained with an image.

IFS’s combine these two techniques to generate a three-dimensional data cube with a spectrum at

each pixel in the field of view with a single exposure. The first IFS was a prototype which used a

bundle of flexible optical fibers to reformat a two-dimensional image into a straight line of fibers
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from which the light is then dispersed in wavelength (Vanderriest, 1980).

Current IFS instruments typically make use of one of three methods to divide the two-

dimensional field of view into distinct elements before dispersing the light in wavelength. The first

is the use of flexible optical fibers to capture the light from discrete areas of an image and rearrange

it into the desired format before dispersing the output of each fiber into a unique spectrum (e.g.,

Vanderriest, 1980). Since these fibers are flexible, they can be rearranged such that the configuration

at the exit of the fiber is the most convenient for dispersing each spectrum on the detector in an

efficient manner. However, one disadvantage is that there will be gaps in the coverage on sky due to

the cylindrical nature of the fibers as well as some non-zero thickness of the fiber housings. The

second technique is the use of a lenslet array to divide the incoming light into distinct beams which

are each dispersed into individual spectra (e.g., Bacon et al., 1995). The lenslet method has an

advantage over the fibers in that the lenslets can be packed tightly together to eliminate gaps in

spatial coverage, but the packing of spectra on the detector is not as efficient, resulting in the need

for either lower spectral resolution or a smaller wavelength range. Using fibers after the lenslet

array can improve the efficiency of both spatial and spectral coverage, but this increases the cost and

complexity of the instrument. The third technique is the image slicing method in which a segmented

mirror is used to divide and reformat the field of view before dispersing the light (e.g., Weitzel

et al., 1996). This method can arrange the slices similarly to using fibers without the loss of field

coverage, but the spatial sampling is coarser than can be achieved with the lenslet method. These

three methods are illustrated in Figure 1.1.

IFSs have had an incredible impact on observational astronomy. The combination of IFS

operating in the near-IR with AO on powerful 8- & 10-m class ground based telescopes opened

the door to a multitude of new observations. Not only are these instruments regularly used in the

observations of the Galactic Center to constrain the black hole mass, but these instruments are also

what allowed surveys like the Spectroscopic Imaging survey in the Near-infrared with SINFONI

(SINS, Förster Schreiber et al., 2009) to resolve the morphology and kinematics of galaxies at

z ∼ 1−3, which showed the large clumps of star-formation within turbulent disks discussed in the
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Figure 1.1: A cartoon illustration of the three main methods of constructing Integral Field Spec-
trographs discussed here. The leftmost column demonstrates how the two-dimensional field of
view is divided into discrete segments. Next, the arrangement of these segments is shown at the
input to the spectrograph. The right column shows the dispersed spectra and their orientation for
each segment as the light leaves the spectrograph and goes to the detector. Each of these methods
results in observations which are organized in a data cube as illustrated on the right, with an image
(x and y) at each wavelength (λ ). Image modified from Allington-Smith (2006); reproduced with
permission from Elsevier.

preceding sections.

At optical wavelengths, fiber-fed IFS operating on ∼3-m telescopes also allowed the previ-

ously discussed surveys like CALIFA (Sánchez et al., 2012a) and MaNGA (Bundy et al., 2015) to

map the gas properties, including kinematics, in thousands of local galaxies at kpc scales. More

recently, wide field optical IFSs like VLT/MUSE and Keck/KCWI have been developed and com-

missioned. Without these instruments, and the simultaneous high spectral and spatial resolution they

provide, the observations of local H II regions in Chapter 3 would not have been possible. We simply

would not be able to map the ionized gas conditions and kinematics in local star forming regions in

an efficient enough manner to build up a sufficient sample to study trends in their properties and

compare them to massive clumps at high-z.

The new Liger instrument will provide even greater improvements over existing IFSs which

will allow for more detailed studies of the kinematic conditions and chemical properties of local

and high-z galaxies and their star forming regions. Liger, with first light planned for 2027, will

consist of a sequential imager and IFS that will provide improvements in both spatial and spectral
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resolving power, larger fields of view, and extend to shorter wavelengths than current AO fed

instruments (Wright et al., 2019). There are two separate IFS channels built into Liger, a lenslet

mode to provide high spatial resolution, and a slicer mode which provides a larger field of view.

Chapters 4 and 5 discuss the development of three key components of the imager shown in Figure

1.2, which are therefore also used by the IFS modes. Chapter 4 discusses the design of the filter

wheels which select the desired wavelength range of the observations as well as the selectable

cold pupil stop which will mask the thermal background. Chapter 5 details the design of a finely

adjustable mounting stage for the imager detector as well as the pick-off mirrors which feed the

light to both the slicer and lenslet IFS modes.

Figure 1.2: Rendering of the Liger imager with the beam path highlighted in red. Light from the
telescope enters the instrument on the left side, after the AO system. The light then reflects off the
collimator off-axis parabolic mirror (OAP) and is redirected by a flat mirror before passing through
the pupil and filter wheels before reaching the camera OAP. Finally, the focused light reaches the
CCD detector as well as the pick-off mirrors which will send a portion of the beam upward to feed
the IFS. Chapter 4 discusses the design of the filter and pupil wheels while Chapter 5 focuses on the
design of the detector stage which also holds the pick-off mirrors for the two IFS modes not shown
here.

The remaining chapters of this thesis are divided between two main topics: Chapters 2 &
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3 address the observational study of local and distant star forming regions, while Chapters 4 & 5

describe design work for key components of the Liger instrument. Chapter 2 focuses on studying

the scaling relationships between measured properties of star forming regions locally and at high-z

in order to better understand the mode of formation and evolution of these regions. Chapter 3

describes an observational study of the H II regions in the local starburst galaxy, IC 10, with the

goals of both better constraining the scaling relationships with high resolution measurements of

small star forming region properties, as well as addressing the detailed ionized gas conditions

and effectiveness of feedback in these H II regions. Chapter 4 shifts to the development of new

instrumentation, with a description of the design and analysis of the filter and pupil wheels for the

planned Liger imager and IFS. Similarly, Chapter 5 details the design of a mounting and alignment

stage for the Liger imager detector and the IFS pick-off mirrors. Finally, Chapter 6 provides a

summary of these studies as well as a brief discussion of how the next generation of observatories

and instruments will be able to build on this work and improve our understanding of star forming

regions and their impact on galaxy evolution.

Acknowledgements
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Chapter 2

Size-luminosity scaling relations of local
and distant star forming regions

Abstract

We investigate star forming scaling relations using Bayesian inference on a comprehensive

data sample of low- (z<0.1) and high-redshift (1<z<5) star forming regions. This full data set

spans a wide range of host galaxy stellar mass (M∗ ∼ 106 −1011 M⊙) and clump star formation

rates (SFR ∼ 10−5 − 102 M⊙ yr−1). We fit the power-law relationship between the size (rHα )

and luminosity (LHα ) of the star forming clumps using the Bayesian statistical modeling tool

Stan that makes use of Markov Chain Monte Carlo (MCMC) sampling techniques. Trends in the

scaling relationship are explored for the full sample and subsets based on redshift and selection

effects between samples. In our investigation we find no evidence of redshift evolution of the

size-luminosity scaling relationship, nor a difference in slope between lensed and unlensed data.

There is evidence of a break in the scaling relationship between high and low star formation rate

surface density (ΣSFR) clumps. The size-luminosity power law fit results are LHα∼ rHα
2.8 and

LHα∼ rHα
1.7 for low and high ΣSFR clumps, respectively. We present a model where star forming

clumps form at locations of gravitational instability and produce an ionized region represented

by the Strömgren radius. A radius smaller than the scale height of the disk results in a scaling

relationship of L ∝ r3 (low ΣSFR clumps), and a scaling of L ∝ r2 (high ΣSFR clumps) if the radius

is larger than the disk scale height.
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2.1 Introduction

Understanding the star formation properties in high-redshift galaxies is crucial for under-

standing galactic formation and evolution. Star formation rates at high-redshift (z∼2) are an order of

magnitude higher than at z∼0 (Hopkins, 2004; Hopkins and Beacom, 2006; Madau and Dickinson,

2014), indicating that the majority of stellar mass and galactic substructure are established at early

times. Rest frame UV Hubble Space Telescope (HST) imaging surveys implied star formation

occurred in irregular morphologies (e.g., Elmegreen et al., 2004b,a; Law et al., 2007b), while

ground-based spectroscopic surveys confirmed the large global star formation properties of high-

redshift galaxies (Shapley et al., 2003; Law et al., 2007b). Yet these early surveys were unable

to resolve individual star forming regions (“clumps”) to study their internal kinematics and sizes.

Studying the properities of individual high-redshift star forming clumps is imperative for comparing

their properties to that of local H II regions and starburst regions, and for understanding their star

formation mechanisms.

Integral field spectrographs (IFS) have been revolutionary for studying the resolved mor-

phologies and kinematics of high redshift galaxies (Glazebrook, 2013). Using an IFS in combination

with Adaptive Optics (AO) yields superb spatial resolutions, down to ∼ 800 pc at z ∼ 1. This has

allowed for detailed ionized gas kinematic studies of high-redshift galaxies and their individual

clumps (Förster Schreiber et al., 2006, 2009, 2011; Genzel et al., 2006, 2008, 2011; Law et al.,

2007a, 2009; Wright et al., 2007, 2009; Shapiro et al., 2008; Epinat et al., 2009, 2012; Swinbank

et al., 2009, 2012a,b; Jones et al., 2010; Mancini et al., 2011; Livermore et al., 2015; Wisnioski et al.,

2012, 2015; Newman et al., 2013; Buitrago et al., 2014; Stott et al., 2014, 2016; Leethochawalit

et al., 2016; Mieda et al., 2016; Molina et al., 2017). The kinematics of these galaxies have shown

large turbulent disks that have high velocity dispersions (>>10 km s−1). These high-redshift disks

have had their Toomre parameter, Q, measured to be less than 1 (Toomre, 1964), and therefore

gravitational instability (Elmegreen et al., 2008; Genzel et al., 2011) may cause disk fragmentation

and clump formation (e.g. Bournaud et al., 2007; Elmegreen et al., 2008; Mandelker et al., 2014).
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In a large HST imaging-survey, Guo et al. (2015a) finds that the majority of high-redshift

galaxies contain one or more off-center clumps, where the number of clumps per galaxy is decreasing

with redshift to z ≈ 0.5. These clumps are larger than local Giant Molecular Clouds (GMCs) and

H II regions with size scales on the order of ∼ 1−3 kpc, and only a small number of clumps in

each galaxy as opposed to hundreds of GMCs and H II regions in local galaxies. One interpretation

is that these massive clumps coalesce to form or grow the bulge of their host galaxy, spiraling

towards the center due to the effects of dynamical friction (Bournaud et al., 2007; Elmegreen et al.,

2008). The migration of massive clumps towards the center of the host galaxy is thought to occur

on timescales of ∼ 2−3 orbital times (Dekel et al., 2009; Ceverino et al., 2012; Bournaud et al.,

2014; Mandelker et al., 2014, 2017). This process would then lead to the exponential disk structure

we typically see in local spiral galaxies (Bournaud et al., 2007).

The ability to measure resolved clump properties provides insight into the physical processes

driving high-redshift clump formation, and how these systems evolve into local galaxies. To explore

the driving formation mechanisms, star formation scaling relations of high-redshift clumps are often

compared to local analogs like H II regions. The relationships between clump size, luminosity

(usually in Hα ; LHα ), and velocity dispersion have been investigated in various studies with differing

results (Genzel et al., 2011; Wisnioski et al., 2012; Livermore et al., 2012, 2015; Mieda et al., 2016).

In comparison to local H II regions, Livermore et al. (2012, 2015) (the latter including data from

Jones et al. (2010)) find there is an offset to higher luminosities in their lensed, high-redshift clumps.

However, both Wisnioski et al. (2012) and Mieda et al. (2016) find that the power-law relating

clump size and luminosity for unlensed high-redshift samples extend well to local H II regions,

with Wisnioski et al. (2012) finding the relationship LHα ∝ r2.72±0.04 when including local H II and

giant H II regions. In order to determine whether these scaling relationship differences are due to

redshift evolution, selection biases between studies, and/or intrinsic scatter requires additional local

and high-redshift investigations.

An important consideration for studying high-redshift scaling relations is which local analogs

to use as a comparison sample. Often H II regions like those found in the SINGS survey (Kennicutt
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et al., 2003) are used as these comparative local analogs. However, high-redshift star forming clumps

are sometimes found to be orders of magnitude more luminous than local H II regions (Swinbank

et al., 2009), and may in fact be scaled up versions of more extreme giant H II regions such as 30

Doradus (Swinbank et al., 2009; Jones et al., 2010; Wisnioski et al., 2012). The DYNAMO survey

(Fisher et al., 2017) provides another set of local clump analogs in turbulent galaxies that have

similar properties to high-redshift clumps. Within the Milky Way there are distinctions between

star forming regions based on size-scale, where GMCs are 1 to 2 orders of magnitude smaller than

Molecular Cloud Complexes (MCCs). Nguyen-Luong et al. (2016) investigate a power-law break

in varying star formation laws based on the differences between GMCs and MCCs that indicate

MCCs may provide another analog to the high-redshift clumps.

We gathered a comprehensive data set from the literature to form a robust comparative

sample in Section 2.2 to investigate possible causes of variation in the scaling relations between

different samples. In Section 2.3 we discuss the Markov Chain Monte Carlo (MCMC) method

developed to fit a power-law to clump sizes and luminosities. In Section 2.4, we present the results

of this fitting method for a range of data subsets to investigate the clump size-luminosity scaling

relationship. We apply a broken power-law fit to this relationship based on the star formation

rate surface density, as presented in Section 2.4.1. The possible effects of beam smearing on the

measured clump properties and scaling relations are explored in Section 2.4.2. We divide the data

into various sub-samples to investigate potential redshift evolution in Section 2.4.3; and dependence

on clump velocity dispersion and host galaxy gas fraction in Section 2.4.4. Lastly, in Section 3.4

we discuss two potential theoretical models that may explain the size-luminosity relationships

measured. We present a new model that re-scales the Strömgren sphere in context to the galaxy

disk size with large star forming clumps. We further discuss any observed biases and selection

effects that could influence the fitting to the star forming clump scaling relationship. In Section

3.5 we summarize our results. Throughout this paper we use the concordance cosmology with

H0 = 67.8km s−1 Mpc−1, ΩM = 0.306, and ΩΛ = 0.692 (Planck Collaboration et al., 2014).
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2.2 Data Sample

Data of star forming clumps from both high and low redshift (z ∼ 0.6− 5;z ∼ 0− 0.1)

galaxies measured and detected in different ways were gathered from the literature to form a

comprehensive sample of the known data (Swinbank et al., 2009; Jones et al., 2010; Livermore et al.,

2012, 2015; Walth et al., 2019; Genzel et al., 2011; Wisnioski et al., 2012; Freundlich et al., 2013;

Mieda et al., 2016; Kennicutt et al., 2003; Gallagher and Hunter, 1983; Arsenault and Roy, 1988;

Bastian et al., 2006; Rozas et al., 2006; Monreal-Ibero et al., 2007; Fisher et al., 2017; Nguyen-

Luong et al., 2016). This sample is detailed in Table 2.1 and includes lensed (Swinbank et al., 2009;

Jones et al., 2010; Livermore et al., 2012, 2015; Walth et al., 2019) and unlensed (Genzel et al.,

2011; Wisnioski et al., 2012; Freundlich et al., 2013; Mieda et al., 2016) high-redshift galaxies,

as well as a wide range of sizes and star formation rate densities in the local analogs (Kennicutt

et al., 2003; Gallagher and Hunter, 1983; Arsenault and Roy, 1988; Bastian et al., 2006; Rozas

et al., 2006; Monreal-Ibero et al., 2007; Fisher et al., 2017; Nguyen-Luong et al., 2016). Figure 2.1

illustrates the differences in the morphologies of these galaxy populations via a comparison of HST

images of representative objects.

The majority of high-redshift samples make use of IFS systems for investigating the mor-

phological and kinematic properties of the star forming clumps. This allows for detailed study

of the kinematics of the galaxy at improved spatial resolution when coupled with AO. The range

of properties spanned by the full sample is shown in the histograms of Figure 2.2. The set of

high-redshift unlensed galaxies (z ∼ 1− 2) have an average stellar mass of ∼ 1011 M⊙ and an

average spatial resolution of 2000 pc (∼ 0.6”). The high-redshift lensed galaxies (z ∼ 0.6− 5)

tend to have a lower overall stellar mass (∼ 108 M⊙), but better spatial resolution (avg ∼ 300 pc;

∼ 0.05”) than the unlensed galaxies. The difference in the sampling of the lensed and unlensed

surveys leads to the bimodal appearance of the histogram of host galaxy stellar mass (Figure 2.2b).

The various local analogs span a wide range of total stellar masses (∼ 106 −1012 M⊙) with spatial

resolution similar to or slightly better than the high-redshift lensed sample. This wide range of local
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analogs provides a robust comparison to the varied high-redshift clumps observed.

Table 2.1: Data Samples: Observational Properties of High and Low Redshift Star Forming
Clumps

Study(ies) Redshift Instrument Spatial Resolution Spatial Resolution Lensed/Unlensed Galaxy M∗ Range Galaxies
#, References (z) (arcsec) (pc) (M⊙) (#)

1, Swinbank et al. (2009) 4.9 Gemini/NIFS 0.06′′ 320 lensed 7±2×108 1
2, Jones et al. (2010) ∼1.7-3.1 Keck/OSIRIS 0.01′′a ∼ 100 lensed 109.7−10.3 (dynamical) 6
3, Livermore et al. (2015) VLT/SINFONI, 10

∼1-4 Keck/OSIRIS, ∼ 0.04′′−0.08′′a 40-700 lensed 4×108 −6×108 1
Gemini/NIFS 1

4, Livermore et al. (2012) ∼1-1.5 WFC3 0.05′′ ∼ 70−600 lensed · · · 8
5, Walth et al. (2019) 0.61 HST/ACSb & WFC3b,c 0.01′′/0.03′′a 90/240 lensed 2.6×1010 1

Magellan/LDSS-3e & MMIRSe

6, Genzel et al. (2011) ∼2 VLT/SINFONI ∼ 0.2′′ ∼ 1700a unlensed ∼ 1010.6 5
7, Wisnioski et al. (2012) ∼1.3 Keck/OSIRIS ∼ 0.1′′ ∼ 520−840 unlensed ∼ 1011 3
8, Freundlich et al. (2013) ∼1.2 IRAM & Keck/DEEP2 0.6′′−1.9′′ f ∼ 8000 unlensed ∼ 1011 4
9, Mieda et al. (2016) ∼1 Keck/OSIRIS ∼ 0.1′′ 800 unlensed 109.6−11.2 7

Kennicutt et al. (2003)d KPNO & CTIO 1′′-3′′ 40-325a · · · 7
Gallagher and Hunter (1983)e Kitt Peak video camera system · · · 200g · · · 10

10, Arsenault and Roy (1988)e various >4′′ >100a · · · 20
Bastian et al. (2006)e ∼0 VLT-VIMOS 0.66′′ ∼ 50a unlensed · · · 2
Rozas et al. (2006)e OAN-SPM & William Herschel Telescope 1.5′′-1.6′′ ∼ 50−160a 10
Monreal-Ibero et al. (2007)e INTEGRAL/WYFFOS & WFPC2 · · · · · · ∼ 2×106 −7×108 5

11, Fisher et al. (2017) ∼0.1 HST/WFC ∼ 0.05′′ ∼ 100 unlensed 1−9×1010 10
12, Nguyen-Luong et al. (2016)h Milky Way CfA Suvey 8.8’ ∼ 15 unlensed ∼ 1010 1

Note. — a: when resolution was only given in either pc or arcsec it was converted to the other units based on the
cosmology used here. b: used for measurement of region size. c: used for measurement of flux. d : normal H II
regions; re-analyzed by Wisnioski et al. (2012). e: Giant H II regions; corrections applied by Wisnioski et al. (2012).
f : clump sizes for the Freundlich et al. (2013) sample are derived from IRAM CO luminosity with FWHM ranges
given here; SFRs are derived from DEEP2 spectra using a 1” slit. g: Hα flux measured within a fixed aperture
diameter of 200pc (Gallagher and Hunter, 1983). h: Molecular Cloud Complexes (MCC’s).
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(a): local, low ΣSFR (b): local, high ΣSFR

(c): high-redshift, unlensed (d): high-redshift, lensed

Figure 2.1: HST images from archival ACS data of galaxies representative of the variation in
morphology within the full sample investigated here. (a): local SINGS galaxy NGC 628 included in
the sample of z ≈ 0 H II regions (Kennicutt et al., 2003, data set #10 in Table 2.1) taken with ACS
F658W filter. (b): turbulent local galaxy from the DYNAMO sample (Fisher et al., 2017, data set
#11) taken in the ACS/WFC1-IRAMP FR716N filter. (c): z ∼ 1 unlensed galaxy from the IROCKS
sample (Mieda et al., 2016, data set #9) imaged in the F814W filter with ACS. (d): z ∼ 1.5 lensed
galaxy MACS 1149 (Livermore et al., 2015, data set #3) taken with the ACS F814W filter. Scale
is at the redshift of MACS 1149 without taking into account the lensing effects which cause the
spatial resolution to vary across the galaxy.
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(a) (b) (c)

Figure 2.2: Histograms showing the distribution of clump properties for the full sample. (a):
redshift of each clump. The abundance of local samples and difficulty of observing higher redshift
galaxies leads to the bias towards low redshift seen here. (b): Stellar mass of the host galaxy for
each clump used. Values of host galaxy stellar mass were not reported for data set numbers 4, 5, &
10 as designated in Table 2.1. (c): ΣSFR of each clump. The bias towards lower ΣSFR comes from
the high numbers of local H II regions with lower ΣSFR.

2.3 Analysis: Bayesian Inference

Previous investigations of high-redshift clumps have employed least-squares fitting to

determine clump scaling relations (i.e. Wisnioski et al. (2012); Mieda et al. (2016)). However,

standard weighted least-squares relies on many assumptions about the inputs; to truly be reliable

there are strict constraints that are often not really the case for the data (Hogg et al., 2010). These

constraints are that one dimension has negligible uncertainties and the uncertainties in the other

dimension are Gaussian with a known variance.

Most often there will be non-negligible uncertainties in both dimensions, and these uncer-

tainties are not always Gaussian. An approximation to meeting the constraints above would be

to propagate the uncertainties of both dimensions to an overall uncertainty for each data point,

but this is only an approximation and therefore not as reliable as including the uncertainties on

their respective dimension. This approximated uncertainty also may not be Gaussian, violating the

second constraint.

Another possible method for determining the scaling relations is to employ Bayesian

inference along with Markov Chain Monte Carlo (MCMC) sampling. Bayesian analysis maps the

20



posterior distribution, but the models can be complex and it is extremely difficult to work with this

distribution directly. MCMC methods provide a way to sample the distribution and produce well

defined statistical estimates of model parameters (Tierney, 1994).

Bayes’ Theorem in its most basic form is stated as follows:

P(A|B) = P(B|A)P(A)
P(B)

(2.1)

P(A|B) is the likelihood of event A given that B is true (conditional probability); P(B|A) is the

likelihood of event B given A is true; and P(A) and P(B) are the likelihood of observing A and

B independently (marginal probability). In Bayesian inference P(A) is known as the “prior” and

P(A|B) as the “posterior”. For a set of data points or events, P(B) = ∑
N
j=0 P(B|A j)P(A j) and

Bayes Theorem becomes:

P(Ai|B) =
P(B|Ai)P(Ai)

∑
N
j=0 P(B|A j)P(A j)

(2.2)

By using Bayesian inference we are able to easily account for intrinsic scatter in the

relationship as well as measured uncertainties in both dimensions without approximating to an

overall uncertainty. We are also able to include previously known information about the data and

relationship through the priors (Berger, 1985). Priors essentially define the domain of the parameters

we are trying to determine in the fitting. How we choose these priors is informed both theoretically

and empirically by previous data and fitting. Additionally, we can not only determine an estimate

for a model parameter, but also an uncertainty for that estimate, meaning that we can determine the

best fit and have a well defined uncertainty for that model. This comes from the fact that Bayesian

analysis produces a distribution for the unknown model parameters, the posteriors (Berger, 1985).

Given the advantages of Bayesian inference as well as the shortcomings of a traditional least

squares fit it seems prudent to employ Bayesian inference to investigate the clump scaling relations.
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2.3.1 Fitting Data Using PyStan

Data from star forming clumps in local and high-redshift galaxies were fit using PyStan, the

Python interface to Stan, a tool for Bayesian statistical modeling using MCMC sampling techniques

(Stan Development Team, 2017). This MCMC script was run including measurement uncertainty

on both clump luminosity and size. One difficulty in this fitting process is determining how best to

incorporate uncertainties since each study being included determines their uncertainties differently.

Some studies have very large uncertainties while others are very small or not calculated at all.

Even within similar studies (i.e. lensed vs unlensed or similar instrument and redshift) the size of

the uncertainties is not consistent. For example, in the unlensed sample, Wisnioski et al. (2012)

has uncertainties on clump radius and luminosity, Mieda et al. (2016) only has uncertainty for

luminosity1, Genzel et al. (2011) have small uncertainties for both, and uncertainties were not listed

for Freundlich et al. (2013).

In order to make the weighting of each point reasonable (and to include what we believe

to be more accurate estimates of the uncertainty), some adjustments were made to the data set.

First, the uncertainties on Mieda et al. (2016) clump radius were scaled to be proportional to the

average uncertainty of the Wisnioski et al. (2012) radii measurements since both use Keck/OSIRIS

at similar redshift. Second, 10% error2 was added to both the clump radius and luminosity of the

z ≈ 0 H II regions as well as the data from Genzel et al. (2011) and Freundlich et al. (2013) to make

the weighting of these data points consistent with surveys of similar objects in the PyStan fit. Lastly,

the Nguyen-Luong et al. (2016) SFRs were measured using 21 cm continuum emission and CO

1-0 data with an assumed typical uncertainty of 50% (with variation from 30% to 100%) on the

full sample of GMCs, MCCs, and galaxies used in their study. Since we are only using the nearby

MCCs observed by Nguyen-Luong et al. (2016) we apply an uncertainty of 40% error for these

clump radius and luminosity measurements. It should be noted that the measured uncertainties

1Mieda et al. (2016) determined that the definition used for a clump had a larger impact on the uncertainty of the
radius than the measurement error itself.

2The average uncertainty for the unlensed data is ∼ 15%. 10% was used for these measurements so as to not
underweight data points which may have lower uncertainties than the average based on methods or redshift.
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do not account for differences in methods of detecting clumps and defining their sizes. This is a

significant source of additional uncertainty discussed in detail in Livermore et al. (2012); Wisnioski

et al. (2012)3.

After these adjustments to the reported uncertainties were made the PyStan fitting was

performed using a simple linear model:

ln(LHα) = α ln(rclump)+β (2.3)

where α and β are the variables determined in the fit. Using this linear model required taking the

natural logarithm of the data to produce a power-law fit of the form:

LHα = exp(β )rα
clump (2.4)

The Stan multinormal function was used to fit this model with uncertainties on both LHα

and rclump, as well as allowing for intrinsic scatter in both dimensions. The multinormal function is

a Hamiltonian Monte Carlo (HMC) method–a type of MCMC method which samples the derivatives

of the probability density function (Stan Development Team, 2017). The geometry of the HMC is

described further in Betancourt and Stein (2011).

The likelihood function used for a single data point in this model is:

P (⃗xi|M ) =
∫

d(xth,i)N (x⃗th,i,Σ+V |⃗xi) (2.5)

With x⃗i = {xi,yi},and x⃗th = {xth,yth}, where x⃗th is the theoretical true positions of x and y

(x = rclump, y = LHα ). M is the set of model parameters (slope, α ; intercept, β ; and intrinsic scatter,

σx, σy; prior values listed in Table 2.2), Σ corresponds to the covariance matrix with uncertainties

on clump size and luminosity, and V is a 2×2 matrix incorporating intrinsic scatter4 (Vxx = σ2
x ,

3Wisnioski et al. (2012) estimates an additional 30% uncertainty on clump sizes due to the method of measuring the
clump size as well as resolution and systematic effects. We do not include this in our fitting as it would be the same
additional weighting for all points and therefore not impact the overall fitting.

4Note that the intrinsic scatter priors, σx and σy are squared in the matrix and therefore the resulting scatter values
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Vxy =Vyx = σxσy, Vyy = σ2
y ). N (x⃗th,Σ+V |⃗xi) is defined to be:

N (x⃗th,Σ+V |⃗xi)≡ (2.6)

1√
2π|Σ+V |

exp
[
−1

2 (⃗xi − x⃗th) · (Σ+V )−1 · (⃗xi − x⃗th)
]

The full likelihood function is found by summing Equation 2.5 over all data points:

P (⃗x|M ) =
N−1

∏
i=0

P (⃗xi|M ) (2.7)

This model was also extended to three dimensions to investigate the dependence of the

scaling relations on additional measured properties of the clumps. This gives a multi-parameter

power-law fit of the form:

LHα = exp(β )rα
clumpδ

γ (2.8)

with α , β , and γ being determined in the PyStan fitting and δ being an additional property of

the clump such as velocity dispersion (σ ) or host galaxy gas fraction (fgas). This is fit with the

Stan multinormal function with uncertainties provided and intrinsic scatter allowed in all three

dimensions.

Note that the luminosity of the clumps in Hα (LHα ) is used to investigate the star forming

relations of the clumps since it is proportional to the star-formation rate (SFR) (Kennicutt, 1998b)

and avoids differences in choice of initial mass function (IMF) between studies. Both LHα and SFR

are used to investigate clump scaling relations throughout the literature. When ΣSFR is used in our

analysis a Chabrier IMF (Chabrier, 2003) is applied to convert from LHα for all data.

It should also be noted that the data set from Mieda et al. (2016) consists of both resolved

and unresolved5 clumps. These will be denoted with different symbols in all plots but will be

treated the same in the fitting. All z ≈ 0 H II regions used in this paper (Kennicutt et al., 2003;

are absolute values and the distribution should be thought of as mirrored about zero.
5The unresolved clumps in Mieda et al. (2016) give an upper limit on the size of these regions. These clumps have

a 30% uncertainty on their size included for weighting the data points and make up less than 2% of the total sample.
Therefore we do not expect an overestimate on the size of the clumps to have a significant impact on the resulting fits.
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Table 2.2: Priors used in PyStan Fitting

Model Parameter Minimum Maximum

slope, α 0 5
intercept, β 0 100
scatter(r), σx 0 100
scatter(L), σy 0 100
*second slope, γ 0 5
*scatter(δ ), σz 0 100

Note. — All priors used covered a signifi-
cantly wider range than the values settled on
after the warm-up phase of the fitting (those
used in determination of model results), ex-
cept for the scatter parameters which settle
around a value of zero. However, these should
be thought of as an absolute value mirrored
about zero.
*: parameters used in extension of model to
3-D fits only.

Gallagher and Hunter, 1983; Arsenault and Roy, 1988; Bastian et al., 2006; Rozas et al., 2006;

Monreal-Ibero et al., 2007) will be grouped together for the purposes of fitting and figures since

they are all unlensed galaxies at z ∼ 0 and have had corrections applied by Wisnioski et al. (2012).

The other local analogs (Fisher et al., 2017; Nguyen-Luong et al., 2016) are grouped individually

due to typically larger clump sizes and higher star formation rate densities (ΣSFR) than the group of

local H II regions.

2.4 Results: Clump Size and Star Formation Scaling Rela-
tions

All data described in Section 2.2 and Table 2.1 were combined and divided into various

subsets for fitting and investigating the clump size-luminosity relationship. This allows for the

investigation of whether there is a dependence on redshift, study selection effects, velocity dispersion

(σ ) of the ionized gas in the clumps, star formation rate surface density (ΣSFR), or gas fraction (fgas)
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of the host galaxy. The results for each data subset are shown in Tables 3.3.8 - 2.5. These include

the determined intercept, slope(s) and intrinsic scatter in each dimension as well as uncertainites on

each of those values. The results of each fit discussed in the text as well as fits to additional data

subsets (described in column 1) are included in these tables.

Table 2.3: Size - Luminosity Relation Fit Parameters: (LHα = eβ rα
clump)

Data Set Reference #’s* Figure α β Scatter (r) Scatter (L) # of Clumps

all data 1-12 2.3 3.029+0.027
−0.027 74.384+0.122

−0.126 0.186+0.124
−0.128 0.194+0.125

−0.127 2848
no z ≈ 0 H II regions 1-9, 11-12 · · · 1.959+0.040

−0.037 82.644+0.257
−0.255 1.115+0.877

−0.822 1.246+0.778
−0.912 356

high ΣSFR (all z) 1-12 2.6 1.741+0.060
−0.067 85.159+0.377

−0.321 0.476+0.355
−0.333 0.484+0.354

−0.324 152
low ΣSFR (all z) 1-12 2.6 2.767+0.021

−0.023 75.356+0.100
−0.104 0.121+0.086

−0.073 0.136+0.076
−0.086 2696

high ΣSFR (z∼0) 10-12 · · · 1.479+0.094
−0.052 86.416+0.260

−0.504 0.940+0.769
−0.629 1.021+0.916

−0.666 114
low ΣSFR (z∼0) 10-12 · · · 2.656+0.034

−0.034 75.798+0.149
−0.153 0.138+0.097

−0.095 0.143+0.091
−0.097 2527

corrected high ΣSFR 1-12 2.9 1.725+0.067
−0.059 85.334+0.327

−0.364 0.502+0.453
−0.344 0.607+0.359

−0.411 200
corrected low ΣSFR 1-12 2.9 2.862+0.034

−0.037 74.953+0.165
−0.156 0.122+0.080

−0.081 0.121+0.081
−0.080 2648

corrected; no z ≈ 0 H II regions 1-9, 11-12 · · · 2.296+0.070
−0.077 81.230+0.386

−0.396 0.639+0.488
−0.406 0.636+0.460

−0.440 356
z ≈ 0 H II regions only 10 2.10 2.448+0.036

−0.034 76.681+0.157
−0.160 0.198+0.123

−0.131 0.179+0.134
−0.123 2492

all z ∼ 0 10-12 2.10 3.057+0.038
−0.035 74.229+0.148

−0.165 0.176+0.119
−0.121 0.174+0.120

−0.120 2641
0.6 ≤ z < 1.5 3-5, 7-9 2.10 2.099+0.078

−0.068 80.498+0.457
−0.519 0.318+0.221

−0.203 0.328+0.227
−0.217 160

z ≥ 1.5 1-4, 6 2.10 1.828+0.180
−0.080 84.175+0.626

−1.281 1.959+1.828
−1.334 2.020+1.852

−1.452 47
lensed high-z 1-5 2A.1 2.099+0.199

−0.147 81.188+0.859
−1.230 0.790+0.750

−0.566 0.804+0.706
−0.548 108

unlensed high-z 6-9 2A.1 2.266+0.115
−0.086 79.465+0.756

−0.867 0.414+0.397
−0.285 0.488+0.324

−0.326 209

Note. — *: Reference numbers correspond to data from studies as defined in Table 2.1.

Table 2.4: 3D Fit Parameters: σ (LHα = eβ rα
clumpσ

γ

clump)

Data Set (Reference #’s) α γ β Scatter (r) Scatter (σ ) Scatter (L) # of Clumps

2,3,6,7,9,10*,11 1.026+0.089
−0.086 2.211+0.141

−0.138 79.038+0.377
−0.492 0.091+0.094

−0.062 0.091+0.094
−0.062 0.098+0.095

−0.067 346
2,3,6,7,9,10*,11 (2D) 2.049+0.044

−0.036 · · · 81.531+0.240
−0.302 1.539+0.936

−0.992 · · · 1.246+1.033
−0.918 346

Note. — *:Only Gallagher and Hunter (1983); Arsenault and Roy (1988); Bastian et al. (2006); Rozas
et al. (2006); Monreal-Ibero et al. (2007) from this set number. Not all data sets in the full sample included
measurements of σclump, leading to slightly higher uncertainties on the fit. The results of fitting this sample with
the 3D model above are in the first row and the 2D fit excluding σ are in the second row for comparison of the
change in slope, uncertainty, and scatter when including this third dimension in the fit.

The overall combined data set shown in Figures 2.3 and 2.4 results in a scaling relationship

of LHα∝ r3.029. This sample includes a wider range of data than has previously been used in this

26



Table 2.5: 3D Fit Parameters: fgas(LHα = eβ rα
clump f γ

gas)

Data Set (Reference #’s) α γ β Scatter (r) Scatter (fgas) Scatter (L) # of Clumps

5,8,9,11* 1.345+0.087
−0.092 0.471+0.064

−0.064 86.716+0.666
−0.629 0.412+0.455

−0.298 0.412+0.455
−0.298 0.370+0.477

−0.277 157
5,8,9,11* (2D) 1.611+0.030

−0.030 · · · 84.942+0.289
−0.269 2.223+1.555

−1.505 · · · 2.299+1.469
−1.502 157

Note. — *: Measurements of fgas from White et al. (2017), size and luminosity from Fisher et al. (2017). Not
all data sets included measurements of fgas, leading to slightly higher uncertainties on the fit. The results of fitting
this sample with the 3D model above are in the first row and the 2D fit excluding fgas are in the second row for
comparison of the change in slope, uncertainty, and scatter when including this third dimension in the fit.

type of comparison with these figures illustrating some key features of the data set. The large scatter

shown in the size-luminosity plot of Figure 2.3 and highlighted in Figure 2.4 causes one of the main

problems with determining a reliable size-luminosity relationship. Different relationships will be

derived depending on what data is used for the comparison, which could account for some of the

variation seen in previous studies. The large scatter (∼3dex) at fixed radius illustrated in Figure 2.4

indicates dependence of the luminosity on a second parameter in addition to the radius of the clump.

In order to investigate the reasons for this scatter and what drives the relationship we have divided

the data into the subsets shown in Table 3.3.8 and described in the following pages.

The absence of data in the lower right of Figures 2.4 & 2.3 (corresponding to large, low

surface brightness clumps) is likely due to a sensitivity limit in what clumps can be observed with

current instruments. This is discussed further in Section 2.5.5 and may be partially responsible for

the steeper slope here than determined in previous studies. In contrast to this, the lack of observed

data with large, high surface brightness clumps cannot be due to a sensitivity limit. This corresponds

to the shaded region in the upper right of Figure 2.4 referred to as the “Null Detection Region”. This

may be due to a physical absence of clumps at this regime which could be the result of feedback

mechanisms (discussed further in Section 3.3.5).
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Figure 2.3: Clump size and luminosity for all the data used throughout this paper. In the case that
the star formation rate (SFR) only is reported, this is converted back to the equivalent Hα luminosity
following Kennicutt (1998b) and the initial mass function from Chabrier (2003). This was the case
for the Livermore et al. (2012), Swinbank et al. (2009), Walth et al. (2019) and Freundlich et al.
(2013) data. NOTE: The SFR reported in Swinbank et al. (2009); Freundlich et al. (2013) is derived
from [[OII]] emissions, not Hα , which may introduce up to a factor of ∼2 difference from Hα

derived SFR (Kewley et al., 2004). The size reported for Freundlich et al. (2013) clumps is derived
from IRAM CO measurements and is sometimes less than the 1” slit used for [[OII]] luminosity
measurements. Nguyen-Luong et al. (2016) use CO 1-0 and 21 cm continuum emission to estimate
SFR which can contribute to the scatter between these measurements and those from ionized gas
emission. However, the 40% uncertainty for these data points significantly reduces their weight in
the fit.
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Figure 2.4: Clump size plotted against the star formation surface density (ΣSFR) to illustrate the
large variation in the various data sets (see Figure 2.3 for legend). The scatter is outlined to the left;
this is prevalent for both the Milky Way up to high-redshift. This indicates that the clump size is
not the only factor influencing the SFR. The shaded region in the lower right illustrates the lack of
data seen at this regime of large, low surface brightness clumps which is likely due to a sensitivity
limit of the instruments being used. The dashed black line shows what the observed flux density
would be at this ΣSFR for z = 1 (black text) and z = 2 (blue text). This exact limit will depend
on the individual study and vary within studies in the case of gravitationally lensed galaxies (see
Figure 2C.1 for more detailed sensitivity levels). The shaded region in the upper right labelled “Null
Detection Region (NDR)” corresponds to a lack of observations of large clumps with high surface
brightness. This would not be due to a sensitivity limit and likely corresponds to a physical absence
of clumps in this regime.
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2.4.1 Star Formation Surface Density (ΣSFR) Break

Nguyen-Luong et al. (2016) determine that there is a break in the slope of the scaling

relations and star formation laws locally in their sample of MCCs between normal star-forming

objects and what they refer to as mini-starbursts (gravitationally unbound MCC’s with ΣSFR >

1 M⊙ yr−1 kpc−2). Johnson et al. (2017) find that H II regions in the SINGS sample (Kennicutt

et al., 2003) have significantly lower ΣSFR than the z∼2 lensed samples they are comparing them to

and that the higher ΣSFR of the DYNAMO galaxies (Fisher et al., 2017) provide a better analog to

the massive star forming clumps seen at high redshift. This indicates that there may be two different

process occurring in different types of clumps with different scaling relations that skew the results

of fitting the data as a whole.

In order to test this data were divided into two groups, high ΣSFR and low ΣSFR defined

by varying ΣSFR cut-offs. We investigate the location of the break by incrementally varying the

cut-off ΣSFR value and comparing the slope for the high and low ΣSFR subsets to a baseline result

with the break defined at ΣSFR = 1 M⊙ yr−1 kpc−2 as illustrated in Figure 2.5. We vary the ΣSFR

break in increments of 0.25 between ΣSFR = 0.25−2.5 M⊙ yr−1 kpc−2, and then adjust the step

size due to the logarithmic nature of the distribution6. Changes in slope > 0.12 (3× the average

uncertainty in the baseline slope) are considered significant, but do not result from breaks between

ΣSFR = 0.25 M⊙ yr−1 kpc−2 and ΣSFR = 1.25 M⊙ yr−1 kpc−2. With ΣSFR breaks located outside

of this range the resulting slopes deviate more rapidly and by more than 0.12 from the baseline,

supporting the break location in this ΣSFR phase space. Further data at large clump sizes will help

to constrain this break in the future. For simplicity we discuss the fitting results only with the break

at ΣSFR = 1 M⊙ yr−1 kpc−2. While this is only an approximate value for the cut-off, the resulting

scaling relations for the high and low ΣSFR bins are consistent with other cut-offs in this region.

Dividing the full data set into high and low ΣSFR clumps results in different slopes, which may

imply two unique clump populations with different physical processes occurring:

6For example one step below ΣSFR = 0.25 M⊙ yr−1 kpc−2 would shift to including the full sample in the fitting,
adding a significant number of data points and scatter. To ensure any change in slope is due to a real change in location
of the power law break and not the increase in data points we decrease the step size below ΣSFR = 0.25 M⊙ yr−1 kpc−2.
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Figure 2.5: Clump size plotted against ΣSFR illustrating the power-law break at ΣSFR =
1M⊙ yr−1 kpc−2 (grey dashed line). The top figure shows the data separated by study, while
the bottom figure is divided into low and high ΣSFR.

31



ΣSFR > 1 M⊙ yr−1 kpc−2 : LHα ∝ r1.7
clump

ΣSFR ≤ 1 M⊙ yr−1 kpc−2 : LHα ∝ r2.8
clump

The difference in these relationships and approximately where the cut-off lies on the size-

luminosity plot are shown in Figure 2.6. Interestingly, the higher ΣSFR data scales with r1.7 which

is near to what has been suggested for clump formation driven by Toomre instability (L ∝ r2

by extending the equations given in Genzel et al., 2011), while the lower ΣSFR data scales like

r2.8, closer to the expected relation if the clumps are represented by Strömgren spheres (L ∝ r3)

(Wisnioski et al., 2012). However, the true slope may be shallower than what we find here if lower

surface brightness clumps are not being detected due to sensitivity limits. As is shown in the bottom

portion of Figure 2.6 the division of the data into high and low ΣSFR sets results in two separate

regions on the size-luminosity plot with very little overlap due to scatter. This further supports

the idea of multiple processes occurring in these two clump populations even with the possible

sensitivity limit.

The scaling found when fitting the full data set with this power-law break is nearly the same

as is found when applying the same break to only the z ≈ 0 data at the smaller size end of the sample

(maximum clump size of 1.4 kpc vs. 8 kpc for the full sample) (Kennicutt et al., 2003; Gallagher

and Hunter, 1983; Arsenault and Roy, 1988; Bastian et al., 2006; Rozas et al., 2006; Monreal-Ibero

et al., 2007; Fisher et al., 2017; Nguyen-Luong et al., 2016). With only this local data, a scaling

relationship of LHα ∝ r2.7 is found for the low ΣSFR star forming regions and LHα ∝ r1.5 for the

high ΣSFR star forming regions. The uncertainty and scatter on these fits is shown in Table 3.3.8

while the posterior probability distribution for the fit to the high and low ΣSFR subsets of the full

sample is displayed in Figure 2.7.
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Figure 2.6: Clump size and luminosity relation for the high and low ΣSFR bins. The dashed red and
green lines show the best fit to the high ΣSFR data, while the solid red and green lines show the best
fit of the low ΣSFR data. The grey dashed line is approximately where the ΣSFR = 1 M⊙ yr−1 kpc−2

cut-off lies when converted to luminosity. The top figure shows the data separated by study, while
the bottom figure is divided into low and high ΣSFR.
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Figure 2.7: Posterior probability distribution for the fits shown in Figure 2.6 with a power-
law break based on ΣSFR. The top figure shows the distribution for the fit to the data with
ΣSFR > 1M⊙ yr−1 kpc−2 while the bottom figure corresponds to the fit to the data with ΣSFR
< 1M⊙ yr−1 kpc−2. σx and σy are intrinsic scatter parameters corresponding to rHα and LHα

respectively. Both the slope and intercept of these fits are well constrained from a much broader
range of priors (Table 2.2). The values for intrinsic scatter, σx and σy, are not limited on the high
end, but do tend towards zero. As scatter is an absolute value negative values are not possible and
the distribution can be thought of as mirrored about zero. These small values of intrinsic scatter
indicate that the scatter seen in the data is not intrinsic scatter but may be due to uncertainties. This
posterior probability distribution is representative of what is produced for all the fits performed in
this analysis.
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2.4.2 Corrections for Beam Smearing

It has been suggested that the lower spatial resolution (see Table 2.1) of unlensed high-

redshift samples could lead to incorrectly measured clump sizes and an effect of observing “clumps

within clumps” where what is actually a group of smaller clumps is observed as one large clump due

to beam smearing (Fisher et al., 2017; Cava et al., 2018). To investigate what affect this may have

on the measured clump properties, Fisher et al. (2017) degrade the images of their local galaxies

to match the resolution of z ∼ 1−2 observations (from ∼ 100 pc to ∼ 800 pc spatial resolution).

They find that this typically leads to about a factor of 5 increase in the observed SFR (proportional

to LHα ) and a ∼ 6× decrease in the observed ΣSFR (translating to a ∼ 5.5× increase in clump

sizes). This effect of resolution has also recently been investigated by Cava et al. (2018) in multiple

gravitationally lensed images of the same galaxy. The images divide into two distinct sets: the

“cosmic snake” which consists of four elongated images of the galaxy, and what is referred to as

the counterimage. Cava et al. (2018) report a resolution limit of ∼ 300 pc in the counterimage, but

can get down to a scale of ∼ 30 pc in the cosmic snake. They find that the clumps observed in the

counterimage are typically a factor of 2-3 larger than those observed in the cosmic snake.

In order to determine if these effects were occurring and could be currently observed in

unlensed galaxies we chose one of the brightest galaxies in the IROCKS sample (Mieda et al., 2016)

to re-observe at a smaller plate scale. The original observations made use of the 0.1” plate scale on

the OSIRIS instrument at Keck in order to maximize the surface brightness sensitivity (hence, the

choice of a high surface brightness galaxy).

Object 42042481 was observed on 2017 August 12 with Keck/OSIRIS at a plate scale of

0.05” per spaxel and the narrowband J filter. Seven 900s exposures (giving 1.75h total integration

time; as opposed to 2.5h total integration time at 0.1”) of 42042481 were taken along with a pure

sky frame. The data was reduced using the OSIRIS data reduction pipeline (DRP) version 4.1

producing a combined cube of all seven frames. This cube was also binned down to the spatial

resolution of the 0.1” plate scale for an additional comparison along with the initial observations.

These cubes were spatially smoothed in the manner described in Mieda et al. (2016) and to an
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equivalent FWHM before the same custom IDL scripts were used to determine the locations and

sizes of Hα clumps (this process was also repeated by MC on the previous observation of 42042481

to ensure a consistent comparison). The resulting Hα maps for the original 0.1” observations, the

0.05” observations, and the binned data are shown in Figure 2.8 with marked clump locations and

size of the point spread function (PSF). The properties of these clumps are reported in Table 2.6.

The shift from the original 0.1” to 0.05” plate scale resulted in an improved spatial resolution

limit from ∼ 800 pc to ∼ 400 pc causing the largest clump to split into two clumps each roughly

half the size originally measured. The new observations also resulted in the detection of two clumps

not seen in the original observations (designated H* and I* in Table 2.6 and Figure 2.8). In addition

to a change in plate scale for the observations, a new detector on OSIRIS could introduce differences

in what clumps were measured.

(a): 2014 0.1” observations (b): 2017 0.05” observations (c): 2017 0.05” observations binned
to 0.1”

Figure 2.8: Clump locations and sizes identified from Hα flux. Following the definition of Mieda
et al. (2016), clumps are located via a local Hα peak separated by at least two pixels from a
neighboring peak. Clumps A and B are at the same location in all panels; clumps H* and I* in
panel (b) are new clumps not found in the initial 0.1” observations. Clump A in the 0.1” plate scale
observations appears to break up into two clumps at higher resolution. Sizes of all clumps are listed
in Table 2.6. A scale bar is located at the top right of each figure; note that the pixel scale is different
for the 0.1” and 0.05” observations. The pink box in panel (a) shows the region covered by the 2017
0.05” plate scale observations. The dashed circle in the lower left of each panel shows the PSF size
for that night of observations.

In order to determine the reason for the detection of these additional clumps we compare

the flux and ΣSFR of all clumps detected in the new 0.05” observations to those found in the old
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Table 2.6: Clump Sizes

Clump Radius Radius Luminosity ΣSFR
(mas) (kpc) (1040 erg s−1) (10−2 M⊙ yr−1 kpc−2)

2014, 0.1” observations
A 407 3.14 39.1 5.7
B 143 1.10 3.54 4.1
C 149 1.15 2.92 3.2
D 129 0.99 2.67 3.8
E 128 0.99 2.04 3.0
F 85 0.65 1.37 4.5
G 123 0.95 1.61 2.6

2017, 0.05” observations
A1 272 2.10 30.2 9.8
A2 193.5 1.49 19.3 12.4
B 181 1.39 13.3 9.8
H* 134 1.03 4.07 5.4
I* 81.5 0.63 1.61 5.9

2017, 0.05” observations binned to 0.1”
A 375 2.89 52.8 9.0
B 184 1.42 12.3 8.8

Note. — clump properties for observations of object 42042481 com-
pared in Figure 2.8

0.1” observations as well as the results of binning the 0.05” observations to match the resolution

of the 0.1” plate scale. These comparisons are shown in Figure 2B.1 (Appendix 2B). Since both

the flux and ΣSFR of clumps H* and I* are higher in the 0.05” observations than some of the small

clumps in the original observations this cannot be the reason for the detection. Another possible

cause for varying detections is the quality of the seeing on each night of observations. In order to

investigate this we compare the PSF of the tip-tilt star used for the observations of object 42042481

as well as the seeing measurements from the MASS/DIMM instruments on Mauna Kea. The seeing

measurements are reported in Table 2B.1 and the tip-tilt star comparison is shown in Figure 2B.2

with widths in kpc denoted by dashed lines in Figure 2B.1. The PSF and seeing across these two

nights is very similar and indicates that this also is not the primary cause of detecting new clumps.

It is probable then that these detection differences stem from how we define and find clumps

in our analysis. A clump is defined to be a local peak in Hα flux which is separated from the next

local peak by more than 2 pixels in the Hα map (Mieda et al., 2016). All clumps in the 0.05”
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observations are separated by a distance of more than 4 pixels (2 pixels at the 0.1” scale) from their

nearest detected neighbor but are still not detected in the version of the cube binned to match the

resolution of the 0.1” observations. These Hα peaks are then likely being spread out over more

pixels leading to less defined peaks and/or smaller separations between them. The introduction of

a new detector between these observations could also reduce the noise in the data leading to an

increased SNR (even with the lower ΣSFR of new clumps H* and I*) and definition between Hα

peaks, however the difference between the new 0.05” observations before and after being binned to

0.1” plate scale resolution indicates that plate scale is the main driver of the detection differences.

The difference in resolution for these observations results in a similar change in the size of

clump A (∼ 1.7× smaller) to that seen by Cava et al. (2018), but less than that seen by Fisher et al.

(2017) with their degraded images. This difference is likely due to the differences in resolution:

Fisher et al. (2017) have a factor of 8 difference in resolution between their local and degraded

images, while we have only a factor of 2 difference. It should be noted that our results are only for

one galaxy in the sample and while this is an interesting test case it may not be representative of the

galaxy population as a whole.

To investigate the possible effect of resolution on the scaling relations determined for a

large sample of data we apply the corrections determined by Fisher et al. (2017) to the unlensed,

high-redshift data sets. We use these corrections since they are determined for a larger sample of

local galaxies. The “true” correction in fact varies for each study and even each clump based on

the resolution achieved. However, exactly what the true correction should be is not yet clear; the

three cases discussed here all have different ratios for the change in resolution to the change in

clump size. As this ratio is highest for the study by Fisher et al. (2017) we use this correction as

the most dramatic change we may expect to see for these samples. This translates to increasing the

calculated ΣSFR by a factor of 6, reducing the measured LHα by a factor of 5, and reducing the

measured clump radius by a factor of
√

30. This results in a reduced scatter of ΣSFR at fixed radius

(from ∼3dex to ∼2dex) with the exception of the z ≈ 0 H II region group (Kennicutt et al., 2003;

Gallagher and Hunter, 1983; Arsenault and Roy, 1988; Bastian et al., 2006; Rozas et al., 2006;
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Monreal-Ibero et al., 2007).

The same ΣSFR break as section 2.4.1 was applied to this corrected data and the two subsets

were fit individually. This resulted in the size-luminosity relation:

ΣSFR > 1 M⊙ yr−1 kpc−2 : LHα ∝ r1.7
clump (corrected)

ΣSFR ≤ 1 M⊙ yr−1 kpc−2 : LHα ∝ r2.9
clump (corrected)

Figure 2.9 shows the effect of the beam smearing corrections on the high-redshift unlensed

data (a), the application of the ΣSFR break to the corrected data (b), and the fit to the two sets of

data resulting from this break (c). Figure 2.9b also illustrates the reduction in the influence of the

“Null Detection Region” and sensitivity limit.

Even after applying these corrections to individual clumps, the overall scaling relations of

these high and low ΣSFR bins does not change significantly. Individual clumps do change bins, but

this does not change the overall slope. However, the break at ΣSFR = 1 M⊙ yr−1 kpc−2 is more

clearly evident for large clumps after this correction is applied (Figure 2.9b compared to Figure

2.5).

One caution with this correction is that of the large clumps observed in surveys with lower

spatial resolution, it may be that only some of them are actually made up of multiple smaller clumps.

There are clumps of similar size observed in lensed surveys (Jones et al., 2010; Livermore et al.,

2012; Walth et al., 2019) that have much lower spatial resolution limits, so these large clumps do

exist. How much of the population consist of large clumps versus groups of smaller clumps is

not yet known, and the effect could be less significant than what is determined here. Due to the

uncertain nature of this correction we use uncorrected values for the remainder of this paper.

39



(a): Influence of beam smearing

(b):ΣSFR and size after corrections

(c): Clump size-luminosity relation after correction

Figure 2.9: (a): Illustration of the beam smearing correction applied to the high-redshift unlensed
samples. The correction (from Fisher et al., 2017) results in reducing the measured LHα by a factor
of 5 and the measured clump radius by a factor of

√
30. This in turn increases ΣSFR by a factor of

6 (moving points down and to the left). Studies which required corrections (z ≳ 1, unlensed) are
circled in the legend. (b): Clump size plotted against ΣSFR with corrections for beam smearing
applied. The grey dashed line shows the break at ΣSFR = 1 M⊙ yr−1 kpc−2 used in dividing the
data into high and low ΣSFR subsets. The shaded region to the lower right shows the regime of
data now missing due to instrumental sensitivity limits, while the shaded region in the upper right
shows the new “Null Detection Region” which is not due to a sensitivity limit. (c): Clump size and
luminosity relation for the high and low ΣSFR bins after corrections for beam smearing. The dashed
red and green lines show the best fit to the high ΣSFR data, while the solid red and green lines show
the best fit of the low ΣSFR data. The scaling relations for these two subsets are consistent with
those determined before beam smearing corrections indicating that while this moves individual
clumps into a different subset, it does not have an impact on the scaling relations within these groups
of data.
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2.4.3 Redshift Evolution

Data from all of the studies were grouped by redshift into four bins to investigate whether

there is a redshift evolution for the relationship between clump size and luminosity. Livermore et al.

(2012, 2015) suggest that the intercept of this relationship does evolve with redshift, but Wisnioski

et al. (2012) and Mieda et al. (2016) find that their high-redshift samples follow similar scaling

relations when including local H II regions. The bins used here are (i) z ≈ 0 H II regions (data set

#10 only, as designated in Table 2.1), (ii) all z ∼ 0 (data set #10-12 in Table 2.1), (iii) 0.6 ≤ z < 1.5,

and (iv) z ≥ 1.5. The inclusion of two different z ∼ 0 bins is due to the differing nature of the star

forming regions of these samples. The data in bin (i) is from various studies of local star forming

H II regions (Kennicutt et al., 2003; Gallagher and Hunter, 1983; Arsenault and Roy, 1988; Bastian

et al., 2006; Rozas et al., 2006; Monreal-Ibero et al., 2007), while the second bin includes this data

as well as the clumps in Fisher et al. (2017) from low redshift galaxies with turbulent disks and the

Milky Way MCCs from Nguyen-Luong et al. (2016). ΣSFR is higher in these additional clumps and

therefore they provide a local analog to the high-redshift galaxies like those in the lensed samples

with higher ΣSFR; hence the use of two separate low-redshift bins.

Each bin was fit separately using PyStan configured as discussed in Section 2.3.1, and

are presented in Figure 2.10. In bin (i) LHα∼ r2.45+0.04
−0.03 , in bin (ii) LHα∼ r3.06+0.04

−0.04 , in bin (iii)

LHα∼ r2.10+0.08
−0.07 , and in bin (iv) LHα∼ r1.83+0.18

−0.08 . This shows that the slope does vary somewhat

in each redshift bin, however, this is partly due to the smaller size of the data sets once binned;

particularly for the highest redshift bin which only consists of 47 clumps. As can be seen here and

in Table 3.3.8, the uncertainty on the slope of bin (iv) is an order of magnitude greater than the other

bins which have more data points. This also leads to a less constrained intercept for bin (iv) which

would affect the slope value determined. Therefore, it is difficult to say for sure whether there is a

redshift evolution to the clump size-luminosity scaling relation.
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Figure 2.10: PyStan fit to data from each redshift bin. Upper left: bin (i). Upper right: bin (ii);
Lower right: bin (iii); Lower left: bin (iv). The uncertainty on the fit determined is larger for the
smaller bins (an order of magnitude for bin(iv)) as there is less data to constrain the fit. The variation
seen in the slopes between bins is in part due to variation in the intercept which is not as well
constrained with the smaller data sets after binning. However, the posterior probability distribution
still appears normal for at least bins (i)-(iii). This leads to a caution on how the data sets are binned
and fitted to avoid a case of a well constrained fit that is not physically reasonable or reliable.

2.4.4 Star Formation Dependencies: Gas Fraction and Velocity Dispersion

As has been shown in the previous sections, the star forming relations of clumps likely

do not simply scale with size. There are other properties of the clumps that could influence this

relationship and partly account for the large scatter in the data. So far we have used a third parameter,

ΣSFR, to determine a break in the power-law, but the dependence on a third parameter may not be a

Heaviside step function, it may be a continuous dependence which needs to be incorporated as an

additional dimension to the fit.

The velocity dispersion of the gas in the clumps gives an indication of the turbulence which

likely influences the star formation rate. Here we use this to fit the relationship in Equation 2.8

with δ being replaced by σ . The fit converges to a consistent solution of LHα∝ r1.03 ×σ2.21 with a

reasonable posterior probability distribution, indicating that there may be a continuous dependence
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of the star forming relationships on the velocity dispersion of the clumps. Only some of the clumps

used in previous sections have measurements of σ , reducing the sample size of this fit to 346 of

the total 2848 clumps. Fitting these 346 clumps with σ included as a third parameter reduces the

overall scatter by ∼ 92% compared to fitting clump size and luminosity only. The full fit parameters

and their uncertainties are shown in Table 2.4.

It has also been suggested that the variations in the size-luminosity relationship determined

for different data sets is due to differences in the gas fraction (fgas) of the star forming regions

which may evolve with redshift (Livermore et al., 2012, 2015). In order to test this we again fit a

relationship of the same form as Equation 2.8, replacing δ with fgas of the host galaxy. Ideally fgas

of the individual clumps would be used, but this is currently only known for the host galaxies as a

whole and only for 157 of the total 2848 clumps. Further, two of the four samples used here (Mieda

et al., 2016; Walth et al., 2019) rely on indirect estimates of fgas rather than CO measurements. This

data is also from a relatively small subset of the overall sample, but it agrees well with a theoretical

dependence of the clump luminosity on both the clump size and the gas fraction. The fit to this

data results in a scaling relationship of LHα∝ r1.35 × f 0.47
gas . Interestingly, the scaling for fgas is

close to the relationship predicted by Toomre instability (LHα∝ r2× fgas
0.5). Adding fgas as a third

parameter also reduces the overall scatter by ∼ 78% compared to the 2D size-luminosity fit of these

157 clumps. The full parameters determined in the fit are reported in Table 2.5.

Like the two-dimensional fit to the clump scaling relations, these multi-parameter fits also

give a good fit to the data while spanning the parameter space well. However, these relationships

suffer from smaller data sets and we caution against over interpretation of these early results

(particularly when it comes to the reduction in scatter). More measurements of fgas and σ would aid

in further constraining these fits and investigating the relationship for subsets of the overall sample.

2.5 Discussion

What power-law relationship is determined for the clump size and LHα has important

implications for the physical processes occurring in the clumps and driving their formation. It is
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thought that clumps form at regions of gravitational instability in the disk, corresponding with

a Toomre parameter Q < 1 (Toomre, 1964; Genzel et al., 2011; Wisnioski et al., 2012). If the

clump or H II region is represented by a Strömgren sphere then there is a well-defined boundary

between the ionized and neutral gas. This type of region would have an expected scaling relation

of LHα ∝ r3. However, if the geometry of this region is non-spherical then a luminosity scaling

relation of LHα∝ r2 would be expected. This scaling also results for clumps which are described

by the Toomre mass and scale (Genzel et al., 2011). In the following sections we explore both the

Strömgren sphere and Toomre instability scenarios, in particular how each of these approximations

may delineate between the separation of high and low ΣSFR data sets.

2.5.1 Toomre Instability

A common physical explanation for the scaling relationships seen in the high ΣSFR data

comes from investigating the Toomre mass and scale which are representative of a region that forms

under the fastest growing mode of Jeans instability (Elmegreen, 2009; Murray et al., 2010; Genzel

et al., 2011). The Toomre mass and scale (MT , RT ) given in Genzel et al. (2011) are

MT ∝ Q−2a−4(
σ0

vc
)2Md (2.9)

RT ∝ Q−1a−2 σ0

vc
Rd (2.10)

where Rd and Md are the radius and mass of the disk respectively, σ0 is the local velocity dispersion

of the gas, vc is the circular velocity, and a is a constant describing the disk rotation curve. By

solving for Q in Equation 2.9 and substituting into Equation 2.10, we arrive at the relationship

MT ∼ R2
T R−2

d Md or MT ∝ R2
T (2.11)

In order to put this in terms of the clump luminosity we turn to an empirical linear relationship

locally between the dense gas mass of molecular clouds and their star formation rates (Gao and

Solomon, 2004; Wu et al., 2005; Lada et al., 2010); which also has a theoretical basis in the
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radiation pressure on H II regions from star formation. From Equation 13 in Murray et al. (2010)

describing the force due to this radiation pressure, M⋆ ∝ L in the optically thin limit (optically thin

to far-infrared emission while optically thick to ultraviolet). If we are observing clumps that are

optically thin to Hα emission and assume the Toomre mass traces the dense gas in star forming

regions and Toomre scale represents their size, then we expect a clump size-luminosity relationship

of LHα∝ r2. This approximates the observed LHα∝ r1.7 we find fitting the high ΣSFR clumps.

We suspect many clumps (or substructures within) may in fact be optically thick to Hα ,

making the assumption that M⋆ ∝ LHα tenuous. As a check of this assumption we calculate the

estimated virial mass of the clumps which have measurements of velocity dispersion:

Mvir =
π2σ2r

3G
(2.12)

using the measured velocity dispersion, σ , and radius, r, of the clumps. Comparing this to the

observed Hα luminosity we find a nearly linear relationship (LHα∝ M1.07
vir ). Thus we assume that

the mass of the clumps and the dense gas mass are approximately proportional, leading to the

LHα∝ r2 relationship.

When the ΣSFR power-law break is applied at ΣSFR = 1 M⊙ yr−1 kpc−2, the high ΣSFR

data follow a scaling relationship close to this r2 value for the full sample (L ∝ r1.7) and the local

analogs alone (L ∝ r1.5). This indicates that these high ΣSFR clumps could be forming under the

fastest mode of Jean’s instability. This Toomre mass and scale argument can not however explain

the L ∝ r2.8 scaling found for the low ΣSFR clumps.

2.5.2 Strömgren Spheres

Another suggested explanation for the observed scaling relations is that star forming regions

at high-redshift form under Jeans collapse at locations of disk instability and are well represented

by Strömgren spheres (Wisnioski et al., 2012). One of the relationships expected from this model of

clumps is a size-luminosity scaling of L ∝ r3 which comes from equating the recombination rate

(left hand side; Equation 2.14) and ionization rate, Q, (right hand side) of the hydrogen gas in a
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spherical region:
4π

3
R3

strömαBn2
Hx2 = Q =

LHαλHα

hc
(2.13)

where Rström is the Strömgren radius, αB is the Case-B recombination coefficient (Osterbrock,

1989), and nH is the number density of hydrogen atoms. x is the ratio of free electrons to hydrogen

atoms (x = ne
nH

) and is approximately equal to 1 for a fully ionized region. This results in the final

size-luminosity relationship of:

LHα =
4πhcαBn2

H
3λHα

R3
ström (2.14)

With the clump radii being representative of the Strömgren radius, this results in the L ∼ r3

scaling for the Hα luminosity of the clumps we find when fitting the data set as a whole, but this fit

is likely skewed by the large scatter in the overall data set. However, when the power-law break

is applied at ΣSFR = 1 M⊙ yr−1 kpc−2, the scaling determined for the low ΣSFR subset is very

close to this theoretical relationship at L ∝ r2.8 for the full data set and L ∝ r2.7 for just the local

analogs. Wisnioski et al. (2012) find a relationship of L ∝ r2.72±0.04 for their full data set, and

they suggest the shallower slope may be due to the clumps being density bound rather than being

idealized Strömgren spheres. This would mean that the hydrogen atoms in the star-forming region

can recombine faster than they are being ionized. This idea of having density bound clumps is

discussed in more detail in Wisnioski et al. (2012) and Beckman et al. (2000).

This does not however explain the L ∝ r1.7 and L ∝ r1.5 scaling we see in the high ΣSFR data

for both the full sample and local analogs. A possible explanation for this is that the clump “radius”

is set by the optical depth unity surface, but if the rate of production of ionizing photons Q is large

enough then that the surface may not approximate a sphere, i.e.,

Rström(Q)> H, (2.15)

with Q = LHα λHα

hc frec (2.16)

and frec ≈
(

H
RS(Q)

)
3
2

[
1− 1

3

(
H

RS(Q)

)2
]

(2.17)
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where H is the scale height of the disk and frec = 1 for an ideal Strömgren sphere (giving the scaling

in Equation 2.14).

Plugging Equation 2.16 into Equation 2.14 we get the Strömgren radius as a function of Q:

Rström(Q) =

[
3Q

4παBn2
H

]1/3

(2.18)

Combining this with Equations 2.17 and 2.16 (to get back to LHα ) we find that for a clump

with radius greater than the disk scale height,

LHα = 2παB
hc

λHα

R2
strömH

[
1− 1

3

(
H

Rström(Q)

)2
]

(2.19)

When Rström(Q)> H the term in brackets on the right is approximately 1, giving the scaling:

LHα ∼ R2
strömH (2.20)

Since we only plot the Hα luminosity against clump size, this gives us the nearly L ∼ r2

scaling seen in the high ΣSFR data sets and could explain the reason for a power-law break. Note

that this would give LHα ∝ r3 for cases where Rström ≈ H.

As a check of the power-law break we use, we can calculate the critical Hα luminosity,

LHα,crit above which we would expect to see LHα ∝ R2
ström. This critical point would be where

Rström(Q)≈ H, with H:

H =
σ

vc
Rg (2.21)

where Rg is the galactocentric radius, σ is the velocity dispersion of gas in the disk (which for the

largest clumps in the Milky Way is similar to the velocity dispersion of the clump) , and vc is the

circular velocity of the disk.

Combining this with Equation 2.18 we arrive at an expression for the critical luminosity at
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which the scaling would switch from r3 to r2:

LHα,crit ≈
4πhcαBn2

H
3λHα

(
σ

vc

)3

R3
g (2.22)

If we take an average clump with a velocity dispersion, σ = 50 kms−1, density, nH = 10

cm−3, disk circular velocity, vc = 250 kms−1, and galactocentric radius, Rg = 1 kpc, we arrive at a

value of LHα≈ 2×1040erg s−1 and a scale height H = 0.2 kpc. Comparing with the size luminosity

plot in Figure 2.6, this is approximately where the ΣSFR cut-off lies for a clump radius of 0.2 kpc.

Figure 2.11 illustrates the physical difference and differences in the size-luminosity scaling

relationship expected for clumps in these three size regimes relative to the scale height of the disk:

Rström < H, Rström = H, and Rström > H.

Figure 2.11: Illustration of the three regimes of clump size relative to the scale height of the host
galaxy disk. The set of clumps smaller than their host galaxy scale height (Rström < H) would give
an expected size-luminosity scaling of LHα∝ r3. Those with radii equal to the host galaxy scale
height would fall along the critical luminosity and clumps with radii larger than the disk scale height
would have an expected LHα∝ r2 scaling.

2.5.3 Bound vs. Unbound Clumps

When investigating local star forming GMCs and MCCs, Nguyen-Luong et al. (2016) intro-

duce a virial parameter based on the velocity dispersion (σ ) which divides between gravitationally

bound and unbound star forming regions. The velocity dispersion is a measure of the turbulance in

the clumps and is used here as an indication of whether or not the clumps are gravitationally bound;

a property that may cause a variation in the star formation scaling relations.

48



To investigate this we would like to introduce a “break” in the power-law that is dependent

on σ of the ionized gas in the clumps. However, the velocity dispersion was only measured for

a smaller number of data sets resulting in a large scatter. Fitting these small samples results in a

poorly constrained fit and uncertainties which are on the same order as the nominal value (an order

of magnitude greater than the uncertainties on larger samples). Without a larger data set to base

these fits on it is difficult to say whether there is a break in the scaling relations based on the velocity

dispersion cut-off. The influence of the clump velocity dispersion was still able to be investigated in

Section 2.4.4 as a third fitting parameter since the sample size did not suffer from being divided

into two subsets. We believe it is important for studies to include the velocity dispersion of the

individual clumps in future investigations.

2.5.4 Feedback

In addition to providing evidence for two different clump populations, Figure 2.5 also

provides valuable information about these populations from what we do not observe. There is a lack

of star forming regions with both large size and high ΣSFR: the region with ΣSFR> 1M⊙ yr−1 kpc−2

and r > 103 pc. Due to this corresponding to clumps which would be both large and have high

surface brightness, the lack of observations in this region cannot be due to a sensitivity limit. Instead,

it is probable that these clumps just do not exist on a timescale which would make them likely to be

observed, indicating some type of feedback mechanism regulating these star forming regions.

There are numerous possible feedback mechanisms put forward for disrupting star forming

regions including supernovae explosions, jets due to star formation, thermal pressure from ionized

gas, and radiation pressure due to dust absorbing and scattering photons (e.g. Murray et al., 2010;

Fall et al., 2010). Murray et al. (2010) investigate these factors in detail and how they influence a

wide range of star forming regions including GMCs in the Milky Way and clumps seen in a z ∼ 2

galaxy. They find that in all cases the earliest supernovae would occur after the star forming region

was already being disrupted and therefore could not be the main factor. The jets are also shown to

only be a main factor early in the disruption of the star forming region while the thermal pressure
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is important in the Milky Way GMCs but not in the more luminous star forming regions like the

z ∼ 2 clumps. The radiation pressure is found to be the dominant feedback mechanism contributing

to the disruption of star forming regions (also found by Fall et al., 2010). However, more recent

simulations by Krumholz and Thompson (2012, 2013) show that radiation trapping is negligible in

giant clumps since it destabalizes the outflow winds. Dekel and Krumholz (2013) argue that this

means that steady winds from radiation pressure would not disrupt the clumps before they migrate

to the disk center.

Mandelker et al. (2017) discuss the two main scenarios seen in simulations for the lifetimes

of clumps at high-redshift. For simulations which only include supernova feedback the clumps

are not disrupted and migrate to the center of the disk to form and grow the bulge on an orbital

timescale (250-500 Myr). However, in simulations that include radiation pressure feedback clumps

tend to be disrupted on a dynamical timescale (50-100 Myr). In an investigation of a massive galaxy

between z ∼ 2.2−1 using the FIRE simulations (including radiation pressure and other forms of

stellar feedback) the average lifetime of clumps above 108 M⊙ is found to be comparatively short at

∼22 Myr (Oklopčić et al., 2017). For the clumps included in this study which have measurements

of velocity dispersion we find an average dynamical time of 3.5 Myr. While the mechanisms of

feedback in high-redshift clumps may not be fully understood it is possible that disruption of local

and high-redshift clumps are leading to the lack of large, high ΣSFR clumps observed.

2.5.5 Possible Sources of Bias

By combining different data sets (i.e. lensed and unlensed, high-redshift and low-redshift)

there are various selection biases from each survey, which may have an impact on our results,

especially when we split the data into smaller subsets. The unlensed surveys typically probe more

massive galaxies than the lensed surveys which could introduce differences in the clumps present,

however, we do not find significant differences in the scaling relationships of data from these two

types of surveys. These selection effects still do weight the overall data set at high-redshift more

heavily towards massive galaxies which are easier to observe (Figure 2.2). The unlensed surveys at
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z > 1 tend to have higher limits to the spatial resolution which introduces the possibility of some of

the observed clumps actually being complexes of smaller clumps whose properties are more similar

to those observed in the lensed surveys, which still results in much the same scaling relations albeit

with different scatter. However, it is unknown at this point what percentage of the clump population

observed in these unlensed high-redshift surveys may actually be clump complexes since clumps of

similar radius are also observed in lensed surveys with lower resolution limits (Jones et al., 2010;

Livermore et al., 2012; Walth et al., 2019). While gravitational lensing provides the opportunity for

better spatial resolution it should be noted that there are larger uncertainties involved (particularly

in spatial measurements) due to the lensing model. In order to test the influence of these selection

effects we fit the lensed and unlensed high-redshift samples individually (with no local analogs;

Appendix 2A). The slopes between these two fits are consistent within the uncertainties at around

L ∝ r2 indicating that these two sample types follow the same scaling relationship.

The results of fitting the overall data set is largely influenced by the group of z ≈ 0 H II

regions since this provides many more data points than the high-redshift samples. This is fine

if the physical process and scaling relations are the same for these samples, but as discussed in

Section 2.4.1 there is evidence that these H II regions are not the best local analog due to the

lower ΣSFR than the high-redshift star forming regions (part of this difference is of course due to a

sensitivity limit at high-redshift) and the inclusion in the full data set creates a large scatter. This

scatter results in very different scaling relations when fitting with and without these z ≈ 0 objects

(∼ r3 and ∼ r2 respectively), so resolving this issue would be highly beneficial in determining

the processes occurring in clump formation at high-redshift. Better spatial resolution and surface

brightness sensitivity of the more massive galaxies typical of the unlensed sample may help resolve

this since these are currently the galaxies that tend to have similar measured ΣSFR as the local H II

regions. However, if the beam smearing effects discussed in Section 2.4.2 and Fisher et al. (2017)

are important then these galaxies will typically also have much higher intrinsic ΣSFR than what we

are currently measuring causing them to be offset from the z ≈ 0 H II regions. If, on the other hand,

there is a sensitivity limit causing us to currently miss clumps with lower SFR and LHα there may
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be lower luminosity clumps at the same size scales as our high-redshift unlensed samples.

The absence of large clumps characteristic of the high-reshift samples which also have very

low ΣSFR (lower right region of Figure 2.5) similar to the z ∼ 0 H II regions indicates that such a

sensitivity limit is likely affecting our observations and fitting. In particular this may be forcing the

slope of the low ΣSFR subset to a higher value, closer to L ∝ r3. To investigate this we calculated

the observed flux density which corresponds to clumps with these lower values of ΣSFR at z ∼ 1 and

z ∼ 2 (illustrated in Figure 2C.1 in Appendix 2C). The actual sensitivity limit for each instrument

will be dependent on the configuration and will vary with the performance of the AO system (if one

was used). The lack of large, low ΣSFR clumps in Figure 2.5 indicates that such a limit is impacting

the clump population being observed.

Differences in how extinction was accounted for between samples can introduce an additional

source of bias in our investigation. Not accounting for the effects of extinction in the determination

of LHα may cause some clumps to be artificially shifted down on the size-luminosity plots. There

are some studies used here that do not take this into account for their measurements. Among the

lensed samples, Swinbank et al. (2009); Jones et al. (2010) do not account for extinction effects,

while Livermore et al. (2012, 2015); Walth et al. (2019) correct for the average extinction in each

galaxy. Among the unlensed samples, Genzel et al. (2011); Freundlich et al. (2013); Mieda et al.

(2016); Fisher et al. (2017) correct for the average extinction while Wisnioski et al. (2012) do

not apply a correction. Among the H II regions Kennicutt et al. (2003); Bastian et al. (2006);

Monreal-Ibero et al. (2007) correct for the extinction of individual star forming regions, Arsenault

and Roy (1988) contains some objects corrected for average host galaxy extinction and others

uncorrected, and Gallagher and Hunter (1983); Rozas et al. (2006) do not apply a correction. In

Mieda et al. (2016) (z∼1, unlensed) correcting for extinction resulted in an average increase in

LHα by a factor of ∼ 2. Figure 2C.2 in Appendix 2C illustrates the effect of adding this average

correction to studies which had not accounted for it. Due to where the data from these studies fall

on the size luminosity plot this results in an increase in scatter at large clump sizes and the same

decrease at small sizes (0.8 dex for a conservative Av = 2mag correction). This is a relatively small
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effect and likely does not significantly change the scaling relations we determine.

H II regions measured in the SMC & LMC (Kennicutt and Hodge, 1986), IC 10 (Hodge

and Lee, 1990), and NGC 6822 (Hodge et al., 1989) were not included in this analysis, but were

plotted with the data and scaling relationships determined here to check that the fits are physically

realistic at lower size scales. These star forming regions have similar ΣSFR to the H II regions used

throughout this paper but still appear to follow the ∼ r2 scaling of the fit without the z ≈ 0 H II

regions just with the intercept shifted down.

It should be noted that some of the values measured at lower size scales could be affected by

stochastic sampling of the stellar initial mass function (IMF) of the clump regions. In simulations

performed by Calzetti et al. (2012) a lower limit on size of 200 pc is used to avoid these effects by

keeping the SFR above 1.3×10−3M⊙ yr−1. Below this limit they report that stochastic sampling

of the IMF would have an impact on measurements of SFR indicators like LHα . This SFR limit

corresponds to LHα∼ 3×1038ergs s−1 with a Chabrier IMF (Chabrier, 2003), a value which some

of the data used in this study does fall below–particularly among the z ≈ 0 H II regions. This may

add to the uncertainty in the measurements of lower luminosity star forming clumps, but is not

likely to have a significant effect on the results using the high-redshift data of this study.

2.6 Summary/Conclusion

We compiled a comprehensive set of data on the sizes and luminosities of both local and

distant resolved star forming regions from the literature. These data sets were carefully binned based

on differences in surveys and clump properties to exhaustively explore potential size-luminosity

scaling relationships using MCMC fitting with PyStan. We find the following trends and conclusions

from this analysis:

1. There is a large scatter of order 4 dex in luminosity for a given clump or H II region size. This

scatter may significantly impact the inferred size-luminosity scaling relationship, depending

on the choice of sample used in the fit. For example, if the local star forming data from Fisher

et al. (2017) and Nguyen-Luong et al. (2016) are used then the scaling relation determined is
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L ∝ r2. If the set of z ≈ 0 H II regions are also included then the scaling relationship becomes

L ∝ r3.

2. We observe a break in the size-luminosity scaling relation based on the measured clump ΣSFR

at 1 M⊙ yr−1 kpc−2. Clumps with lower ΣSFR tend to have luminosities that scale closer to

∼ r3, while clumps with higher ΣSFR tend to have luminosities that scale with ∼ r2. This is

true for both the low-redshift sample and the entire collated data set.

3. We find that the L ∝ r3 scaling can be explained by clumps that are well represented by

Strömgren spheres which are smaller than the scale height of the disk. We find that if the

Strömgren radius is larger than the scale height of the disk and some ionizing photons are

escaping, then the non-spherical geometry may result in a L ∝ r2 scaling. Alternatively, star

formation regions driven by Toomre instability may result in a ∼ r2 scaling of the high ΣSFR

clumps, but is unable to be extended the low ΣSFR clumps to yield a ∼ r3 scaling.

4. If there exists a power-law break in the size-luminosity scaling relationship of star forming

regions, this may indicate a secondary dependence on additional clump properties. We

investigated the dependence of the size-luminosity relationship with respect to the host galaxy

gas fraction (fgas) and clump velocity dispersion (σ ), but further data on these parameters are

still needed to do a thorough investigation. Additional IFS studies would provide kinematics

for galaxies and clumps, while ALMA observations of molecular gas would provide accurate

gas fractions for host galaxies and individual clumps.

5. Spatial resolution effects observed for high-redshift (unlensed) galaxies may alter the mea-

sured properties (rHα , LHα , ΣSFR) of the clumps. If such beam smearing effects are wide-

spread then this could result in an increased artificial scatter, but does not influence the scaling

relation results from the applied power-law break at ΣSFR= 1M⊙ yr−1 kpc−2.

6. We find no evidence for redshift evolution of the clump size-luminosity relation, but more data

at higher-redshift bins are still needed. The differences in slopes between redshift bins can
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not be separated from the potential effects of the small sample sizes and larger uncertainties

at high-redshift.

7. We find a scaling relation L ∝ r2 for both high-redshift lensed and unlensed clump data sets

that are consistent within the uncertainties. Yet we point out that these are still small data

sets that should be expanded for further investigation, in particular the high-resolution lensed

sample.

Acknowledgements

The authors wish to thank Randy Campbell and Jim Lyke for their assistance at the telescope

to acquire the Keck OSIRIS data sets. We appreciate the valuable discussions with Dusan Keres

and Karin Sandstrom. The data presented herein were obtained at the W.M. Keck Observatory,

which is operated as a scientific partnership among the California Institute of Technology, the

University of California and the National Aeronautics and Space Administration. The Observatory

was made possible by the generous financial support of the W.M. Keck Foundation. The authors

wish to recognize and acknowledge the very significant cultural role and reverence that the summit

of Maunakea has always had within the indigenous Hawaiian community. We are most fortunate

to have the opportunity to conduct observations from this precious mountain. This research has

made use of the NASA/IPAC Extragalactic Database (NED) which is operated by the Jet Propulsion

Laboratory, California Institute of Technology, under contract with the National Aeronautics and

Space Administration.

Facility: Keck:I (OSIRIS)

Software: PyStan (Stan Development Team, 2017), OSIRIS Data Reduction Pipeline (Lyke

et al., 2017), Matplotlib (Hunter, 2007)

Appendix

55



2A Lensed vs. Unlensed Observations

We have binned the data sets into gravitationally lensed and unlensed high-redshift obser-

vations. This was done to test for any influences of selection biases in the data that is typically

gathered from lensed versus unlensed surveys at higher redshift. Lensed surveys provide enhanced

spatial resolution and can allow us to extend our analysis to lower luminosity galaxies due to the

magnification effects (Livermore et al., 2015), which results in the tendency towards lower mass

galaxies than can be probed by unlensed surveys. However, the lensing model does introduce larger

uncertainties on the measured values, particularly when it comes to the size of clumps.

As is shown in Figure 2A.1 there is a very slight difference between the nominal slope values

of the lensed (LHα∼ r2.10) and unlensed (LHα∼ r2.27) fits, however these values are consistent

within the uncertainties. This indicates that regardless of the selection differences between the two

types of studies, the scaling relations determined from each are consistent. The small offset seen in

the intercept between these two bins could then be caused by the effect of beam smearing on the

measurements of clump size and luminosity.
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Figure 2A.1: Clump size and luminosity relation for high-redshift lensed data sets (top) and
unlensed data sets (bottom). Error bars are shown to illustrate the large variations in each data set.
NOTE: The z ≈ 0 H II regions and other local analogs are excluded here since the large number of
data points has an overwhelming influence on the fitting.
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2B Beam Smearing Investigation with Object
42042481

In the investigation of beam smearing effects on measured clump properties we re-observed

one of the brightest galaxies of the IROCKS sample (unlensed, z ∼ 1 galaxy 42042481, Mieda et al.,

2016) at a plate scale of 0.05” in order to increase the resolution over the initial 0.1” plate scale. This

resulted in a factor of 2 improvement in spatial resolution (from ∼800 pc to ∼400 pc) and the largest

clump breaking into two clumps nearly half the size originally measured (Table 2.6). In addition

to this clump breaking into smaller components, two new clumps (H* and I*) were also detected

in the 0.05” observations. In order to determine the cause of these additional clump detections we

compare the flux and ΣSFR of the clumps detected in the new 0.05” observation (binned to 0.1”

resolution and un-binned) with the clumps found in the previous 0.1” observations. This is shown

in Figure 2B.1 with clumps H* and I* having higher flux and ΣSFR than some previously detected

clumps. This therefore is not the driver of the new detections. The quality of seeing on each night of

observations could also lead to differences in clump detection. Therefore both seeing measurements

from the MASS/DIMM instruments on Mauna Kea (Table 2B.1) and the PSF of the tip-tilt star used

for each observation (Figure 2B.2) are compared. Both the PSF and seeing measurements across

the two nights is similar, suggesting this is not the cause of the new detections either and it is likely

in our definition of Hα clumps.

Table 2B.1: MASS/DIMM Seeing Measurements

Instrument Mean Seeing Min Seeing Max Seeing Standard Deviation
(arcsec) (arcsec) (arcsec) (arcsec)

2014 November 8-9; 0.1” observations
DIMM 0.46 0.27 0.93 0.11
MASS 0.20 0.06 0.62 0.11

2017 August 11-12; 0.05” observations
DIMM 0.58 0.30 1.59 0.18
MASS 0.23 0.06 0.52 0.09
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Figure 2B.1: Comparison of the flux (top) and ΣSFR of each clump detected in the 2014 0.1”
observations, 2017 0.05” observations, and the 2017 0.05” observations binned down to 0.1”
resolution. The dashed lines show the scale of the PSF for each night and plate scale of observations.
The clumps which fall to the left of these lines would be considered unresolved.
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Figure 2B.2: Comparison of the tip-tilt star PSF for the 2014 and 2017 observations at a plate scale
of 0.1” and 0.05” respectively. The smaller width of the 0.05” PSF could be a consequence of the
lower peak flux as the width is smaller by a factor of ∼ 0.8 and the peak flux is lower by a factor of
∼ 0.6.
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2C Additional Figures

The illustration in Figure 2C.1 shows where sensitivity limits may lie on the size-ΣSFR plot

at different redshifts in this data set. The actual sensitivity limit of each study will vary widely

based on the telescope/instrument used and will even vary within studies based on lensing effects.

To simplify this we only show the observed flux needed to detect a clump at different levels of ΣSFR

at z = 1 and z = 2.

Figure 2C.2 illustrates the estimated influence of adding extinction corrections to the

luminosities measured in studies which did not already include these corrections. For these studies

an average 2× increase in LHα would be expected.

Figure 2C.1: Figure 2.5 comparing clump size and ΣSFR with additional curves related to the
potential sensitivity limit. The dashed black lines show the observed flux density at that ΣSFR for a
z= 1 (black text) and z= 2 (blue text) source. All flux densities are in units of erg s−1 cm−2 arcsec−2.
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Figure 2C.2: Clump size and luminosity for all the data used throughout this paper with illustration
of the estimated influence of adding extinction correction to those samples which do not already
do this (data set #’s 1,2,7,10,12 from Table 2.1). The correction used is the average of the affect
observed in Mieda et al. (2016) of increasing LHα by a factor of ∼ 2. The correction is only shown
for a few of the z ≈ 0 H II regions (data set 10) but would apply to all.
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2D Dynamical Mass of Clumps

The dynamical mass (Mdyn) was estimated for all data which included a measurement of

the clump velocity dispersion (σ ). This was calculated from Equation 2.23 in order to estimate the

dynamical time (τdyn) of the clumps (Equation 2.24).

Mdyn = 5
σ2rclump

G
(2.23)

τdyn =

√
3π

32Gρ
, ρ =

Mdyn
4
3πr3

clump
(2.24)

The average Mdyn of all clumps with measured velocity dispersion is 2.7×109 M⊙ with an

average dynamical time of 3.5 Myr. The results of these calculations are listed in Table 2D.1 for the

IROCKS (Mieda et al., 2016) clumps as a sample.

Table 2D.1: Dynamical Mass and Time Estimates for IROCKS sources

Object Mdyn τdyn
(Galaxy-Clump) (109 M⊙) (106 yrs)

Resolved
32016379-1 0.52 8.11
32016379-2 6.79 7.8
32036760-0 8.79 16.48
33009979-0 6.95 9.69
33009979-1 2.75 11.0
42042481-4 11.8 16.3
DEEP11026194-1 11.36 12.97
DEEP12008898-0 9.45 14.01
DEEP12008898-1 10.55 14.33
DEEP12008898-2 5.03 10.03
DEEP12019627-0 3.97 16.07
DEEP12019627-2 2.86 9.45
DEEP13017973-3 3.73 24.67
DEEP13017973-6 41.19 3.07
TKRS11169-2 21.39 7.4
TKRS11169-3 39.45 8.39
TKRS7187-4 24.59 11.44

Continued on next page
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Table 2D.1 – Continued from previous page
Object Mdyn τdyn
(Galaxy-Clump) (109 M⊙) (106 yrs)
TKRS7615-01-1 6.67 7.86
TKRS7615-01-2 13.26 8.31
TKRS9727-4 39.91 17.36
UDS11655-0 5.58 15.84

Unresolved
32016379-0 4.23 6.6
32040603-0 2.64 5.7
33009979-2 4.09 7.11
42042481-0 5.15 3.24
42042481-1 3.49 8.18
42042481-2 1.21 11.01
42042481-3 2.44 9.23
42042481-5 13.27 1.82
42042481-6 2.9 7.26
DEEP11026194-0 10.61 7.46
DEEP12019627-1 3.17 6.19
DEEP12019627-3 5.4 8.49
DEEP12019627-4 0.81 15.58
DEEP12019627-5 6.77 5.9
DEEP13017973-0 1.98 9.98
DEEP13017973-1 1.84 2.62
DEEP13017973-2 5.9 7.77
DEEP13017973-4 6.15 4.3
DEEP13017973-5 11.09 2.14
DEEP13017973-7 2.61 8.08
DEEP13043023-0 2.74 4.27
DEEP13043023-1 6.38 6.03
DEEP13043023-2 18.88 5.19
DEEP13043023-3 4.96 6.82
J033249.73-0 6.97 9.28
J033249.73-1 7.66 2.95
J033249.73-2 4.32 2.95
J033249.73-3 5.19 7.39
TKRS11169-0 5.16 4.57
TKRS11169-1 4.97 5.27
TKRS11169-4 5.22 6.14
TKRS7187-0 4.02 6.95
TKRS7187-2 6.99 5.52
TKRS7187-3 0.72 15.37
TKRS7187-5 10.34 3.29
TKRS7187-6 5.52 4.71

Continued on next page
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Table 2D.1 – Continued from previous page
Object Mdyn τdyn
(Galaxy-Clump) (109 M⊙) (106 yrs)
TKRS7615-01-0 5.16 7.57
TKRS7615-01-3 12.09 7.51
TKRS7615-01-4 4.24 5.97
TKRS7615-01-5 8.93 7.89
TKRS9727-0 2.08 9.77
TKRS9727-1 13.22 6.38
TKRS9727-3 2.01 6.51
TKRS9727-5 2.69 9.05
UDS10633-0 4.68 7.81
UDS11655-1 5.28 5.32
Note— Not all data sets included measurements of σclump.

Chapter 2, in full, is a reprint of the material as it appears in The Astrophysical Journal 2018.

Cosens, M., Wright, S. A., Mieda, E., Murray, N., Armus, L., Do, T., Larkin, J. E., Larson, K.,

Martinez, G., Walth, G., and Vayner, A, The Astrophysical Journal, 869, 11, 2018. The dissertation

author was the primary investigator and author of this paper.
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Chapter 3

Kinematics and Feedback in H II regions in
the Dwarf Starburst Galaxy IC 10

Abstract

We present a survey of the central region of the nearest starburst galaxy, IC 10, using the W.

M. Keck Observatory Keck Cosmic Web Imager (KCWI) at high spectral and spatial resolution.

We map the central starburst of IC 10 to sample the kinematic and ionization properties of the

individual star-forming regions. Using the low spectral resolution mode of KCWI we map the

oxygen abundance and with the high spectral resolution mode we identify 46 individual H II regions.

These H II regions have an average radius of 4.0 pc, star formation rate ∼ 1.3× 10−4 M⊙ yr−1,

and velocity dispersion ∼16 km s−1. None of the H II regions appear to be virialized (αvir >> 1),

and, on average, they show evidence of ongoing expansion. IC 10’s H II regions are offset from

the star forming region size-luminosity scaling relationships, as well as Larson’s Law that relates

size and velocity dispersion. We investigate the balance of inward and outward pressure, Pin and

Pout, finding Pout > Pin in 89% of H II regions, indicating feedback driven expansion even in these

low mass H II regions. We find warm gas pressure (Pgas) provides the dominant contribution to the

outward pressure (Pout). This counteracts the inward pressure which is dominated by turbulence in

the surrounding gas rather than self-gravity. Five H II regions show evidence of outflows which are

most likely supported by either stellar winds (2 regions) or champagne flows (3 regions). These

observations provide new insights into the state of the star-forming regions in IC 10 and negative

66



feedback from low mass clusters.

3.1 Introduction

H II regions are formed when UV photons from young stars and clusters ionize the sur-

rounding gas cloud. The ionization within these regions is typically dominated by the most massive

and luminous stars. This can be due to just a single O or B star (e.g., Armentrout et al., 2021) or

a cluster of massive stars. H II regions are observed to have typical lifetimes ≲ 10Myr, starting

out spatially compact (<pc) and expanding as they age (e.g., Spitzer, 1978; Zamora-Avilés et al.,

2019) before the H II region dissipates. As the H II regions expand they interact with and influence

the surrounding gas. As the sites of recent massive star formation, H II regions are intrinsically

linked to the efficiency of star formation in the larger molecular cloud, the properties of the Inter-

stellar Medium (ISM), and the evolution of galaxies. The photometric and kinematic properties of

H II regions are therefore of great interest for studying and understanding the progression of star

formation.

There are a number of surveys studying ionized and diffuse gas in and around the H II

regions of nearby galaxies. Some of the first studies of extragalactic H II regions used Hα imaging

with photographic plates and CCD’s to map the ionized gas in the Small Magellanic Cloud (SMC)

and Large Magellanic Cloud (LMC) (e.g., Davies et al., 1976; Kennicutt and Hodge, 1986) as well

as other nearby galaxies (e.g. NGC 6822, Hodge et al., 1989). With Hα imaging they were able to

measure the size and flux of star forming regions and explore their size distributions and luminosity

functions. As instrumentation improved, Fabry-Perot mapping added measurements of the ionized

gas kinematics both within the H II regions and in the diffuse gas component, finding ∼ 4× higher

velocity dispersions (σ ) in the diffuse gas (e.g., Valdez-Gutiérrez et al., 2002). With the advent of

integral field spectrographs (IFS), surveys could map the resolved gas properties and kinematics at

∼kpc scale. Large surveys such as CALIFA (Sánchez et al., 2012a), SAMI (Croom et al., 2012),

and MaNGA (Bundy et al., 2015), studied hundreds to thousands of star forming galaxies and their

resolved properties. These surveys have resulted in numerous publications including studies of
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galaxy dynamical scaling relations (Cortese et al., 2014), measurement of a “resolved” star forming

main sequence (Ellison et al., 2018), and the fundamental metallicity relation (Cresci et al., 2019).

The CALIFA survey also made the important characterization of the Diffuse Ionized Gas (DIG)

showing a trend in the Hα equivalent width with both the position on the BPT diagram as well as

galaxy morphological type for this large sample of galaxies (Espinosa-Ponce et al., 2020). Using the

MaNGA survey, Rodrı́guez del Pino et al. (2019) identify ionized gas outflows in 7% of the studied

Hα emitting galaxies, finding evidence of shocks in most of the outflows with larger velocities

associated with more massive galaxies.

State of the art IFS’s operating at visible wavelengths such as the Multi-Unit Spectroscopic

Explorer (MUSE, Bacon et al., 2010), and the Keck Cosmic Web Imager (KCWI, Morrissey et al.,

2018), have begun to allow incredibly high spatial and spectral resolution mapping of nearby H II

regions. For example, Castro et al. (2018) used MUSE to map the giant H II region 30 Doradus,

generating resolved maps of the ionization state and revealing bi-modal gas velocities surrounding

the star cluster R136. In another study, McLeod et al. (2019) use MUSE to map two LMC H II

region complexes and characterize the role of stellar feedback mechanisms, finding stellar winds and

thermal gas pressure to be dominant. Studying two giant H II regions in M101 with KCWI, Bresolin

et al. (2020) find evidence of expanding shells and an underlying broad emission component

potentially attributable to stellar winds interacting with cold gas.

The process of energy from star formation being injected into and influencing the surround-

ing gas through feedback can be caused by a variety of mechanisms. These mechanisms and their

impact are typically discussed in the context of the larger molecular clouds surrounding the compact

H II regions where the pressure originates. An important form of feedback is radiation pressure

which occurs when stellar photons interact with dust grains in the surrounding molecular cloud

thereby transferring both energy and momentum. The energy imparted to the molecular gas may

be radiated away, but the momentum cannot and therefore may be able to more effectively cause

expansion of the gas (Krumholz et al., 2014).

The ionizing photons produced in a star cluster also act to heat the surrounding H II region
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gas to typical temperatures of ∼ 104K. This warm gas generates an important source of outward

pressure that may cause the expansion and eventual disruption of the region and surrounding gas.

An additional source of thermal pressure comes from hot gas heated by shocks from stellar winds.

The bubbles of hot gas produced can be observed via emitted X-rays. However, this hot gas is less

effective in disrupting the region since it is limited by leakage through low density regions and

turbulent mixing occurring with the neighboring cold gas resulting in enhanced thermal emission

(Krumholz et al., 2019). Supernovae explosions also produce shocked winds in a short burst that

can disrupt star-forming regions, but these don’t occur until a few million years after the formation

of the first massive stars by which point the molecular gas may be significantly disrupted or cleared

already.

Which of these feedback mechanisms is dominant in different star forming environments is

still a matter of some debate. Observational studies seek to determine the relative impact of each of

these forms of pressure by estimating the energy input to the ISM or the pressure produced by each

component. For instance, the giant H II region, 30 Doradus, has been one target of such pressure

studies investigating the physical processes leading to the complex structure in this single region

(Lopez et al., 2011; Pellegrini et al., 2011). These types of studies are often limited to just a few

H II regions or a single giant H II region, making it difficult to form conclusions about the general

population of star forming regions. IC 10 provides a unique laboratory to study the effectiveness of

many of these forms of feedback in a statistically significant sample. Thanks to the >100 previously

identified H II regions, a large sample of compact regions can be studied simultaneously, and the

recent nature of the starburst allows the effectiveness of pre-SNe feedback to be investigated.

IC 10 is the nearest starburst galaxy at a distance of 715kpc (Kim et al., 2009), and the only

one in the Local Group. It is also a dwarf galaxy with low metallicity; approximately 0.25× solar

(Magrini and Gonçalves, 2009; Skillman et al., 1989). IC 10 has a higher density of Wolf-Rayet stars

than both the SMC and LMC (e.g. Tehrani et al., 2017), indicating that the current observed burst of

star formation is relatively recent. These unique characteristics as well as it’s close proximity have

made IC 10 the subject of numerous studies.
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Studies of the gas in IC 10 have shown an expansive H I component stretching ∼7× larger

than the optical component of the galaxy (e.g., Huchtmeier, 1979; Namumba et al., 2019). The

central region of the H I gas has been observed to have a regularly rotating disk structure with

an extended counter-rotating component beyond that (e.g., Shostak and Skillman, 1989; Wilcots

and Miller, 1998; Ashley et al., 2014). These studies also find kinematically distinct “spurs” and

“plumes” that do not follow the main H I disk. The origin of these features is currently not well

known but possible explanations presented include an as of yet undetected companion galaxy or a

late stage merger (e.g., Ashley et al., 2014), ongoing accretion of primordial gas onto the main body

of IC 10 (e.g., Wilcots and Miller, 1998), past interaction with a body such as another dwarf galaxy

(e.g., Nidever et al., 2013), or some combination of these mechanisms.

Narrow-band Hα imaging by Hodge and Lee (1990) was used to identify 144 individual

H II regions and complexes throughout IC 10 and measure their characteristic properties such as

size and SFR. The majority of the identified star-forming regions lie in the central 2.5′×2.5′ of the

irregular galaxy. Thurow and Wilcots (2005) studied the ionized gas kinematics in a portion of

this field with a fiber-fed IFS utilizing 3′′ fibers and achieving a maximum resolution of 23 km s−1.

Interestingly, they find larger line widths in the diffuse gas than in the compact H II regions which

they attribute to a superposition of components with different velocities. They find that stellar winds

are likely to have shaped much of the ionized and neutral gas in this region. Polles et al. (2019)

model fine structure cooling lines observed in IC 10 with the photoionization code Cloudy (Ferland

et al., 2017) finding relatively uniform properties between the five regions studied, which match

the characteristics of matter-bounded regions allowing photons to escape and ionize the diffuse

gas. These unique characteristics of IC 10 make it an ideal target to study a large sample of young,

evolving star-forming regions.

In order to better understand the conditions of star formation and its impact on galaxy

properties it is important to study not only local H II regions, but also the sites of star formation

throughout cosmic time. The H II regions of IC 10 provide an important tool for comparison with the

∼kpc scale star-forming “clumps” found at z ≳ 1 (e.g., Livermore et al., 2012; Mieda et al., 2016).

70



These clumps are found to have high velocity dispersions (σ ≳ 50km s−1, e.g., Genzel et al., 2011;

Mieda et al., 2016) indicating strong energetics and significant amounts of turbulence present. In an

effort to understand these massive star-forming regions and compare them to their more compact

local counterparts, the scaling relationships between clump properties such as size, luminosity,

and velocity dispersion are explored in order to provide insight into the process driving clump

formation. However, these studies have yielded some conflicting results, in particular regarding

whether high-z clumps are offset to higher luminosities than local H II regions for a given size (e.g.,

Wisnioski et al., 2012; Livermore et al., 2015). This was initially proposed as a possible redshift

evolution in the size-luminosity scaling relationship (Livermore et al., 2012, 2015), but later studies

by Wisnioski et al. (2012) and Mieda et al. (2016) did not find evidence of such an evolution. In

order to investigate this discrepancy, our team compiled a comprehensive sample of high-z and

local star-forming regions and developed a Bayesian Markov Chain Monte Carlo (MCMC) fitting

framework to investigate these scaling relations in detail (Cosens et al., 2018). We did not find

any clear evidence of redshift evolution with this expansive sample, nor a definite selection affect

between lensed and field galaxies at high-z. Instead, we found evidence that there may be a break in

the size-luminosity relationship based on the star formation rate (SFR) surface density, ΣSFR.

A key area of parameter space missing in these scaling relationship investigations are

compact (≲50pc), low-luminosity (1034−36erg s−1) star-forming regions studied with the same

methodology as at high-z. These compact regions set the constraint on the intercept of the relation-

ship; a critical component in interpreting changes in slope or offsets between samples. Observing

the H II regions of IC 10 with the KCWI IFS provides an ideal target to study a large sample of H II

regions at unprecedented angular resolution, probing this missing parameter space and allowing for

an improved comparison of local and high-z star-forming regions.

Despite the extensive study of IC 10, the exact distance to the dwarf galaxy remains rather

uncertain since it lies close to the plane of the Milky Way. Measured distances have ranged between

500kpc (Sakai et al., 1999) and >2Mpc (Bottinelli et al., 1984), with distances ∼700kpc being used

more recently (e.g., Ashley et al., 2014; Polles et al., 2019). Throughout this paper we will use the
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distance of 715±60 kpc measured by Kim et al. (2009) but we will also report the angular size of all

measured structures. For the systemic velocity of IC 10 we will use the value of −348±10km s−1

determined from the 21 cm line (Tifft and Cocke, 1988).

In Section 3.2 we describe the observations carried out on the central starburst of IC 10

with KCWI and the method of reduction. Then we identify H II regions in our observations

(Section 3.3.1), extract H II region spectra (Section 3.3.2), and determine SFRs (Section 3.3.3)

and masses (Section 3.3.4). In Section 3.3.5 we investigate the kinematics of the field and H II

regions, virialization and energetics. We estimate the metallicity throughout the field (Section 3.3.6),

investigate the Diffuse Ionized Gas (Section 3.3.7), and study the star formation scaling relations

(Section 3.3.8). In Section 3.4 we discuss how these results inform a picture of young H II regions

still evolving. Lastly, in Section 3.5 we summarize our results.

3.2 Observations & Data Reduction

3.2.1 KCWI Observations

We used KCWI (Morrissey et al., 2018) at the W.M. Keck Observatory to observe the star

forming H II regions of IC 10. These observations tile a combined ∼1.25 sq. deg. field of view

(FoV) in the central region of the galaxy with the highest concentration of H II regions. We use a

low resolution mode making use of KCWI’s large slicer and BL grating which we will refer to as

the “large slicer, R∼900” mode, as well as a high resolution mode which uses the small slicer and

BH3 grating which we will refer to as the “small slicer, R∼18,000” mode. Observations in these

two modes cover approximately the same FoV in order to combine the exceptional spatial sampling

(0.35′′/pixel) and spectral resolution (0.125Å/channel) of the small slicer, with the wavelength

coverage afforded with the low resolution grating (3500-5500Å). We determine our achieved

resolution by measuring the point-spread-function of the observed standard stars giving an average

FWHM∼ 1” across the observing nights in both modes. In this paper we will limit our discussion

primarily to the high resolution “small slicer, R∼18,000” observations with the “large slicer, R∼900”

mode providing the extinction correction and metallicity diagnostics in Section 3.3.6.
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In the high resolution mode we obtain a wavelength range of 4700-5200Å and a FoV of 8.4′′

× 20.4′′ for each exposure, providing coverage of Hβ , [OIII]4959Å, and [OIII]5007Å. A typical

pointing consists of three 120s exposures with a dither pattern of 0, -1.5, +2 slices1 perpendicular to

the slices to improve sampling and avoid saturation of the bright [OIII]5007Å line. In the large

slicer, R∼900 mode we obtain wider FoV and spectral coverage in each exposure (3500-5500Å

and 33′′ × 20.4′′) with lower spatial resolution of 1.35′′/pixel. We limit these exposure times to 6s

to avoid saturation at [OIII]5007Å and complete 5 exposures per pointing with a dither pattern of

0, -0.5, -1.5, -2.5, -0.5, 0 slices. Due to the nature of the extended diffuse emission in the FoV of

our science observations we took standalone sky frames approximately once every hour for each

mode at an exposure time of 120s in the small slicer mode and 6s in the larger slicer mode. With

each exposure we saved the associated guide camera image to be used in correcting WCS errors.

The observation details are summarized in Table 3.1 with the total FoV of each observing mode

illustrated in Figure 3.1.

Table 3.1: KCWI Observational Summary

Date Time Airmass Pointings Exposures/Pointing Exposure Time Standard Star
(mm-dd-yyyy) (UT) (s)

small slicer, R∼18,000
11-22-2017 4:30 - 5:40 1.41-1.36 1 3 900 L870-2
11-23-2017 4:17-5:50 1.43-1.31 3 3 300 Feige 24
08-16-2018 11:06 - 13:23 1.41-1.30 8 3 120 NGC 7293/Feige 24
09-03-2018 11:20 - 14:23a 1.3-1.5 5 3 120 NGC 7293
08-16-2020 10:57 - 14:22 1.30-1.41 11 3 120-360 NGC 7293/Feige 24

large slicer, R∼900
08-16-2018 14:00 - 14:37 1.32-1.37 5 5 6 Feige 24
08-16-2020 14:41 - 15:20 1.38-1.46 7 5 6 Feige 24

Note. — Summary of Keck/KCWI observations of IC 10’s H II regions. Approximately the same fields are
observed in both modes for complimentary observations. There is some overlap in pointings between nights to
increase SNR in fainter areas of IC 10 so the total number of pointings is not the sum of each night. Approximately
1/2 of the small slicer R∼900 pointings are still in progress with more exposure time needed to achieve sufficient
SNR at [OII]3727Å to determine metallicities, but the SNR is sufficient throughout the field for determining an
extinction correction at the H II regions.
a:There was an observational gap from 12:31-13:51 UT due to inclement weather.

1(-): left; (+): right
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Figure 3.1: (Middle): HST/ACS image of IC 10’s central 2′x2′ showing outlined field coverage of
our completed and in progress KCWI observations in two modes: the high resolution small slicer,
R∼18,000 mode (blue), and the coarse resolution large slicer, R∼900 mode (orange). (Top Left):
Integrated [OIII]5007Å flux map from the East region of our small slicer, R∼18,000 observations.
(Bottom Left): Large slicer, R∼900 observations. The extinction correction (Section 3.3.2) is
determined from this full field, but the metallicity analysis of Section 3.3.6 is limited to the field
inside the orange outline due to low SNR outside of the H II regions in the remainder of the field.
(Top Right): North region of the small slicer, R∼18,000 observations. (Bottom Right): West region
of the small slicer, R∼18,000 observations.

3.2.2 Data Reduction

Raw data were reduced using the IDL version of the public KCWI Data Reduction Pipeline

(DRP) version 1.1.0 (Don et al., 2018) with modifications for our data set described here.

The first stage of the DRP consists of bias subtraction, gain correction, and cosmic ray

removal procedures. In the default pipeline, the overscan region is used to perform a secondary

bias subtraction after removal of the master bias to account for variation in the read noise between

the calibration and science frames. We take this a step further to modify the bias subtraction used

in our reduction to include a scaled bias subtraction. Before the bias subtraction occurs we take

the ratio of the overscan regions in the science and master bias frame for each row of the detector

and multiply the master bias row by this ratio before subtracting it. This gives us a better match to
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the readnoise throughout the night and between the two distinct chips of the detector (with distinct

amplifiers and readnoise).

Stages 2-4 of the DRP perform scattered light subtraction, determine transformations to 3D

data cubes (used later), and flat field correction, respectively. We skip stage 5 of the DRP which

performs sky subtraction in favor of using our own scaled sky subtraction routine on the reduced

data cubes. Before this subtraction is performed, we run DRP stage 6 generating data cubes with the

geometric solutions of stage 3, stage 7 to perform a correction for differential atmospheric refraction,

and stage 8 which uses observations of standard stars to flux calibrate the cubes. The final data

products from this pipeline are flux calibrated data cubes for both sky and science observations with

associated variance cubes.

After completion of the standard pipeline steps we run a custom scaled sky subtraction on

the data. This routine takes an average spectrum over the entire cube for the science frame and

associated sky observation. The ratio of these two spectra are computed away from any known

emission lines. This ratio is then used to scale the average sky spectrum, which is then subtracted

from every spaxel of the science data cube. Errors are propagated in this step using the associated

object and sky variance cubes along with the computed scale factor.

WCS offsets between individual frames in the “small slicer, R∼18,000” mode were corrected

by matching stars in the guide camera images to HST/ACS imaging of IC 10. The average offset of

the measured and expected coordinates of stars in the field was used to shift the associated KCWI

frame. On average, a 0.7′′ offset in declination and a 1.2′′ offset in right ascension were found for

the “small slicer, R∼18,000” frames. We did not find WCS offsets in the “large slicer, R∼900

observations, and thus do not apply this step for that mode. All observations from each of the two

observing modes were mosaicked with the rectangular KCWI pixels binned to square using the

Python package reproject (Robitaille et al., 2020) before analysis.

Since the observations were spread over a multi-year period, we compared the calibration

frames to ensure consistency in these steps. The master bias frames produced in DRP stage 1 for

each night show a standard deviation in median flux of < 0.5% in the small slicer, R∼18,000 mode

75



and < 0.2% in the large slicer, R∼900 mode. Similarly, the master flats produced in DRP stage

4 show only a standard deviation of < 1% in the small slicer, R∼18,000 mode and < 0.1% in the

large slicer, R∼900 mode.

3.3 Analysis

3.3.1 Identifying star-forming regions

Preliminary flux maps are generated for each emission line by summing over 15 channels

(1.875Å) centered at the systemic velocity of IC 10 (-348km s−1, Tifft and Cocke, 1988). More

robust flux maps are generated later from spectral fitting, but these preliminary maps are used so as

not to introduce boundary effects from low SNR regions in the H II region identification routine. We

use the python package, astrodendro (Thomas et al., 2013), to find the locations and extent of star

forming H II regions in our [OIII] and Hβ flux maps. Astrodendro finds hierarchical structure

in data sets by starting at the pixels with the highest flux and progressing to lower flux pixels

surrounding those. If a local maximum is found astrodendro creates a new structure with that as

the peak when the local maximum is above a user defined threshold. As the algorithm progresses to

lower flux values a system of leaves, branches, and trunks are defined relating these local maxima

(see Rosolowsky et al., 2008, for an illustration of this method). In this system the leaves are the

most compact structures, the individual H II regions in this study, while the branches connect the

larger H II region complexes. The trunks are the bottom level of the hierarchical structure identified

by astrodendro and show the extent of the ionized gas emission in our KCWI observations. If

these observations covered the full optical extent of IC 10, we would expect the trunks to identify

distinct areas of star-formation in the galaxy. However, since these observations are focused only on

areas of high star formation activity the trunks fill the majority of the field and are therefore not

physically significant in this study.

In order for a local flux maximum to be considered a real structure we have set a series of

constraints to be applied by astrodendro - some of which are standard parameters in the package

and some that are required routines unique to our data set. Standard parameters that we constrain
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with astrodendro are the minimum peak value for a structure, the minimum flux a pixel can

contain in order to be added to any structure, and the minimum step size between independent

structures (leaves) derived from the variance cubes resulting from the KCWI DRP. We have also

written custom routines to set the minimum radius and minor axis length required for a real structure

defined by the point spread function (PSF) of standard star observations. The values provided for

these constraints are given in Table 3.2 for the [OIII]5007Å flux maps; the analysis with the Hβ

maps uses the values obtained with the same σ requirements.

Table 3.2: Clump Identification Constraints

Type Value

Minimum radius 1.4px
(HWHM) ∼ 0.5”

Minimum peak flux 3.7×10−17

[ergs−1 cm−2 Å−1] (5σ )
Minimum peak delta 7.3×10−18

[ergs−1 cm−2 Å−1] (1σ )
Minimum flux 2.2×10−17

[ergs−1 cm−2 Å−1] (3σ )

Note. — Parameters used to con-
strain the astrodendro clump fitting
procedure after correcting the KCWI
small slicer, R∼18,000 flux maps
for the background DIG. The values
listed for each constraint are for the
[OIII]5007Å flux maps, but the same
constraint method (e.g., 5σ minimum
peak flux) is used for all emission
lines.

To accurately identify H II regions and determine SFRs, we first remove the background

of Diffuse Ionized Gas (DIG). It is not possible to do this spectrally on individual spaxels since

some locations have too low of SNR to determine the velocity shift (particularly in locations of

greater DIG contribution). We identified three regions where there are no known H II regions in
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Figure 3.2: Map of the Diffuse Ionized Gas (DIG) contribution to the total [OIII]5007Å flux before
subtraction. The locations of HII regions are identified after this DIG contribution is removed
from the flux maps. Spaxels with SNR< 2 are masked in this figure. The DIG flux per pixel was
evaluated in the three outlined boxes, with the region outlined in red chosen for the DIG subtraction
as it contained the minimum flux per pixel.

our observed field (identified by the white and red boxes in Figure 3.2). We find the mean flux per

pixel in each of these regions, and take the minimum value to be our DIG contribution so as not

to over-subtract flux at this stage (the red box). The average DIG contribution in all three cases is

on the order of a percent in pixels associated with H II regions, so the DIG region chosen should

not make a significant difference in the subsequent analysis. Maps of the DIG contribution to the

integrated [OIII]5007Å flux are shown in Figure 3.2. Finally, we subtract the mean DIG flux/pixel

from every location in our flux maps. For the small slicer, R∼18,000 observations, this removes

on average 21% of the [OIII]5007Å flux per spaxel, with significantly lower contribution at the

H II regions. We repeat this subtraction on integrated flux maps for each emission line using the

same DIG region throughout. We also extract a mean DIG spectrum over this same region for use

in correcting H II region spectra to be discussed in Section 3.3.2.

The astrodendro package has the option to compute dendrograms on either 2D (position-
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position) or 3D (position-position-velocity) data. We chose to use our flux maps for H II region

identification due to the need to subtract the DIG contribution to identify fainter regions. To test

whether any major differences in identified H II regions were produced by the choice of using flux

maps, the dendrograms constructed from un-subtracted flux maps and data cubes were compared.

For the latter, a defined range of spectral channels is used to limit the analysis to a single emission

line and a requirement is added that the spectral extent of each structure exceeds 0.38Å, the average

width of arc lines determined from Gaussian fits to lines in the calibration frames separated every

100Å. There was not a significant deviation in either the size or number of H II regions identified

with these two methods and therefore we proceed in the analysis of regions identified from the DIG

subtracted flux maps.

Running astrodendro on the 2D [OIII]5007Å flux map and manually removing narrow

filaments or regions truncated by the edge of the mosaic results in the identification of 46 H II

regions. The average radius is 4.0 pc with a ΣSFR of 0.20 M⊙ yr−1 kpc−2. Each of these identified

regions are listed in Table 3.3 with the contours shown in the [OIII]5007Å and Hβ flux maps of

Figure 3.3. Using the 2D Hβ flux map produces the same H II region locations in areas of high

SNR, but the lower SNR of the Hβ line means that faint regions cannot be identified in this map

that can in [OIII]5007Å. Since the results are consistent in areas where the SNR is high for both

lines, we proceed with the region identification from the [OIII]5007Å flux map.

It should be noted that there are more compact structures within the identified H II re-

gions which can be seen visually (Figure 3.3) but do not result in unique structures detected by

astrodendro. In some cases these structures do not meet the resolution requirements, but in others

it is a result of using the same identification criteria across the entire field. A larger number of H II

regions can be identified using location dependent criteria, but that introduces an extra element of

uncertainty in requiring manual tuning of the parameters. It is more prudent to maintain consistent

requirements for H II region identification across the study even if it does not result in perfect

separation of compact structures.
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Table 3.3: H II Region Catalogue (small slicer, R∼18,000)

Region ID Complex HL90 ID RA Dec Radius
(J2000) (J2000) (pc) (arcseconds)

G16 · · · 125 00h20m29.14s +59d17m32.37s 2.60 ± 0.22 0.75 ± 0.06
G17 · · · · · · 00h20m28.81s +59d17m21.76s 2.11 ± 0.18 0.61 ± 0.05
H16a c H16 111c/111e 00h20m27.35s +59d17m36.49s 10.32 ± 0.87 2.98 ± 0.25
H16b c H16 111d 00h20m28.23s +59d17m31.24s 2.95 ± 0.25 0.85 ± 0.07
H17a c H17 111a 00h20m26.57s +59d17m27.05s 5.08 ± 0.43 1.47 ± 0.12
H17b c H17 111b 00h20m27.12s +59d17m22.66s 4.14 ± 0.35 1.20 ± 0.10
H17c c H16 111e 00h20m28.06s +59d17m26.90s 3.54 ± 0.30 1.02 ± 0.09
H18a c I18 106a 00h20m26.61s +59d17m07.72s 4.74 ± 0.40 1.37 ± 0.12
H18b c H18 106b 00h20m27.53s +59d17m09.82s 4.08 ± 0.34 1.18 ± 0.10
H18c c H18 106 00h20m27.08s +59d17m08.61s 2.19 ± 0.18 0.63 ± 0.05
H18d · · · 106 00h20m27.33s +59d17m02.74s 3.38 ± 0.28 0.98 ± 0.08
H18e · · · 115 00h20m28.05s +59d17m11.42s 2.72 ± 0.23 0.79 ± 0.07
I16a · · · · · · 00h20m24.82s +59d17m35.54s 2.60 ± 0.22 0.75 ± 0.06
I16b · · · · · · 00h20m24.66s +59d17m42.49s 2.31 ± 0.19 0.67 ± 0.05
I17a · · · 100 00h20m25.33s +59d17m24.36s 2.56 ± 0.21 0.74 ± 0.06
I17b · · · · · · 00h20m24.82s +59d17m26.99s 3.02 ± 0.25 0.87 ± 0.07
I17c · · · · · · 00h20m24.72s +59d17m17.36s 2.10 ± 0.18 0.61 ± 0.05
I18 c I18 106 00h20m26.26s +59d17m04.28s 7.02 ± 0.59 2.03 ± 0.17
I19a c I19 97 00h20m25.18s +59d16m51.19s 3.51 ± 0.30 1.01 ± 0.09
I19b c I19 91 00h20m24.69s +59d16m51.24s 3.30 ± 0.28 0.95 ± 0.08
J15 · · · · · · 00h20m23.07s +59d17m43.78s 2.71 ± 0.23 0.78 ± 0.07
J16a · · · 86/87 00h20m23.91s +59d17m42.08s 7.72 ± 0.65 2.23 ± 0.19
J16b c J16 73 00h20m23.06s +59d17m29.61s 4.46 ± 0.37 1.29 ± 0.11
J16c c J16 77 00h20m23.38s +59d17m31.51s 2.24 ± 0.19 0.65 ± 0.05
J16d · · · · · · 00h20m23.01s +59d17m38.83s 3.74 ± 0.31 1.08 ± 0.09
J17a · · · 74 00h20m23.37s +59d17m17.83s 3.76 ± 0.32 1.09 ± 0.09
J17b · · · · · · 00h20m24.08s +59d17m15.08s 3.50 ± 0.29 1.01 ± 0.08
J17c · · · 85 00h20m23.99s +59d17m27.41s 2.94 ± 0.25 0.85 ± 0.07
J17d · · · 74a 00h20m22.83s +59d17m18.09s 3.09 ± 0.26 0.89 ± 0.08
J17e c J17 83 00h20m23.92s +59d17m19.54s 2.61 ± 0.22 0.75 ± 0.06
J17f · · · 74 00h20m22.97s +59d17m21.34s 3.18 ± 0.27 0.92 ± 0.08
J17g c J17 84 00h20m23.93s +59d17m21.84s 2.91 ± 0.24 0.84 ± 0.07
K16 · · · · · · 00h20m22.50s +59d17m42.22s 5.10 ± 0.43 1.47 ± 0.12
L11 c L11 50b/50c 00h20m18.85s +59d18m53.14s 5.32 ± 0.45 1.54 ± 0.13
M11 c L11 50a 00h20m18.38s +59d18m49.17s 2.77 ± 0.23 0.80 ± 0.07
M12 c M12 45 00h20m16.95s +59d18m37.43s 9.24 ± 0.78 2.67 ± 0.23
M14 · · · 49 00h20m18.10s +59d17m58.82s 6.74 ± 0.57 1.95 ± 0.16
M16a c M16 46a/46b 00h20m17.84s +59d17m38.78s 8.45 ± 0.71 2.44 ± 0.21
M16b c M16 46c 00h20m18.32s +59d17m43.01s 2.62 ± 0.22 0.76 ± 0.06
M16c c M16 44 00h20m16.76s +59d17m39.25s 2.61 ± 0.22 0.75 ± 0.06
M16d · · · 48 00h20m18.17s +59d17m31.05s 3.33 ± 0.28 0.96 ± 0.08
N12a · · · 36 00h20m15.03s +59d18m37.82s 6.79 ± 0.57 1.96 ± 0.16
N12b · · · 37 00h20m15.56s +59d18m33.30s 1.98 ± 0.17 0.57 ± 0.05

Continued on next page
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Table 3.3 – Continued from previous page
Region ID Complex HL90 ID RA Dec Radius

(J2000) (J2000) (pc) (arcseconds)
N13a c M12 41 00h20m16.02s +59d18m25.67s 3.91 ± 0.33 1.13 ± 0.10
N13b · · · 35 00h20m15.28s +59d18m27.28s 3.26 ± 0.27 0.94 ± 0.08
N15 · · · 43 00h20m16.56s +59d17m45.47s 2.85 ± 0.24 0.82 ± 0.07
Note— H II regions identified in small slicer, R∼18,000 observations of IC 10 following the new region
identification scheme laid out in Section 3.3.1 and the radius definition adopted in Section 3.3.1.
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(a) [OIII]5007Å

(b) Hβ

Figure 3.3: Maps of integrated flux of the ionized gas in IC 10 measured from Gaussian fits to the
[OIII]5007Å (a) and Hβ (b) lines at each spaxel for the high resolution “small slicer, R∼18,000”
observing mode. Each map is divided into the “North” portion of the FoV in the upper right, the
lower right shows the “West” field, and the “East” region of the observed field on the left. The
purple contours mark the edges of the most compact H II region structures found by astrodendro

in the [OIII]5007Å flux map. The H II regions outlined in red in the Hβ map were not found by
astrodendro on this lower SNR map, and the H II regions outlined in yellow were blended into
single regions. SNR >2 is required for these maps, with more spaxels falling below this cut in
Hβ . It should be noted that the H II region contours are determined from integrated flux maps at
[OIII]5007Å rather than these maps generated from Gaussian fits at each spaxel due to the regions
with too low of SNR to perform DIG subtraction at the individual spaxel.
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3.3.1.1 H II Region Naming

Throughout this paper the identified H II regions will be referred to with a naming convention

based on a simple grid divided into 15′′×15′′ regions spanning the optical extent of IC 10. This grid

based naming convention provides a simpler method of comparison between studies and extension

to a larger FoV than the initial H II region naming developed in the study by Hodge and Lee

(1990), as discussed in more detail in Appendix 3A. The grid rows are numbered from 0 - 24 with

columns designated A - X as illustrated in Figure 3.4 and Appendix Figure 3A.1. H II regions will

be assigned a name consisting of their column followed by their row (e.g., J16). In the case of

multiple H II regions falling into the same square of this grid, they are assigned an additional letter,

“a,b,c,etc.”, in order of decreasing luminosity (e.g., J16a). Each knot belonging to a larger complex

will be given its own designation based on the knot center with the parent complex listed in column

2 of Table 3.3 along with the designation from Hodge and Lee (1990) if there is a corresponding

one in column 3.

3.3.1.2 Defining the Radius

There are a number of ways in which to define the size of star-forming regions, and the

use of these methods is not always consistent between studies, particularly when comparing local

and high-redshift samples with widely varying resolution. One method is to assume a spherically

symmetric region (such as a Strömgren sphere) and fit the flux profile with a 2D elliptical Gaussian

(e.g., Wisnioski et al., 2012). The half-width at half-maximum (HWHM) then gives an estimate of

the half-light radius, r1/2. A second method is to fit contours to the flux profile at a defined level

above the noise and then sum the pixels contained within the contour to determine the area, A, of

the region. This area can then be used to define the effective radius, reff =
√

A/π (e.g., Larson et al.,

2020). This total area is produced by the astrodendro algorithm, from which we calculate reff of

the H II regions in IC 10. A third method, also produced by astrodendro, takes an approach that

compromises between the two previous methods. Rather than summing the pixels within the defined

contour the second moment of the structure is determined along the direction of greatest elongation
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Figure 3.4: Coordinate grid for proposed H II region naming scheme overlaid on an HST/ACS
image of the galaxy. The column letter is shown along the top of each image with the row number
along the right hand side. H II regions are named based on the column and row corresponding to
their center. The HST image is divided into the “East”, “West”, and “North” sections as in the
presentation of the KCWI maps throughout this paper (e.g., Figure 3.3) with the identified H II
regions outlined in purple.

and the direction perpendicular to that. The HWHM determined by these second moments is then

used to define an ellipse centered at the region peak and calculate its area. We use this area to define

a pseudo half-light radius, r∗1/2 =
√

Aellipse/π which we will use as the characteristic size of the H II

regions throughout this paper. We compare the result of using each of these three methods to define

the extent of the H II regions in IC 10 in Appendix 3B along with a discussion of the definitions

used in similar studies.

Our choice of determining region sizes from the second moments will be most directly

comparable to high-redshift studies which use r1/2, but we do not expect significant biases from

including studies using reff in our investigation of the scaling relationships (Section 3.3.8) due to the

larger impact of the PSF in high-redshift observations and the systematically larger uncertainties on

measured sizes.
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3.3.2 H II Region Spectra

Spectra are extracted for each identified H II region by integrating the flux over a circular

aperture defined by the region center position and r∗1/2 at each wavelength channel using the

aperture photometry function in the Python package photutils. With this we produce an

integrated flux and error spectrum for each region. The use of a circular aperture will necessarily

exclude the edges of asymmetric H II regions, but it will capture the core which provides the

dominant contribution to the flux. The use of a circular aperture has also been found to include less

bias from background emission (Wisnioski et al., 2012). Since the DIG subtraction prior to the

construction of the dendrogram uses a lower limit on this emission source, the exact boundaries may

be biased by this estimation while the circular aperture is less impacted. To ensure the choice of

aperture does not bias the conclusions of this paper key analysis was carried out with both integration

methods. While the size, luminosity, and dependent properties do increase slightly for integration

over the exact area, the trends observed and conclusions reached in the following analysis do not

change. Therefore we proceed with the analysis and results using the circular aperture with r∗1/2.

The integrated spectra are corrected for the underlying DIG contribution. To do this a Gaussian

profile is fit to the [OIII]5007Å line in both the region and mean DIG spectrum. Any wavelength

shift between these Gaussian centers is corrected and the DIG spectrum is subtracted from the

integrated region spectrum with a scaling factor for the number of spaxels in the integrated region.

For the remainder of our analysis we use this DIG subtracted spectrum.

We fit each spectrum with a continuum and a Gaussian profile at each emission line, weighted

by the associated error spectrum. An example of these fits is shown in Figure 3.5 for region G16

with the full figure set of fits for the remainder of the H II regions available in Appendix 3C. The

velocity shift of the region is determined from the mean of the Gaussian fit to [OIII]5007Å relative

to the proper motion of IC 10 (−348±1kms−1; Tifft and Cocke, 1988). The velocity dispersion is

determined from the standard deviation of the Gaussian fit with the instrumental width subtracted in

quadrature. The total flux of the emission line is determined by integrating over the Gaussian profile

and is converted to luminosity using a distance to IC 10 of 715± 60kpc (Kim et al., 2009). For
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nearly all cases the emission is well represented by a single Gaussian, but one region, J16a, exhibits

a double peaked [OIII]5007Å line. For this special case integrating over the single Gaussian profile

underestimates the flux by ∼30% compared to a pure sum over the emission line. For this region

we instead fit a double Gaussian, using the primary component to derive the velocity shift and

dispersion, and integrating over both peaks to determine the flux.

Figure 3.5: Thumbnail of region G16 integrated spectrum at [OIII]5007Å in the small slicer,
R∼18,000 observing mode. The complete figure set including spectra from all identified H II
regions (46 images) are available as thumbnails in Appendix 3C. The spectral lines are fit by a
single Gaussian profile (except for J16a with a double Gaussian profile) shown in cyan with the
residuals shown in grey below the associated spectrum. The spectra have been normalized to the
peak of the [OIII]5007Å line.

Emission line luminosities are corrected for extinction determined from the ratio of the

Hβ and Hγ Balmer lines in the large slicer, R∼900 H II region spectra. We use the ratio of the

integrated flux of each of these lines along with the theoretical line ratio of 0.47 assuming Case B

recombination (Osterbrock and Ferland, 2006) to determine the E(B−V) reddening in each of the

identified H II regions following Momcheva et al. (2013)’s Equation A10:

E(B−V ) =
−2.5

κ(Hβ )−κ(Hγ)
× log10

(
0.47

(Hγ/Hβ ))obs

)
(3.1)
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where κ(Hβ ) = 4.6 and κ(Hγ) = 5.12.

For the H II regions identified, we determine an average total reddening value of E(B−V) =

0.67± 0.10 with a higher nominal reddening E(B−V) = 0.97± 0.24 in a stacked spectrum of

spaxels outside the H II regions, though these values overlap when incorporating the measurement

uncertainties. The reddening in the stacked spectrum outside the H II regions had to be determined

using the peak flux of the Hβ and Hγ lines due to lower SNR at Hγ resulting in a poor fit. We

expect this to be a reasonable approximation as the difference introduced by this method inside the

H II regions is less than 1/3 of the uncertainty on the associated E(B−V). The larger uncertainty

on the estimated reddening outside the H II regions is likely to encompass the possible source of

error introduced by the use of peak flux.

The reddening determined in our H II region spectra are lower than the values found by Kim

et al. (2009) via NIR colors of RGB stars (E(B−V) = 1.01± 0.03) and from UBV photometry

of early type stars (E(B−V) = 0.95±0.06), but the estimated reddening for IC 10 varies widely

throughout the literature. These estimates have ranged from E(B−V) = 0.47 (Lequeux et al., 1979)

to upwards of 1.7 (Yang and Skillman, 1993) with a variety of methods used. These estimates are

of the total reddening, including the foreground reddening from the Milky Way. IC 10 is at a low

galactic latitude, so estimates of even the foreground reddening show large variation. The estimate

from the commonly used survey by Schlegel et al. (1998) gives E(B−V)∼ 1.6, larger than many

of the estimates for the total reddening in IC 10. Kim et al. (2009) notes the large uncertainties

in the Schlegel et al. (1998) maps at low galactic latitude and finds a foreground extinction of

E(B−V) = 0.52 towards IC 10. Given the wide variation in reddening determined for IC 10 we

therefore proceed with the values determined from our spectra as this is likely to provide the most

accurate measure of the extinction in our FoV.

For the remainder of the analysis all spectra will be extinction corrected according to the

associated E(B−V) determined from the appropriate stacked spectrum of spaxels either inside or

outside of H II regions and a Cardelli et al. (1989) extinction law. These two different measurements

of extinction are particularly important in accurately correcting the extinction of these two distinct
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gas regions prior to estimates of the metallicity in Section 3.3.6 using the R23 parameter with

emission lines covering a wide wavelength range (e.g., Kewley et al., 2019). Ideally each spaxel

would be extinction corrected individually, but the SNR was not sufficient to reliably measure Hγ at

each spaxel in order to determine the localized extinction. However, due to the high foreground

extinction the uncertainty in using global average extinction corrections is reduced compared to

environments with a high amount of internal extinction.

3.3.3 Star Formation Rate Indicators

Our high resolution observations cover the Hβ and [OIII]5007Å emission lines, both of

which can be used as SFR tracers. Kennicutt (1992) and Moustakas et al. (2006) investigate the

accuracy of these emission lines as SFR diagnostics and provide a detailed description of their

advantages and disadvantages. Both determine the Hα luminosity to be the more reliable SFR

indicator, but unfortunately this lies beyond the wavelength coverage of KCWI. We provide here a

brief description of the method of calculating SFR from each of the observed emission lines.

3.3.3.1 Hβ

In order to determine the SFR from the extinction corrected Hβ flux we first convert to

equivalent Hα luminosity based on the Balmer decrement and then use the calibration of Murphy

et al. (2011):

SFR = 5.37×10−42LHα (3.2)

This calibration is based solar metallicity and a Kroupa (2001) IMF. It is updated from the calibration

of Kennicutt (1998a); Moustakas et al. (2006) which make use of a Salpeter (1955) IMF.

3.3.3.2 [OIII]5007Å

Moustakas et al. (2006) uses their sample of SDSS star-forming galaxy spectra to explore

the uncertainties present when using [OIII]5007Å to calculate SFR. They find a significant amount

of scatter when comparing the luminosity of [OIII] to the Hα derived SFR, resulting in a factor of

3-4 uncertainty which they attribute to variation in chemical abundance and excitation. However,
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for a single galaxy like IC 10, and particularly for H II regions in the central starburst, we would not

expect the same level of variation in these parameters as would be present in a sample of unique

galaxies. Further, previous studies have used the [OIII]5007Å, flux to estimate SFR when Balmer

line measurements were not present by assuming an [OIII]5007Å/Hα ratio of unity (Teplitz et al.,

2000).

We investigate substituting the extinction corrected [OIII]5007Å luminosity for LHα in

Equation 3.2 to estimate the SFR in the H II regions of IC 10, beginning with the same factor of

L[OIII]/LHα = 1 as Teplitz et al. (2000). This is compared to the Hβ derived SFR in Figure 3.6

to determine if the two SFR estimates are correlated and if the coefficient of 1 between L[OIII]

and LHα provides the best match. We find that there is good agreement between the two methods

with an average SFR[OIII]5007/SFRHβ = 0.9, though this ratio drops to SFR[OIII]5007/SFRHβ = 0.63

in the faintest 1/3 of the H II regions. Since these are well matched overall in this sample, the

higher signal-to-noise ratio [OIII]5007Å line will be used in the remainder of the analysis allowing

for the identification of fainter star-forming regions. We checked whether the apparent lower

SFR[OIII]/SFRHβ ratio in the faintest regions would introduce a bias in the results of the following

sections by underestimating LHα . This was not found to have a significant impact on the results

and conclusions in the remainder of this paper with the potential differences being captured in the

existing uncertainties. We therefore report only measurement uncertainties on quantities like SFR

which rely on L[OIII] as a proxy for LHα and proceed with L[OIII]/LHα = 1 for the full sample of

IC 10 H II regions for consistency with previous studies.

3.3.3.3 Low SFR H II Regions

As can be seen in Figure 3.6, many of the identified H II regions in IC 10 have very low SFR.

The rate of production of ionizing photons for a single 18M⊙ O9 star is Q = 1047.90 s−1 (Martins

et al., 2005). Assuming Case B recombination this results in an expected LHα ≈ 1036 ergs−1. In

this sample of IC 10 H II regions, 23/46 of the identified regions have luminosities less than this,

indicating that the primary ionization source is a less massive star or cluster. There are a limited

number of extragalactic surveys which to compare to in this low luminosity regime as the spatial
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Figure 3.6: Comparison of the SFR determined from Hβ and [OIII]5007Å. The dashed black line
denotes the one-to-one line. Given an average SFR[OIII]5007/SFRHβ = 0.9, the SFR[OIII]5007 does,
on average, provide a good match to the more commonly used SFRHβ .

resolution needed to differentiate these compact sources necessitates nearby objects as well as the

sensitivity to detect low luminosities. The identification of IC 10’s many H II regions by Hodge and

Lee (1990) in Hα imaging survey does get to this regime as well. They also find some regions in

which they attribute the ionization to a single late B or early A type star. The same regime of single

star ionization is reached by Hodge et al. (1989) in NGC6822 though they note that some of the

regions with low surface brightness may instead be diffuse emission rather than the H II regions

they are identified as.

Within the Milky Way a number of studies of compact and ultra-compact H II regions have

been conducted which fall into this category of ionization by a single intermediate mass star at

radio and infrared wavelengths. Lundquist et al. (2014) studied four intermediate mass star forming

regions identified in the Infrared Astronomical Satellite (IRAS) Point Source Catalog and Wide-field

Infrared Survey Explorer (WISE) images which they determined were powered by low mass clusters

with mid-B stars as the most massive components and therefore the dominant source of ionizing
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photons. Over 900 so-called “yellowball” regions, compact H II regions sometimes ionized by a

single B type star were identified by citizen scientists as part of the Milky Way Project (Kerton

et al., 2015). The yellowballs regions show spatially coincident 8 and 24µm fluxes,which the

authors attribute to the early stages of the H II region evolution. As part of HRDS, Armentrout et al.

(2021) identify single star H II regions with WISE and the Very Large Array (VLA). They find that

these single star regions have similar morphologies as their more luminous counterparts and can be

powered by a single B2 or earlier spectral type star.

To determine the likely stellar type for the ionizing star in IC 10’s H II regions, we compare

the observed luminosity to models of the number of Lyman continuum photons produced by a given

stellar type. For consistent comparison with the Armentrout et al. (2021) Milky Way study we use

the same stellar models for the number of ionizing photons produced by a single star, Martins et al.

(2005) for O type stars and Smith et al. (2002) for B type stars. The minimum number of ionizing

photons required to power a given H II region is given by:

Qreq = 7.31×1011LHα (3.3)

under case B recombination (Osterbrock and Ferland, 2006). The lowest luminosity region iden-

tified in IC 10 can be produced by ionization from a B0.5 star, with 10 H II regions potentially

being produced by ionization from a single B star. Forty-four of the identified H II regions have

luminosities which can be produced by a single star, while the remaining two would require an

ionizing photon production rate equivalent to at least six O3 stars. The number of IC 10 H II regions

that could be produced by ionization from a single star of each spectral type is shown in Figure 3.7.

3.3.4 Mass

The mass for each H II region is estimated based on the assumption that the H II regions are

approximately spherical making the gas mass simply a function of the volume and density:

MHII =
4
3

πr3nhmh (3.4)
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Figure 3.7: Distribution of the potential central ionizing source for each H II region. The stellar
type identified here is determined by the minimum number of ionizing photons which can produce
the observed luminosity. In the case of a single star providing the dominant source of ionization,
each IC 10 H II region requires at least a B0.5 star.

where r is the H II region radius and mh is the mass of a hydrogen atom. We cannot directly measure

the number density of hydrogen, nh, in our KCWI spectra, but we can estimate it via the Strömgren

sphere approximation; the assumption that the gas is fully ionized and therefore the measured

luminosity directly measures the amount of hydrogen gas present:

nh =

√
3LHαλHα

4πhcαBr3 (3.5)

where λHα is the wavelength of Hα , h is Planck’s constant, c is the speed of light, and αB is the

Case B recombination coefficient.

Combining these two equations we can solve for the mass of ionized hydrogen gas in each

H II region. The resulting masses are shown in the histogram of Figure 3.8 with a median region

mass for the sample ∼ 56M⊙ and a total MHII ∼ 2×104 M⊙ residing in the identified H II regions.

We will compare this to estimates of the mass based on the measured H II region kinematics in

Section 3.3.5.
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Figure 3.8: Histogram of the H II region ionized gas masses, MHII, estimated from the Strömgren
sphere approximation and the measured size and luminosity.

The stellar mass of each region is estimated by integrating the IMF over the full mass range

from 0.1M⊙ to 100M⊙ following the method laid out in Relaño et al. (2005). We summarize the

method here but refer the reader to Relaño et al. (2005) for a more detailed discussion.

The total stellar mass with the previously stated upper and lower bounds is defined as:

M∗ =
∫ 100M⊙

0.1M⊙
mΦ(m)dm (3.6)

where Φ(m) = Am−2.3 for a Kroupa (2001) IMF. In order to perform the integration, the normaliza-

tion factor, A, needs to be determined. This is done by estimating the stellar mass over a smaller

range of stellar types. A first order estimate of M∗ is determined by calculating a required number

of O5 stars needed to produce the measured H II region luminosity and multiplying by the mass of

an O5 star (49.53M⊙). This is then substituted into Equation 3.6 with the upper and lower limits of

integration replaced by the masses of an O3 (55.3M⊙) and O9 (22.1M⊙) star, respectively. The

normalization factor, A, can then be solved for and the IMF can be integrated over the full mass

range to give a more accurate estimate of M∗. For the low mass H II regions of IC 10 where we

find luminosities consistent with ionization by a single early B star, integrating over the full IMF is

somewhat uncertain. To address this, we include an estimated 30% systematic uncertainty on M∗ in

addition to the propagated uncertainty from the measured luminosity.
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For IC 10’s H II regions we find a mean M∗ ∼ 400M⊙ from this method with a significantly

lower median M∗ ∼ 18M⊙. The large difference in the mean and median masses is due in part

to a number of very low M∗ estimates for low luminosity regions in which the assumption of a

fully sampled IMF is less reliable. The estimates of MHII and M∗ for each H II region are shown in

Figure 3.9, with M∗ ∼ 0.3×MHII on average.

Figure 3.9: Comparison of the estimated MHII and M∗ for each IC 10 H II region identified in the
KCWI data. On average M∗ ∼ 30%MHII.

3.3.5 Kinematics

As discussed in Section 3.3.2, we fit a Gaussian to each emission line in the integrated

region spectra to determine the velocity shift and dispersion in each detected H II region. Due to

the higher SNR of the [OIII]5007Å line, we will report the values from this fit here, though the

trends are the same regardless of emission line used. Previous studies of ionized gas in giant H II

regions find a systematic difference in linewidths measured from Hα or Hβ and [OIII], with [OIII]

measurements giving a ∼ 2km s−1 underestimate of the dispersion, σ (e.g., Bresolin et al., 2020).

After correcting for thermal broadening of both lines, we do not observe such an offset in the spectra

of IC 10’s H II regions indicating that turbulence is likely the dominant source of the line broadening
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(O’Dell et al., 2017). We will therefore proceed with the [OIII]5007Å measurements to trace the

kinematics of the ionized gas. The fitted kinematic properties for [OIII]5007Å are shown in Table

3.4 with properties for [OIII]4959Å and Hβ included in Appendix 3E. The average velocity shift

is -12±12 km s−1relative to the systemic velocity of IC 10 with typical velocity dispersions of 16±8

km s−1.

Each of the H II region DIG subtracted spectra are shifted to a common velocity based on

the mean of the Gaussian fit to [OIII]5007Å, normalized to the [OIII]5007Å peak flux, and stacked

to generate a composite spectrum as shown in Figure 3.10. Other than removal of the DIG, no

other corrections are applied to the spectra before stacking. This reveals a lower luminosity broad

component to the [OIII]5007Å line too faint to be detected in the individual H II region spectra

or the lower SNR Hβ line. The broad component has a velocity dispersion σ = 36.6 km s−1and

shows only a 2.4km s−1 velocity shift relative to the narrow component. Its peak is only 21% of the

narrow component peak, but contributes ∼37% of the integrated flux. The double Gaussian fit is

shown in Figure 3.10 with the stacked spectrum.

Figure 3.10: Stacked spectrum from each identified H II region (black). Each individual spectrum
is normalized to the [OIII]5007Å flux before stacking to investigate the shape of the emission lines.
This reveals a faint broad component at [OIII]5007Å that could not be detected in the individual
regions. Fits to the broad and narrow components of the [OIII]5007Å line are shown in magenta
and cyan, respectively.
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Table 3.4: H II Region Properties (small slicer, R∼18,000)

Region radius ∆V[OIII]5007 σ[OIII]5007 L[OIII]5007 SFR MHII τcr
(pc) (kms−1) (kms−1) (1035 ergs−1) (10−6 M⊙ yr−1) (M⊙) (106 yrs)

G16 2.60 ± 0.22 -8.73 ± 1.77 14.52 ± 0.18 7.62 ± 1.43 4.09 ± 0.77 38.48 ± 8.59 0.18 ± 0.05
G17 2.11 ± 0.18 5.62 ± 1.57 14.52 ± 0.28 3.35 ± 0.63 1.80 ± 0.34 18.65 ± 4.19 0.14 ± 0.04

H16a∗ 10.32 ± 0.87 -11.98 ± 1.61 17.02 ± 0.00 4741.00 ± 889.10 2546.00 ± 477.40 7591.80 ± 1690.19 0.59 ± 0.17
H16b∗ 2.95 ± 0.25 -11.52 ± 1.50 15.15 ± 0.08 181.00 ± 33.95 97.20 ± 18.23 226.71 ± 50.65 0.19 ± 0.06
H17a∗ 5.08 ± 0.43 -4.43 ± 2.18 15.85 ± 0.01 476.90 ± 89.41 256.10 ± 48.01 831.57 ± 185.60 0.31 ± 0.09
H17b∗ 4.14 ± 0.35 -0.44 ± 1.98 11.83 ± 0.01 115.60 ± 21.68 62.08 ± 11.64 301.21 ± 67.18 0.34 ± 0.10
H17c∗ 3.54 ± 0.30 -3.46 ± 5.64 12.95 ± 0.03 93.73 ± 17.58 50.33 ± 9.44 214.45 ± 47.91 0.27 ± 0.08
H18a∗ 4.74 ± 0.40 -14.98 ± 1.52 16.84 ± 0.03 218.70 ± 41.01 117.40 ± 22.02 507.55 ± 113.07 0.28 ± 0.08
H18b 4.08 ± 0.34 -38.16 ± 1.67 11.83 ± 0.01 127.50 ± 23.90 68.47 ± 12.83 309.48 ± 68.38 0.34 ± 0.10
H18c 2.19 ± 0.18 -31.40 ± 1.72 11.75 ± 0.03 22.63 ± 4.24 12.15 ± 2.28 51.27 ± 11.23 0.18 ± 0.05
H18d 3.38 ± 0.28 -18.39 ± 1.50 13.70 ± 0.04 21.16 ± 3.97 11.36 ± 2.13 95.07 ± 20.93 0.24 ± 0.07
H18e 2.72 ± 0.23 -15.82 ± 1.50 11.93 ± 0.08 12.89 ± 2.42 6.92 ± 1.30 53.56 ± 11.95 0.22 ± 0.06
I16a 2.60 ± 0.22 -6.80 ± 1.51 12.18 ± 0.55 1.97 ± 0.38 1.06 ± 0.20 19.59 ± 4.40 0.21 ± 0.06
I16b 2.31 ± 0.19 -1.66 ± 1.51 16.64 ± 1.53 1.09 ± 0.22 0.59 ± 0.12 12.20 ± 2.76 0.14 ± 0.04
I17a∗ 2.56 ± 0.21 7.85 ± 1.68 17.05 ± 0.57 10.48 ± 1.99 5.63 ± 1.07 44.10 ± 9.69 0.15 ± 0.04
I17b 3.02 ± 0.25 -3.88 ± 1.50 15.08 ± 0.43 4.62 ± 0.87 2.48 ± 0.47 37.50 ± 8.28 0.20 ± 0.06
I17c∗ 2.10 ± 0.18 -2.29 ± 1.50 36.14 ± 6.23 0.73 ± 0.17 0.39 ± 0.09 8.63 ± 2.14 0.06 ± 0.02
I18∗ 7.02 ± 0.59 -63.67 ± 1.65 15.16 ± 0.06 192.30 ± 36.07 103.30 ± 19.37 857.80 ± 190.61 0.45 ± 0.13
I19a 3.51 ± 0.30 -22.49 ± 1.51 32.39 ± 0.23 21.85 ± 4.10 11.73 ± 2.20 102.23 ± 22.97 0.11 ± 0.03
I19b∗ 3.30 ± 0.28 -29.09 ± 1.64 19.26 ± 0.13 19.07 ± 3.58 10.24 ± 1.92 87.06 ± 19.47 0.17 ± 0.05
J15 2.71 ± 0.23 -1.79 ± 1.51 53.08 ± 6.37 2.46 ± 0.52 1.32 ± 0.28 23.27 ± 5.46 0.05 ± 0.02
J16a 7.72 ± 0.65 -6.02 ± 1.50 11.91 ± 0.47 37.66 ± 7.13 20.22 ± 3.83 437.78 ± 97.70 0.63 ± 0.19
J16b 4.46 ± 0.37 -9.92 ± 1.76 9.88 ± 0.17 33.71 ± 6.35 18.10 ± 3.41 181.87 ± 40.13 0.44 ± 0.13
J16c 2.24 ± 0.19 -20.49 ± 1.56 10.21 ± 0.16 5.21 ± 0.98 2.80 ± 0.53 25.45 ± 5.69 0.21 ± 0.06
J16d 3.74 ± 0.31 -15.46 ± 1.53 22.29 ± 1.51 3.87 ± 0.76 2.08 ± 0.41 47.33 ± 10.59 0.16 ± 0.05
J17a 3.76 ± 0.32 -12.90 ± 1.50 15.70 ± 0.47 5.67 ± 1.07 3.05 ± 0.58 57.76 ± 12.98 0.23 ± 0.07
J17b 3.50 ± 0.29 0.80 ± 1.50 21.47 ± 3.60 4.27 ± 1.00 2.29 ± 0.53 44.98 ± 10.84 0.16 ± 0.05
J17c 2.94 ± 0.25 1.89 ± 1.52 14.66 ± 0.92 3.68 ± 0.72 1.98 ± 0.39 32.16 ± 7.32 0.20 ± 0.06
J17d∗ 3.09 ± 0.26 -2.98 ± 1.50 13.66 ± 0.76 3.11 ± 0.60 1.67 ± 0.32 31.85 ± 7.18 0.22 ± 0.07
J17e 2.61 ± 0.22 4.98 ± 1.50 22.06 ± 1.57 2.05 ± 0.40 1.10 ± 0.22 20.06 ± 4.55 0.12 ± 0.03
J17f 3.18 ± 0.27 -16.69 ± 3.92 18.31 ± 5.39 1.92 ± 0.60 1.03 ± 0.32 26.13 ± 7.45 0.17 ± 0.07
J17g 2.91 ± 0.24 -33.59 ± 6.47 12.12 ± 0.91 1.66 ± 0.33 0.89 ± 0.18 21.28 ± 4.77 0.23 ± 0.07
K16 5.10 ± 0.43 -26.38 ± 1.55 12.79 ± 0.32 6.91 ± 1.31 3.71 ± 0.70 100.70 ± 22.48 0.39 ± 0.11
L11 5.32 ± 0.45 -14.92 ± 3.02 10.21 ± 0.01 601.40 ± 112.80 323.00 ± 60.57 1000.78 ± 223.30 0.51 ± 0.15

M11∗ 2.77 ± 0.23 -19.93 ± 1.51 11.42 ± 0.02 137.30 ± 25.75 73.73 ± 13.83 179.66 ± 39.61 0.24 ± 0.07
M12∗ 9.24 ± 0.78 -45.03 ± 1.57 14.88 ± 0.00 3693.00 ± 692.40 1983.00 ± 371.80 5676.59 ± 1264.79 0.61 ± 0.18
M14 6.74 ± 0.57 -17.98 ± 1.60 25.23 ± 0.95 11.84 ± 2.25 6.36 ± 1.21 200.24 ± 44.91 0.26 ± 0.08

M16a∗ 8.45 ± 0.71 -12.73 ± 1.66 10.06 ± 0.02 230.30 ± 43.19 123.70 ± 23.19 1239.72 ± 275.42 0.82 ± 0.24
M16b 2.62 ± 0.22 -9.04 ± 1.50 9.98 ± 0.15 5.06 ± 0.95 2.72 ± 0.51 31.73 ± 7.05 0.26 ± 0.07
M16c 2.61 ± 0.22 -13.06 ± 1.50 8.91 ± 0.21 3.92 ± 0.74 2.11 ± 0.40 27.78 ± 6.20 0.29 ± 0.08
M16d 3.33 ± 0.28 -3.86 ± 1.50 14.12 ± 0.38 3.61 ± 0.68 1.94 ± 0.37 38.39 ± 8.55 0.23 ± 0.07
N12a∗ 6.79 ± 0.57 -27.95 ± 1.53 12.18 ± 0.04 115.20 ± 21.61 61.86 ± 11.60 631.57 ± 140.24 0.55 ± 0.16
N12b∗ 1.98 ± 0.17 -24.54 ± 2.13 15.93 ± 0.30 5.78 ± 1.09 3.10 ± 0.58 22.28 ± 5.03 0.12 ± 0.04
N13a 3.91 ± 0.33 -21.74 ± 1.50 11.97 ± 0.08 25.42 ± 4.77 13.65 ± 2.56 129.64 ± 28.89 0.32 ± 0.09
N13b∗ 3.26 ± 0.27 -20.63 ± 1.65 12.80 ± 0.28 17.06 ± 3.22 9.16 ± 1.73 80.85 ± 17.84 0.25 ± 0.07
N15 2.85 ± 0.24 -6.88 ± 1.58 14.88 ± 1.77 0.94 ± 0.20 0.50 ± 0.11 15.52 ± 3.64 0.19 ± 0.06

Note— Properties of the [OIII]5007Å emission line for H II regions in the small slicer, R∼18,000 observing mode.
Spectral properties are determined by fitting a single Gaussian model to the emissionline. Regions with elevated σ in
the surrounding gas are identified with a ∗.
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Figure 3.11: Three dimensional view of the 46 identified H II regions in the center of IC 10 based on
Gaussian fits to [OIII]5007Å at each spaxel within the region contours. For each spaxel belonging
to an identified H II region, the central velocity is set by the velocity shift relative to the systemic
velocity of IC 10 and the depth by the velocity dispersion. The colormap also illustrates the measured
velocity dispersion at each spaxel. The blue cylinder at the lower right represents a single spectral
(depth) and spatial (width/height) resolution element.
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3.3.5.1 Resolved Kinematics

In addition to spectra integrated over IC 10’s H II regions, we investigate the resolved

kinematic properties of the ionized gas at each spaxel. The velocity shift relative to the systemic

velocity (vsys = −348km s−1), ∆V , and dispersion, σ , are measured from single Gaussian fits to

[OIII]5007Å and Hβ emission lines. The properties determined from the [OIII]5007Å line in

spaxels inside H II regions are used to illustrate the three dimensional structure of the identified H II

regions in Figure 3.11. Additionally, maps of ∆V and σ at each spaxel in the FoV with SNR>2

for both the [OIII]5007Å and Hβ fits are shown in Figures 3.12 & 3.13. Thumbnail flux and

kinematic maps for each H II region are included in Appendix 3D with an example for region G16

in Figure 3.14. These maps show interesting kinematic trends between gas inside and outside the

H II regions. The velocity shift shows clear differences between gas residing in the population of

H II regions (blue-shifted) and the diffuse gas not associated with a particular region (red-shifted).

This is illustrated in both the map of Figure 3.12 and the distributions of Figure 3.15a which shows

a much broader distribution of ∆V in spaxels outside the H II regions. This is not surprising as

less structure would be expected in the kinematics of this gas than that which is associated with a

coherent H II region.

Furthermore, it can be seen in the maps of Figure 3.14 and Appendix 3D that the velocity

dispersion is highest at many of the H II region borders, particularly those that reside in larger

complexes. In fact, 37% of the identified H II regions, identified with a ∗ in Table 3.4, show elevated

velocity dispersions at one or more of their edges which could be indicative of outflowing gas. The

distributions of measured σ at each spaxel inside and outside of the H II region boundaries are

shown in Figure 3.15b for further comparison. The mean σ for spaxels inside and outside H II

regions is quite similar (13 and 14 km s−1, respectively), but the width of the distribution is twice

as large for spaxels outside the region boundaries. We investigate the possibility of shocked gas

at the H II region boundaries by evaluating the [OIII]5007Å/Hβ ratio. An area with an elevated

line ratio may indicate the presence of shocked gas. To ensure this ratio is evaluated over the same

physical gas column, we define a fixed velocity shift and width for [OIII] and Hβ in each spaxel
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determined from the Gaussian fit to the lower SNR Hβ line. Figure 3.16 shows the map of this

line ratio along with contours of elevated velocity dispersion, and as can be seen, the spaxels which

show the highest log
(
[OIII]5007Å/Hβ

)
also correspond to the areas of elevated velocity dispersion.

This result indicates that the elevated velocity dispersion observed at the H II region borders is due

to shocked gas.
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(a) [OIII]5007Å

(b) Hβ

Figure 3.12: Maps of velocity shift of the ionized gas in IC 10 measured from Gaussian fits to the
[OIII]5007Å (a) and Hβ (b) lines at each spaxel for the high resolution “small slicer, R∼18,000”
observing mode. Each map is divided into the “North” , “West”, and “East” regions of the observed
field. The purple contours mark the edges of the most compact H II region structures found by
astrodendro. Interestingly, these H II regions predominantly show gas which is blue-shifted
relative to the systemic velocity of IC 10 while the surrounding diffuse gas more often shows
red-shifted components. SNR >2 is required for these maps, with more spaxels falling below this
cut in Hβ , but with the velocity fields matching when measured from either emission line where the
SNR is high enough for comparison.
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(a) [OIII]5007Å

(b) Hβ

Figure 3.13: Maps of velocity dispersion of the ionized gas in IC 10 measured from Gaussian
fits to the [OIII]5007Å (a) and Hβ (b) lines at each spaxel for the high resolution “small slicer,
R∼18,000” observing mode. Each map is divided into the “North” , “West”, and “East” regions of
the observed field. The purple contours mark the edges of the most compact H II region structures
found by astrodendro. SNR >2 is required for these maps, with more spaxels falling below this
cut in Hβ , but with the velocity fields matching when measured from either emission line where the
SNR is high enough for comparison. In particular note the elevated dispersion along the outer edges
of some H II regions.
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Figure 3.14: Thumbnail map of H II region G16 identified in our KCWI observations. The complete
figure set (46 images) is available in Appendix 3D. (Left): Flux maps of the surrounding area.
(Center Left): Velocity shift of spaxels within the H II region relative to the systemic velocity of the
region. (Center Right): Velocity shift of the H II region and the surrounding gas. (Left): Velocity
dispersion within the H II region and the surrounding gas. Regions of elevated velocity dispersion
may be indicative of outflowing gas, particularly when correlated with a velocity shift relative to the
surrounding gas.

(a) (b)

Figure 3.15: Distributions of kinematic properties derived from Gaussian fits to the [OIII]5007Å
line at each spaxel. These distributions are seperated into spaxels which lie outside the H II region
boundaries (purple) and inside (cyan). (a): Distribution of ∆V determined from the Gaussian mean
relative to the systemic velocity of IC 10 (-348km s−1). The median of each distribution is denoted
with a dashed line, but it should be noted that the distributions are quite broad at the base, in
particular for those spaxels which are not associated with an H II region. (b): Distribution of σ ,
the Gaussian standard deviation after subtraction of instrumental width. These distributions are
more regularly distributed about their peaks than their ∆V counterparts and are therefore fit with
Gaussians (solid lines). The mean of the Gaussian fits to the distributions are marked with dashed
lines and are quite similar (13km s−1 for spaxels inside H II regions and 14km s−1 outside), but the
width of the distribution outside the H II regions is twice as large as can be seen in the annotated
standard deviation of the fitted distribution.
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(a)

(b)

Figure 3.16: (a): Map of the [OIII]5007Å/Hβ ratio for spaxels with SNR>2 at the weaker Hβ

line. As in Figure 3.3, the purple contours show the edges of the identified H II regions. The dark
red contours show areas with velocity dispersion > 20 km s−1 as measured from the [OIII]5007Å
line. (b): The [OIII]5007Å/Hβ ratio plotted against velocity dispersion for each spaxel with the
same requirement that SNRHβ > 2. There is a significant amount of scatter here, but the general
trend is for increased velocity dispersion with higher [OIII]5007Å/Hβ , which largely coincides
with the edges of the identified H II regions in (a).
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3.3.5.2 Region Rotation

In order to classify the kinematic structure of the individual H II regions we generate ∆V

maps centered on each region adjusted so the systemic shift of the H II region is 0 km s−1(based

on the mean of the Gaussian fit to the integrated region spectrum). For each region we designate

whether it is rotating both visually and quantitatively. In order for a region to be considered rotating

by eye it must have a bimodality of the velocity shift relative to the region’s systemic velocity shift;

meaning it must have one region of negative shift and one of positive shift. If for example, there is

positively shifted gas surrounded by negatively shifted gas or vice-versa we do not consider that

to be ordered rotation. With this method we find 35% of regions to be rotating, which is likely a

conservative estimate due to the strict visual criteria.

To assign a quantitative rotation criteria we fit the velocity gradient across the region at

different position angles. For each position angle we generate a “fit quality factor” based on the

reduced χ2 combined with the steepness of the slope. The maximum value of the fit quality factor is

taken to be the most probable rotation direction and magnitude for that region. If the slope is greater

than a threshold value of 0.57 km s−1pc−1 then the region is considered rotating. This threshold was

determined by assuming an electron density, ne = 100cm−3 and determining the mass contained

within a region of radius 1pc. Assuming the gas is virialized we then determined the expected

value of velocity dispersion and range of velocity shifts2. With this criteria we find 65% of H II

regions to be rotating. More regions are classified as rotating using this method than the visual

classification which in part is due to restricting our visual classification to regions which only have

one transition between positive and negative velocity shifts rather than based only on the overall

gradient. This restriction is then susceptible to bias from velocity shifts in a small number of pixels

that may be outliers for the H II region, classifying regions as “not rotating” when they do in fact

have underlying rotation. The quantitative method is also free from the inherent bias with all visual

classification and is more easily extended to other samples and studies. Therefore we proceed with

2For an H II region with the average radius of this sample,r= 4pc at ne = 100cm−3, the resulting mass MHII 500M⊙.
This is larger than the average mass estimated in the previous section for IC 10’s H II regions, but that simply results in
a conservative threshold for rotation.
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the rotation classification of the quantitative method in further analysis.

3.3.5.3 Virialization

In addition to MHII, we can also estimate the H II region masses based on the measured

kinematics of the ionized gas by calculating the virial, Mvir, and enclosed, Mencl, masses. However,

these rely on the assumption that the motion of the ionized gas is dominated by the self-gravity of

the region.

For Mvir the region is assumed to be bound and we apply the virial theorem:

Mvir =
5σ2r

G
(3.7)

where the factor of 5 is a geometric factor representing the shape of the potential well for a spherical

region. This results in a median Mvir = 7.6×105 M⊙, orders of magnitude greater than MHII.

As a second method of estimating the H II region masses kinematically we calculate the

enclosed mass, Mencl, for regions that were determined to be rotating.

Mencl =
v2

cr
G

(3.8)

where vc is the circular velocity determined from the measured velocity shift, v, at a distance, r,

from the H II region center corrected for the inclination, i:

vc = vsin(i) (3.9)

Assuming a circular region and no preferred inclination relative to the direction of rotation, we take

an average of sin(i) between 0 and π/2, resulting in a factor of π

4 . The median Mencl for rotating

regions is ∼ 1.0×104 M⊙, more than an order of magnitude less than Mvir, but still significantly

greater than MHII.

The more than 3 orders of magnitude discrepancy between MHII or Mencl and Mvir implies

that, on average, the H II regions are not in fact virialized and the use of the velocity dispersion
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is overestimating the gravitational potential. Furthermore, the measured rotational velocity is also

overestimating the gravitational potential, indicating that rotation is not the dominant cause of

the velocity gradient observed across the H II regions. To explore this further we first investigate

the virial parameter, αvir =
5σ2r

GMgas
, of the H II regions. We determine αvir using the H II region

radius following the r∗1/2 definition and the velocity dispersion, σ measured from the Gaussian fit

to the integrated spectrum. For Mgas, we use MHII, assuming that the gas in the vicinity of the

identified H II region is fully ionized. The resulting values for αvir are shown plotted as a function

of L[OIII]5007 in Figure 3.17 with the resulting αvir >> 1, falling in the regime of H II regions which

are not virialized.

Figure 3.17: The virial parameter, αvir =
5σ2r

GMgas
, plotted as a function of the integrated H II region

luminosity. For all regions αvir >> 1, indicating regions which are not virialized.

Studies of H II regions have often investigated the relationship between the luminosity and

velocity dispersion, the L−σ relation, to study the the region dynamics. Rather than finding a

correlation between these two properties for all H II regions, studies typically fit the upper envelope

of the relationship defining the area of the correlation where H II regions in virial equilibrium would

lie (e.g., Arsenault et al., 1990). We compare the identified H II regions in IC 10 to the relationships

measured for the upper L−σ envelope in three such studies (Zaragoza-Cardiel et al., 2015; Relaño

et al., 2005; Rozas et al., 1998) as another test of virialization. As can be seen from this comparison

in Figure 3.18, IC 10’s H II regions fall below the envelope fits further supporting the conclusion
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that the H II regions are not virialized and the dynamics are dominated by sources of energy besides

gravity.

Figure 3.18: Measured L[OIII]5007 plotted against σ from Gaussian fits to integrated H II region
spectra. The lines show the fits to the upper envelope of this L−σ relationship for other samples
of H II regions. Regions that fall near the envelope are thought to be virialized while those below
the curve are under-luminous for their velocity dispersion. This is the regime where the IC 10
regions fall, further supporting the interpretation that they are not virialized and show significant
non-gravitational motion.

The free-fall time estimate is a useful quantity for regions which are forming stars under

simple gravitational collapse. We have shown that the H II regions of IC 10 are not virialized,

however, and thus the free-fall time may not be the best characterization in this case. The crossing

time, based on the measured velocity dispersion may provide a more useful characterization of the

timescale relevant for an expanding H II region. The crossing time is defined as:

τcr =
r
σ

(3.10)

The average τcr ∼ 2×105 yrs for IC 10’s H II regions.

3.3.5.4 Energetics

As outlined in the previous section, the H II regions identified in IC 10 are not virialized, and

the velocity dispersions are therefore not a good estimate of the gravitational potential. To quantify
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the amount of dispersion due to sources other than gravitational motion we generate model spectra

with only rotational motion included for those regions classified as rotating. For this simple model

we sum individual Gaussian profiles at each pixel along the direction of rotation with the center set

by the measured ∆V , and the width set only by the instrumental width, ∼7.5km s−1. The peak flux

of each component of the sum is based on a simple Gaussian flux profile for the H II region. After

each model pixel is summed the total flux is normalized by the measured [OIII]5007Å flux of the

region for accurate comparison. These model spectra are then fit with a single Gaussian profile

and the velocity dispersion compared to the measured value for the H II region. The non-rotational

motion in the measured profile is defined as ∆σ =
√

σ2
meas −σ2

mod, the difference between measured

and modeled. The distribution of ∆σ is shown in Figure 3.19 along with a cartoon illustrating the

Gaussian components of the model spectrum. The average value for ∆σ is ∼14km s−1, similar to

the sound speed expected in a typical H II region.

We checked the accuracy of this simple rotating H II region model using the software

SHAPE (Steffen et al., 2011). SHAPE allows the user to generate a model with potentially complex

geometry and kinematic structure. We use a spherical geometry with only rotational motion at

the spatial and spectral resolution for each observation. We model this for 3 of our identified

rotating H II regions (H18d, H18e, G16) and compare the velocity dispersion from the SHAPE

model and simplified Gaussian sums. For region G16, we find that the SHAPE model produces

a velocity dispersion 0.3 km s−1 greater than our model, in the other two the difference is less

than 0.03 km s−1. With measured spectra producing velocity dispersions ∼14km s−1 greater than

either model, this discrepancy is negligible. We therefore use the simple model summing Gaussian

components for the full sample of H II regions due to the ease of extending this to a larger sample.

The excess in velocity dispersion that is not attributable to rotational motion can not be

explained by virialization and therefore may lead to expansion of the H II regions. We estimate the

amount of inward, Pin, and outward pressure, Pout, in the H II region, with an imbalance indicating

that the region is not in equilibrium with the ISM. As a first order approximation, we estimate the
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(a) (b)

Figure 3.19: (a): Illustration of the Gaussian components summed in the simple model of a rotating
H II region. Components are added at each spaxel along the axis of rotation with the flux of the
final profile normalized to the measured spectrum. The width of each spaxel Gaussian is set by
the instrumental width with the centers set by the measured rotational velocity. (b): Histogram of
the non-rotational component of velocity dispersion measured in each of the rotating H II regions

where ∆σ =
√

σ2
meas −σ2

mod, the difference between the measured and model velocity dispersion.
The vertical dashed line shows the estimated sound speed in a typical H II region, cs, treating the
region as an ideal gas with temperature T = 104K.

outward sources of pressure to come predominantly from thermal gas pressure,

Pgas = 2nkT, (3.11)

internal turbulence in the region,

Pturb,int =
1
2

ρσ
2
t , (3.12)

and direct radiation pressure,

Pdir =
Qhν

4πr2c
. (3.13)

where Q is the ionizing photon production rate which we can estimate from the integrated [OIII]

luminosity of the H II region:

Q =
L[OIII]λ

hc
=

L[OIII]

hν
. (3.14)

Combining Equations 3.13 & 3.14 results in the formula for direct radiation pressure based on the

109



measured luminosity:

Pdir =
L[OIII]

4πr2c
. (3.15)

We use the definition of r∗1/2 for the radius, r, k is the Boltzmann constant, and c is the speed of

light. We are unable to directly measure the gas temperature, T , and number density, n, from our

spectra so we use a constant temperature of T = 104 K and estimate n for each region from the

Strömgren sphere approximation resulting in a median n ∼ 20cm−3. This is significantly lower than

the ∼ 102 cm−3 density determined by Polles et al. (2019) from models of infrared cooling lines in

five of the brightest H II region complexes which are also included in this study, suggesting that we

may be underestimating the actual density in the assumption of a Strömgren sphere representation.

To maintain internal consistency with other measured and estimated quantities we will proceed with

density determined from our KCWI spectra with the caveat that this may result in an underestimate

of Pgas and Pturb. This estimated value of n is combined with the mass of the hydrogen atom to

determine the value of ρ used in the calculation of Pturb,int. The turbulent linewidth, σt is evaluated

by removing the thermal sound speed from the measured velocity dispersion, σt =
√

σ2 − c2
s , with

cs is defined as:

cs =

√
γkT
mh

(3.16)

where γ = 5/3 for an ideal gas.

The average values estimated for these pressure components are Pdir ∼ 4×10−14 dynecm−2,

Pturb,int ∼ 1×10−11 dynecm−2, and Pgas ∼ 5×10−11 dynecm−2, making Pgas and Pturb,int the dom-

inant factors in the outward pressure. One caveat is that the form of direct radiation pressure

used here based on Q is specifically at the ionization front (McLeod et al., 2019). Another often

used method to use the bolometric luminosity of all the stars in the region, which is estimated

as Lbol ≈ 138LHα (or Lbol ≈ 138L[OIII]) (Lopez et al., 2014) in place of L[OIII] in Equation 3.15.

This would increase the impact of Pdir, while still leaving it an order of magnitude less than Pgas.

However, there is some uncertainty in the correlation of Lbol ≈ 138LHα based on the age and star

formation history of a region. This could overestimate the bolometric luminosity for a young stellar
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population like that of an H II region (Lopez et al., 2014). Further, there is some disagreement on

whether this definition of radiation pressure traces the force that is actually exerted on the gas, as

this may be lower than the pressure in an optically thin medium like the interior of an H II region

(Pellegrini et al., 2011; Krumholz et al., 2014). Since both definitions produce a radiation pressure

here that is sub-dominant compared to Pgas we will proceed with the definition based on L[OIII], but

note that the uncertainty in the definition of Pdir may result in a less drastic difference in the sources

of pressure.

An additional source of outward pressure that is not included here is the hot gas pressure

observed in X-rays. A diffuse X-ray component is observed in this same region of IC 10 with an

average temperature of ∼ 4×106 K (Wang et al., 2005). Determining the temperature and number

density of the X-ray emitting gas at the resolution of individual H II regions needed to include in

Pout at this scale is beyond the scope of this study, but it would likely provide a smaller contribution

than Pgas as found in a sample of 32 LMC and SMC H II regions which show evidence of leakage

of this hot gas (Lopez et al., 2014).

For the inward pressure we combine the contributions of pressure due to self-gravity,

Pgrav = GM2/4πr4 (3.17)

where M = MHII, with external turbulent pressure, Pturb,ext, from the surrounding gas evaluated

following Equation 3.12. We estimate this latter pressure source with σt,ext evaluated in a 3.5 pc

(3 pixel) border around each H II region with the sound speed removed in the same way as the

internal turbulent linewidth. The density, ρ used in the external turbulent pressure is the same

as its internal counterpart as we do not have a direct method of measuring the gas density. This

should still provide a reasonable first order estimate that may even be conservative as Polles et al.

(2019) find lower typical densities in modelled zones containing diffuse gas than the bright H II

regions in IC 10. On average the difference (Pturb,ext-Pturb,int), or the resulting turbulent pressure,

provides an inward pressure which is ∼ 500×Pgrav due to the compact, low-mass nature of the
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identified H II regions. As shown in Figure 3.20, 89% of the H II regions show Pout > Pin with on

average Pout ∼ 3Pin. As these are all approximations it does not necessarily indicate that a given

H II region exhibiting greater Pout will be expanding (and vice versa), but rather that it is likely

that the majority of the H II regions in our sample are expanding into the ISM, especially since

Pout can be considered a lower estimate with the exclusion of the hot gas pressure. This additional

component would increase the inbalance towards greater Pout and increase the likelihood and/or

strength of the H II region expansion.

Figure 3.20: Comparison of inward and outward sources of pressure in the identified H II regions
with the 1:1 line shown in gray. The inward pressure estimate is a sum of Pgrav +Pturb,ext, while the
outward estimate is a sum of Pgas +Pdir +Pturb,int. On average Pout ∼ 3Pin, with 89% of the H II
regions showing Pout > Pin.

Additionally, there are 6 H II regions where we find significantly elevated velocity dis-

persions at the region boundaries indicating the presence of outflows. These areas of elevated

velocity dispersion are defined and identified using a similar method as identifying the H II regions

described in Section 3.3.1. We use the astrodendro package along with the velocity dispersion

map in Figure 3.13 to identify areas with a peak velocity dispersion > 25kms−1 and a minimum of

21kms−1. These regions must also be resolved with a diameter greater than the FWHM measured

from standard star observations. Of the regions identified with elevated velocity dispersion only
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those located at the border of an H II region are considered as potential outflows. These outflows

and the host H II regions are shown in Figure 3.21.

Figure 3.21: Maps of velocity dispersion of the ionized gas in IC 10 measured from Gaussian fits to
the [OIII]5007Å line at each spaxel for the high resolution “small slicer, R∼18,000” observing
mode. Each map is divided into the “North” portion of the FoV, the middle row shows the “West”
field, and the bottom row shows the “East” region of the observed field. The purple contours mark
the edges of the H II regions which are bordered by areas of elevated velocity dispersion which may
be due to possible outflows, (outlined in cyan). These potential outflows must have a maximum
velocity dispersion ≥ 25kms−1 and a minimum of 21kms−1. SNR >2 is required for these maps

We interpret the regions with elevated velocity dispersion as turbulent volumes. Turbulence

is believed to decay on an eddy turnover time (roughly the crossing time of the turbulent region,

l/σ ), where l is the linear size of the turbulent region. Using the average properties measured from

these turbulent regions of l ≈ 5.4pc and σ ≈ 25.5kms−1 the turbulence will decay over 2×105 yrs,

much shorter than the lifetimes or ages of the H II regions. This raises the question of what powers

the turbulence. We consider three possibilities: expansion of the H II regions causing outflows

through lower density channels; photoionization heating of neutral gas; or stellar winds mixing with

dense gas leading to turbulence.
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In the simplest model we would expect all three of these mechanisms to act outward in a

spherically symmetric zone around the central star cluster. However, H II regions do not typically

exist in a medium of uniform density (e.g., Harper-Clark and Murray, 2009; Rogers and Pittard,

2013). There are holes and channels for outflowing gas to escape, which would produce isolated

areas of increased turbulence rather than covering the entire perimeter, just as we see in these H II

regions. This non-uniform density can clearly be seen from the irregular morphology of these 6

regions as well as the rest of IC 10’s H II regions.

To first determine whether these regions of elevated velocity dispersion can be maintained by

outflows generated from expansion of the observed H II regions, we compare the kinetic luminosity,

Lkin, inside the star-forming region with the turbulent luminosity, Lturb in the potential outflow.

The kinetic luminosity crossing the boundary of the H II region is

Lkin ≡ Ėkin =
1
2

MHIIv2
exp

vexp

r∗1/2
, (3.18)

where vexp is the expansion velocity of the region defined as the half-width at zero intensity (HWZI)3

of the emission line.

The turbulent luminosity in each elevated dispersion region is determined similarly from

the rate of change of the kinetic energy attributable to turbulence, which we will refer to as Ėturb to

differentiate it from the internal H II region kinetic energy above. This is defined as follows:

Lturb ≡ Ėturb =
1
2

Mtσ
2 σ

l
(3.19)

where Mt and σ are the ionized gas mass and velocity dispersion in the potential turbulent region,

measured in the same way as their counterparts inside the H II regions and l is the average of the

turbulent region major and minor axes. σ is measured from the Gaussian fit to [OIII]5007Å and

Mt is calculated from the density determined via the Strömgren sphere approximation. This relies

3Note that the HWZI is proportional to the velocity dispersion, σ , but is a more physically intuitive way of denoting
the expansion velocity as it captures the full range of velocities contributing to the Gaussian line profile.
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on the assumption that most of the gas in the areas of elevated velocity dispersion is ionized, which

may not be reliable outside of an H II region and particularly for the more extended areas of elevated

dispersion. We may then be underestimating Mt and thus Lturb.

The second possible scenario for these turbulent regions at the edges of the identified H II

regions are “champagne” or “blister” flows (e.g., Israel, 1978; Tenorio-Tagle, 1979) in which radia-

tion from the central star cluster heats and ionizes neutral gas. This causes an area of overpressure,

resulting in rapid expansion of the gas and could explain the observed elevated velocity dispersions.

We estimate the amount of energy available for this mechanism from the type and number of

ionizing stars in each H II region determined in Section 3.3.3. We take the effective temperature,

Teff for the stellar type from the models of Martins et al. (2005) for O stars and Smith et al. (2002)

for B stars, combined with Wien’s Law to estimate the wavelength at the peak of the black-body

curve. We assume this represents the average energy of the emitted photons. We take the amount of

energy above 13.6 eV as the energy imparted to the electron after ionizing a hydrogen atom. This is

combined with the ionizing photon production rate for the determined stellar type and the number

of stars required, Nstars. This is 1 except for the case of H16a and M12 which require multiple O3

stars to produce the measured luminosity:

Lchampagne =
(
Epeak −13.6eV

)
QNstars (3.20)

where Epeak is the energy of a photon at the peak wavelength.

The third possible explanation for the observed velocity dispersions are winds from massive

stars. This can result in turbulence at the interface of the hot wind and cold dense gas where mixing

occurs and thermal energy is dissipated (Krumholz et al., 2019). The wind luminosity is described

by the following equation

Lwind =
1
2

ṀV 2
windNstars (3.21)

where Ṁ is the mass loss rate in the stellar wind and Vwind is the wind speed. For the B0 star in H II

region G17, Ṁ and Vwind are taken directly from the Smith et al. (2002) models. For the O stars in
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the other 5 H II regions, these quantities are estimated from the stellar mass, M, luminosity, L, and

radius, R, determined in the Martins et al. (2005) models. The wind velocity is then estimated as

Vwind = 3
√

2GM/R, (3.22)

with a maximum mass loss rate of

Ṁ =
L

Vwindc
(3.23)

following Lamers and M. Levesque (2017).

The required Lturb as well as the luminosities available from each scenario to power the

observed turbulence are reported in Table 3.5. It should be noted that each of these scenarios

assumes a spherically symmetric deposition of energy and thus should be multiplied by the factor,

Ω, the fraction of a sphere covered by the outflow as seen from the stars, determined from the

ratio of the projected area of the outflow and H II region. If the luminosity available in the outflow

mechanism multiplied by Ω is greater than Lturb, it indicates that the mechanism could provide

sufficient energy to support the energy dissipated in the turbulent region.

For the three largest regions with potential outflows, H16a, I18, and M12 LkinΩ > Lturb

with H16a LkinΩ ∼ 1.5Lturb, M12 with LkinΩ ∼ 3Lturb, and LkinΩ ∼ Lturb for I18. However, for

these same three H II regions the early O stars needed to produce the measured L[OIII] produce

estimated Lwind and Lchampagne that are greater than Lkin. For region I18 which requires a single

O5 star, Lwind ∼ 2×Lkin while Lwind ∼ 10×Lkin for H16a and M12 which require multiple O3

stars. In all three of these H II regions, Lchampagne is estimated to be ∼2 orders of magnitude greater

than Lkin. This scenario of observing champagne flows in the turbulent regions around these 3 H II

regions is therefore the most likely.

For the three smaller regions, G16, G17, and I17a, Lkin is not high enough to sustain

the turbulence we see. This is unsurprising as the turbulent regions are comparable in size or

larger than the H II region they border (see Figure 3.21). G16 and I17a both require a single O9

star to produce the required ionization, and the estimated winds from this type of star produce
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LwindΩ ∼ 100−1000×Lturb indicating that stellar winds are a possibly sufficient source of energy

to sustain the turbulent regions around G16 and I17a. For G17, none of three scenarios considered

here produce a sufficient amount of energy to support the measured turbulence in the surrounding

region. While these estimates are approximate, this along with the extended nature of the turbulence

around G17 indicate an external source of energy.

Table 3.5: Outflow Properties

Turbulent Region H II Region
ID radius stellar type σ τeddy Lturb Ω vexp τdyn Lkin Lchampagne Lwind

(pc) (kms−1) (106 yrs) (ergs−1) (kms−1) (106 yrs) (ergs−1) (ergs−1) (ergs−1)

G16 2.60 O9 27.12 0.35 1.94×1036 0.30 44.06 0.07 4.08×1035 5.99×1035 6.31×1038

G17 2.11 B0 22.92 0.11 1.59×1035 0.19 44.05 0.05 2.44×1035 -2.73×1035 5.46×1034

H16a 10.32 O3 25.98 0.11 7.02×1035 0.03 51.65 0.22 3.27×1037 3.06×1039 1.40×1038

I17a 2.56 O9 25.31 0.24 3.27×1035 0.20 51.76 0.06 7.70×1035 5.99×1035 6.31×1038

I18 7.02 O5 25.19 0.15 2.12×1035 0.05 46.02 0.17 3.84×1036 1.13×1038 7.04×1036

M12 9.24 O3 27.01 0.19 4.79×1035 0.08 45.17 0.23 1.82×1037 2.29×1039 1.05×1038

Note. — Measured properties and estimated energies in the turbulent regions and associated H II regions. a: The
negative value of Lchampagne for region G17 is due to the method of estimation (Equation 3.20). The peak photon energy
for a B0 star used to estimate the average is < 13.6eV, giving a negative estimate of Lchampagne. This merely indicates
that the turbulent region observed is unlikely to be due to a champagne flow.

3.3.6 Metallicity

The KCWI small slicer, R∼18,000 mode observations used throughout this analysis provide

a detailed look at the structure and kinematics of the ionized gas, but the wavelength coverage is

extremely limited. Our supplementary observations in the large slicer, R∼900 mode rectify this

shortcoming with coverage from 3500-5500Å, at the expense of more limited spatial sampling

and spectral resolution. This wavelength range allows us to estimate the gas-phase metallicity

throughout IC 10. Ideally, the auroral [OIII]4363Å line would be used with [OIII]5007Å to infer

the electron temperature and metallicity (e.g., Kewley et al., 2019), but this is a very weak emission

line and is unfortunately not detected in our stacked or individual spaxel spectra. Instead, we use

the empirical R23 strong line calibration. The commonly used R23 was proposed by Pagel et al.

(1979) as a calibration with the oxygen abundance as it is less sensitive to geometric factors than
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the [OIII]/Hβ ratio alone. It is defined as:

R23 =
F([OII]3727,3729Å)+F([OIII]4959Å)+F([OIII]5007Å)

F(Hβ )
(3.24)

One caveat with this diagnostic is that it is degenerate, providing two possible values of the

metallicity for a given R23. Another diagnostic ratio is therefore required to determine the correct

solution. These nebular ratios often make use of the [NII]6584Å line (Nagao et al., 2006), but

since this is not in the observed wavelength range we will instead use the line flux ratios utilizing

[OIII]5007Å, [OIII]4959Å, and the [OII]3727,3729Å doublet; an indicator of the ionization

parameter.

After applying the dereddening correction and DIG subtraction described in Section 3.3.2,

we employ a similar fitting method as for the [OIII]5007Å/Hβ line ratio at each spaxel: fitting a

Gaussian profile to the Hβ line and using the center to define the systemic velocity shift at that

spaxel and the width to define the number of wavelength channels over which to integrate the

emission line fluxes. These fluxes are determined by a direct sum of the flux at that wavelength

channel in the spectrum rather than integrating over the fitted Gaussian so as not to skew the

resulting flux of the [OII]3727,3729Å doublet by the fitting of a single Gaussian. Defining the

same central velocity and line width ensures that each line flux is evaluated over the same gas

column. Any spaxel with a SNR of the [OII]3727,3729Å doublet (SNR[OII]) < 3 is removed from

the analysis. Due to this cut only the “East” (lower left) portion of the field covering the HL111 and

HL106 complexes of Hodge and Lee (1990) is included here and shown in Figure 3.22, with the

vast majority of this field showing SNR[OII] > 4.

There are a number of calibrations in the literature utilizing the R23 parameter, but we will

limit our discussion to just three: the theoretical calibration of Kobulnicky and Kewley (2004)

(hereafter KK04), and empirical calibrations from Pilyugin and Thuan (2005) (PT05) and Nagao

et al. (2006) (N06). Both the KK04 and PT05 calibrations rely on separate equations for what

are referred to as the “upper” and “lower” branches of the diagnostic, while N06 uses a single

continuous calibration. All three employ a diagnostic ratio involving one or more [OIII] lines and

[OII]3727,3729Å in addition to R23.
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The KK04 equations for oxygen abundance on each branch are dependent on R23 as well as

the ionization parameter, q, which is in turn dependent on the oxygen abundance and O32, defined

as:

O32 =
F([OIII]4959Å)+F([OIII]5007Å)

F([OII]3727,3729Å)
(3.25)

Since the equations for oxygen abundance and ionization parameter are dependent on each other this

method requires an iterative solution, but the result converges after a few iterations. The transition

between the two branches is noted to be at 12+ log(O/H) = 8.4. This is slightly higher than the

global metallicity typically measured for IC 10 at 12+ log(O/H)∼ 8.2 (e.g., Skillman et al., 1989;

Lebouteiller et al., 2012), making the lower branch likely a better match.

The PT05 calibration does not require iteration, with each branch simply being dependent

on the value of R23 and the line ratio P:

P =
F([OIII]4959Å)+F([OIII]5007Å)

F([OIII]4959Å)+F([OIII]5007Å)+F([OII]3727,3729Å)
(3.26)

For this calibration there is a “transition zone” between 8.0 < 12+ log(O/H)< 8.5 where the lower

branch applies for values < 8.0 and the upper branch applies for values > 8.5. This transition zone

does fall at the expected metallicity for IC 10, so the results from this method should be taken with

caution.

The N06 calibration, by contrast does not have a separate equation for the upper and lower

branches. The equation for the oxygen abundance is also only dependent on the value of R23,

however the solution is double valued, relying on the [OIII]5007Å/[OII]3727,3729Å (or other)

line ratio to break this degeneracy. We evaluate the oxygen abundance in our IC 10 field using this

method to determine the most likely solution for each spaxel independently and also by constraining

the solution for the entire field to either the upper or lower portion of the curve, mimicking the two

branches of the KK04 and PT05 methods.

The results for all three calibrations and the branches of each are summarized in Table

3.6 which includes the mean metallicity throughout the field, for spaxels inside detected H II

regions, and for spaxels outside H II regions. The upper branch solutions seem to systematically
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overestimate the oxygen abundance, a not unexpected result given the low global metallicity of

IC 10. The continuous N06 calibration gives an unrealistic result when the degeneracy is broken at

each spaxel based on the [OIII]/[OII] ratio, resulting in an abrupt jump from low to high solutions

at the edges of H II regions rather than a smooth transition. Even when constrained to the lower

solutions, the N06 calibration appears to give less realistic estimates with a ∼ 0.9dex lower average

metallicity than the previous estimates for IC 10.

Table 3.6: Metallicity Calibration Results

Method Mean Inside Regions Mean Outside Regions Total Mean
12+ log(O/H) 12+ log(O/H) 12+ log(O/H)

Lower Branch
KK04 8.14 ± 0.01 8.26 ± 0.02 8.22 ± 0.02
PT05 7.76 ± 0.01 7.89 ± 0.03 7.85 ± 0.03
N06a 7.50 ± 0.01 7.53 ± 0.01 7.52 ± 0.01

Upper Branch
KK04 8.85 ± 0.01 8.79 ± 0.01 8.81 ± 0.01
PT05 8.40 ± 0.01 8.22 ± 0.02 8.27 ± 0.02
N06a 8.61 ± 0.01 8.58 ± 0.01 8.59 ± 0.01

Continuous Calibration
N06 8.26 ± 0.03 8.10 ± 0.04 8.13 ± 0.04

Note. — Average oxygen abundance derived from the three different
calibrations for the upper and lower branches. The means are derived
inside and outside the contours of the identified H II regions as well as
over all spaxels. The lower branches of the PT05 and KK04 branches
provide the most reasonable solutions for the metallicity given the exist-
ing global measurements of IC 10 which are below the branch transitions.
The results from these two methods likely bracket the true metallicity.
a:The “upper” and “lower” branches of the N06 calibration are evaluated
from the same equation with the root in the desired range taken as the
solution rather than using the [OIII]5007Å/[OII]3727,3729Å line ratio
to break the degeneracy.

The lower branches of the KK04 and PT05 calibrations give the most reasonable re-

sults for the metallicity throughout this field of view in IC 10 with average metallicities 12+

log(O/H)PT05,lower ≈ 7.85±0.03 and 12+ log(O/H)KK04,lower ≈ 8.22±0.02. There is a well stud-
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ied offset between these two calibrations and it is thought that they span the range of potential “true”

values (e.g., Moustakas et al., 2010; Kewley and Ellison, 2008), making this 0.4dex range a good

indicator of the likely metallicity in this region of IC 10. While the values differ, the variation in

metallicity across the field is consistent between both the KK04 and PT05 results. With both calibra-

tions there is an average ∼0.1dex lower metallicity inside the H II regions than in the surrounding

gas. On average this difference is within the uncertainties, with some areas of higher metallicity in

the diffuse gas being more apparent in the maps of Figure 3.22. This trend is consistent with the

study by McLeod et al. (2019) of two H II region complexes in the LMC in which they find lower

oxygen abundance within the compact H II regions than elsewhere in the complex. The difference in

metallicity in this study is larger than in IC 10, although the authors note that there is a dependence

in their calibrations on ionization parameter (as the MUSE spectra do not cover [OII]3727Å needed

for R23) and the abundances may therefore be underestimated in the H II regions. An earlier study

by Russell and Dopita (1990) also found slightly lower metallicity in individual H II regions in the

SMC and LMC (0.1dex and 0.22dex respectively) than the global measurements. Deeper and wider

field observations in IC 10 and other local galaxies are needed in order to form a clearer picture of

the metallicities of H II regions relative to the surrounding gas.
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(a) (b) (c)

(d) KK04 (e) PT05

Figure 3.22: Diagnostic line ratio maps from the “large slicer, R∼900” mode observations. Due to
the lower SNR of the [OII]3727Å line only the lower left portion of the field is shown, coinciding
with the “East” field of the high resolution observations discussed in the majority of this study.
(a): R23 metallicity diagnostic. (b): O32 line ratio (Equation 3.25) used in the KK04 metallicity
calibration. (c) P line ratio (Equation 3.26) used in the PT05 calibration. (d) Metallicity as
determined by the KK04 diagnostic. (e) Metallicity as determined by the PT05 diagnostic. The
metallicities are systematically lower than in the KK04 map, but the locations of lower relative
metallicity are consistent. The H II regions identified in the high resolution mode are shown with
the light blue contours (binned to the resolution here) and the locations of known WR stars are
marked with white X’s.
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3.3.7 Diffuse Ionized Gas

A significant fraction of the ionized gas emission in star forming galaxies has been observed

outside of the H II regions in the DIG. Often studies will differentiate the DIG from the star

formation based on the Hα surface brightness. For example, in a sample of 109 galaxies, Oey et al.

(2007) attribute ∼60% of the Hα flux to the DIG with no correlation based on the galaxy Hubble

type. Lacerda et al. (2018) on the other hand, propose a system of differentiating the DIG based

on the equivalent width instead. They do find a correlation in the DIG fraction with Hubble type,

with the highest contribution in ellipticals and lowest in late type galaxies, resulting in a similar

average DIG fraction but with a wide distribution, 56%±38%. Part of the cause for the differing

conclusions from these two large studies is likely due to the two methods of differentiating DIG

from star forming regions.

Before the identification and spectral analysis of IC 10’s H II regions we performed a

conservative subtraction of the DIG contribution based on the choice of a low surface brightness

region free of known H II regions. This resulted in an average DIG contribution of ∼21% of the

[OIII]5007Å flux per spaxel across the FoV, with only ∼1% at the H II regions. Of the total

[OIII]5007Å flux observed in our FoV, 78% is contained in the H II regions, 20% in the connecting

complexes, and the remaining 2% from the DIG. This is significantly lower than what would be

expected for the overall DIG contribution in IC 10, but our field of view intentionally selected an area

dense with H II regions and complexes. To estimate the flux contribution of these three components

throughout IC 10 as a whole the measured flux is scaled based on the ratio of the number of H II

regions observed to total identified previously in IC 10 (Hodge and Lee, 1990) and the ratio of area

observed to total area. This reduces the total estimated flux contribution from H II regions to only

26%, complexes to 7%, and increases the estimated DIG contribution to 57% throughout IC 10.

This estimate for the galaxy as a whole is more in line with values seen in previous studies for the

DIG contribution to galaxy flux (e.g., Oey et al., 2007), but highlights the irregular distribution of

H II regions and DIG in irregular galaxies such as IC 10.

We differentiate the H II regions and DIG based on the ionized gas surface brightness, but
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compare the equivalent width between these areas of emission. Interestingly we find no significant

difference between the distribution of Hβ equivalent width between spaxels identified as belonging

to an H II region and that belonging to DIG in IC 10. This may be a selection effect of our study.

The high density of H II regions not only gives a small sample of diffuse gas, but also makes it

likely to be more closely associated with the inter-dispersed H II regions than is typical of DIG

studies. However, the DIG in IC 10 may be ionized by different sources than typically observed.

(Hidalgo-Gámez, 2005) finds higher excitation in the IC 10 DIG than for spiral galaxies which they

find can be produced by leakage from H II regions and the large number of WR stars. The gas

throughout IC 10, and particularly in the KCWI FoV, may be more similar to what Lacerda et al.

(2018) refers to as mDIG, or ’mixed’ DIG in which the ionization source is due to a combination

of processes such as emission from an older stellar population in addition to photon leakage from

H II regions. This is consistent with the small difference in metallicity we see between the H II

regions and surrounding gas in comparison with other studies, as well as Polles et al. (2019) Cloudy

simulations showing matter-bounded regions in IC 10 which would result in escaping photons

ionizing the DIG.

3.3.8 Scaling Relations

In Cosens et al. (2018) we developed a framework to use Bayesian inference via PyStan to

fit the scaling relationships between the properties of local and high-redshift star-forming regions in

the literature. In this study we focused primarily on the relationship between star forming region

size and Hα luminosity (LHα ), which takes on the form of a power law:

LHα = exp(β )rα
clump (3.27)

with rclump giving the radius of the star forming region and β giving the intercept of the fit. The

key model parameter of interest is the slope, α . The value of this slope holds information about

the driving formation mechanism of the star-forming regions. A slope of r3 is often explained by a

region which forms under Jeans collapse and is then well-represented by a Strömgren sphere. On
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the other hand, a slope of r2 is often explained by a region which forms under Toomre instability

and undergoes the fastest mode of Jeans collapse resulting in a different form for the characteristic

mass and size (e.g., Genzel et al., 2011). In Cosens et al. (2018) we found that this r2 slope could

also be explained by a Strömgren sphere argument where the ionizing photon production rate is

large enough that the radius of the region is larger than the scale height of the galaxy disk. This

would lead to a non-spherical geometry and an observed relationship of L ∼ r2.

Using Bayesian inference provides a number of advantages over standard least-squares

fitting. First, uncertainties in every dimension can be incorporated in the fitting; there is no need to

estimate a single overall uncertainty assigned to one dimension. Second, we can use our existing

knowledge of the scaling relationships between parameters to inform our model through the use of

Bayesian priors. Third, this method reproduces a distribution for each model parameter, allowing

the determination of not only the best fit model, but robust determination of uncertainties for each

model component as well. Using this framework allowed us to perform robust fits to the overall

scaling relationships as well as investigate potential differences in smaller subsamples such as

redshift bins and lensed versus field galaxies. Interestingly, we were able to identify a possible

break in the size-luminosity scaling relationship based on the ΣSFR of the star-forming region.

However, a key missing area of the parameter space in our previous investigation was small,

low LHα star-forming regions (< 50 pc, < 1034−36 erg s−1). This sets the limit on the low-mass

end of the relationship and helps to constrain the intercept when performing fits. One challenge in

interpreting fitting results for sub samples of the local and high-redshift clumps was that the best

fit slope and intercept are not entirely independent parameters. Therefore, missing constraints on

the low-mass intercept of the size-luminosity relationship makes it difficult to be certain whether

a change in slope is really a change in that parameter or just in the lever arm of the fit. With the

proximity of IC 10 and the sensitivity of KCWI we are able to target a large sample of H II regions

at this crucial scale.
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3.3.8.1 Size-Luminosity Relationship

While these small, low-mass star-forming regions are critical for constraining the intercept

of the size-luminosity relationship, one must first check that the possibility of stochastic sampling is

not biasing the measured properties. The lower mass limit to avoid stochastic effects is typically

determined to be M∗∼ 103M⊙ (e.g., Hollyhead et al., 2015; Krumholz et al., 2015). Below these

masses random sampling of the IMF can lead to deviations between the actual physical properties and

those determined from photometric measurements. The average stellar mass distribution determined

for the IC 10 H II regions from the measured [OIII]5007Å flux is M∗ ∼ (4±14)×102 M⊙, with

96% falling below the 103M⊙ limit. Further, IC 10’s H II regions are largely consistent with

ionization predominantly from a single O or B type star which will be stochastic by nature. Hannon

et al. (2019) found themselves faced with a similar dilemma studying a sample of ∼700 young

star clusters with over 90% below the stochastic limit. They investigate a method of mitigating the

impact of stochastic sampling by stacking the fluxes of individual clusters with similar properties.

These composite clusters no longer fall into the regime of stochastic sampling, but Hannon et al.

(2019) still find results consistent with the individual clusters. We apply a similar check to our

sample, but rather than stacking the H II region spectra, we instead make use of the hierarchical

structure determined from astrodendro which identifies the H II region complexes. Using the

complexes results in a smaller sample than with individual regions, but one that lies above the

stochastic limit with a mean M∗∼ 2× 103M⊙. We do not find any significant deviation in the

trends determined for the complexes vs. the individual H II regions, finding proportional increases

in the mass and luminosity to the increase in radius (e.g., Figure 3.23). The measured properties

of individual regions may show an increase in scatter due to stochastic sampling, but the average

sample properties and trends do not appear to be affected. Therefore we will proceed with the

determination of the scaling relationships using the individual regions in the fitting, but we will

include the complexes in all figures for comparison.

Fitting the size-luminosity relationship using our MCMC framework with just IC 10 H II

regions yields a slope of LHα ∝ r3.6
clump. The complexes do shift to slightly larger radii than the
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individual H II regions but with a proportional increase in luminosity, placing them along the

same relationship. We also combine these regions with the full sample of H II regions and high-

redshift clumps outlined in Cosens et al. (2018), now including additional published samples of

star-forming regions in the SMC (Kennicutt and Hodge, 1986), LMC (Ambrocio-Cruz et al., 2016),

NGC6822 (Hodge et al., 1989), and local LIRGs (Zaragoza-Cardiel et al., 2017; Larson et al.,

2020). These LIRG studies also make use of astrodendro to identify star-forming regions and

their properties4. Collating all low and high-redshift samples results in a significantly shallower

slope of approximately LHα∝ r3; matching the result of fitting the full sample in Cosens et al. (2018)

and indicating the IC 10 H II regions may be an outlier. The IC 10 fit and entire sample fit are shown

in Figure 3.23, where it can be can see that the IC 10 H II regions lie above the size-luminosity

relation found for the full sample. This is also true of some other local samples, particularly in

more extreme environments such as the LIRGs (e.g. Larson et al., 2020) and turbulent galaxies

(Fisher et al., 2017). Whether the offset of the IC 10 H II regions is then due to improved resolution

breaking the IC 10 regions down into more compact components, or due to a fundamental difference

in the environments of star-forming regions driving scatter in the scaling relationships is not fully

clear. It may be that active expansion of these regions as discussed in Section 3.3.5 leads to the

offset we see here with the H II regions currently being under-sized for their luminosity.

The full results of these fits and those described in Section 3.3.8 are shown in Table 3.3.8 for

the intercept, slope, and intrinsic scatter along with their uncertainties. Results of fitting additional

data subsets (as detailed in column 1) are also included for completeness.

4The effective radii, reff, of Zaragoza-Cardiel et al. (2017) are adjusted to match our definition of r∗1/2 for a consistent
comparison.
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(a)

(b)

Figure 3.23: (a): Results of fitting the size-luminosity scaling relationship for IC 10 H II regions
identified in our KCWI observations. (b): Results of fitting the size-luminosity scaling relationship
for IC 10 H II regions (red stars) as well as the rest of the local and high-redshift sample. The IC 10
region complexes are shown for comparison (cyan stars) but are not included in the determination
of the fit.
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Table 3.7: Size - Luminosity Relation Fit Parameters: (LHα = eβ rα
clump)

Sample Subset Criteria Figure α β Scatter (r) Scatter (L) # of Clumps

IC 10 · · · 3.23 3.601+0.471
−0.385 78.812+0.455

−0.652 0.147+0.154
−0.103 0.156+0.144

−0.103 46

all comparisons
· · · · · · 3.215+0.023

−0.030 73.782+0.129
−0.119 0.184+0.118

−0.112 0.171+0.115
−0.114 3858

high ΣSFR · · · 1.788+0.063
−0.059 84.617+0.314

−0.357 0.461+0.317
−0.316 0.470+0.320

−0.314 264
low ΣSFR · · · 2.967+0.024

−0.027 74.670+0.123
−0.111 0.142+0.092

−0.095 0.136+0.092
−0.093 3573

IC 10 & all comparisons
· · · 3.23 3.002+0.023

−0.024 74.800+0.100
−0.115 0.240+0.147

−0.154 0.249+0.154
−0.151 3904

high ΣSFR 3.24 1.841+0.070
−0.059 84.310+0.335

−0.384 0.426+0.279
−0.285 0.360+0.323

−0.268 266
low ΣSFR 3.24 2.775+0.021

−0.018 75.577+0.086
−0.090 0.194+0.136

−0.132 0.194+0.132
−0.138 3617

Note. — Results of model parameters determined from MCMC fitting of IC 10 H II regions and the local and
high-redshift comparison sample for all fits discussed in Section 3.3.8 as well as additional fits to only the comparison
sample (rows 2-4).

3.3.8.2 ΣSFR break

In Cosens et al. (2018), we found that there was a potential break in the size-luminosity

relationship that divides star-forming regions into two samples: one with high ΣSFR and one with

low ΣSFR with the break nominally located at a value of ΣSFR = 1M⊙ yr−1 kpc−2. Both locally

and at high redshift we found that lower ΣSFR star-forming regions followed a size-luminosity

relationship of L ∼ r3, while the high ΣSFR sub-sample followed a relationship closer to L ∼ r2.

In our observations of IC 10’s H II regions, the average size of identified H II regions is

ravg = 4.0pc with a ΣSFR,avg = 0.20M⊙ yr−1 kpc−2 with only 2 identified H II regions falling above

the ΣSFR > 1M⊙ yr−1 kpc−2 limit. When combined with the full comparison sample this does

still provide some improvements on constraining the size-luminosity relationship at low masses by

reducing the uncertainties on the fitted parameters. The resulting slopes for the two populations

remain consistent with the previous results, with nominal values differing by < 2σ .

129



(a)

(b)

Figure 3.24: (a): Size vs. ΣSFR for H II regions identified in our observations of IC 10 as well
as each comparison sample. These data are divided into high and low ΣSFR based on a break at
ΣSFR = 1M⊙ yr−1 kpc−2(dashed line). (b): Results of fitting the size-luminosity scaling relationship
for these two groups. The low ΣSFR subset tends towards a slop of L ∼ r3, while the high ΣSFR
subset produces a slope closer to L ∼ r2. The IC 10 region complexes are shown for comparison
(cyan stars) but are not included in the determination of the fit.
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3.3.8.3 Size - Velocity Dispersion

Larson (1981) found an empirical relationship between the size of molecular clouds and

their velocity dispersion that is tied to turbulence in the clouds and ISM. For resolved Milky Way

GMCs in virial equilibrium, Larson (1981) found a relationship:

σ = 1.1r0.38 (3.28)

where r is the radius of the GMC in pc and σ is in km s−1. This has been refined and updated

with expanded galactic (Solomon et al., 1987) and extra-galactic (Bolatto et al., 2008) data sets of

molecular clouds, arriving at slight changes to the scaling but the same basic conclusion that the

line width increases with cloud size approximately ∝ r1/2. This scaling is typically interpreted as

being due to turbulence in the molecular clouds (e.g., Larson, 1981; Bolatto et al., 2008).

While Larson’s Law is usually discussed in relation to GMCs it may also apply to ionized

gas in star-forming regions if they are in virial equilibrium and exhibit turbulent motions. Wisnioski

et al. (2012) fit this relationship with a portion of the local and high-redshift data sets used in the

present study and find a scaling of σ ∝ r0.42, but determine that their z ∼ 1 clumps are likely not

virialized. We test this now with the addition of local and high-z star-forming regions measured with

IFS observations since the study by Wisnioski et al. (2012). Unfortunately, not all data sets used to

investigate the size-luminosity relationship have spectral information, but it is still a large enough

sample (515 regions) to investigate the presence of a similar size-velocity dispersion relationship.

In fact, we do see a clear trend where the velocity dispersion increases with larger size regions,

except with IC 10, which is still a notable outlier. On their own, IC 10 H II regions do not show any

evidence of this power law scaling, and instead when included significantly skew the resultant slope.

Without IC 10 included we arrive at a relationship of σ ∝ r0.4 using the same MCMC framework

as described in Section 3.3.8, in line with the results of Wisnioski et al. (2012) and similar to the

GMC results. However, when the IC 10 H II regions are included, they clearly lie above the size - σ

relationship found for the other samples as shown in Figure 3.25. Furthermore, including the IC 10

131



regions in the fitting reduces the slope to σ ∝ r0.2 . This further supports the conclusion in Sections

3.3.4 & 3.3.5 that the H II regions identified in this study are not generally virialized. In fact, if we

retain only the component of velocity dispersion due to rotational motion as identified in Section

3.3.5, then the identified H II regions in IC 10 follow the same relationship identified for the rest of

the samples (see Figure 3.25b). There is a significant amount of scatter in the r−σ relationship, but

it suggests that rotational motion is a much more significant source of the measured line widths in

the other star-forming regions than in IC 10’s H II regions.

Table 3.8: Size - Velocity Dispersion Relation Fit Parameters: (σ = β rα
clump)

Sample Figure α β Scatter (r) Scatter (σ ) # of Clumps

all comparisons 3.25b 0.406+0.025
−0.025 3.704+1.129

−1.154 0.444+0.288
−0.276 0.414+0.275

−0.294 469
IC 10 & all comparisons 3.25a 0.216+0.013

−0.012 10.442+1.072
−1.060 0.262+0.165

−0.171 0.257+0.176
−0.172 515

Note. — Results of model parameters determined from MCMC fitting of IC 10 H II regions
and the local and high-redshift comparison sample for the size-velocity dispersion relationship
discussed in Section 3.3.8.
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(a)

(b)

Figure 3.25: Size vs. σ relationship for the star-forming regions in each comparison sample
containing spectral information. The fit is computed using our MCMC framework excluding the
IC 10 H II regions (red stars) and complexes (cyan stars) from the analysis. The mean fit is shown
with the green line while the uncertainty in the fit is denoted by the shaded green region. (a):
Both the IC 10 H II regions and complexes fall above this mean fit, and in most cases above the
uncertainty as well, indicating that these H II regions are not virialized. The complexes lie closer
to the mean relationship while still tending towards higher σ for a given size, further supporting
the conclusion that the individual regions are not virialized as the increase in size does not result
in a proportional increase in measured line width. (b): The IC 10 H II regions and complexes lie
along the mean size - σ after the excess velocity dispersion determined in Section 3.3.5 is removed.
The excess dispersion was found to be in addition to that produced by rotational motion of the H II
region gas and is therefore likely due to outflows or expansion of the ionized gas.
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3.4 Discussion

Observational studies of the stars and H II regions in IC 10 suggest that the starburst occurred

relatively recently, likely in the past ≲ 10Myr (e.g., Hodge and Lee, 1990; Hunter, 2001). Clustering

of the young stellar population (Vacca et al., 2007) and similar properties across multiple regions of

the starburst (Polles et al., 2019) indicate a potential common origin for the recent star formation.

In our KCWI observations of the H II regions in IC 10’s central starbursting region, we find

further evidence that these regions are young, with average crossing times < Myr. Feedback plays

an important role in the regulation of star forming environments and the dissipation of material.

There are many forms this feedback can take and their contribution can be estimated from their

energy or momentum input into the ISM. In our KCWI observations, we only observe the ionized

gas and therefore cannot estimate the contribution of every form of potential feedback, but we do

estimate the contribution of two important factors: direct radiation pressure, Pdir, and warm gas

pressure, Pgas. Of these two we find the contribution of Pgas to be dominant over Pdir by ∼3 orders

of magnitude. It should be noted that radiation pressure is sensitive to the effects of stochastic

sampling of the initial mass function since the majority of the radiation is produced in the most

massive stars. The impact of radiation pressure can therefore be somewhat uncertain in smaller

clusters like those powering IC 10’s H II regions where the stellar population of the ionizing cluster

is not well represented by the assumed IMF. Though, since Pgas is ∼3 orders of magnitude greater

than the estimated Pdir we do expect radiation pressure to be comparably negligible even if the

estimate is impacted by stochasticity. The same trend with a minor contribution from Pdir is also

found in the giant H II region 30 Doradus (Pellegrini et al., 2011; Lopez et al., 2011), a sample of

32 LMC and SMC H II regions (Lopez et al., 2014), and an additional sample 11 LMC H II regions

(McLeod et al., 2019), although to a lesser extent.

The total Pout is on average 3× the inward pressure which is predominantly due to turbulence

in the surrounding gas. The self-gravity of the H II regions is comparably weak in the compact

H II regions found in IC 10. This is in contrast to results found in the molecular ISM of nearby
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galaxies showing kpc and sub-kpc scale equilibrium between gravitational potential and outward

pressure (e.g., Sun et al., 2020). However, our H II regions observations are on much smaller size

scales, resulting in the average Pout ∼ 3×Pin, and with 89% of the H II regions identified in IC 10

showing greater Pout indicating expansion. This is somewhat at odds with theoretical expectations

of feedback effectiveness. For both direct radiation pressure and warm gas pressure, massive stars

are expected to be the dominant source of the required ionizing photons, and thus these mechanisms

are not expected to limit the star formation efficiency in populations with low stellar mass clusters

(≲ 400M⊙, Krumholz et al., 2019). This may vary by cluster due to stochasticity of the IMF, but

given we find Pgas to be an effective counter to inward pressure in the majority of IC 10’s H II

regions this may require further exploration. We should note that discussions of limiting the star

formation efficiency are usually explored in the context of the larger molecular cloud, while we

are limited to studying these mechanisms within the H II regions and therefore cannot directly

measure how much impact these mechanisms will have on clearing gas further from the ionizing

cluster, but this still implies that Pgas may effectively limit star formation efficiency in a wider range

of environments than previously expected. This is compounded by another potential source of

expansion in the detection of diffuse X-ray emission by Wang et al. (2005) for which they note a

morphological similarity with the Hα gas in the region of IC 10 that we observe with KCWI. They

argue that this indicates the hot gas is still confined and may be driving expansion of the surrounding

ionized gas structures. However, the effectiveness of this hot gas in driving feedback is dependent

on leakage and mixing and likely sub-dominant compared to Pgas (Lopez et al., 2014).

The stacked spectrum of all the identified H II regions shows further evidence of expansion

and/or outflowing gas, with an underlying broad component to the [OIII]5007Å emission line

with σ ∼ 35km s−1. Even the regions with evidence of rotation do not seem to have reached an

equilibrium state with the surrounding gas as seen in the ∼14km s−1 higher measured velocity

dispersions than what would be due to just rotation as well as virial parameters, αvir >> 1. The

higher velocity dispersions and elevated log([OIII]/Hβ ) at the edges of many of the H II regions

indicate that there may be shocks present which could be due to expansion of the region, champagne
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flows, or hot stellar winds mixing with cold gas. Over 35% of the regions show these pockets of

elevated velocity dispersion at or near the edges of the H II region. The velocity dispersions are not

high enough to be produced by shocks in the H II regions themselves as the elevated dispersions are

∼2× the sound speed, cs. However, at the H II region boundaries the expanding gas may collide

with cold molecular gas in the ISM which could induce a shock. With typical ISM temperatures of

∼100K, cs would be on the order of 1km s−1 for an ideal gas; 20× less than the areas considered to

have elevated velocity dispersion. A previous study of IC 10 ionized gas by Thurow and Wilcots

(2005) also found systematically larger line widths outside of H II regions, but they attribute this

to superposition of different filaments or shells. These IFU observations have similar spectral

resolution to our small slicer, R∼18,000 observations, but with KCWI we are able to achieve

3× greater spatial resolution, limiting the potential for superposition of structures with different

velocities. Given that we observe areas of higher velocity dispersion at spaxels with the highest

log
(
[OIII]5007Å/Hβ

)
we find shocked gas to be a plausible alternative to the superposition of

independent filaments, particularly with the significant improvement in spatial resolution of KCWI

requiring these structures to be aligned along the line of sight on ∼few pc scales.

Resolved areas of significantly elevated velocity dispersion (σ > 25km s−1) were identified

around 6 H II regions with average eddy turnover times τeddy = l/σ ∼ 0.2Myr. The turbulent

volumes around the three largest of these H II regions are most likely caused primarily by champagne

flows, but stellar winds from early O stars could also provide sufficient energy to support the rate of

turbulent dissipation (Lturb). Two of the smaller H II regions with resolved turbulent volumes at the

border are ionized by lower mass stars with therefore lower rates of ionizing photon production. In

this case we find that stellar winds are more likely to support the observed turbulence and are again

sufficient to support Lturb. One of the six turbulent volumes has an estimated Lturb greater than what

we estimate could be provided by the H II region and therefore is likely due to some external source

of turbulence.

τeddy measured for these turbulent regions is at the low end of the range observed in galactic

scale outflows driven by starbursts (0.1 - 10 Myr; Veilleux et al., 2005). However, the velocity
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measured in these ionized gas outflows, FWHM ∼ 61km s−1, is significantly lower than that

measured in galactic winds and outflows from individual star forming clumps in other studies. In

a sample of 25 star-forming clumps located in LIRGs, Arribas et al. (2014) identify outflows in

83% of clumps with typical FWHM ∼ 200km s−1. Similarly, in the Rodrı́guez del Pino et al. (2019)

study of ionized gas outflows in MaNGA galaxies, finding typical FWHM ∼ 350km s−1 in outflows

originating from star-forming regions. Both of these studies find significantly higher velocities to

the ionized gas outflows than the IC 10 H II regions which could be due to larger SFR (particularly

in the case of the LIRGs), but they also have ∼ 100× lower spatial resolution to what is achieved

in IC 10 with KCWI. These measured outflows may then be due to aggregate measurements of

multiple compact H II regions and outflows. Some of this variation may also be due to biases

introduced by differences in outflow detection methods. Both Arribas et al. (2014) and Rodrı́guez

del Pino et al. (2019) rely on separating a broad outflow component in the emission line of the

integrated star-forming region spectra while the resolution of this study allows direct detection of

the influence of outflows in the ionized gas surrounding the H II regions. This may then simply

probe more localized, lower velocity outflows than has been possible in previous studies.

The velocity dispersions measured inside the identified H II regions are also elevated relative

to what would be expected for a rotating region in equilibrium for all cases showing evidence

of rotational motion. The H II regions we identify in IC 10 tend to be offset from the scaling

relationships found between the region size & luminosity as well as from the Larson’s Law between

size & velocity dispersion. Krieger et al. (2020) find a similar offset to larger line widths for a

given size when comparing molecular clouds in the starburst NGC 253 to clouds in the Milky

Way’s Galactic center, which they attribute to gas that is not gravitationally bound and rather lies in

transient structures. Based on the discrepancies in mass estimates and the young ages of IC 10’s H II

regions, it seems likely that these H II regions are still young enough to be undergoing expansion.

They may then evolve onto the typical size-luminosity and size-velocity dispersion sequences after

reaching an equilibrium state with the surrounding ISM.

The evolutionary stage of the Wolf-Rayet stars in the field of view provide another clue that
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the H II regions which host them are young. Wolf-Rayet stars are a later evolutionary stage of O

stars which occurs before a type I SNe. In general, high mass O stars (> 40M⊙) evolve to a WN

type WR, then a WC, and then a SNIc, whereas lower mass O stars are thought to not reach the WC

stage and simply explode as a SNIb (Crowther, 2007). Of the eight WR stars in the field covered

by our KCWI observations, four of these fall in an H II region. Two have been identified as WN

spectral types (M24 and T5 in H II regions H16a and M12 respectively), one is identified as an

early WC (R10 in region I18), and the last has not yet been spectroscopically confirmed. Of the

four WR stars outside of IC 10 H II regions, one is a late WN type and the rest are identified as WC.

These stars are located in areas where ionized gas is nearby, but more diffuse and filamentary in

appearance. The locations of these WR stars and their spectral type are shown in Figure 3.26 with

the observed [OIII]5007Å flux and H II region contours. Though this is a small sample, the trend

implies that WR stars in the WN stage could be more likely to be found in current H II regions,

whereas WC types might be more likely found in areas of diffuse gas where an H II region may

have previously been present. This would imply that the star clusters the WN stars belong to are

younger and the surrounding gas has not yet been disrupted.

3.5 Summary

We made use of the highest resolution mode of the Keck Cosmic Web Imager IFS − 0.35′′

spatial sampling with 1′′ FWHM and R∼18,000 − to study the population of H II regions in our

nearest starburst galaxy IC 10. These high quality IFS observations allowed us to study the spatial

and kinematic properties of the H II regions in detail. We identified 46 individual H II regions in the

central burst of the irregular galaxy with a total SFR∼ 6×10−3 M⊙ yr−1. The average H II region

identified has a size of 4.0 pc, an SFR of 1.3×10−4 M⊙ yr−1, an ionized gas mass MHII ∼ 56M⊙,

and a velocity dispersion of ∼16km s−1.

Over 95% of the identified H II region luminosities are consistent with the ionizing photon

production rate of a single O or B star. 10 of the H II regions (∼22%) can be powered by a single B

star, with the lowest luminosity region requiring at minimum a star of spectral type B0.5.
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Figure 3.26: [OIII]5007Å integrated flux map with region contours reproduced from Figure 3.3
with marked locations of all known WR stars (’X’) and WR candidates (’+’). The stars designation
is included to the right of the location marker with the WR type in parentheses if it has been
spectroscopically confirmed.

The H II regions appear to be blue-shifted relative to the systemic velocity of IC 10

(∼12km s−1) while the diffuse surrounding gas often shows a relative red-shift. Supplementary

KCWI observations with lower resolution and wider wavelength coverage are used to estimate the

oxygen abundance via the KK04 and PT05 metallicity calibrations, both of which make use of the

R23 strong-line calibration. These estimates yield averages of 12+ log(O/H)PT05,lower ≈ 7.85±0.03

and 12+ log(O/H)KK04,lower ≈ 8.22±0.02 with the “true” metallicity expected to lie within this

range.

IC 10’s H II regions have very short crossing times (τcr < Myr) and are not virialized

(αvir >> 1 and Mvir >> MHII). The measured velocity dispersions in the H II regions are also

too high to be due to rotational motion alone (by ∼11-12 km s−1). We see evidence that these

regions are generally still undergoing expansion. The IC 10 H II regions are offset from the scaling

relationships found between the region size & luminosity as well as the size & velocity dispersion
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relationship. As these regions expand they may evolve onto the scaling relationships determined for

the other samples of H II regions and star-forming clumps.

We estimated the contribution of the thermal gas pressure, Pgas, and direct radiation pressure,

Pdir, to the outward pressure in the H II regions. We find Pgas to be the dominant force of expansion

in IC 10’s H II regions, being ∼3 orders of magnitude greater than Pdir using the definition of Pdir

based on ionizing photon production rate. We also find Pout > Pin in 89% of the H II regions before

accounting for additional expansion from hot gas pressure, a somewhat surprising result given

the low stellar masses estimated for the ionizing stars. Five of the H II regions show evidence of

outflows that may be supported by energy in the ionizing cluster either in the form of stellar winds

or champagne flows. These pressure and energy estimates add further evidence that the H II regions

in IC 10 are young and undergoing expansion into the ISM and suggest that thermal gas pressure

may be a more effective form of feedback than previously expected from low mass clusters.

These high resolution and SNR observations were possible in just 1.5 nights of Keck

observing time. From just this short time we were able to obtain detailed kinematic and flux maps

of a significant number of H II regions. With additional observations the remainder of IC 10’s H II

regions can be observed in the same modes, with deeper observations of the diffuse gas and the

supplementary low resolution mode. More expansive coverage of H II regions and the DIG in IC 10

will allow for detailed study of the kinematic and ionization state differences between these unique

regions of ionized gas. KCWI observations at high spectral resolving power of the remainder of

IC 10 would also double the number of H II regions in this unique starburst environment in which

the impact of different modes of feedback and outflows can be investigated.

A relatively small investment of time with optical IFS’s such as KCWI and VLT/MUSE can

quickly yield a large sample of local star-forming regions in a wide range of environments. The large

field of view and moderate spectral resolving power (R∼2000-4000) of MUSE provides an efficient

tool for mapping ionization states of H II regions and the ISM, while the R∼18,000 mode of KCWI

can be leveraged for a detailed look at the gas kinematics in compact regions. Utilizing these

powerful IFU’s across a wide sample of star forming galaxies will allow a detailed and statistically
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significant study of how environmental conditions impact the effectiveness of feedback mechanisms

and vice versa; and whether there are age and environmental dependencies when looking at the

scaling relationships. Targeted IFU studies of this kind are already well underway and as a larger

collective sample is built we will be able to better compare these results with theoretical predictions

of feedback and inform new models.

The reduced data cubes used in this study are available by request to facilitate further study

beyond the scope of this project.
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Appendix

3A H II Region Naming Convention

The previous naming of IC 10 H II regions was developed by Hodge and Lee (1990) where

regions are assigned a number in order of increasing RA. If that region breaks up into smaller

knots then a letter is added after the complex number (e.g., 111a). Throughout the literature this

region identifier is typically preceded by either “HL90” or simply “HL” to indicate the origin of the

identifier. This is a simple and clear way of tabulating the H II regions found in this early study but

there are some significant shortcomings of this system now. One difficulty is in quickly identifying

regions in the Hα maps as regions are only numbered based on their RA while there can be a large

spread in Dec from one region to the next in the sequence. The other more problematic issue is that

with better resolution and sensitivity one would expect to identify new H II regions and complexes

breaking into more knots. When this occurs there is not a clear way in which to assign an identifier

to these new regions. If the next number in the sequence is assigned to each new region there would

no longer be a clear ordering based on RA, and reassigning numbers to each region with every new

identification would make comparison between studies exceedingly difficult.

We have therefore proposed a new naming convention that we believe addresses these issues

for our study and allows extension to future studies with even wider fields using the grid described

in Section 3.3.1. This numbering scheme simplifies identification of nearby regions in both RA and

Dec as well as extension to a larger FoV. This could be applied to the larger IC 10 H I envelope by

increasing the numbering range in Dec. and extending the RA designation to double and/or negative

lettering (e.g., AA or -A). Fainter H II regions may be identified in already occupied grid squares,

but the next trailing letter in the sequence can be added as these should have lower luminosity than

what is identified here.
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Figure 3A.1: Coordinate grid for proposed H II region naming scheme overlaid on an HST/ACS
image showing the optical extent of the galaxy. H II regions are named based on the lettered column
and numbered row corresponding to their center. This could be extended to the larger H I envelope
of IC 10 by going to larger positive and negative numbers as well as double and/or negative lettering
(e.g., AA or -A). The gold rectangle outlines the region of IC 10 which our KCWI observations fall
in.
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3B Impact of Radius Definition

The choice of how to define the radius of an H II region varies significantly between studies,

and particularly between local and high-redshift studies.

In observational studies of local H II regions there is wide variation in the methods used

to define the size of the region, with this often not being a critical aim of the study. For example,

the Green Bank Telescope H II Region Discovery Survey (HRDS) measures the sizes of 441 H II

regions in the Milky Way by taking the mean of the FWHM of Gaussians fit to the RA and Dec

components of continuum observations (Anderson et al., 2011). In the extensive CALIFA survey of

over 26,000 extragalactic H II regions, a custom procedure called HIIEXPLORER (Sánchez et al.,

2012b) (and the Python version PYHIIEXPLORER; Espinosa-Ponce et al., 2020) is used to identify

H II regions. This procedure is similar in methodology to astrodendro except that the maximum

expected extent of H II regions is provided as an input constraint. The sizes of identified regions

then tend towards a relatively uniform distribution (Sánchez et al., 2012b), and the authors note that

extracting reliable sizes was not a main goal of their methodology partly due to the resolution of

their observations.

Studies of local GMCs typically use the second moments of the cloud structure to determine

its properties (Heyer and Dame, 2015). Often the geometric mean of the second moments of the

cloud structure (in the direction of greatest elongation and perpendicular to that) is used to describe

the RMS extent of a cloud, σr. An empirical factor is then used to determine the radius of a spherical

cloud, R = ησr. This factor was first determined empirically in Solomon et al. (1987) to be η = 1.91

for converting their rectangular regions to spherical clouds and is used throughout the literature to

convert the second moments of a variety of structures to a spherical radius. Rosolowsky and Leroy

(2006) go through the derivation of this factor of η for a spherical cloud with a density profile of

ρ ∝ r−1 and determine a theoretical value of
√

6 ≈ 2.45. They suggest that deviation may be due

partly to the use of CO data to trace the GMC density which is shallower than the actual density

profile due to saturation in dense regions and lack of detection in low density regions. This would
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mean that the “true” value of η would lie somewhere between the empirical value of 1.91 from

Solomon et al. (1987) and the value of 2.45 determined from their toy model of a GMC. However,

they recommend continued use of the radius definition from Solomon et al. (1987) in order to

remain consistent with this data set. Since our observations are of ionized rather than molecular gas

we do not use this same factor of η , and instead assume a Gaussian profile in our determination of

r∗1/2 from the second moments.

Zaragoza-Cardiel et al. (2017) combine CO and Hα observations in local LIRGs with

regions identified using astrodenro. They define the radius, r, using the second moments of

the structures in both cases, with the factor of 1.91 from Solomon et al. (1987). They compare

the ratio of this radius to that derived from the area of the full structure, reff, and find an average

r
reff

= 0.86 ± 0.14. In another sample of local LIRGs with star-forming regions identified by

astrodendro, Larson et al. (2020) use reff to define the size of regions. Larson et al. (2020) also

performs a comparison of the astrodendro and CLUMPFIND identification routines finding similar

average radii and SFR, but a narrower range of fluxes for a given radius of star-forming region due

to a lack of local background subtraction.

In studies of high-redshift star-forming clumps, differences in the method used to determine

region sizes are also present, although perhaps less significant due to the decrease in resolution.

Wisnioski et al. (2012) compares the size determined from isophotes of constant flux and from

fitting a Gaussian to the radial surface profile of H II regions. They find reff from the isophotal

method to be systematically larger than r1/2 determined via Gaussian fitting, but the luminosities

to be consistent between the two methods. This comes from the emission being dominated by the

higher intensity cores of the H II regions. They argue that r1/2 from Gaussian fitting is a better

defined observational parameter as it is less likely to be contaminated by diffuse emission that could

be significant at high-redshift. Livermore et al. (2012) also compare clump sizes determined by

reff of CLUMPFIND isophotal structures and from fitting a 2D elliptical Gaussian profile to emission

peaks. They find that using CLUMPFIND for their sample gives 25% larger estimates of size than

from the FWHM of the 2D elliptical Gaussian, but include error bars encompassing both measures.
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They note a smaller deviation between their CLUMPFIND radii and the FWHM of fitted Gaussians

than in Wisnioski et al. (2012) due in part to the use of multiple isophote levels in CLUMPFIND that

does not need to be tuned in the same way as other single isophote methods.

Which of the many possible radius definitions is used has a significant impact on the typical

size of star-forming regions and on the scaling relationships determined from those properties. To

quantify just how much impact the choice of using the pseudo half-light radius (r∗1/2) definition for

the H II region radii has in this study we perform MCMC fitting with different choices of radius

definition and identification constraint for our sample. We fit the relationship between region size

and luminosity for (i) the IC 10 H II regions alone, for (ii) local samples only, and for (iii) the full

sample of local and high-redshift H II regions and clumps. These results are shown in Table 3B.

Table 3B.1: Radius Definition Implications

astrodendro Constraint Radius Definition Filtering Nregions Ravg Slopes
(pc) IC 10 Local All Data

2r > FWHM

r∗1/2 · · · 46 4.0 3.601+0.471
−0.385 3.049+0.029

−0.025 3.002+0.023
−0.024

r∗1/2 r>FWHM 20 5.6 2.972+0.793
−0.483 3.147+0.032

−0.035 3.067+0.032
−0.021

reff · · · 45 6.8 2.979+0.426
−0.344 3.045+0.025

−0.026 2.987+0.020
−0.028

rmaj · · · 46 5.1 3.176+0.451
−0.351 2.999+0.036

−0.026 2.951+0.031
−0.025

r > FWHM r∗1/2 · · · 23 6.1 2.888+0.558
−0.388 3.161+0.026

−0.025 3.043+0.025
−0.024

Note. — Results of model slope determined from MCMC fitting of the size-luminosity relationship for
IC 10 H II regions and the local and high-redshift comparison sample based on different ways of defining and
constraining the radius of IC 10 H II regions.
Col 1: constraint used in astrodendro to define an independent structure. The top section uses the more
relaxed constraint that the diameter of the region must be larger than the FWHM determined from standard star
observations (this always uses the definition of r∗1/2 to match the Gaussian fit to the stars PSF). In the bottom row
we require this diameter to be twice the standard star FWHM.
Col 2: radius definition used to determine H II region size; r∗1/2, and reff used as described in Section 3.3.1, and
rmaj is determined by converting the second moment in the direction of greatest elongation to the HWHM of a
Gaussian.
Col 3: additional filtering applied to exclude regions from MCMC fits beyond the manual filtering of bad regions
as described in Section 3.3.1
Col 4: Number of H II regions found in IC 10 based on these constraints and filtering.
Col 5: Average radius of IC 10 H II regions.
Col 6 - 8: slope and uncertainty determined from MCMC fitting of the size-luminosity relationship for IC 10
regions only (7), local regions only (8) and all local and high-redshift data (9).

Regardless of our chosen definition for region size, the slope of the local and full sample is
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consistent within < 5%. However, there is a larger difference in the slope of the IC 10 H II region

sample alone. Using the most relaxed resolution constraint in astrodendro and r∗1/2 produces

a slope for which the nominal value deviates by 18% from either a stricter resolution constraint

(bottom row) or the definitions of reff and rmaj for the region size. Fitting only the IC 10 H II regions,

however, leads to significantly larger uncertainties so the nominal slopes for each radius constraint

are still consistent within the 1σ uncertainties.
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3C Spectra Thumbnails

Figure 3C.1: Spectral thumbnails of [OIII]5007Å from all H II regions detected in the small slicer,
R∼18,000 observing mode. These lines are fit by a single Gaussian profile (except for J16a with
a double Gaussian profile) shown in cyan with the residuals shown in grey below the associated
spectrum. The spectra have been normalized to the peak of the [OIII]5007Å line.
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Figure 3C.2: Figure 3C.1 cont’d.
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3D H II Region Maps

Figure 3D.1: Thumbnail maps of H II regions identified in our KCWI observations. (Left): Flux
maps of the surrounding area. (Center Left): Velocity shift of spaxels within the H II region relative
to the systemic velocity of the region. (Center Right): Velocity shift of the H II region and the
surrounding gas. (Left): Velocity dispersion within the H II region and the surrounding gas. Regions
of elevated velocity dispersion may be indicative of outflowing gas, particularly when correlated
with a velocity shift relative to the surrounding gas.
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Figure 3D.2: Figure 3D.1 cont’d.
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Figure 3D.3: Figure 3D.1 cont’d.
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Figure 3D.4: Figure 3D.1 cont’d.

153



Figure 3D.5: Figure 3D.1 cont’d.
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Figure 3D.6: Figure 3D.1 cont’d.
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3E Additional Tables

Table 3E.1: H II Region Properties (small slicer, R∼18,000) — [OIII]4959Å

Region ∆V[OIII]4959 σ[OIII]4959 L[OIII]4959
(kms−1) (kms−1) (1035 ergs−1)

G16 -5.58 ± 3.31 16.62 ± 2.93 1.78 ± 0.43
G17 8.93 ± 2.00 16.06 ± 1.30 2.14 ± 0.42

H16a∗ -9.93 ± 2.24 17.82 ± 1.64 3.83 ± 0.77
H16b∗ -8.43 ± 1.51 13.90 ± 0.08 27.58 ± 5.10
H17a∗ -13.03 ± 2.85 15.04 ± 2.41 0.64 ± 0.15
H17b∗ -11.19 ± 2.82 11.25 ± 2.37 1.42 ± 0.37
H17c∗ 114.11 ± 7.08 6.29 ± 6.84 0.00 ± 0.00
H18a∗ -11.98 ± 1.62 27.70 ± 0.57 6.86 ± 1.27
H18b -139.53 ± 3.71 13.74 ± 3.40 0.12 ± 0.04
H18c 0.06 ± 8.43 40.66 ± 8.33 0.71 ± 0.18
H18d -16.77 ± 1.56 19.40 ± 0.37 6.29 ± 1.17
H18e -13.15 ± 1.52 15.40 ± 0.16 63.51 ± 11.76
I16a -4.43 ± 1.58 10.02 ± 0.45 12.36 ± 2.34
I16b 1.11 ± 1.60 11.96 ± 0.51 1.83 ± 0.35
I17a∗ 10.58 ± 3.07 17.33 ± 2.64 1.64 ± 0.37
I17b -0.75 ± 1.51 12.05 ± 0.03 33.67 ± 6.23
I17c∗ 0.62 ± 1.51 11.96 ± 0.08 7.59 ± 1.41
I18∗ 9.91 ± 2.77 16.96 ± 2.32 1.85 ± 0.41
I19a -18.99 ± 1.59 23.72 ± 0.50 7.44 ± 1.38
I19b∗ 94.05 ± 3.17 10.23 ± 2.78 0.44 ± 0.13
J15 -0.23 ± 1.59 14.13 ± 0.47 2.32 ± 0.44
J16a -2.57 ± 1.51 17.19 ± 0.01 1575.00 ± 291.40
J16b -15.57 ± 3.22 13.99 ± 2.83 0.55 ± 0.15
J16c -20.61 ± 1.82 13.70 ± 1.01 1.37 ± 0.27
J16d -13.21 ± 1.78 14.29 ± 0.94 2.91 ± 0.56
J17a -10.16 ± 1.51 17.10 ± 0.09 71.35 ± 13.20
J17b 3.42 ± 1.51 13.35 ± 0.10 7.21 ± 1.33
J17c 4.91 ± 1.69 14.73 ± 0.75 1.27 ± 0.24
J17d∗ -0.09 ± 1.51 11.75 ± 0.03 36.51 ± 6.75
J17e 8.05 ± 1.52 12.34 ± 0.19 4.55 ± 0.84
J17f 7.52 ± 12.41 30.73 ± 12.27 2.29 ± 0.94
J17g -17.71 ± 2.03 6.48 ± 1.36 0.00 ± 0.00
K16 -25.07 ± 1.86 17.76 ± 1.08 2.15 ± 0.41
L11 -2.98 ± 3.67 33.66 ± 3.36 2.22 ± 0.45

M11∗ -17.36 ± 1.56 7.70 ± 0.40 1.87 ± 0.36
M12∗ -45.03 ± 1.57 11.91 ± 0.47 38.69 ± 7.22

Continued on next page
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Table 3E.1 – Continued from previous page
Region ∆V[OIII]4959 σ[OIII]4959 L[OIII]4959

(kms−1) (kms−1) (1035 ergs−1)
M14 -15.74 ± 1.99 14.06 ± 1.29 0.84 ± 0.17

M16a∗ -18.22 ± 1.94 18.99 ± 1.20 5.37 ± 1.03
M16b -5.80 ± 1.53 15.02 ± 0.22 15.42 ± 2.86
M16c -9.71 ± 1.53 16.50 ± 0.23 63.82 ± 11.83
M16d -0.74 ± 1.51 15.85 ± 0.02 152.90 ± 28.28
N12a∗ -28.78 ± 1.74 13.44 ± 0.85 3.01 ± 0.58
N12b∗ -18.42 ± 4.73 27.99 ± 4.51 2.01 ± 0.46
N13a -18.81 ± 1.51 10.10 ± 0.05 79.24 ± 14.66
N13b∗ -20.45 ± 2.46 18.18 ± 1.94 4.25 ± 0.88
N15 -5.27 ± 2.31 31.11 ± 1.75 4.18 ± 0.80

Note — Properties of the [OIII]4959Å emission line
for H II regions in the small slicer, R∼18,000 observing
mode. Spectral properties are determined by fitting a
single Gaussian model to the emission line. Regions
with elevated σ in the surrounding gas are identified
with a ∗.

Table 3E.2: H II Region Properties (small slicer, R∼18,000) — Hβ

Region ∆VHβ σHβ LHβ SFRHβ

(kms−1) (kms−1) (1035 ergs−1) (10−6 M⊙ yr−1)
G16 17.92 ± 2.19 15.97 ± 1.53 3.66 ± 0.67 5.62 ± 1.03
G17 29.23 ± 1.99 16.81 ± 1.24 1.03 ± 0.20 1.58 ± 0.31

H16a∗ 10.40 ± 2.95 20.68 ± 2.46 1144.00 ± 205.80 1757.00 ± 316.10
H16b∗ 14.96 ± 1.55 16.42 ± 0.11 43.12 ± 7.81 66.22 ± 11.99
H17a∗ 17.68 ± 1.91 11.24 ± 1.12 114.60 ± 20.61 176.00 ± 31.65
H17b∗ 27.19 ± 4.09 21.70 ± 3.78 47.68 ± 8.58 73.23 ± 13.17
H17c∗ -9751.25 ± 0.00 0.00 ± 0.00 41.29 ± 7.43 63.41 ± 11.41
H18a∗ 12.89 ± 1.78 29.62 ± 0.88 40.64 ± 7.32 62.42 ± 11.25
H18b -2.11 ± 1.72 3.70 ± 1.11 38.82 ± 6.98 59.62 ± 10.73
H18c 162.40 ± 2.09 4.12 ± 1.06 6.11 ± 1.10 9.39 ± 1.69
H18d 15.09 ± 1.96 23.50 ± 1.21 14.68 ± 2.64 22.55 ± 4.06
H18e 10.59 ± 1.56 18.70 ± 0.23 6.34 ± 1.15 9.73 ± 1.76
I16a 16.77 ± 1.73 14.57 ± 0.76 0.98 ± 0.20 1.51 ± 0.31
I16b 21.68 ± 1.67 14.42 ± 0.63 0.68 ± 0.15 1.04 ± 0.23
I17a∗ 37.91 ± 2.54 14.63 ± 2.01 4.37 ± 0.90 6.71 ± 1.38
I17b 23.04 ± 1.54 14.88 ± 0.04 2.78 ± 0.52 4.27 ± 0.81
I17c∗ 23.40 ± 1.55 15.23 ± 0.14 1.60 ± 0.31 2.46 ± 0.47
I18∗ 44.85 ± 1.90 3.56 ± 1.23 81.26 ± 14.64 124.80 ± 22.48
I19a 27.09 ± 1.99 21.20 ± 1.26 6.36 ± 1.16 9.77 ± 1.77

Continued on next page
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Table 3E.2 – Continued from previous page
Region ∆VHβ σHβ LHβ SFRHβ

(kms−1) (kms−1) (1035 ergs−1) (10−6 M⊙ yr−1)
I19b∗ 185.28 ± nan 0.91 ± nan 3.48 ± 0.65 5.34 ± 0.99
J15 23.10 ± 1.71 17.59 ± 0.74 0.00 ± 0.00 0.00 ± 0.00
J16a 19.31 ± 1.54 19.47 ± 0.02 40.97 ± 7.44 62.92 ± 11.43
J16b 14.83 ± 1.90 11.49 ± 1.10 16.01 ± 2.97 24.59 ± 4.56
J16c 8.23 ± 1.89 16.91 ± 1.08 2.24 ± 0.41 3.44 ± 0.63
J16d 12.63 ± 1.69 14.14 ± 0.69 1.55 ± 0.42 2.38 ± 0.65
J17a 13.15 ± 1.56 18.80 ± 0.23 3.18 ± 0.61 4.89 ± 0.94
J17b 25.87 ± 1.55 18.16 ± 0.14 4.49 ± 1.15 6.90 ± 1.76
J17c 28.13 ± 1.92 13.38 ± 1.14 4.32 ± 0.86 6.63 ± 1.32
J17d∗ 22.76 ± 1.54 14.28 ± 0.04 1.72 ± 0.38 2.64 ± 0.58
J17e 32.93 ± 1.57 15.87 ± 0.30 1.39 ± 0.28 2.13 ± 0.42
J17f 14.11 ± 3.93 17.39 ± 3.59 0.00 ± 0.00 0.00 ± 0.00
J17g 19.14 ± 2.09 18.42 ± 1.40 1.59 ± 0.32 2.44 ± 0.49
K16 3.06 ± 1.77 17.26 ± 0.86 2.30 ± 0.47 3.54 ± 0.71
L11 120.89 ± nan 0.00 ± nan 160.50 ± 28.87 246.50 ± 44.34

M11∗ -3.30 ± 2.52 12.71 ± 1.98 37.43 ± 6.74 57.49 ± 10.34
M12∗ -45.03 ± 1.57 11.91 ± 0.47 1053.00 ± 189.40 1617.00 ± 290.90
M14 15.33 ± 1.98 12.16 ± 1.24 4.56 ± 0.93 7.00 ± 1.42

M16a∗ 16.24 ± 2.48 27.71 ± 1.94 71.69 ± 12.90 110.10 ± 19.81
M16b 16.99 ± 1.58 16.10 ± 0.33 4.14 ± 0.75 6.35 ± 1.15
M16c 13.23 ± 1.61 19.09 ± 0.45 0.87 ± 0.20 1.34 ± 0.30
M16d 20.07 ± 1.54 17.55 ± 0.03 3.42 ± 0.63 5.25 ± 0.97
N12a∗ 2.10 ± 2.05 12.41 ± 1.35 29.75 ± 5.36 45.69 ± 8.23
N12b∗ 2.73 ± 5.30 20.49 ± 5.07 1.48 ± 0.30 2.28 ± 0.46
N13a 4.87 ± 1.54 13.21 ± 0.09 7.51 ± 1.36 11.53 ± 2.09
N13b∗ 10.81 ± 2.10 19.56 ± 1.44 3.80 ± 0.84 5.83 ± 1.29
N15 15.79 ± 2.03 19.66 ± 1.30 0.00 ± 0.00 0.00 ± 0.00

Note— Properties of the Hβ emission line for H II regions in the small slicer,
R∼18,000 observing mode. Spectral properties are determined by fitting a
single Gaussian model to the emission line. Regions with elevated σ in the
surrounding gas are identified with a ∗.

Chapter 3, in full, is a reprint of the material as it appears in The Astrophysical Journal 2022.

Cosens, M., Wright, S. A., Murray, N., Armus, L., Sandstrom, K., Do, T., Larson, K., Martinez, G.,

Sabhlok, S., Vayner, A, and Wiley, J., The Astrophysical Journal, 929, 74, 2022. The dissertation

author was the primary investigator and author of this paper.
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Chapter 4

Liger for Next Generation Keck AO: Filter
Wheel and Pupil Design

Abstract

Liger is a next-generation near-infrared imager and integral field spectrograph (IFS) for the

W.M. Keck Observatory designed to take advantage of the Keck All-Sky Precision Adaptive Optics

(KAPA) upgrade. Liger will operate at spectral resolving powers between R∼4,000 - 10,000 over a

wavelength range of 0.8-2.4µm. Liger takes advantage of a sequential imager and spectrograph

design that allows for simultaneous observations between the two channels using the same filter

wheel and cold pupil stop. We present the design for the filter wheels and pupil mask and their

location and tolerances in the optical design. The filter mechanism is a multi-wheel design drawing

from the heritage of the current Keck/OSIRIS imager single wheel design. The Liger multi-wheel

configuration is designed to allow future upgrades to the number and range of filters throughout

the life of the instrument. The pupil mechanism is designed to be similarly upgradeable with the

option to add multiple pupil mask options. A smaller wheel mechanism allows the user to select

the desired pupil mask with open slots being designed in for future upgrade capabilities. An ideal

pupil would match the shape of the image formed of the primary and would track its rotation. For

different pupil shapes without tracking we model the additional exposure time needed to achieve

the same signal to noise of an ideal pupil and determine that a set of fixed masks of different shapes

provides a mechanically simpler system with little compromise in performance.
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4.1 Introduction

Liger is a next generation adaptive optics-fed integral field spectrograph (IFS) and imager

being designed to utilize the upcoming Keck All-Sky Precision Adaptive Optics (KAPA) upgrade.

Liger will provide improvements over existing instruments, operating at spectral resolving powers

up to R∼4,000-10,000 over a wavelength range of 0.8-2.4µm. The Liger imager will provide a

10mas per pixel plate scale with a field of view of 20.4x20.4 arcseconds. The design of the Liger

imager draws on the heritage of the existing OSIRIS imager (Larkin et al., 2006; Arriaga et al., 2018)

at Keck while the spectrograph is adapted from the extensive design work done for the InfraRed

Imaging Spectrograph (IRIS; Larkin et al., 2016), the first light instrument for the Thirty Meter

Telescope (TMT). The Liger IFS will be a duplicate of IRIS and become a pathfinder instrument for

it’s development, while the imager is being custom designed for Liger. A more complete overview

of the Liger instrument is provided in Wright et al. (2020).

Here we present the design of the Liger filter wheel and pupil stop. The imaging camera

serves as the reimaging optical system for the spectrographs, so these elements (as well as the rest

of the imager optics) will be simultaneously used by the spectrograph. This allows for improved

AO correction in the imager as well as improvements in masking the thermal background for the

IFS by making use of the larger pupil located in the imager. The key requirements for the design of

the filter and pupil wheels are listed in Table 4.1 below.

4.2 Filter Wheel

The design of the filter wheel draws from the heritage of the OSIRIS imager upgrade

(Arriaga et al., 2018), but is expanded to provide a significant increase in the number of available

filter slots. In order to provide a sufficient number of filter slots and fit the volume of the Liger

cryostat, we make use of three stacked filter wheels. Each wheel has it’s own dedicated motor,

switches, and detent, but follow the same design. A model of this three wheel design is shown in

Figure 4.1.
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Table 4.1: Filter and Pupil Wheel Requirements

Parameter Value

Operating Temperature 77K
Operating Pressure 10−5 Torr
Shock Load 4g (+ gravity)
Resonant Frequency to Avoid 8−80Hz
Time for Configuration Change 30 seconds

Filter Wheel
Minimum of Filters 42
Filter Diameter 1.5in
Filter Tilt 3◦ parallel to bench
Clear Aperture 36mm
Repeatability (radial) 1.5mm

Pupil Wheel
Positioning Tolerance (radial) 150 µm
Positioning Tolerance (along beam) 2mm

Each wheel consists of 18 filter slots for a total of 51 available slots (1 slot per wheel will

need to be a clear aperture). Each filter will be placed in a cylindrical housing sandwiched between

3.5mm spacers assembled so as to give each filter a 3◦ tilt. This complete filter assembly is shown in

Figure 4.2a and will be mounted to the filter wheels as a complete unit. The position of each wheel

is determined by a set of six binary switches, with each filter position corresponding to a unique

combination of open and closed switches. A corresponding “switch activator ring” is attached to

each wheel with slots for the needed “open” positions. A detent with an independent arm for each

wheel aids in holding the wheels in a stable position after they are moved to the desired slot and the

stepper motors are turned off.

The front wheel will be located 50mm behind the pupil plane at which point the beam will

be 25.8mm in diameter. The exit of the last filter wheel is ∼ 43mm behind this point. The beam

diameter by this point will be 29.4mm. We will be using 1.5in (38.1mm) filters mounted with a

retainer of diameter 36mm. The filters are held with a 3◦ tilt, making the projected clear aperture

area 35.95mm. This leaves 3.28mm radially for tolerance in positioning (with greater tolerance

at the first two wheels) before vignetting will occur. The stepper motors being used to position
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Figure 4.1: Model views of the full Liger filter wheel assembly. There are 18 filter slots per wheel
with one reserved for a clear aperture. (a): Full assembly with transparent housing to show internal
components. The motors for each wheel are mounted at the top of the housing on the opposite side
with individual spur gear assemblies (see Figure 4.2b) interfacing with the wheels. A stack of three
detents are located in the bottom right (see Figure 4.2c). These detents will provide enough force to
hold the filter wheel in a stable position during operation of the imager. Along the right side and
bottom of the filter wheel are six stacks of switches which will indicate the position of each wheel.
The rectangular tabs route the cables from the switches to the feedthrough at the top of the housing.
(b): Photo-realistic rendering of the filter wheel model. The production version will differ in that
the housing and any components in the beam path will be painted black to reduce scattered light.

the wheels have a step angle of 1.8◦ and a step accuracy of 3%. With the gear ratios discussed

in Section 4.2.1 and filters located at a radius of 145mm, this results in a positioning accuracy of

0.2mm radially from the center of the optical beam. There then remains 3.08mm in tolerance for

the manufacturing and positioning of the wheels.
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(a) (b) (c)

(d) Filter Assembly (e) Spur Gear Assembly (f) Detent Assembly

Figure 4.2: Close up views of key components of the Liger filter wheel. (a,d): Mounting assembly
for individual filters; this is similar to the design currently used in the OSIRIS imager expanded for
larger 1.5 in filters. Spacers (black) with a 3◦ tilt are placed on either side of the 1.5 in diameter filter
(transparent orange) inside the housing. These are held in by the retainer ring which also secures the
assembly in the filter wheel. The direction of the tilt is set by aligning notches cut into the spacers
and retainer ring and inserting a pin to prevent rotation. (b,e): Spur gear assembly which will be the
interface between the stepper motors and the filter wheels. The pinion will be directly coupled to
the stepper motor shaft with the larger gear mated to the gear teeth on the filter wheel. Ball bearings
are pressed into the housing (dark grey) on each side of the assembly to support the shafts. Since
the three filter wheels are stacked, aluminum spacers will be used to set the height of two of these
assemblies. (c,f): Detent assembly with three independent arms to maintain accurate positioning of
the filter wheels. The spring connected to each detent arm will be compressed by at least 0.08in via
the threaded spring housing (dark green) on the back of the detent in order to provide the proper
amount of force to prevent the wheel from slipping. The roller bearings are where contact will be
made with the filter wheels so that they are able to rotate when the stepper motors are active.
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4.2.1 Motor and Gearing

If we assume a filter change should be completed in 10 seconds for an initial calculation,

then we would require a rotation speed of ∼6 rpm at the filter wheel. Generally, the rotation speed

from the motor is dependent on the current provided and torque required, but this is a low torque

application that should not put any significant strain on the motor. As a starting point to design a

gear train we assume a nominal output speed of 150 rpm. This requires a significant speed reduction

and gear ratio of 25:1, requiring more than a single interface. We therefore design a simple assembly

making use of a 15 tooth pinion and a 36 tooth idler gear. The idler gear then interfaces with the

334 tooth filter wheel. We check for interference making use of the following equation (Budynas

and Nisbett, 2011) for the minimum number of teeth needed on the pinion:

Np =
2k

(1+2m)sin2φ

(
m+

√
m2 +(1+2m)sin2φ

)
(4.1)

where k = 1 for full-depth teeth, φ is the pressure angle (20◦), and m = NG/Np, the ratio of teeth

on the gear and pinion. The interface between the pinion and idler gear gives a minimum number

of teeth on the pinion of 14, so the 15 tooth pinion will not lead to interference. For the second

interface between the idler gear and filter wheel the minimum number of teeth on the idler gear is

16, so the 36 tooth idler gear does not lead to interference here either. If we were to remove the idler

gear, we would have m = NG/Np = 334/15 resulting in a minimum of 17 teeth on the pinion to

avoid interference. Therefore, the idler gear is required to maximize the speed reduction and avoid

interference. It should be noted that this achieves a gear reduction of ∼22:1, but further reduction

would require a more complex mechanism to avoid interference. With this ratio the motor would

need to be driven at an acceptable 140 rpm in order to achieve a wheel rotation speed of 6 rpm.

The assembly of these spur gears is shown in Figure 4.2b and included in the full filter wheel

assembly of Figure 4.1. For the two wheels further from the mounting plate, simple spacers and

shaft couplings are used to align and mate the gears with the motor and filter wheels.
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4.2.2 Detent

In order to maintain stable positioning of the filter wheel after moving to the correct slot,

as well as repeatability over time, we make use of a detent and corresponding catch ring for each

filter wheel. The mechanism consists of a lever arm pinned at one end with a spring attached

near the other end pushing the arm into the catch ring. A ball bearing is attached to the lever

arm providing the physical interface to the catch ring in order to allow the filter wheel to rotate

when the stepper motor is activated. The detent assembly consists of three lever arms and springs

which independently interface with the filter wheels. In order to fit a stack of three detents without

interference with the other wheels, bearings 1/4in larger in diameter were required than in the

OSIRIS counterpart. This increased the space radially between the point of contact with the wheel

and the rest of the detent assembly, allowing the switch activator rings of each filter wheel to pass

between the separated bearings while keeping the design of the detent arms consistent with the

OSIRIS imager upgrade. A model of the stacked detent is shown in Figure 4.2c, and the interface

between this mechanism and the filter wheels is shown in Figure 4.3.

The spring selected for the detent mechanism must provide enough force to the filter wheel

to prevent slipping but not forward driving from the motor. In order to determine the range of

potential springs we first calculate the amount of torque needed to prevent the filter wheel from

slipping due to mass asymmetries. Based on a solid model of the rotating components of the

filter wheel the center of mass is located at a distance of 0.27in from the center. This produces a

maximum torque of 29oz∗ in when it is at 90◦.

A standard spring should not reasonably prevent the stepper motor from moving the filter

wheel, but we calculate this upper limit as a sanity check. At the motor speed of 140 rpm determined

in Section 4.2.1, the output torque should be ∼ 31oz∗ in. The second spur gear in the assembly

described above is an idler gear so the torque transmitted to the filter wheel is simply dependent on

the ratio of the filter wheel and pinion radii: τwheel =
rwheel

rp
τmotor. This results in τwheel ∼ 690oz∗ in;

setting the upper limit of the torque that could be applied by the detent while still allowing rotation

of the filter wheel by the motor.
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Figure 4.3: Filter wheel model showing the interface between the wheel and the detents. The detent
is planar with the black catch ring which will be attached to the main wheel. This ring has notches
cut into the perimeter which correspond with each filter position. The bearing on the detent arm
will rest in this notch with the spring providing enough force to prevent the wheel from slipping
when holding a set position.

Based on the location of the detent and a spring compression and angle of contact between

the detent and wheel along with an initial assumption for the spring compression of 0.1in, this

results in a required spring constant, k, between 5.2 − 124.1lbf in−1. We therefore choose a spring

with k = 18.03lbf in−1, requiring ∼ 0.35in of compression (∼ 3× the assumed minimum). As

expected, this will not interfere with movement of the filter wheels when the stepper motors are

active. Further, we can assume ∼ 10% loss in spring constant over time. This would lower the

actual spring constant to k = 16.23lbf in−1, still well within the allowed range.
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4.2.3 Load Analysis

The filter wheel mounting must be able to endure not only the static load under gravity,

but also an additional 4g of shock load that may be experienced during shipping and/or operation.

The stress experienced in the mount was checked both analytically and computationally using the

SOLIDWORKS Simulation tools.

First, during normal operating conditions with only the static load due to the weight of the

filter wheels and housing, the stress throughout the filter wheel must be less than the yield strength

of the material (Sy = 276MPa for aluminum) and the deflection must be small enough that there is

no vignetting of the beam. This is first checked analytically by approximating the area over which

the load is experienced with the width of the bracket (160mm) and its thickness (20mm). The

first-order approximation of the stress is then simply σ = F/A where A is the area of the beam, and

the weight of the wheel under gravity provides the load, F. This results in σ = 53kPa << Sy. This

is a rough approximation of the stress in the aluminum bracket, but indicates the result is nowhere

near the yield strength of the material. More accurate modeling is performed in SOLIDWORKS,

particularly to identify areas of stress concentration such as the mounting bolts.

The second requirement for stability is that the deflection of the filter wheel and mounting

bracket under its own weight is small enough that there is no vignetting of the beam. This is

estimated by approximating the mounting bracket as a beam with one fixed end and a bending

moment at the other. This bending moment is caused by the weight of the wheel acting at the

assemblies’ center of mass 23.6mm away from the mounting bracket. The maximum deflection

at the end of the beam is given by the formula δmax =
ML2

2EI , where L is the height of the bracket,

E = 68.9GPa, the Modulus of Elasticity for aluminum, and I is the moment of inertia of the cross-

section. This resulted in a δmax << 1mm, and therefore the design of the bracket is not a concern

unless a stress concentration shows in the SOLIDWORKS Simulation or the connection between

the bracket and wheel causes excessive deflection.

Next, the stress and deflection experienced throughout the filter wheel mounting is simu-

lated with a simplified version of the model where just the mounting bracket and wheel housing
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components are included. The remainder of the assembly is approximated by including the weight

of the filter wheels as three remote masses located at their centers of gravity. The fasteners between

the model components are included with the required pre-load for their size and the contact radius

of the corresponding washer. SOLIDWORKS then evaluates both the stress and deflection under the

supplied loads. This is first performed with only the static load due to the weight of the assembly

(including the force input for the weight of components excluded in the simplified model). The

highest stress in the model is located under the M8 bolts between the filter wheel housing and

mounting bracket, but still gives σmax < 2Sy, meeting the required factor of safety of 2 (Figure 4.4).

The inclusion of an oversized washer under the bolt in addition to the belleville washer provides an

added reduction in the stress. The deflection of the model is also evaluated in this simulation, and

as can be seen in Figure 4.4, this is below 1mm throughout.

Figure 4.4: SOLIDWORKS Simulation results for stress (LEFT) and deflection (RIGHT) of the
filter wheel housing and mounting bracket under static load due to gravity. The stress is below yield
everywhere and the maximum deflection is < 1mm.

The filter wheel must also be able to withstand an additional 4g load during shipping and

operation. This is simulated by adding an additional source of loading to the simulations. A load of

5g was added in each direction (individually) for an additional factor of safety and to incorporate

the possibility for the assembly to be oriented in different directions during shipping. With the load
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added in the y-direction (adding to the weight of the filter wheel assembly), σmax is still < 2Sy (see

Figure 4.5), and deflection is < 0.1mm at the location of the filter window. The maximum stress

is at the same location and amount as in the static case, meaning that the pre-load on the bolt will

be the largest contributor of stress and the load of the filter wheel itself and any impact load will

be well distributed and well tolerated. Adding the 5g load on the side or back of the filter wheel

mounting plate results in a similar σmax ∼ 125MPa at the M8 bolts. This is still < 2Sy and should

not result in damage to the mount.

Figure 4.5: SOLIDWORKS Simulation results for stress (LEFT) and deflection (RIGHT) of the
filter wheel housing and mounting bracket under a 5g impact load in addition to its own weight.
The stress is below yield everywhere and the maximum deflection is < 1mm.

4.2.4 Modal Analysis

The instrument requirements from the Keck Observatory list frequencies that can be expected

in the range of 10 − 40Hz during shipping and 8 − 80Hz during operation, so the resonant frequency

of the mechanism should be at least > 80Hz. A frequency analysis was run in SOLIDWORKS

Simulation using the same simplified model as the load analysis with only the filter wheel mounting

components and housing in order to estimate the resonant frequencies. The mass of each wheel is

again added as a remote load offset from the mounting point with the force of gravity included. The
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simulation was run searching for the first five frequency modes with the results in Table 4.2 along

with the mass participation factor for each mode.

Table 4.2: Frequencies and mass participation for the first five modes of the filter wheel mounting

Mode Frequency (Hz) Mass Participation (%)
X-direction Y-direction Z-direction

1 151 3 0 0
2 93 0 11 7
3 107 5 0 0
4 132 0 0.1 20
5 202 0 0 0.1

The frequencies determined in the simulations meet the requirement to be > 80Hz. However,

it should be kept in mind that this is a simplified model that leaves out the internal components

mounted to the filter wheel housing, but also leaves out the rest of the instrument and cryostat which

should provide a significant amount of vibration isolation for sources outside the instrument.

It can be seen in Table 4.2 that the SOLIDWORKS frequency analysis gave the somewhat

unexpected result that the first modal frequency is higher than the next three. This seems to be due

to the inclusion of loading in the form of gravity and remote masses for the three filter wheels. With

no loads on the simplified filter wheel assembly, the first modal frequency is at 127Hz with the next

four increasing in frequency.

4.3 Pupil Wheel

Unlike our predecessor, the OSIRIS imaging camera, the Liger pupil masks will be held in a

dedicated mechanism at the pupil plane rather than being included with the filter wheel. The pupil

wheel contains slots for seven unique pupil masks as illustrated in Figure 4.6. The overall design

of the pupil wheel will mirror that of the filter wheel; making use of the same motor and switches

along with a similar detent mechanism. However, the positioning of the pupil masks requires higher

precision than the filters and therefore some additional components will be needed. In addition to

a detent arm keeping the wheel from slipping, the wheel will be pinched between spring loaded
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bearing mechanisms at three locations in order to keep it planar (see Section 4.3.2).

Figure 4.6: Model view of the current design for the Liger pupil wheel assembly with a photorealistic
rendering on the right. The same motor as the filter wheels is mounted at the top right with a unique
spur gear assembly. A single detent is located in the top left which is a more compact version of the
one in the filter wheel. Four switches and the three spring loaded bearing mechanisms shown in
Figure 4.10 are located around the perimeter of the wheel. The rectangular tabs route the cables
from the switches to the feedthrough at the top of the housing. Potential standard pupil masks are
shown in six of the seven available slots: two each of the annular, hexagonal, and matched hexagon
(matched to the edges of the primary mirror) patterns, while a transparent blue aperture denotes
a slot for the vector-APP coronagraph. The exact pupil masks that will be used have yet to be
determined.

A set of standard masks are currently planned to be used in conjunction with the pupil wheel

following the inscribed circle, hexagonal, and matched hex shapes, optimized to the short and long

ends of the Liger wavelength coverage, as well as specialty masks such as a vector Apodizing Phase

Plate (vector-APP) coronagraph. This unique type of coronagraph is designed for use at the pupil

plane to provide an increase in contrast for directly imaging exoplanets by creating a dark hole in

the point-spread-function (PSF) of the host star (Snik et al., 2012). Each of these masks will be

mounted to the pupil wheel in a standalone case with two alignment tabs as shown in Figure 4.7.
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These tabs will be used to perform small shifts in the position of each mask in order to meet the

required 150 µm radial positioning tolerance.

Figure 4.7: LEFT: Model view of pupil wheel components with pupil masks installed. RIGHT:
close-up view of the mounting for a single pupil mask with the corresponding alignment hardware.
The light gray aluminum “U”-shaped brackets on each side are fastened to the wheel and the three
set screws are used to push the tab on the dark gray pupil mask holder in order to achieve the
correct alignment. When each mask is aligned these brackets and set screws are removed leaving
the components shown on the left.

The use of a dedicated mechanism to house the pupil masks allows the possibility of adding

rotating masks rather than fixing their orientation. This would add significant complexity to the

design, so we therefore performed a trade study to determine the signal-to-noise gains of this

functionality.

4.3.1 Pupil Simulations

We simulate the background noise difference between using a mechanically fixed pupil mask

and a rotating pupil to match the field rotation on sky. We use the Keck pupil plane simulations

from Arriaga et al. (2016) which give a model of the throughput and background emission as a

172



function of position as the basis for this study. These models were developed using images from

the pupil-viewing mode of NIRC2 with the Kp (λ ∼ 2.124µm), PAH (λ ∼ 3.290µm), and Br-α

(λ ∼ 4.052µm) filters; we limit this analysis to the Kp filter as PAH and Br-α fall outside the

wavelength coverage of Liger.

The pixel scale was updated to the 10mas scale of the Liger Imager. Masks were generated

in the large-hex, inscribed circle, and matched hex shapes to calculate the Signal-to-Noise Ratio

(SNR) with different mask configurations. The dimensions of the masks were also taken from the

optimization of Arriaga et al. (2016). The SNR was calculated with a mechanically fixed mask

(giving relative rotation between the image pupil and the mask) as well as a rotating pupil mask

which would counter this relative motion keeping the orientation of the image pupil and the mask

fixed. The “signal” in these simulations is simply a value of 1×(exposure time) wherever the mask

is not present. Therefore the relative SNR between the rotating and fixed pupils is the important

parameter. In order to quantify this we evaluate the additional integration time needed with a

mechanically fixed mask to reach the same SNR as a mask that rotates. This additional time is

reported in Table 4.3 for a reference exposure time of 600s. In order for this to be an accurate

representation of the difference between the two scenarios we take into account the affects of pupil

mask misalignment and pupil nutation which we discuss in more detail below.

Table 4.3: Additional exposure time needed with a fixed mask to reach the SNR of a 600s integration
with an ideal rotating pupil mask.

Mask Elevation (◦) Additional Exposure Time (s)

inscribed
circle

20 25
30 25
50 35
80 25

hex

20 30
30 30
50 30
80 45

matched

20 40
30 30
50 35
80 65
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In images taken with the NIRC2 pupil viewing camera (Figure 4.8), it is clear that there is a

slight misalignment between the mask and the pupil image. This misalignment is expected to be

present in any system due to the very fine precision needed to perfectly align the mask and to then

keep it aligned over time while moving different masks in and out of the beam (particularly if the

mask is to rotate). We add a conservative relative offset of 4.5cm at the plane of the primary mirror

between the mask and the pupil image in our simulations to match that seen in Figure 4.8. This is

equivalent to a 0.1mm misalignment at the pupil plane. The real system may have a larger offset

than this over time after repeated cycles of changing pupil masks.

Figure 4.8: Images taken in March 2019 with the NIRC2 pupil imaging camera in the Kp filter after
the most recent upgrade to the instrument showing the relative alignment between the pupil stop and
the telescope pupil. All images were taken with the dome closed except for the bottom right. We
match the offset seen here to define the alignment accuracy of the pupil masks in our simulations.

The other affect we incorporate into these simulations is nutation of the pupil, which is

dependent on the elevation of the telescope and the AO K mirror rotation angle. This results in

an offset between the pupil image and the nominal location of the pupil mask. The affect is most

pronounced at large elevations where there is a higher rate of field rotation. This diminishes the

effectiveness of a rotating pupil mask in the regime where it would otherwise be the most useful. In

order to quantify the expected offset between the pupil and mask center, we make use of observations

performed with the pupil viewing mode of the OSIRIS imager. Exposures of the telescope pupil
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without masks in place were taken at a range of telescope elevation and rotator angles. The center

of the telescope pupil on the OSIRIS detector is determined from these images and converted to

position in cm at the plane of the primary mirror. For elevation angles above 60◦, we determine

an offset of (10, 8.5) cm in (x,y) at the plane of the primary mirror. For elevation angles between

45◦-60◦ we apply an offset of (8, 7) cm, and for elevation angles between 30◦-45◦ we apply an

offset of (6.5, 6) cm. We do not apply any offset below an elevation of 30◦, though there likely is

some. At each elevation, the pupil offset varies with the angle of the AO K mirror, so we use a

conservative estimate of the typical offset for inclusion in these simulations. Figure 4.9 shows the

alignment of the “hex” mask and pupil image at each of these elevation ranges.

(a) 20◦ (b) 30◦ (c) 50◦ (d) 80◦

Figure 4.9: Models of the Keck pupil and background at 4 different elevations with center offsets
derived from OSIRIS imaging. The scale of the models are shown in meters projected on the plane
of the primary mirror. As one can see, the deviation of pupil centers increases with higher elevation.
The rotation of the pupil image after 600s (starting with the mask aligned) is also shown here. The
rate of this rotation also increases with elevation.

This diminishes the difference in exposure time for the two cases being modelled to what is

reported in Table 4.3 for all elevation angles. Therefore we will proceed with a pupil wheel design

in which individual masks do not rotate. The current design of the pupil wheel with the fixed masks

is shown in Figure 4.6.

4.3.2 Planarity

The alignment of the pupil masks needs to be consistent over time and between different

masks. To help ensure this is met, axial bearings are added in three locations evenly spaced around
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the perimeter of the wheel. As can be seen in Figure 4.10, this uses a spring in compression to pinch

the wheel between two bearings. This allows the wheel to turn freely, but holds it from wobbling

in/out of the plane. This spring will be adjusted in order to provide enough force to maintain

planarity of the pupil wheel.

(a) (b)

Figure 4.10: Spring loaded bearing mechanism to maintain planarity of the Liger pupil wheel.
The spring at the top will be compressed to provide downward force through the upper bearing to
the switch activator ring (light gray) which extends radially outward from the pupil wheel (silver).
Three of these mechanisms will be located symmetrically around the pupil wheel.

To determine the required load provided to the pupil wheel from each of the axial bearings,

a SOLIDWORKS Simulation was performed with only the pupil wheel. The wheel was fixed where

it would be mounted to the axle and loads due to gravity as well as the three bearings were applied.

This was run under two conditions: 1mm and 2mm of compression in the axial spring to check the

amount of deflection across the active pupil mask in both scenarios. The results are shown in Figure

4.11.

4.3.3 Load Analysis

The stability of the mounting bracket was verified under the static load due to the weight of

the pupil wheel as a remote mass at its center of gravity (m = 0.5kg) using a simplified model of the

assembly in SOLIDWORKS as in the filter wheel case described in Section 4.2.3. The maximum
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(a) 1mm (b) 2mm

Figure 4.11: Deflection of the pupil wheel under gravity with the load of three axial bearings (pink)
with 1mm (LEFT) and 2mm (RIGHT) of compression in the springs. In both cases the deviation
from planarity of the pupil mask in the operational position (circled in black) is < 1 µm.

stress experienced by the bracket in the simulation was < 1/2 the yield strength of aluminum

(Sy = 276MPa). The deflection/deformation of the mounting plate must also be small enough that

no vignetting of the beam is expected to occur. The maximum deflection found in the simulation

under normal load is 0.04mm, but the deflection at the location of the active pupil mask is ∼ 8 µm

(Figure 4.12).

Figure 4.12: SOLIDWORKS Simulation results for deflection of the pupil wheel housing and
mounting bracket under static load due to gravity. The stress is below yield everywhere and the
maximum deflection is < 1mm with the deflection at the location of the active mask ∼ 8 µm.

The addition of a 5g shock load in the same direction as the force due to gravity (y-axis) in
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the SOLIDWORKS simulations does not produce a significant increase in deflection (still ∼ 8 µm

at the pupil location) with the maximum stress σmax ∼ 1/2Sy (Figure 4.13). This is therefore not

expected to cause performance issues or failure at the wheel mounting. Similarly shock loads in

the x and z-directions also produce σmax ∼ 1/2Sy. These loads would only be expected during

shipping but the pupil wheel is still required to withstand this type of force in order to be delivered

to Keck intact. It should be noted that the maximum load in all cases is directly under the bolts

securing the pupil wheel to the mounting bracket meaning that even if the actual stress were to be

double the simulated value failure of the mounting would not be expected as only a small area of

the part would undergo deformation.

Figure 4.13: SOLIDWORKS Simulation results for stress on the pupil wheel housing and mounting
bracket under static load due to gravity as well as an additional 5g shock load. The stress is below
yield everywhere with the maximum located under the bolt heads.

4.3.4 Modal Analysis

Just as for the filter wheel, a frequency analysis was run in SOLIDWORKS simulation

using a simplified model of the pupil wheel mounting components in order to estimate the resonant

frequencies. This model is the same as the one used in the stress simulations with the pupil wheel

housing added. The weight of the pupil wheel itself is accounted for in the form of a remote mass

added to the simulation as in the stress calculations. The simulation was run searching for the first
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five frequency modes with the results in Table 4.4. These all lie well above the frequencies to avoid

(8−80Hz), and therefore resonance should not be a problem.

Table 4.4: Frequencies and mass participation for the first five modes of the pupil wheel mounting

Mode Frequency (Hz) Mass Participation (%)
X-direction Y-direction Z-direction

1 150 0 0 11
2 263 2 0 25
3 382 1 0 1
4 565 1 14 1
5 643 1 0 31

4.4 Summary & Future Work

We have presented the latest design of the filter and pupil wheels for the Liger imager

and IFS. The full filter wheel will consist of three stacked wheels with 18 filters each (1 clear

aperture). These wheels will share a common assembly but will move independently as well as

having dedicated switches and detents.

A trade study was performed to determine whether adding a rotating pupil mask would

provide significant enough SNR gains to justify the added design complexity. Due to the impacts

of pupil nutation and mask misalignment this was determined not to be the case for Liger and we

will therefore proceed with the design of a pupil wheel in which individual masks maintain a fixed

orientation.

The pupil wheel contains slots for seven unique pupil masks including one slot for a

specialized vAPP. The pupil wheel makes use of largely similar components to the filter wheel with

a set of binary switches for positioning, the same stepper motor, and a smaller version of the filter

wheel detent. Spring loaded bearings are located around the perimeter of the wheel to improve the

planarity of the wheel and therefore the repeatability of mask alignment.

As demonstrated in the analysis shown here, both the filter and pupil wheels can withstand
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the required loads and have resonant frequencies outside the range of expected vibrations. Both the

filter and pupil wheels will be tested and assembled in a custom test chamber designed for use with

Liger (Wiley et al., 2020) which will operate at a temperature below 77K and vacuum of 10−5 Torr.
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Chapter 5

Liger at Keck Observatory: Imager Detec-
tor and IFS Pick-off Mirror Assembly

Abstract

Liger is a next-generation near-infrared imager and integral field spectrograph (IFS) planned

for the W.M. Keck Observatory. Liger is designed to take advantage of improved adaptive optics

(AO) from the Keck All-Sky Precision Adaptive Optics (KAPA) upgrade currently underway. Liger

operates at 0.84-2.45 µm with spectral resolving powers of R∼4,000-10,000. Liger makes use of

a sequential imager and spectrograph design allowing for simultaneous observations. There are

two spectrograph modes: a lenslet with high spatial sampling of 14 and 31 mas, and a slicer with

75 and 150 mas sampling with an expanded field of view. Two pick-off mirrors near the imager

detector direct light to these two IFS channels. We present the design and structural analysis for the

imager detector and IFS pick-off mirror mounting assembly that will be used to align and maintain

stability throughout its operation. A piezoelectric actuator will be used to step through 3mm of

travel during alignment of the instrument to determine the optimal focus for both the detector and

pick-off mirrors which will be locked in place during normal operation. We will demonstrate that

the design can withstand the required gravitational and shipping loads and can be aligned within the

positioning tolerances for the optics.
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5.1 Introduction

Liger is a new integral field spectrograph (IFS) and imager in development for the W.M.

Keck Observatory which will take advantage of the ongoing Keck All-Sky Precision Adaptive

Optics (KAPA) upgrade. Liger (Wright et al., 2019, 2022; Cosens et al., 2020; Wiley et al., 2020)

will provide a number of improvements over existing AO fed instruments including larger fields

of view, finer spectral resolution (up to R ∼ 8,000−10,000), and extending to bluer wavelengths

(0.84− 2.45 µm). The Liger design draws from the heritage of two key sources: the imager

component is custom designed for Liger but makes use of similar mechanisms to the Keck OSIRIS

imager (Larkin et al., 2006), and the spectrograph is a clone of the design developed for the

InfraRed Imaging Spectrograph IRIS (IRIS, Larkin et al., 2016, 2020; Zhang et al., 2018) — the

planned first light instrument for the Thirty Meter Telescope. Like IRIS, Liger will have two

spectrograph channels, a slicer and lenslet mode, which will share a common grating turret, three

mirror anastigmat cameras, and detector. The Liger imager filter and pupil wheel mechanisms

make use of similar gear, detent, and limit switch designs as OSIRIS, but with improvements to

the number of filter slots and the presence of a dedicated pupil wheel at the pupil location (Cosens

et al., 2020). For a full overview of Liger see Wright et al. (2019) and Wright et al. (2022).

Here we present the design of the assembly which will be used to mount and align the Liger

imager detector as well as the pick-off mirrors which feed the two spectrograph modes. These two

components require a common assembly to place the pick-off mirrors as close to the imager focal

plane as possible for the best optical performance. Key requirements for the detector assembly are

listed in Table 5.1.

The design of the detector-mirror assembly is outlined in Section 5.2 including the ad-

justability (Section 5.2.1 & 5.2.2) and baffling (Section 5.2.3) necessary to achieve the instrument

requirements. In Section 5.3, structural analysis is performed to verify performance of the assembly

under the loads and frequencies specified in Table 5.1.
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Table 5.1: Key Requirements: Detector and Pick-off Mirrors

Parameter Value

Operating Temperature 77K
Operating Pressure 10−5 Torr
Shock Load 4g (+ gravity)
Resonant Frequency to Avoid 8−80Hz
Focus Travel 3mm

Detector
Focus Accuracy 100 µm
Tip-tilt Range 2◦

Tip-tilt Accuracy 0.25◦

Pick-off Mirrors
Focus Offset Range 1mm
Tip-tilt Accuracy 0.2◦

5.2 Mechanism Design

The imager detector and the pick-off mirrors for the slicer and lenselt IFS are coupled to

the same mounting assembly on the imager optical plate (see Figure 5.1). The pick-off mirrors for

the two spectrograph channels will be made from a single piece of Zerodur. The orientation of the

optics will be semi-fixed to each other; the relative z-offset (into the beam) and rotation will be

independently adjustable within a small range. The alignment of the assembly in the x-direction

(parallel to the optical plate and perpendicular to the beam) and y-direction (height) as well as

tip-tilt for both the detector and pick-off mirrors, are adjusted manually where the assembly mounts

to the optical plate. An additional tip-tilt adjustment for the detector is built into the assembly, as

well as a rotation adjustment for the pick-off mirrors. The optimal z-position will be determined

by moving the assembly through a range of focus positions during alignment via a piezoelectric

linear actuator. This will yield the optimal offset between the detector and pick-off mirrors, that

then can be adjusted via set screws. Once optimal focus is determined between the detector and

pick-off mirrors the assembly is locked.
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(a): rendering (b): 3D print

Figure 5.1: (a): Rendering of the Liger imager detector and pick-off mirror mounting and focus
stage with all exterior baffling removed. The directional axes used throughout this paper are shown
on the left hand side. The y-direction (green) is used to denote the height above the optical plate; the
z-direction (blue) represents the direction of the beam path; and the x-direction (red) is parallel to
the optical plate and perpendicular to the beam. The pick-off mirrors (gold) for both the lenslet and
slicer IFS are made from one piece of Zerodur and are attached to the detector mounting so the two
mirrors are coupled in position. A baffle snout is included around three sides of the detector which
extends 12mm in front of the detector face to block scattered light. The pick-off baffle lowers onto
the top edge of this baffle snout and also extends to the same distance. The detector ASIC is held
below the detector mount connected via a flexible cable. Adjustability is built into the mounting
assembly in the focus position as well as the tip-tilt of the detector and pick-off mirrors. The height
(y-direction) and x-direction adjustment will be made at the base of the mount. (b): A full scale 3D
printed model of the same assembly with the baffling included around the ASIC. This model was
built to test the planned assembly procedure.

5.2.1 Focus Alignment

The mounting assembly is designed to allow the detector and pick-off mirrors to move

through a 3mm range of possible focus positions during the alignment process. This is accomplished

with the inclusion of a flexure between the mounting assembly base and the mounting points for the
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detector and pick-off mirrors. The flexure is made of AISI 304 stainless steel sheet metal cut into a

“U” shape that is bolted to the fixed base at the bottom and the mobile mount at the tops. As the

piezoelectric linear actuator pushes on the mount, the arms of the flexure bend and extend forward

as shown in Figure 5.2. To maintain planarity of the detector face throughout the travel range, two

extension springs are located above the arms of the flexure connecting the fixed base to the mobile

mount. The force from these springs pulls back on the top of the mount, preventing the detector

face from tilting forward as the flexure bends. Two support brackets are included between the fixed

base and the mobile mount. These supports have clearance slots that mate to threaded holes on the

fixed base. The screws at this location will be kept loose during focus adjustment, after which the

support brackets are secured to lock the assembly into place.

(a): neutral position (b): extended position

Figure 5.2: Side view of the detector and pick-off mirror assembly showing the AISI 304 flexure
(outlined in blue) component connecting the base with the rest of the mount as well as the extension
springs which maintain planarity of the system throughout the range of possible focus positions.
The image on the left shows the neutral position while the right image shows the flexure and mount
at the end of the 3mm travel range. During operation support brackets will be included on each side
(loosely fastened) to further maintain planarity and lock the system at the optimal focus position.
The brackets are excluded from these models to show the operation of the flexure.

Both the detector and pick-off mirrors are coupled to each other as they are moved through

the range of potential focus positions. There may be an offset between these best focus positions, in

which case the mounting arm attaching the pick-off mirrors to the main assembly may be adjusted
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by ±0.5mm in the z-direction with an accuracy of 100 µm.

It is important that there is no significant change in the tilt of the detector and pick-off

mirrors while determining the optimal focus position. To check the planarity of the mounting block

(and by extension the detector and pick-off mirrors) a simplified model is used in a static load

simulation within the SolidWorks Simulation suite. The weight of the mounting assembly as well

as remote masses for the detector and pick-off mirrors are included in the simulation as well as

all bolts (with pre-tension) and spring parameters used in the design. The bottom of the mounting

plate is designated as a fixture within the simulation. First, a baseline is determined by conducting a

simulation with no force from the actuator to yield the displacement across the detector face under

static load. Next a load is added at the location of the linear actuator to cause forward motion of

the detector mounting. The two cases must result in a difference in the tip-tilt angles < 0.2◦ in

order to meet the required tolerance. The displacement across the detector face mounting plate in

both simulations are shown in Figure 5.3. As can be seen, there is a small change in the tilt of the

detector mounting plane after the full 3mm of linear motion. However, this change amounts to only

0.02◦, significantly less than the 0.2◦ tolerance.

5.2.2 Positioning Adjustment

There are multiple adjustment points included in the detector assembly design which will

allow fine-tuning during alignment. There are six degrees of freedom to the position of the pick-off

mirrors and detector, although some have a limited range and/or require the use of shims at the base

of the mount. Some of these adjustments cause position changes to both the detector and pick-off

mirrors while others will only impact one. The separate adjustment of the detector and pick-off

mirrors is particularly useful in cases where an offset is required (e.g. focus position) or when a

tighter tolerance is required for one component than the other (e.g., tip-tilt).

First is the adjustment of the detector and pick-off distances in the z-direction (focus

position). As discussed in the previous section, there is a flexure and actuator which allows both the

detector and pick-off mirrors to be to be moved through the 3mm focus range to find the optimal
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(a): neutral position (b): extended position

Figure 5.3: Displacement from SolidWorks Simulation of static loading on detector stage at the two
extremes of the focus range from 0mm (a) to 3mm (b). The color scales are adjusted to highlight
the small deviation from planarity across the face of the front plate where the detector will mount at
the three clearance holes. In (a), there is a ∼ 0.4mm difference across the face of the plate, resulting
in an angle of 0.46◦. At the end of the focus range shown in (b), there is a ∼ 0.42mm difference
across the face of the plate, resulting in an angle of 0.48◦. The change in the angle between these
two extremes of the focus range is only 0.02◦, much less than the tolerance in this dimension.

position. We have designed flexibility in the alignment procedure if there is an offset in the optimal

position for the detector and the pick-off mirrors. If this occurs there is ±0.5mm over which the

pick-off mirror focus position can be adjusted independently of the detector with an accuracy of

100 µm (see Figure 5.4a).

The height of the detector assembly may be adjusted by including shims between the optical

plate and the mount. The height of the pick-off mirrors may be further raised above the detector

in increments of as little as 100 µm using a pair of set screws. The rotation of the pick-off mirrors

about the z-axis may be adjusted independently of the detector with an accuracy of 0.136◦ by

raising either side of the frame using these same set screws. The rotation of both components can be

changed by inclusion of shims on one side of the mounting plate. The position of both the detector

and pick-off mirrors in the x-direction can be adjusted by pushing the assembly along clearance

slots at the bolts connecting the two lowest plates shown in Figure 5.1. The pick-off mirror position

can be independently adjusted in the x-direction by ±0.25mm with an accuracy of 75 µm using the
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(a): focus position (b): x-position

Figure 5.4: Model views of where the pick-off mirror mounting attaches to the main assembly
with baffling removed. Left: Side view; the blue arrow shows how the focus position of the pick-
off mirrors can be adjusted independently of the detector using the highlighted set screws. This
adjustment can be made over a range of ±0.5mm with an accuracy of 100 µm. Right: Front view;
the blue arrow shows how the x-position of the pick-off mirrors can be adjusted independently of
the detector over a range of ±0.25mm with an accuracy of 75 µm using the highlighted set screws.
The rotation of the pick-off mirrors can be independently adjusted at the mounting location of the
pick-off frame.

set screws on the side of the pick-off mounting frame (Figure 5.4b).

The tip-tilt angle may be adjusted independently for the detector and pick-off mirrors. Set

screws can push the feet of the A frames which hold the detector to the main mount, allowing for a

range of ±1.13◦ of adjustability in tip and ±0.57◦ in tilt (Figure 5.5). The 0.25◦ tolerance is met

in both dimensions, with a quarter turn of the set screw giving a 0.17◦ change in tilt and a 0.09◦

change in tip. The tilt of the pick-off mirrors can be adjusted using the same set screws shown in

Figure 5.4a that are used to set the focus offset. By moving one side of the pick-off frame to a closer

or further offset position, slight adjustments to the tilt of the mirrors can be made with an accuracy

of 0.13◦. To adjust the tip angle of just the pick-off mirrors, the tip of both the mirrors and detector

must be adjusted via shims between the mounting plates, while the detector can then be separately

adjusted at the A-frames to compensate. The accuracy for the adjustment of the tip-tilt angle is less

than the tolerance (0.2◦ for the pick-off mirrors and 0.25◦ for the detector) even when including the

potential change in the tip angle at different focus positions.
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(a): tip (b): tilt

Figure 5.5: Model view of the detector mounting assembly illustrating the adjustability in tip (a)
and tilt (b) via set screws at the A frame feet. Left: pushing the top foot of the A frames on the sides
will result in changing the tip in the direction of the orange arrow. Likewise, pushing the bottom
foot will cause a change in direction following the blue arrow. The A frame on the other side of the
detector should be pushed in the same way for adjustments to the tip. Right: pushing both the top
and bottom feet of the A frame shown by the same amount will cause an adjustment to the tilt of the
detector following the blue arrow. Conversely, pushing the top and bottom feet of the A frame on
the opposite side of the detector will cause a tilt in the opposite direction.

5.2.3 Baffling

Baffling is included directly around the detector and pick-off mirrors as well as a baffle

around the entire mounting assembly for further reduction of stray light. A three-sided baffle slides

over the detector, extending 12mm in front of it. The top of this baffle is open due to the small

clearance between the detector and the pick-off mirrors. Here, a sheet metal baffle made from shim

stock is included that is coupled to the pick-off mirror wedge and lowered with it onto the assembly.

This baffle rests on the top corners of the detector baffle and extends 12mm past the front of the

detector to prevent light from scattering off the spectrograph re-imaging optics. A small lip is folded

over at each end of this baffle sheet to prevent reflections from the top and bottom corners of the

pick-off mirror wedge. Two additional baffles made of shim stock will slide in the sides with a fold
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to prevent reflections from pick-off mirror edges. This internal baffling setup is shown in Figure

5.6a, and the external baffling demonstrated in Figure 5.6b.

(a): internal baffling (b): external baffling

Figure 5.6: Model view showing the baffling around the detector and pick-off mirrors. Left: The
three sided baffle around the detector (light blue) extends ∼ 0.7mm above its edge (< 0.1mm above
the Teledyne detector package) in order to protect this critical component while the pick-off mirrors
are lowered into position. The sheet metal baffle (green) attached to the pick-off frame along with
the mirror rests on this top edge and provides a roof over the detector to prevent ghosting from
the re-imaging optics located after the pick-off mirrors. The silver baffles on the sides fold over
the edges of the pick-off mirrors to prevent reflections off the corners. All of these baffles will be
painted black; the color shown in the model is for illustrative purposes only. Right: Baffling (shown
as transparent black) is also included around the full assembly including a separate box around the
ASIC which extends below the optical plate.

5.3 Structural Analysis

In order to determine how the assembly will respond to loading, a simplified model with only

the mounting components is analyzed within the SOLIDWORKS Simulation suite. The baffling,

detector, pick-off mirrors, and all fasteners are removed in this simplified model. The weight of the

detector and pick-off mirrors are accounted for in the form of remote masses, and bolted joints are
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specified in the simulation with the fastener dimensions and pre-load. Like the simulation at each

end of the focus range, the bottom of the mounting plate is designated as a fixture.

With only the static load due to gravity the maximum stress is < 2/3 the yield strength of

aluminum (Sy = 276MPa). The areas of the highest stress are located under bolted connections due

to pre-loading while elsewhere the stress is < 1/2Sy. The assembly is required to withstand an

additional 4g’s of loading during shipping and/or earthquakes. With this load applied in the vertical

direction (adding to the static load due to gravity) the maximum stress in the model is still < 2/3Sy,

located underneath the bolted connections between the pick-off frame and the intermediate plate

(Figure 5.7). Since the 4g load may be experienced during shipping it may occur along any direction.

With the shock load applied in the x- and z-directions the maximum stress is located under an A

frame bolted connection instead, but is still < 2/3Sy. In all loading cases the stress outside of the

bolted connections is < 1/2Sy.

Figure 5.7: Stress (left) and deflection (right) for simulation of the detector mounting under both
static and an additional 4g shock load in the vertical direction (5g total). The maximum stress
determined is < 2/3Sy underneath bolted connections and < 1/2Sy elsewhere with negligible
deflections.

If the best focus position involves full extension of the flexure, there will be a higher stress in

the steel flexure itself. As shown in Figure 5.7, the mount as a whole will not fail since the support

brackets will hold it up, but we also want to ensure that the flexure is not damaged so that focus
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adjustments can be made later in the life of the instrument. To investigate the worst case scenario

with the highest stress, the 4g shock load is simulated with a deformed flexure in the most extended

configuration (with the optimal focus furthest from the starting estimate). This results in the stress

throughout the flexure being well below the ultimate strength of AISI 304 steel (505MPa) except

for at a single edge of the flexure. This is at the location of a modification to the deformed flexure

model needed in order to create parallel surfaces for mating parts. This is likely creating an artificial

stress concentration which will not be present in the fabricated part. Outside of this modified edge

of the flexure, the stress is below the ultimate strength throughout, and outside of the compressive

stress under fasteners, the stress is also below yield.

A frequency analysis was run in SOLIDWORKS Simulation using the simplified model

in order to estimate the resonant frequencies. The mass of the detector and pick-off mirrors are

again added as a remote load offset from the mounting point with the force of gravity included. The

simulation was run searching for the first five frequency modes for the simplified model used in the

load simulations as well as with the external baffling included (Table 5.2 & 5.3 respectively). As

can be seen from the lower mass participation factors in Table 5.3, the external baffling largely does

not participate in the modal response.

Table 5.2: Frequencies and mass participation for the first five modes of the imager detector and
pick-off mounting without external baffling

Mode Frequency (Hz) Mass Participation (%)
X-direction Y-direction Z-direction

1 345 0.2 28 14
2 368 40 0.2 0
3 480 0 0 2
4 787 0 9 32
5 804 0 0.3 0.8

The instrument requirements list frequencies that can be expected in the range of 10−40Hz

during shipping and 8−80Hz during operation, so the resonant frequency of the mechanism should

be at least > 80Hz. The frequencies determined in the SolidWorks simulations lie well outside of
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Table 5.3: Frequencies and mass participation for the first five modes of the imager detector and
pick-off mounting without external baffling

Mode Frequency (Hz) Mass Participation (%)
X-direction Y-direction Z-direction

1 331 0.1 20 8
2 355 27 0.1 0
3 483 0 0 0.8
4 744 0 5 23
5 850 0.8 0 0

this range.

5.4 Summary

A single mounting assembly and housing will be used for the Liger imager detector and

the IFS pick-off mirrors. This assembly will hold these optics < 1mm away from each other

while allowing adjustability in multiple axes. The detector and pick-off mirrors can be adjusted

both together and individually, although with a smaller range of individual adjustment. Baffling is

included around the individual optics as well as the full assembly to protect from scattered light and

ghosting off the surfaces of other optics.

Analysis was carried out on the imager detector and IFS pick-off mirror mounting assembly

to verify that the design meets the requirements. The planarity of the mounting points were

evaluated throughout the range of focus positions by simulating the mechanism reaction to a force

at the location of the linear actuator. The deviation from planarity across the 3mm range of travel

was 0.02◦; well within the 0.25◦ tolerance. Next the strength of the mount was evaluated under

both static and an additional 4g shock load. In both cases the maximum stress determined in the

simulations is under bolt heads and is not expected to lead to failure. Modal frequencies were also

determined using the SOLIDWORKS simulation tools, with all frequencies falling well above the

8−80Hz range the system is expected to be subjected to.

The detector and pick-off mirror mount will be assembled and alignment performed in a
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custom cryogenic vacuum chamber designed for use with the Liger imager which will operate at a

temperature below 77K and vacuum pressure of 10−5 Torr (Wiley et al., 2020). The unique design

of Liger allows simultaneous imaging and spectroscopy which both improves the performance of

the instrument and provides useful science benefits. For example, simultaneous imaging in crowded

field observations (e.g., globular clusters or the galactic center) can provide accurate astrometry

and real time measurements of the telescope and instrument point-spread function. Having the

light for the spectrograph modes first pass through the imager provides benefits such as improved

background masking at the larger pupil located in the imager (Cosens et al., 2020). It also allows for

improved AO correction in the imager without sacrificing the IFS performance. The design of the

detector and IFS pick-off mirrors is critical to maintaining this performance. The closer the pick-off

mirrors are to the detector, the lower the wavefront error is for both as it is best in the center and

degrades with increasing radius.
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Chapter 6

Conclusion

Studying star forming regions is key to understanding how galaxies evolve over time. The

host galaxy influences the properties of the star forming regions through environmental conditions

like the availability of fuel (molecular gas) and sites of gravitational instability where star formation

can begin. Likewise, as star formation progresses the energy imparted to the ISM has a profound

impact on the environment. This can cause the surrounding gas to be expelled from the region or

even the galaxy and is thought to be a major factor in shutting down further star formation. In order

to understand the evolution of galaxies from what we observe in the distant universe to those locally

we must also understand the formation and evolution of their star forming regions.

I began my thesis work in Chapter 2 with a study aiming to understand the properties

of the large, kiloparsec-scale clumps of star formation observed at high redshift and how they

compare to their local counterparts. To do this I gathered a comprehensive set of star forming region

observations from high redshift (1 ≲ z ≲ 5), lensed and un-lensed galaxies as well as a wide range of

local comparisons from regions in the Milky Way to local turbulent disk galaxies. I then developed a

Bayesian MCMC code in order to fit the scaling relationships between different measured properties

of the star forming regions with an emphasis on the relationship between the regions size and

luminosity. The slope of this relationship can be used to differentiate between different formation

modes of the regions, and previous studies had found offsets in luminosity between local and high

redshift samples. The Bayesian MCMC code was a necessary and new addition in my study in order

to incorporate measurement uncertainties on all dimensions independently as well as additional
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fitted parameters for intrinsic scatter. Using this powerful tool and expansive observational data

set I was able to perform robust fits to the sample as a whole as well as divide the data into key

subsets to investigate the potential for redshift evolution in the scaling relationships or selection

biases between types of observations. I found no evidence of an evolution in the size-luminosity

relationship with redshift, nor a bias in sample selection between high redshift lensed and unlensed

galaxies. What I did find was evidence of a break based on ΣSFR, with high and low ΣSFR star

forming regions exhibiting different slopes in the relationship between size and luminosity. The

high ΣSFR subset exhibit a slope L ∼ r3, consistent with Jeans collapse, while the low ΣSFR subset

exhibit a slope L ∼ r2 which can be explained by collapse due to Toomre instability. However, both

of these slopes can also be explained without the need for differing formation modes and can simply

be explained as Strömgren spheres impacted by the geometry of the host galaxy disk.

In the course of this investigation I identified key areas of the parameter space in need of

observational constraints. In particular, observations of small, low luminosity star forming regions

which set the intercept of the scaling relationships were missing. There was also a limited number

of observations taken with IFS, limiting the feasibility of investigating the impact of kinematics as a

third parameter in the scaling relationship fits. In order to address both these areas simultaneously,

in Chapter 3, I sought to observe a new sample of star forming regions in IC 10, the nearest starburst

galaxy to the Milky Way. The starburst nature of IC 10 provided a large sample of star forming

H II regions to observe, and its close proximity allowed for extremely high spatial resolution when

combined with the 10-m diameter Keck telescope and the KCWI IFS. With these high spatial and

spectral resolution observations covering ∼ 1.25 sq. deg. of IC 10, I identified 46 individual H II

regions with an average radius of only ∼ 4pc, and SFR ∼ 1.3×10−4 M⊙ yr−1.

The goals of these KCWI observations were two-fold: first to better constrain the scaling

relationships through the intercept of the size-luminosity relation and multi-parameter fits; and

second to study the detailed internal ionization state and kinematic properties of local H II regions

in order to better understand their formation and evolution. Instead of constraining the intercept of

the scaling relations however, I discovered that with the improved resolution of KCWI over prior
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imaging, the H II regions of IC 10 are actually offset to higher luminosity and velocity dispersion

for a given size. I found that this is likely due to these regions being young and undergoing active

expansion rather than being virialized. From measurements of the H II region luminosities and

gas velocities I estimated the balance of outward pressure from star formation feedback against

inward pressure from gravity and surrounding turbulent gas. This results in 89% of the H II regions

showing greater outward than inward sources of pressure. The dominant contribution to this outward

pressure comes from thermal pressure in gas that has been heated by the young stars in the H II

region, providing a ∼ 3 orders of magnitude greater contribution than direct radiation pressure.

I also found five H II regions with bordering turbulent gas volumes which can be supported by

energy originating from the star forming region. In two of these regions the turbulence is most

likely supported by energy from stellar winds while the other three are consistent with the energy

which would be provided by champagne flows in which neutral gas is heated causing an area of

overpressure and rapid gas expansion. The estimates of pressure and energy in IC 10’s H II regions

provide interesting insights into the effectiveness of star formation feedback in young, compact H II

regions. Most notably, implying that pressure from warm gas may be more effective than it was

expected to be when the ionizing cluster has a low stellar mass.

The observational work in my thesis and the studies that will advance our understanding

of star forming regions in the future are made possible by the development of new telescopes and

instruments. This instrumentation work provides improvements in sensitivity, resolution, field of

view, and wavelength coverage necessary to push our understanding of the universe forward. With

the need for these improvements in instrumentation in mind, I have also worked extensively on

the design of the new Liger imager and IFS for Keck Observatory. Liger will take advantage of

an adaptive optics upgrade at Keck and provide coverage of bluer wavelengths, larger fields of

view, and higher spectral resolution than current IFSs. For example, the wavelength coverage of

Liger will allow for observations of near-IR emission lines in nearby galaxies which can be used to

provide constraints on the excitation mechanisms and ages of star-forming regions (e.g., Paβ , Brγ;

Dale et al., 2004). As these lines are emitted at longer wavelengths, they are less sensitive to dust
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obscuration than Hβ and Hα . The high spectral resolution will also mean the [FeII] and Paβ lines

will be deblended, and the ratio can be used as a probe of the excitation mechanism. As described

in Chapters 4 & 5, I have designed three major opto-mechanical components of the Liger imager

and sequential spectrograph: the filter wheel, pupil wheel, and imager detector focus stage. The

filter wheel consists of three independent wheels which can hold up to 51 different filters used to

select the desired wavelength range of the observations. The pupil wheel contains seven slots for

unique pupil masks which block the background light. The imager detector focus stage holds the

detector as well as pick-off mirrors for the two unique spectrograph channels. The stage will move

these optics through a 3mm range of travel during initial alignment and then be fixed at the optimal

position. Proper operation of these components are critical to the performance of Liger and the

ability to achieve the amazing science planned for this instrument.

6.1 Looking Ahead

As discussed in Chapter 3, supplementary observations of the same field in IC 10 were carried

out with the “large slicer, R∼900” configuration in order to expand the wavelength coverage and

obtain an estimate of the extinction correction and metallicity. However, due to time constraints these

observations were shallow, giving only indirect metallicity estimates from strong line calibrations in

the highest signal-to-noise regions. In order to more fully understand the conditions of the ionized

gas and the impact feedback may have on the H II regions and diffuse gas metallicity a follow-up

study utilizing deeper observations in this mode are underway. This will enable not only metallicity

estimates from the strong line method throughout the HII regions and diffuse gas, but also more

accurate direct metallicity measurements from the faint auroral [OIII]4363Å line in bright regions.

Measurements of the metallicity throughout IC 10 will provide insight into variations between

H II regions and diffuse gas and allow the investigation of chemical enrichment at the locations of

potential outflows, which if present would provide evidence that the turbulent outflows are due to

the mass loss in stellar winds rather than champagne flows.

Another interesting finding in Chapter 3 was that the compact H II regions of IC 10 do
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not appear to be virialized and are offset from the typical scaling relationships between measured

properties. The question remains whether this is typical with the improved resolution of modern

IFSs or is an effect of the recent starburst in IC 10. To answer this, a larger sample of H II regions

measured in a similar way across a range of star-forming environments is needed. Further, there are a

limited number of studies like that of Chapter 3 which observationally characterize the effectiveness

of different feedback mechanisms, making it difficult to broadly asses the regimes in which different

mechanisms are effective at clearing gas from the surroundings and potentially quenching further

star formation. The Local Volume Mapper (LVM), as part of the next generation of the Sloan

Digital Sky Survey (SDSS), is designed to address this observational limitation by providing IFS

observations mapping the Milky Way midplane, the Magellanic Clouds, and other local volume

galaxies (Kollmeier et al., 2017). This survey will provide < 1pc resolution observations within the

Milky Way and ∼ 10pc resolution in the Magellanic Clouds, similar to our KCWI observations

of IC 10. The wide wavelength coverage (3,600− 10,000Å) and R ∼ 4,000 spectral resolution

planned for LVM will allow measurement of photoionization rates, ionized gas kinematics, and

oxygen abundance measurements in a large sample of star forming regions and ISM gas. This

will allow for a similar study as Chapter 3 of the impact of different mechanisms of star formation

feedback on a much larger scale with which environmental trends can potentially be discovered.

Perhaps the most exciting new observatory for astronomers is the James Webb Space Tele-

scope (JWST), which was successfully launched on December 25, 2021 and will begin science

operations soon. JWST has two on-board IFSs with the Near Infrared Spectrograph (NIRSPEC)

operating between 0.6−5microns and the Mid-Infrared Instrument (MIRI) covering longer wave-

lengths between 5−28microns. These long wavelengths are — for the most part — not accessible

from the ground due to the presence of the atmosphere so we need space based telescopes to conduct

observations in this regime. There are many observing programs planned with JWST that will

advance our understanding of how star formation interacts with and influences the host galaxy,

including some early release programs which will be among the first observations taken in the next

few months. One early release science program from the GOALS team will target the nuclei of
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local galaxies with the NIRSPEC and MIRI IFS modes to observe the conditions and kinematics of

the ISM at 50−100pc scales (Armus et al., 2017). These observations cover infrared wavelengths

allowing detailed mapping of features such as the dust continuum and emission from molecular

hydrogen. The longer wavelengths covered by JWST will also allow observations of the obscured

component of star formation at z ∼ 1− 3 that is missed with Hα . At even higher redshift, the

optical emission lines used locally to measure H II region and ISM conditions like metallicity will

be shifted into the wavelength bands of JWST. Single slit spectroscopy with NIRSPEC will measure

emission lines originating from the ionized gas in galaxies out to z ∼ 10 enabling studies of the

ISM conditions (e.g., ionization parameter and metallicity) in some of the earliest galaxies (e.g.,

Finkelstein et al., 2017).

Looking further ahead, the next generation of ground based optical and near-IR observatories

with primary mirror diameters of 25- to 40-m (known as ELTS) will allow for significant advances

in the observational study of resolved star forming region properties. This class of telescopes, which

includes the European Extremely Large Telescope (e-ELT; 39 m), the Giant Magellan Telescope

(GMT; 25 m), and the Thirty Meter Telescope (TMT; 30 m), will provide spatial resolution better

than 100 pc when observing Hα emission at z = 1 and operating at the diffraction limit. This

significant improvement in resolution will help to bridge the gap in the level of detail that can be

observed in local versus high-z star forming regions. This will allow astronomers to probe whether

there are more compact substructures within high-z clumps visible in emission line maps, and the

kinematic details of individual clumps can be probed with greater accuracy to test the presence of

rotating or expanding gas. The larger primary mirror also provides greater sensitivity as the 3×

greater diameter gives a 9× greater collecting area. This not only means that exposure times can

be shorter to achieve the same signal to noise as current telescopes, but also that fainter emission

lines can be detected in sources where it is currently not possible. For example, the faint auroral

[OIII]4363Å emission line will not only be detectable at high-z, but the IFSs planned for the ELTs

should be able to perform resolved observations of this emission line throughout the galaxy for

direct measurements of metallicity gradients.
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With the new optical and near-infrared instruments and observatories on the horizon we will

be able to greatly improve our understanding of the interplay between star-forming regions and

their host galaxies. In this thesis I have shown that there is not a simple redshift evolution to the

scaling relationships between star-forming region properties (and therefore the region formation

mechanism and evolution). Instead, I have shown that there is evidence of a break into distinct

samples of high and low ΣSFR with differences in either formation mechanism or geometry relative

to the host galaxy disk that is independent of redshift. In studying the local starburst galaxy IC 10, I

have shown that the H II regions around these low mass star clusters are likely expanding due to

active feedback from the ionizing cluster. The dominant contribution to outward expansion of the

ionized gas appears to be due to warm gas pressure, a mode of feedback previously thought to be

less effective in these low mass environments.

These observations provide a key stepping stone to fully utilizing the next generation of

telescopes and surveys. The analysis techniques and methodology used for the KCWI observations

of IC 10 can be extended to a larger sample of star forming regions from more expansive observing

campaigns and surveys like SDSS/LVM in order to consistently estimate the effectiveness of

different feedback mechanisms across a range of environments (i.e., metallicity, age, stellar mass).

The observations of local H II regions in this thesis are also highly complimentary to the capabilities

we will soon have with JWST. The longer wavelength coverage of JWST will probe the dust and

molecular gas phase of the ISM locally for another view of the physical conditions and impact of

the energy from star formation feedback. JWST will also allow astronomers to observe the same

optical emission lines at high redshift which are used to estimate the ionization state and metallicity

of the gas, providing clues to the evolution of galaxy environments over time. The ELTs will not

only be able to measure these emission lines at intermediate redshift, but they will be able to resolve

them throughout the galaxies, differentiating between gas in the star forming clumps and the ISM.

They will also allow astronomers to resolve more details of the clump substructure and internal

kinematics. This will allow the cause of the ΣSFR break I found in the size-luminosity scaling

relationship to be probed with greater detail in this regime. These new observational tools, and
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others which will be developed in the future, will help to better answer key questions such as how

the star forming environment changes over cosmic time and what impact that star formation has on

shaping the host galaxy.
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J. Andersen, Nordströara, B. m, and J. Bland-Hawthorn, editors, The Galaxy Disk in Cosmological
Context, volume 254, pages 289–300, Mar. 2009. doi: 10.1017/S1743921308027713.

B. G. Elmegreen, F. Bournaud, and D. M. Elmegreen. Bulge Formation by the Coalescence of Giant
Clumps in Primordial Disk Galaxies. ApJ, 688(1):67–77, Nov. 2008. doi: 10.1086/592190.

D. M. Elmegreen, B. G. Elmegreen, and A. C. Hirst. Discovery of Face-on Counterparts of Chain
Galaxies in the Tadpole Advanced Camera for Surveys Field. ApJL, 604(1):L21–L23, Mar. 2004a.
doi: 10.1086/383312.

D. M. Elmegreen, B. G. Elmegreen, and C. M. Sheets. Chain Galaxies in the Tadpole Advanced
Camera for Surveys Field. ApJ, 603(1):74–81, Mar. 2004b. doi: 10.1086/381357.
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M. Y. Grudić, D. Guszejnov, S. S. R. Offner, A. L. Rosen, A. N. Raju, C.-A. Faucher-Giguère,
and P. F. Hopkins. The dynamics and outcome of star formation with jets, radiation, winds, and
supernovae in concert. MNRAS, 512(1):216–232, May 2022. doi: 10.1093/mnras/stac526.

Q. Guo, E. Tempel, and N. I. Libeskind. Galaxies in Filaments have More Satellites: The Influence
of the Cosmic Web on the Satellite Luminosity Function in the SDSS. ApJ, 800(2):112, Feb.
2015a. doi: 10.1088/0004-637X/800/2/112.

Y. Guo, H. C. Ferguson, E. F. Bell, D. C. Koo, C. J. Conselice, M. Giavalisco, S. Kassin, Y. Lu,
R. Lucas, N. Mandelker, D. H. McIntosh, J. R. Primack, S. Ravindranath, G. Barro, D. Ceverino,
A. Dekel, S. M. Faber, J. J. Fang, A. M. Koekemoer, K. Noeske, M. Rafelski, and A. Straughn.
Clumpy Galaxies in CANDELS. I. The Definition of UV Clumps and the Fraction of Clumpy
Galaxies at 0.5 ¡ z ¡ 3. ApJ, 800(1):39, Feb. 2015b. doi: 10.1088/0004-637X/800/1/39.

S. Hannon, J. C. Lee, B. C. Whitmore, R. Chandar, A. Adamo, B. Mobasher, A. Aloisi, D. Calzetti,
M. Cignoni, D. O. Cook, D. Dale, S. Deger, L. Della Bruna, D. M. Elmegreen, D. A. Gouliermis,
K. Grasha, E. K. Grebel, A. Herrero, D. A. Hunter, K. E. Johnson, R. Kennicutt, H. Kim, E. Sacchi,
L. Smith, D. Thilker, J. Turner, R. A. M. Walterbos, and A. Wofford. H α morphologies of
star clusters: a LEGUS study of H II region evolution time-scales and stochasticity in low-mass
clusters. MNRAS, 490(4):4648–4665, Dec. 2019. doi: 10.1093/mnras/stz2820.

E. Harper-Clark and N. Murray. One-Dimensional Dynamical Models of the Carina Nebula Bubble.
ApJ, 693(2):1696–1712, Mar. 2009. doi: 10.1088/0004-637X/693/2/1696.

C. R. Harris, K. J. Millman, S. J. van der Walt, R. Gommers, P. Virtanen, D. Cournapeau, E. Wieser,
J. Taylor, S. Berg, N. J. Smith, R. Kern, M. Picus, S. Hoyer, M. H. van Kerkwijk, M. Brett,
A. Haldane, J. Fernández del Rı́o, M. Wiebe, P. Peterson, P. Gérard-Marchant, K. Sheppard,
T. Reddy, W. Weckesser, H. Abbasi, C. Gohlke, and T. E. Oliphant. Array programming with
NumPy. Nature, 585:357–362, 2020. doi: 10.1038/s41586-020-2649-2.

M. Heyer and T. M. Dame. Molecular Clouds in the Milky Way. ARA&A, 53:583–629, Aug. 2015.
doi: 10.1146/annurev-astro-082214-122324.
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L. Magrini and D. R. Gonçalves. IC10: the history of the nearest starburst galaxy through its
Planetary Nebula and HII region populations. MNRAS, 398(1):280–292, Sep 2009. doi: 10.1111/
j.1365-2966.2009.15124.x.

C. Mancini, N. M. Förster Schreiber, A. Renzini, G. Cresci, E. K. S. Hicks, Y. Peng, D. Vergani,
S. Lilly, M. Carollo, L. Pozzetti, G. Zamorani, E. Daddi, R. Genzel, C. Maraston, H. J. McCracken,
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