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Abstract—We consider the problem of network coding across three unicast sessions over a directed acyclic graph, where the sender and the receiver of each unicast session are both connected to the network via a single edge of unit capacity. We consider a network model in which the middle of the network can only perform random linear network coding, and we restrict our approaches to precoding-based linear schemes, where the senders use precoding matrices to encode source symbols. We adapt a precoding-based interference alignment technique, originally developed for the wireless interference channel, to construct a precoding-based linear scheme, which we refer to as precoding-based network alignment scheme (PBNA). A primary difference between this setting and the wireless interference channel is that the network topology can introduce dependencies among the elements of the transfer matrix, which we refer to as coupling relations, and can potentially affect the achievable rate of PBNA. We identify all these coupling relations and we interpret them in terms of network topology. We then present polynomial-time algorithms to check the presence of these coupling relations in a particular network topology, that depend on linear optimization and on linear optimization and evolutionary approaches. Moreover, scalar or even vector linear network coding alone has been shown to be insufficient for achieving the limits of inter-session network coding.

In this paper, we consider the problem of linear network coding across three unicast sessions over a network represented by a directed acyclic graph (DAG), where the sender and the receiver of each unicast session are both connected to the network via a single edge of unit capacity. We refer to this communication scenario as a Single-Input Single-Output scenario or SISO scenario for short. This is the smallest, yet highly non-trivial, instance of the problem. Furthermore, we consider a network model, in which the middle of the network only performs random linear network coding, and restrict our approaches to precoding-based linear schemes, where the senders use precoding matrices to encode source symbols. Apart from being of interest on its own right, we hope that this can be used as a building block and for better understanding of the general network coding problem across multiple unicasts.

Our approach is motivated by the observation that under the linear network coding framework, a SISO scenario behaves roughly like a wireless interference channel. As shown in Fig. 1, the entire network can be viewed as a channel with a linear transfer function, albeit this function is no longer given by nature, as it is the case in wireless, but is determined by the network topology, routing and coding coefficients. This analogy enables us to apply the technique of precoding-based

Fig. 1. Analogy between a SISO scenario employing linear network coding and a wireless interference channel, each with three unicast sessions \( \{s_i, d_i\}, i = 1, 2, 3 \). Both these systems can be treated as linear transform systems and are amenable to interference alignment techniques.

unicasts is known to be NP-hard [5]. Only sub-optimal and heuristic methods are known today, including methods based on linear optimization [6] [7] and evolutionary approaches [8]. Moreover, scalar or even vector linear network coding alone has been shown to be insufficient for achieving the limits of inter-session network coding [10].
interference alignment, designed by Cadambe and Jafar [11] for wireless interference channels. We adapt this technique to our problem and refer to it as precoding-based network alignment, or PBNA for short: precoding occurs only at source nodes, and all the intermediate nodes in the network perform random network coding. One advantage of PBNA is complexity: it significantly simplifies network code design since the nodes in the middle of the network perform random network coding. Another advantage is that PBNA can achieve the optimal symmetrical rate achieved by any precoding-based linear schemes.

An important difference between the SISO scenario and the wireless interference channel is that there may be algebraic dependencies, which we refer to as coupling relations, between elements of the transfer matrix, which we refer to as transfer functions. These are introduced by the network topology and may affect the achievable rate of PBNA [12]. Such algebraic dependencies are not present in the wireless interference channel, where channel gains are independent from each other such that the precoding-based interference alignment scheme of [11] can achieve 1/2 rate per session almost surely. Therefore, traditional interference alignment techniques, developed for the wireless interference channel, cannot be directly applied to networks with network coding but (i) they need to be properly adapted in the new setting, and (ii) their achievability conditions need to be characterized in terms of the network topology. Towards the second goal, we identify graph-related properties of the transfer functions, which together with a degree-counting technique, enable us to identify the minimal set of coupling relations that might affect the achievable rate of PBNA.

Our main contributions in this paper are the followings:

- **PBNA Design**: We design the first precoding-based interference-alignment scheme for the SISO scenario, in which the senders use precoding matrices to encode source symbols, and the intermediate nodes in the middle of the network perform random linear network coding. The scheme is inspired by the Cadambe and Jafar scheme in [11].

- **Achievability Conditions**: We identify the minimal set of coupling relations between transfer functions, the presence of which will potentially affect the achievable rate of PBNA. We further interpret these coupling relations in terms of network topology, and present polynomial-time algorithms for checking the existence of these coupling relations.

- **Rate Optimality**: We show that for the SISO scenarios where all senders are connected to all receivers via directed paths, depending on the coupling relations present in the network, there are only three possible optimal symmetric rates achieved by any precoding-based linear scheme (namely 1/3, 2/5 and 1/2), all of which are achievable through PBNA.

The rest of the paper is organized as follows. In Section II, we review related work. In Section III, we present the problem setup and formulation. In Section IV, we present our proposed precoding-based interference alignment (PBNA) scheme for the network setting. In Section V, we present an overview of our main results. In Section VI, we discuss in depth the achievability conditions of PBNA. In Section VII, we provide polynomial-time algorithms to check the presence of the coupling relations that may affect the achievable rate of PBNA. In Section VIII, we prove the optimal symmetric rates achieved by any linear precoding-based scheme. Section IX concludes the paper and outlines future directions. In Appendices A-D, we present detailed proofs for the lemmas and the theorems presented in this paper. In Appendix E, we present a comparison between routing and PBNA.

II. RELATED WORK

A. Network Coding

Network coding was first proposed to achieve optimal throughput for single multicast scenario [1] [2] [3], which is a special case of intra-session network coding. The rate region for this setting can be easily calculated by using linear programming techniques [3]. Moreover, the code design for this scenario is fairly simple: Either a polynomial-time algorithm [4] can be used to achieve the optimal throughput in a deterministic manner, or a random network coding scheme [5] can be used to achieve the optimal throughput with high probability.

One case, which is best understood up to now, is network coding across two unicasts. Wang and Shroff provided a graph-theoretical characterization of sufficient and necessary condition for the achievable rate of network coding over networks with integer edge capacities [6]. They showed that linear network code is sufficient to achieve this rate. Wang et al. [7] further pointed out that there are only two possible capacity regions for the network studied in [6]. They also showed that for layered linear deterministic networks, there are exactly five possible capacity regions. Kamath et al. [8] provided a edge-cut outer bound for the capacity region of two unicasts over networks with arbitrary edge capacities.

For network coding across more than two unicasts, there is only limited progress. It is known that there exist networks in which network coding significantly outperforms routing schemes in terms of transmission rate [4]. However, there exist only approximation methods to characterize the rate region for this setting [9]. Moreover, it is known that finding linear network codes for this setting is NP-hard [5]. Therefore, only sub-optimal and heuristic methods exist to construct linear network code for this setting. For example, Ratnakar et al. [10] considered coding pairs of flows using poison-antidote butterfly structures and packing a network using these butterflies to improve throughput; Traskov et al. [11] further presented a linear programming-based method to find butterfly substructures in the network; Ho et al. [12] developed online and offline back pressure algorithms for finding approximately throughput-optimal network codes within the class of network codes restricted to XOR coding between pairs of flows; Effros et al. [21] described a tiling approach for designing network codes for wireless networks with multiple unicasts.
sessions on a triangular lattice; Kim et al. presented an evolutionary approach to construct linear code. Unfortunately, most of these approaches don’t provide any guarantee in terms of performance. Moreover, most of these approaches are concerned about finding network codes by jointly considering code assignment and network topology at the same time. In contrast, our approach is oblivious to network topology in the sense that the design of encoding/decoding schemes is separated from network topology, and is predetermined regardless of network topology. The separation of code design from network topology greatly simplifies the code design of PBNA.

The part of our work that identifies coupling relations is related to some recent work on network coding. Ebrahimi and Fragouli found that the structure of a network polynomial, which is the product of the determinants of all transfer matrices, can be described in terms of certain subgraph structures; Zeng et al. proposed the Edge-Reduction Lemma which makes connections between cut sets and the row and column spans of the transfer matrices.

B. Interference Alignment

The original concept of precoding-based interference alignment was first proposed by Cadambe and Jafar to achieve the optimal degree of freedom (DoF) for K-user wireless interference channel. After that, various approaches to interference alignment have been proposed. For example, Nazer et al. proposed ergodic interference alignment; Bresler, Parekh and Tse proposed lattice alignment; Jafar introduced blind alignment for the scenarios where the actual channel coefficient values are entirely unknown to the transmitters; Maddah-Ali and Tse proposed retrospective interference alignment, which exploits only delayed CSIT. Interference alignment has been applied to a wide variety of scenarios, including K-user wireless interference channel, compound broadcast channel, cellular networks, relay networks, and wireless networks supported by a wired backbone. Recently, it was shown that interference alignment can be used to achieve exact repair in distributed storage systems.

C. Network Alignment

The idea of PBNA was first proposed by Das et al., who also proposed a sufficient condition for PBNA to asymptotically achieve a symmetrical rate of 1/2 per session. However, the sufficient achievability condition proposed in contains an exponential number of constraints, and is very difficult to verify in practice. Later, Ramakrishnan et al. observed that whether PBNA can achieve a symmetrical rate of 1/2 per session depends on network topology, and conjectured that the condition proposed in can be reduced to just six constraints. Han et al. proved that this conjecture is true for the special case of three symbol extensions. They also identified some important properties of transfer functions, which are used in this paper. In Meng et al. showed that the conjecture in is false for more than three symbol extensions, and reduced the condition proposed in just 12 constraints by using two graph-related properties of transfer functions. Later, Meng et al. reduced the 12 constraints to a set of 9 constraints by using a result from, and proved that they are also necessary conditions for PBNA to achieve 1/2 rate per session. They also provided an interpretation of all the constraints in terms of graph structure. At the same time and independently, a technical report by Han et al. also provided a similar characterization.

This journal paper combines our previous work in and , and extends them by finding the optimal symmetrical rates achieved by precoding-based linear schemes, of which PBNA is a special case. Compared to the most closely related work, namely , our work addresses a more general setting: (i) it considers the use of any precoding-matrix, not only the one proposed by Cadambe and Jafar; and (ii) it applies to all network topologies, which subsume the cases considered in . In addition, we prove that PBNA can achieve all the optimal symmetric rates achieved by precoding-based linear schemes.

III. Problem formulation

A. Network Model

A network is represented by a directed acyclic graph \( G = (V, E) \), where \( V \) is the set of nodes and \( E \) the set of edges. We consider the simplest non-trivial communication scenario where there are three unicast sessions in the network. The \( i \)-th \( (i = 1, 2, 3) \) unicast session is represented by a tuple \( \omega_i = (s_i, d_i, X_i) \), where \( s_i \) and \( d_i \) are the sender and the receiver of the \( i \)-th unicast session, respectively; \( X_i = (X_i^{(1)}, X_i^{(2)}, \ldots, X_i^{(k)})^T \) is a vector of independent random variables, each of which represents a packet that \( s_i \) sends to \( d_i \). Each sender \( s_i \) is connected to the network via a single edge \( \sigma_i \), called a sender edge, and each receiver node \( d_i \) via a single edge \( \tau_i \), called a receiver edge. Each edge has unit capacity, i.e., can carry one symbol of \( F_{2m} \) in a time slot, and represents an error-free and delay-free channel. We group these unicast sessions into a set \( \Omega = \{\omega_1, \omega_2, \omega_3\} \). We refer to the tuple \( (G, \Omega) \) as a single-input and single-output communication scenario, or a SISO scenario for short. An example of SISO scenario is shown in Fig. 1. Clearly, in a SISO scenario, each sender can transmit at most one symbol to its corresponding receiver node in a time slot.

Given an edge \( e = (u, v) \in E \), let \( u = \text{head}(e) \) and \( v = \text{tail}(e) \) denote the head and the tail of \( e \), respectively. Given a node \( v \in V \), let \( \text{In}(v) = \{ e \in E : \text{head}(e) = v \} \) denote the set of incoming edges at \( v \), and \( \text{Out}(v) = \{ e \in E : \text{tail}(e) = v \} \) the set of outgoing edges at \( v \). Given two distinct edges \( e, e' \in E \), a directed path from \( e \) to \( e' \) is a subset of edges \( P = \{e_1, e_2, \ldots, e_k\} \) such that \( e_1 = e, e_k = e' \), and \( \text{head}(e_i) = \text{tail}(e_{i+1}) \) for \( i \in \{1, 2, \ldots, k - 1\} \). The set of directed paths from \( e \) to \( e' \) is denoted by \( P_{ee'} \). For \( i, j \in \{1, 2, 3\} \), we also use \( P_{ij} \) to represent \( P_{\sigma_i\tau_j} \).

Each node in the network performs scalar linear network coding operations on the incoming symbols. The symbols transmitted in the network are elements of a finite field \( F_{2m} \). Let \( X_i \) be the symbol injected at the sender node \( s_i \). Thus, for an edge \( e = (u, v) \in E \), the symbol transmitted
along $e$, denoted by $Y_e$, is a linear combination of the incoming symbols at $u$:

$$Y_e = \begin{cases} 
\hat{X}_i & \text{if } e = \sigma_i; \\
\sum_{e' \in \text{In}(u)} x_{e'} e' Y_{e'} & \text{otherwise.} 
\end{cases} \quad (1)$$

where $x_{e'} e'$ denotes the coding coefficient that is used to combine the incoming symbol $Y_{e'}$ into $Y_e$. Following the algebraic framework of [3], we treat the coding coefficients as variables. Let $x$ denote the vector consisting of all the coding coefficients in the network, i.e., $x = (x_{e'} e' : e' \in E, \text{head}(e') = \text{tail}(e))$. Due to the linear operations at each node, the network is a linear combination of the symbols injected at sender nodes:

$$Y_{\tau_i} = m_{1i}(x) \hat{X}_1 + m_{2i}(x) \hat{X}_2 + m_{3i}(x) \hat{X}_3 \quad (2)$$

In the above formula, $m_{ji}(x)$ ($j = 1, 2, 3$) is a multivariate polynomial in the ring $\mathbb{F}_2[x]$, and is defined as follows [3]:

$$m_{ji}(x) = \sum_{P \in \mathcal{P}_{ji}} t_P(x) \quad (3)$$

Each $t_P(x)$ denotes a monomial in $m_{ji}(x)$, and is the product of all the coding coefficients along path $P$, i.e., for a given path $P = \{e_1, e_2, \cdots, e_k\}$,

$$t_P(x) = \prod_{i=1}^{k-1} x_{e_i, e_{i+1}} \quad (4)$$

Thus, $t_P(x)$ represents the signal gain along a path $P$, and $m_{ji}(x)$ is simply the summation of the signal gains along all possible paths from $\sigma_j$ to $\tau_i$. We refer to $m_{ji}(x)$ as the transfer function from $\sigma_j$ to $\tau_i$.

We make the following assumptions:

1) The nodes in $V - \{s_i, d_i : 1 \leq i \leq 3\}$ can only perform random linear network coding, i.e., there is no intelligence in the middle of the network. The variables in $x$ all take values independently and uniformly at random from $\mathbb{F}_{2^m}$.

2) Except for the senders and the receivers, all other nodes in the network have zero memory, and therefore cannot store any received data.

3) The senders have no incoming edges, and the receivers have no outgoing edges.

4) The random variables in all $X_i$’s are mutually independent. Each element of $X_i$ has an entropy of $m$ bits.

5) The transmissions within the network are all synchronized with respect to the symbol timing.

### B. Transmission Process

The transmission process in the network continues for $N \in \mathbb{Z}_{>0}$ time slots, where $N \geq \max\{k_1, k_2, k_3\}$. Both $N$ and $k_i$ are parameters of the transmission scheme. We will show how to set these parameters in Section [IV]. Let $x^{(t)} = (x^{(t)}_{e'} : e', e \in E, \text{head}(e') = \text{tail}(e))$ denote the vector of coding coefficients for time slot $t$, where $x^{(t)}_{e'}$ represents the coding coefficient used to combine the incoming symbol along $e'$ into the symbol along $e$ for time slot $t$. For an edge $e$, let $Y_e^{(t)}$ denote the symbol transmitted along $e$ during time slot $t$, and $Y_e = (Y_e^{(1)}, Y_e^{(2)}, \cdots, Y_e^{(N)})^T$ the vector of all the symbols transmitted along $e$ during the $N$ time slots. Define a vector of variables, $\xi = (x^{(1)}, x^{(2)}, \cdots, x^{(N)}, \theta_1, \theta_2, \cdots, \theta_k)$, where $\theta_1, \cdots, \theta_k$ are variables, which take values from $\mathbb{F}_{2^m}$, and are used in the encoding process at the senders.

Each sender $s_i$ first encode $X_i$ into a vector $\hat{X}_i$ of $N$ symbols:

$$\hat{X}_i = V_i X_i \quad (5)$$

where $V_i$ is an $N \times k_i$ matrix, each element of which is a rational function in $\mathbb{F}_{2^m}(\xi)$, and is called the precoding matrix at $s_i$. Define the following $N \times N$ diagonal matrix which includes all the transfer functions $m_{ji}(x^{(\ell)})$ for the $N$ time slots:

$$M_{ji} = \begin{pmatrix}
    m_{ji}(x^{(1)}) & 0 & \cdots & 0 \\
    0 & m_{ji}(x^{(2)}) & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & m_{ji}(x^{(N)}) 
\end{pmatrix} \quad (6)$$

Hence, the input-output equation of the network can be formulated in a matrix form as follows:

$$Y_{\tau_i} = M_{1i} \hat{X}_1 + M_{2i} \hat{X}_2 + M_{3i} \hat{X}_3 = M_{1i} V_i X_1 + M_{2i} V_2 X_2 + M_{3i} V_3 X_3 = M_i X \quad (7)$$

where $M_i = (M_{1i} V_1, M_{2i} V_2, M_{3i} V_3)$, and $X = (X_1^T, X_2^T, X_3^T)^T$. Since the elements of $M_{ji}$ ($1 \leq j \leq 3$) and $V_i$ are rational functions in $\mathbb{F}_{2^m}(\xi)$, the elements of $M_i$ are also rational functions in terms of $\xi$.

### C. Precoding-Based Linear Scheme

In this paper, we consider the following transmission scheme, called precoding-based linear scheme:

**Definition III.1.** Given a SISO scenario $\langle G, \Omega \rangle$, a precoding-based linear scheme for $\langle G, \Omega \rangle$ is a transmission scheme, where each sender $s_i$ ($1 \leq i \leq 3$) uses a precoding matrix $V_i$ to encode source symbols, and the variables in $\xi$ all take values independently and uniformly at random from $\mathbb{F}_{2^m}$. We use a tuple $\lambda = (\xi, V_i : 1 \leq i \leq 3)$ to denote a precoding-based linear scheme.

From the above definition, it can be seen that a precoding-based linear scheme is a random linear network coding scheme. Given a precoding-based linear scheme, let $P_{\text{succ}}$ denote the probability that the denominators of the precoding matrices are all evaluated to non-zero values, and all receivers can successfully decode their required source symbols from received symbols.

**Definition III.2.** Given a precoding-based linear scheme $\lambda = (\xi, V_i : 1 \leq i \leq 3)$, we say that it achieves the rate tuple $\left(\frac{k_1}{N}, \frac{k_2}{N}, \frac{k_3}{N}\right)$, if $\lim_{m \to \infty} P_{\text{succ}} = 1$.

Given a field $\mathbb{F}$, $\mathbb{F}(x_1, \cdots, x_k)$ denotes the field consisting of all multivariate rational functions in terms of $(x_1, \cdots, x_k)$ over $\mathbb{F}$.
Given a precoding-based linear scheme, if the conditions of the above definition is satisfied, by choosing sufficiently large finite field \( \mathbb{F}_{2^m} \), a random assignment of values to \( \xi \) will enable each receiver to successfully decode its required source symbols with high probability. In this sense, given sufficiently large \( \mathbb{F}_{2^m} \), a precoding-based linear scheme works for most random realizations of \( \xi \), but not all realizations.

Before proceeding, we introduce the following Schwartz-Zippel Theorem \([39]\).

**Theorem III.1** (Schwartz-Zippel Theorem). Let \( Q(x_1, x_2, \cdots, x_n) \) be a non-zero multivariate polynomial of total degree \( d \) in the ring \( \mathbb{F}[x_1, x_2, \cdots, x_n] \), where \( \mathbb{F} \) is a field. Fix a finite set \( S \subseteq \mathbb{F} \). Let \( r_1, r_2, \cdots, r_n \) be chosen independently and uniformly at random from \( S \). Then,

\[
Pr(Q(r_1, r_2, \cdots, r_n) = 0) \leq \frac{d}{|S|}
\]

**Example III.1.** We use an example to illustrate the above concepts. Consider the network in Fig. 2. Note that under the network model considered in the paper, interference is almost unavoidable at the receivers. Consider a receiver \( d_i \). Without loss of generality, assume that the \((1, 1)\) element of \( V_j \) \((i \neq j)\) is a non-zero rational function \( f_{11}(\xi) \). Thus, the \((1, 1)\) element of \( \mathbf{M}_j \mathbf{V}_j \) is a non-zero rational function \( m_{ij}(x^{(1)})f_{11}(\xi) \). Due to Theorem III.1 the probability that \( m_{ij}(x^{(1)})f_{11}(\xi) \) is evaluated to zero under a random assignment of values to \( \xi \) approaches to zero as \( m \to \infty \). Hence, the probability that \( \mathbf{M}_j \mathbf{V}_j = 0 \) approaches zero as \( m \to \infty \). This means that interference is almost unavoidable at \( d_i \).

Next, we present a precoding-based linear scheme that achieves a symmetric rate of \( \frac{1}{n} \) per unicast session. Let \( N = 3 \), and \( k_1 = k_2 = k_3 = 1 \). Consider the following precoding matrix \( \mathbf{V}_1 = (\theta^{(1)} \theta^{(2)} \theta^{(3)}) \). According to Eq. (7), the output vector at \( d_i \) is \( \mathbf{Y}_r = \mathbf{M}_i \mathbf{X} \), where \( \mathbf{M}_i \) is as follows:

\[
\mathbf{M}_i = \\
\begin{bmatrix}
 m_{11}(x^{(1)})\theta_1^{(1)} & m_{21}(x^{(1)})\theta_1^{(1)} & m_{31}(x^{(1)})\theta_1^{(1)} \\
 m_{12}(x^{(1)})\theta_2^{(1)} & m_{22}(x^{(1)})\theta_2^{(1)} & m_{32}(x^{(1)})\theta_2^{(1)} \\
 m_{13}(x^{(1)})\theta_3^{(1)} & m_{23}(x^{(1)})\theta_3^{(1)} & m_{33}(x^{(1)})\theta_3^{(1)} \\
 m_{11}(x^{(2)})\theta_1^{(2)} & m_{21}(x^{(2)})\theta_1^{(2)} & m_{31}(x^{(2)})\theta_1^{(2)} \\
 m_{12}(x^{(2)})\theta_2^{(2)} & m_{22}(x^{(2)})\theta_2^{(2)} & m_{32}(x^{(2)})\theta_2^{(2)} \\
 m_{13}(x^{(2)})\theta_3^{(2)} & m_{23}(x^{(2)})\theta_3^{(2)} & m_{33}(x^{(2)})\theta_3^{(2)} \\
 m_{11}(x^{(3)})\theta_1^{(3)} & m_{21}(x^{(3)})\theta_1^{(3)} & m_{31}(x^{(3)})\theta_1^{(3)} \\
 m_{12}(x^{(3)})\theta_2^{(3)} & m_{22}(x^{(3)})\theta_2^{(3)} & m_{32}(x^{(3)})\theta_2^{(3)} \\
 m_{13}(x^{(3)})\theta_3^{(3)} & m_{23}(x^{(3)})\theta_3^{(3)} & m_{33}(x^{(3)})\theta_3^{(3)}
\end{bmatrix}
\]

It can be verified that \( \det(\mathbf{M}_i) \) is a non-zero polynomial in \( \mathbb{F}_{2^m}(\xi) \). Let \( d \) be the total degree of \( \det(\mathbf{M}_i) \). Due to Theorem III.1, we have:

\[
P_{\text{succ}} \geq Pr(\det(\mathbf{M}_i) \neq 0)
\]

Since \( \lim_{m \to \infty}(1 - \frac{d}{2^m}) = 1 \), it follows that \( \lim_{m \to \infty} P_{\text{succ}} = 1 \). Hence, the above precoding-based linear scheme achieves a symmetric rate \( \frac{1}{n} \) per unicast session. As we will show in Section IV using precoding-based alignment scheme, which is a special case of precoding-based linear scheme, each unicast session can achieve a symmetric rate \( \frac{1}{n} \) per unicast session, which is the optimal symmetric rate achieved by any precoding-based linear schemes.

Table II summarizes the notations used in this paper, in which \( e' \), \( e \in E \) and \( 1 \leq i, j, k \leq 3 \).

**IV. Applying Precoding-Based Network Alignment to Networks**

In this section, we first present how to utilize precoding-based interference alignment technique to find a precoding-based linear scheme for \((G, \Omega)\). Then, we present achievability conditions for PBNA. We then introduce the concept of “coupling relations,” which are essential in determining the achievability of PBNA.

Throughout this section, we assume that all the senders are connected to all the receivers via directed paths, i.e., \( m_{ij}(x) \) is a zero polynomial for all \( 1 \leq i, j \leq 3 \). This is the most challenging case, since each receiver may suffer interference from the other two senders. This case also models most practical communication scenarios, in which it is common that all the senders are connected to all the receivers. The other setting, where some sender \( s_i \) is disconnected from some receiver \( d_j \) \((i \neq j)\), i.e., \( m_{ij}(x) \) is a zero polynomial, is easier to deal with, since there is less interference at receivers. We defer the later case to Section VI where we show that this case can be handled similarly as the first case.

**A. Precoding-Based Network Alignment Scheme**

In this section, we present how to apply interference alignment to networks to construct a precoding-based linear scheme for \((G, \Omega)\). The basic idea is that under linear network coding, the network behaves like a wireless interference channel, which is shown below:

\[
U_i = H_{j_1}W_1 + H_{j_2}W_2 + H_{j_3}W_3 + N_i \quad i = 1, 2, 3
\]

where \( W_j, H_{ji}, U_i, \) and \( N_i \) \((j = 1, 2, 3)\) are all complex numbers, representing the transmitted signal at sender \( j \), the channel gain from sender \( j \) to receiver \( i \), the received signal at receiver \( j \), and the noise term respectively. As we can see from Eq. (8), in a network equipped with linear network coding, \( X_j \)'s \((j \neq i)\) play the roles of interfering signals, and transfer functions the roles of channel gains. This analogy enables us to borrow some techniques, such as precoding-based interference alignment \([11]\), which is originally developed for the wireless interference channel, to the network setting.

A precoding-based network alignment scheme is defined as follows:

\[
\text{P}_{\text{succ}} = \frac{1}{n} - Pr(\det(M_i) = 0) \geq 1 - \frac{d}{2^m}
\]
Definition IV.1. Given a SISO scenario $(G, \Omega)$, $n \in \mathbb{Z}_{>0}$, and $s \in \{0, 1\}$, a precoding-based network alignment scheme with $2n+s$ symbol extensions, or a PBNA for short, is a precoding-based linear scheme $\lambda = (\xi, V_i : 1 \leq i \leq 3)$, which satisfies the following conditions:

1) $V_1$ is a $(2n+s) \times (n+s)$ matrix with rank $n+s$ on $\mathbb{F}_{2^n}(\xi)$, and $V_2, V_3$ are both $(2n+s) \times n$ matrices with rank $n$ on $\mathbb{F}_{2^n}(\xi)$.

2) The following equations are satisfied [11]:

$$\mathcal{A}_1 : \text{span}(M_{21}V_2) = \text{span}(M_{31}V_3)$$

$$\mathcal{A}_2 : \text{span}(M_{32}V_2) \subseteq \text{span}(M_{12}V_1)$$

$$\mathcal{A}_3 : \text{span}(M_{23}V_2) \subseteq \text{span}(M_{13}V_1)$$

where for a matrix $E$, span$(E)$ denotes the linear space spanned by the column vectors contained in $E$.

3) The variables in $\xi$ all take values independently and uniformly at random from $\mathbb{F}_{2^n}$.

Definition IV.2. Given a SISO scenario $(G, \Omega)$, and a rate tuple $(R_1, R_2, R_3) \in \mathbb{Q}_{>0}^3$, we say that $(R_1, R_2, R_3)$ is asymptotically achievable through PBNA, if there exists a sequence $(\lambda_n)_{n=1}^\infty$, where each $\lambda_n$ is a PBNA for $(G, \Omega)$, such that each $\lambda_n$ achieves a rate tuple $r_n \in \mathbb{Q}_{>0}^3$, and

$$\lim_{n \to \infty} r_n = (R_1, R_2, R_3).$$

In the above definition, $\mathcal{A}_i$ ($1 \leq i \leq 3$) is called the alignment condition for $\omega_i$. It guarantees that the undesired symbols or interfaces at each receiver are mapped into a single linear space, such that the dimension of received symbols or the number of unknowns is decreased.

### B. Achievability Conditions of PBNA

The following lemma provides sufficient conditions for PBNA schemes to achieve the rate tuple $(\frac{n+2}{2n+s}, \frac{n}{2n+s}, \frac{n}{2n+s})$.

**Lemma IV.1.** Assume that all the senders and all the receivers are connected via directed paths. Consider a PBNA $\lambda = (\xi, V_i : 1 \leq i \leq 3)$. It achieves the rate tuple $(\frac{n+2}{2n+s}, \frac{n}{2n+s}, \frac{n}{2n+s})$, if the following conditions are satisfied:

\begin{table}[h]
\centering
\caption{Summary of Notations}
\begin{tabular}{|l|l|}
\hline
Notations & Meanings \\
\hline
$\omega_i = (s_i, d_i)$ & The $i$th unicast session, where $s_i$ and $d_i$ are the sender and receiver of $\omega_i$, respectively. \\
$(G, \Omega)$ & A SISO scenario, where $G$ represents the network, and $\Omega$ the set of unicast sessions. \\
$\sigma_j, \tau_i$ & The sender edge and the receiver edge for $\omega_i$. \\
$X_i$ & A vector that holds all the source symbols transmitted from $s_i$ to $d_i$. \\
$P_{\omega}$ & The finite field which forms the support for all the symbols transmitted in the network. \\
$\hat{\alpha}_{i,e}$ & The coding coefficient used to combine the incoming symbol along $e'$ to the symbol along $e$. \\
$P_{\omega}$ & The vector consisting of all the coding coefficients in the network. \\
$\beta_{ji}$ & The set of directed paths from $\sigma_j$ to $\tau_i$. \\
$P_{\omega}$ & The product of coding coefficients along path $P$. It represents a monomial in a transfer function. \\
$m_{ji}(x)$ & The transfer function from $\sigma_j$ to $\tau_i$. \\
$x^{(1)}$ & The vector consisting of all the coding coefficients in the network for time slot $t$. \\
$\xi$ & A vector that holds all the coding coefficients in the network for the whole transmission process, and the variables used in the encoding process at all the senders. \\
$V_i$ & The precoding matrix used to encode the symbols sent by $s_i$. \\
$M_{ji}$ & A diagonal matrix, in which the element at coordinate $(l, l)$ is the transfer function $m_{ji}(x^{(1)})$. \\
$P_{\omega}$ & The probability that the denominators of the elements in the precoding matrices are evaluated to non-zero values, and all receivers can decode their required source symbols. \\
$\lambda = (\xi, V_i : 1 \leq i \leq 3)$ & A precoding-based linear scheme for $(G, \Omega)$. \\
$\mathcal{A}_i, \mathcal{B}_i$ & The alignment condition and the rank condition for $\omega_i$. \\
$V_i^*$ & The precoding matrix proposed in [11] (see Eq. (12) [14]). \\
$P_{ji}, T$ & The diagonal matrices used in the reformulated alignment conditions Eq. (10) and the reformulated rank conditions $\mathcal{A}_i, \mathcal{B}_i$, respectively. \\
$J_i$ & The $n \times n$ identity matrix. \\
$p_i(x), p_i(x)$ & The rational functions that form the elements along the diagonals of $P_{ji}$ and $T$ respectively. \\
$\alpha_{i,j,k}$ & The last edge that forms a cut-set between $\sigma_i$ and $\{\tau_j, \tau_k\}$ in a topological ordering of the edges in the network. \\
$\beta_{i,j,k}$ & The first edge that forms a cut-set between $\{\sigma_i, \alpha_{i,j,k}\}$ and $\tau_k$ in a topological ordering of the edges in the network. \\
$C_{e', e}$ & The set of edges that forms a cut-set between $e'$ and $e$. \\
$C_{\sigma,j}$ & The set of edges that forms a cut-set between $\sigma_i$ and $\tau_i$. \\
gcd$(f(x), g(x))$ & The greatest common divisor of two polynomials $f(x)$ and $g(x)$. \\
\hline
\end{tabular}
\end{table}
First, we reformulate apply PBNA to a network which satisfies the rank conditions.

Let $f_i(\xi)$ denote the product of the denominators of all the elements in $V_i$, and $g_i(\xi)$ the product of the denominators of all the elements in $D_i$. Thus, $f_i(\xi), g_i(\xi)$ are both non-zero polynomials in $\mathbb{F}_m[\xi]$. Define $q(\xi) = \prod_{i=1}^{\mu} f_i(\xi)g_i(\xi)$. Let $d$ denote the total degree of $q(\xi)$. Suppose $\xi_0$ is an assignment of values to $\xi$ such that $q(\xi_0) = 0$. Hence, the denominators of the elements in $V_i$’s and $D_i$’s are evaluated to non-zeros. Moreover, $X_i$ is a sub-vector of $D_i|_{\xi_0}Y_{y_i}$, where $D_i|_{\xi_0}$ is a matrix acquired through evaluating each element of $D_i$ under the assignment $\xi = \xi_0$. Thus, all the receivers can decode their required source symbols. Hence, the probability $P_{\text{suc}}$ that all the receivers can decode their required source satisfies the following inequalities:

$$P_{\text{suc}} \geq Pr(q(\xi) \neq 0) = 1 - Pr(q(\xi) = 0) \geq 1 - \frac{d}{2m}$$

where the last inequality follows from Theorem [11]. Since $\lim_{m \to \infty} \left(1 - \frac{d}{2m}\right) = 1$, we have $\lim_{m \to \infty} P_{\text{suc}} = 1$. Hence, $\lambda$ achieves $(\frac{n + s + 2n + s}{2n + s}, \frac{n}{2n + s})$.

In Lemma [11], $B_i(1 \leq i \leq 3)$ are called the rank condition for $\omega_i$. $B_i$ guarantees that $d_i$ can decode its required source symbol with high probability when the the size of $\mathbb{F}_m$ is sufficiently large. In Fig. [3] we use a figure to illustrate how to apply PBNA to a network which satisfies the rank conditions.

We can further simplify the alignment conditions as follows. First, we reformulate $\alpha_i \sim \alpha_i'$ as follows:

$$\alpha_i' : M_{21}V_2 = M_{31}V_3A$$
$$\alpha_i' : M_{32}V_3 = M_{12}V_1B$$
$$\alpha_i' : M_{23}V_2 = M_{13}V_1C$$

where $A$ is an $n \times n$ invertible matrix, and $B, C$ are both $(n + s) \times n$ matrices with rank $n$. A direct consequence of $\alpha_i'$ and $\alpha_i$ is that the precoding matrices are not independent from each other: Both $V_2$ and $V_3$ are determined by $V_1$ through the following equations:

$$V_2 = M_{12}M_{23}^{-1}V_1C \quad V_3 = M_{12}M_{32}^{-1}V_1B \quad (9)$$

Substituting the above equations into $\alpha_i'$, the three alignment conditions can be further consolidated into a single equation:

$$TV_1C = V_1BA \quad (10)$$

where $T = M_{13}M_{12}M_{12}^{-1}M_{12}^{-1}M_{13}^{-1}$. Eq. [10] suggests that alignment conditions introduce constraint on $V_1$. Thus, in general, we cannot choose $V_1$ freely.

Finally, using Eq. (9) and Eq. (10), the rank conditions are transformed into the following equivalent equations:

$$\alpha_i' : \operatorname{rank}(V_1P_1V_1C) = 2n + s$$
$$\alpha_i' : \operatorname{rank}(V_1P_2V_1C) = 2n + s$$
$$\alpha_i' : \operatorname{rank}(V_1P_3V_1CA^{-1}) = 2n + s$$

where $P_1 = M_{13}M_{21}M_{11}^{-1}M_{21}^{-1}$, $P_2 = M_{13}M_{22}M_{12}^{-1}M_{22}^{-1}$, and $P_3 = M_{21}M_{33}M_{23}^{-1}M_{33}^{-1}$. Recalling each $M_{ij}$ ($1 \leq k, l \leq 3$) is a diagonal matrix (see Eq. (6)) with the elements along the diagonal being of the form $m_{ij}(x)$, $P_i$ and $T$ are both diagonal matrices. Define the following functions:

$$p_1(x) = \frac{m_{13}(x)m_{21}(x)}{m_{11}(x)m_{23}(x)} \quad p_2(x) = \frac{m_{13}(x)m_{22}(x)}{m_{12}(x)m_{23}(x)} \quad p_3(x) = \frac{m_{21}(x)m_{33}(x)}{m_{23}(x)m_{31}(x)}$$

(11)

It can be seen that $p_1(x)$ and $p_2(x)$ form the elements along the diagonals of $P_1$ and $T$ respectively.

Next, we reformulate the rank conditions in terms of $p_1(x)$ and $\eta(x)$. To this end, we need to know the internal structure of $V_1$. We distinguish the following two cases:

**Case I:** $\eta(x)$ is non-constant, and thus $T$ is not an identity matrix. For this case, Eq. (10) becomes non-trivial, and we cannot choose $V_1$ freely. We use the following predecoding matrices proposed by Cadambe and Jafar [11]:

$$V_1 = (w \quad Tw \cdots \quad T^{n-1}w) \quad (12)$$
$$V_2 = M_{13}M_{23}^{-1}(w \quad Tw \cdots \quad T^{n-1}w) \quad (13)$$
$$V_3 = M_{12}M_{32}^{-1}(Tw \quad T^2w \cdots \quad T^{n}w) \quad (14)$$

where $w$ is a column vector of $2n + 1$ ones. The above precoding matrices correspond to the configuration where $s = 1$, $A = I_n$, $C$ consists of the left $n$ columns of $I_{n+1}$, and $B$ the right $n$ columns of $I_{n+1}$. It is straightforward to verify that the above precoding matrices satisfy the alignment conditions.

We consider the following matrix,

$$H = \begin{pmatrix}
    f_1(y_1) & f_2(y_1) & \cdots & f_r(y_1) \\
    f_1(y_2) & f_2(y_2) & \cdots & f_r(y_2) \\
    \vdots & \vdots & \ddots & \vdots \\
    f_1(y_r) & f_2(y_r) & \cdots & f_r(y_r)
\end{pmatrix}$$

where $f_i(y)$ ($i = 1, 2, \cdots, r$) is a rational function in terms of a vector of variables $y = (y_1, \cdots, y_k)$ in $\mathbb{F}_m[\mathbf{y}]$, and the $j$th row of $H$ is simply a repetition of the vector $(f_1(y), \cdots, f_r(y))$, with $y$ being replaced by a vector of variables $y_j = (y_{j1}, \cdots, y_{jk})$. Due to the particular structure of $H$, the problem of checking whether $H$ is full rank can be simplified to checking whether $f_1(y), \cdots, f_r(y)$ are linearly independent, as stated in the following lemma. Here, $f_1(y), \cdots, f_r(y)$ are said to be linearly independent, if for any scalars $a_1, \cdots, a_r \in \mathbb{F}_q$, which are not all zeros, $a_1f_1(y) + \cdots + a_rf_r(y) \neq 0$.

**Lemma IV.2:** $\det(H) \neq 0$ if and only if $f_1(y), \cdots, f_r(y)$ are linearly independent.

**Proof:** See Theorem 1 of [15].
An important observation is that using the precoding matrices defined in Eq. (12)-(14), all of the matrices involved in $\mathcal{B}_1, \mathcal{B}_2, \mathcal{B}_3$ have the same form as $H$. Specifically, each row of the matrix in $\mathcal{B}_i$ is of the form:

$$(1 \quad \eta(x) \quad \cdots \quad \eta^n(x) \quad p_i(x) \quad \cdots)$$ (15)

where for $1 \leq j \leq n+1$, the $j$th element is $\eta^{j-1}(x)$, and for $n+2 \leq j \leq 2n+1$, the $j$th element is $p_i(x)\eta^{j-n-2}(x)$. Hence, using Lemma IV.2, we can quickly derive:

**Lemma IV.3.** Assume that all the senders are connected to all the receivers via directed paths, and $\eta(x)$ is non-constant. Consider a PBNA $\lambda_n = (\xi, V_i : 1 \leq i \leq 3)$, where $V_i$ is defined in Eq. (12)-(14). $\lambda_n$ achieves the rate tuple $(\frac{n+1}{2n+1}, \frac{n}{2n+1}, \frac{n}{2n+1})$, if for each $1 \leq i \leq 3$, the following condition is satisfied

$$p_i(x) \notin S_n = \left\{ \frac{f(\eta(x))}{g(\eta(x))} : f(z), g(z) \in \mathbb{F}_q[z], f(z)g(z) \neq 0, \gcd(f(z), g(z)) = 1, df \leq nd, dg \leq n-1 \right\}$$

(16)

**Proof:** If Eq. (16) is satisfied, the rational functions in Eq. (15) are linearly independent. Therefore, due to Lemma IV.2, condition $\mathcal{B}_i'$ is satisfied. Hence, due to Lemma IV.1, $\mathcal{B}_i'$ is achieved by $\lambda_n$.

Note that each rational function $\frac{f(\eta(x))}{g(\eta(x))} \in S_n$, represents a constraint on $p_i(x)$, i.e., $p_i(x) \neq \frac{f(\eta(x))}{g(\eta(x))}$, which is necessary for $V_i$ to achieve the rate tuple $(\frac{n+1}{2n+1}, \frac{n}{2n+1}, \frac{n}{2n+1})$ through the precoding matrices defined in Eq. (12)-(14). Also note that Eq. (16) only guarantees that PBNA achieves a symmetrical rate close to one half. In order for each unicast session to asymptotically achieve a transmission rate of one half, we simply combine the conditions of Lemma IV.3 for all possible values of $n$, and get the following result:

**Theorem IV.1.** Assume that all the senders are connected to all the receivers via directed paths, and $\eta(x)$ is non-constant. The symmetrical rate $\frac{1}{2}$ is asymptotically achievable through PBNA, if for each $1 \leq i \leq 3$,

$$p_i(x) \notin S' = \left\{ \frac{f(\eta(x))}{g(\eta(x))} : f(z), g(z) \in \mathbb{F}_q[z], f(z)g(z) \neq 0, \gcd(f(z), g(z)) = 1 \right\}$$

(17)

**Proof:** Consider the PBNA scheme $\lambda_n$ defined in Lemma IV.3. If Eq. (17) is satisfied, Eq. (16) is satisfied, and thus $\lambda_n$ achieves the rate tuple $(\frac{n+1}{2n+1}, \frac{n}{2n+1}, \frac{n}{2n+1})$. Since $\lim_{n \to \infty} \frac{n+1}{2n+1} = \frac{1}{2}$, this implies that the symmetrical rate $\frac{1}{2}$ is asymptotically achievable through PBNA.

**Case II:** $\eta(x)$ is constant, and thus $T$ is an identity matrix. For this case, Eq. (10) becomes trivial. In fact, we set $n = 1$.

**Notation:** For two polynomials $f(x)$ and $g(x)$, let $\gcd(f(x), g(x))$ denote their greatest common divisor, and $d_f$ the degree of $f(x)$. s = 0, and $BA = C$, and hence Eq. (10) can be satisfied by any arbitrary $V_1$. Specifically, we use the following precoding matrices:

$$V_1 = (\theta_1 \theta_2)^T$$

(18)

$$V_2 = M_{12}M_{23}^{-1}(\theta_1 \theta_2)^T$$

(19)

$$V_3 = M_{12}M_{32}^{-1}(\theta_1 \theta_2)^T$$

(20)

where $\theta_1, \theta_2$ are variables. The above precoding matrices correspond to the configuration where $A = B = C = I_2$. Using the above precoding matrices, $\mathcal{B}_i \sim \mathcal{B}_3$ all become equalities, i.e., the interfering signals are perfectly aligned into a single linear space. Meanwhile, using these precoding matrices, each row of the matrix in $\mathcal{B}_i'$ is of the following form:

$$\left( \theta \quad p_i(x)\theta \right)$$

(21)

Hence, using Lemma IV.2, we can quickly derive:

**Theorem IV.2.** Assume that all the senders are connected to all the receivers via directed paths, and $\eta(x)$ is constant. Consider the PBNA scheme $\lambda = (\xi, V_i : 1 \leq i \leq 3)$, where the precoding matrices are defined in Eq. (18)-(20). Then $\lambda$ achieves the symmetrical rate $\frac{1}{2}$, if for each $1 \leq i \leq 3$, $p_i(x)$ is non-constant.

**Proof:** If $p_i(x)$ is not constant, the functions in Eq. (21) are linearly independent, and therefore $\mathcal{B}_i'$ is satisfied due to Lemma IV.2. Thus, $(\frac{1}{2} \frac{1}{2} \frac{1}{2})$ is achieved by $\lambda$ according to Lemma IV.1.

As shown in the above theorem, if $\eta(x)$ is constant, each unicast session can achieve one half rate in exactly two time slots by using PBNA.

**C. Coupling Relations and Achievability of PBNA**

In the previous section, we reformulated the achievable conditions of PBNA in terms of the functions $p_i(x)$ and $\eta(x)$. One critical question is: What is the connection between the reformulated conditions and network topology? We start by illustrating that through examples of networks whose structure violates these conditions. Let’s first consider the network shown in Fig. 4(a). Due to the bottleneck $e$, it can be easily verified that $p_1(x) = p_2(x) = p_3(x) = \eta(x) = 1$, and thus the conditions of Theorem IV.2 are violated. Moreover, consider the network shown in Fig. 4(b). It can be easily verified that for this network, $\eta(x) \neq 1$, and $p_1(x) = \frac{\eta(x)}{1+\eta(x)}$. Thus...
the conditions of Theorem IV.1 are violated. Moreover, by exchanging \(\sigma_1 \leftrightarrow \sigma_2\) and \(\tau_1 \leftrightarrow \tau_2\), we obtain another example, where \(p_2(x) = 1 + \eta(x)\), and thus the conditions of Theorem IV.1 are again violated. While the key feature of the first example can be easily identified, it is not obvious what are the defining features of the second example. Nevertheless, both examples demonstrate an important difference between networks and wireless interference channel: In networks, due to the internal structure of transfer functions, network topology might introduce dependence between different transfer functions, e.g., \(p_1(x) = 1\) or \(p_1(x) = \frac{\eta(x)}{\eta(x) + \sigma(x)}\); in contrast, in wireless channel, channel gains are algebraically independent almost surely.

The above dependence relations can be seen as special cases of coupling relations, as defined below.

**Definition IV.3.** A coupling relation is an equation in the following form:

\[
f(m_{i_1j_1}(x), m_{i_2j_2}(x), \ldots, m_{i_kj_k}(x)) = 0 \tag{22}
\]

where \(f(z_1, z_2, \ldots, z_k)\) is a polynomial in \(\mathbb{F}_2[z_1, \ldots, z_k]\), \(1 \leq i_1, \ldots, i_k \leq 3\) for \(1 \leq l \leq k\). If there exists a network \(\mathcal{G}\) such that the transfer functions \(m_{i_1j_1}(x), m_{i_2j_2}(x), \ldots, m_{i_kj_k}(x)\) satisfy the above equation, we say that the coupling relation Eq. (22) is realizable, or \(\mathcal{G}\) realizes the coupling relation Eq. (22).

As shown in Theorem IV.1, each rational function \(f(x) = \frac{f_1(x)}{g_1(x)} \in \mathcal{S}'\) represents a coupling relation \(p_i(x) = \frac{f_i(x)}{g_i(x)}\).

The existence of coupling relations greatly complicates the achievability problem of PBNA. As shown previously, most of the coupling relations, such as \(p_1(x) = 1\) and \(p_1(x) = \frac{\eta(x)}{\eta(x) + \sigma(x)}\), are harmful to PBNA, because their presence violates the conditions of Theorems IV.1 and IV.2. The only exception is \(\eta(x) = 1\), which does help simplify the construction of precoding matrices, and thus is beneficial to PBNA. Indeed, as shown in Theorem IV.2, this coupling relation allows interferences to be perfectly aligned at each receiver, and each unicast session can achieve one half rate in exactly two time slots. Unfortunately, as we will see in Section VII, this coupling relation requires that the network possesses particular structures, which are absent in most networks. For this reason, we will mainly focus on the case \(\eta(x) \neq 1\), which is applicable for most networks.

One interesting observation is that not all coupling relations are realizable. For example, consider the coupling relation \(p_1(x) = \eta^3(x)\), where both \(p_1(x)\) and \(\eta(x)\) are non-constants. Let \(p_1(x) = \frac{u(x)}{v(x)}\), \(\eta(x) = \sum_{x}^x f(x)\) denote the unique forms of \(p_1(x)\) and \(\eta(x)\) respectively. Consider a coding variable \(x_{e,e'}\) that appears in both \(\frac{u(x)}{v(x)}\) and \(\sum_{x}^x f(x)\). Because the maximum degree of each coding variable in a transfer function is at most one, according to Eq. 11, the maximum of the degrees of \(x_{e,e'}\) in \(u(x)\) and \(v(x)\) is at most two. However, it can be easily seen that the maximum of the degrees of \(x_{e,e'}\) in \(s^3(x)\) and \(t^3(x)\) is at least three. Therefore, it is impossible that \(p_1(x) = \eta^3(x)\).

This example suggests that there exists significant redundancy in the conditions of Theorem IV.1 More formally, it raises the following important question:

**Q1:** Which coupling relations \(p_i(x) = \frac{f_i(x)}{g_i(x)} \in \mathcal{S}'\) are realizable?

The answer to this question allows us to reduce the set \(\mathcal{S}'\) defined in Theorem IV.1 to its minimal size. For \(i = 1, 2, 3\), we define the following set, which represents the minimal set of coupling relations we need to consider:

\[
\mathcal{S}'_i = \left\{ \frac{f_i(x)}{g_i(x)} \in \mathcal{S}' : \frac{f_i(x)}{g_i(x)} \text{ is realizable} \right\} \tag{23}
\]

Then the next important question is:

**Q2:** Given \(p_i(x) = \frac{f_i(x)}{g_i(x)} \in \mathcal{S}'_i\), what are the defining features of the networks for which this coupling relation holds?

As we will see in the rest of this paper, the answers to Q1 and Q2 both lie in a deeper understanding of the properties of transfer functions. Intuitively, because each transfer function is defined on a graph, it usually possesses special properties. The graph-related properties not only allow us to reduce \(\mathcal{S}'\) to the minimal set \(\mathcal{S}'_i\), but also enable us to identify the defining features of the networks which realize the coupling relations represented by \(\mathcal{S}'_i\).

In the derivation of Theorem IV.1, we only consider the precoding matrices defined in Eq. (12)–(14). However, the choices of precoding matrices are not limited to these matrices. In fact, as we will see in Section VI, given different \(A, B, C\), we can derive different precoding matrices \(V_1\) such that Eq. (10) is satisfied. This raises the following interesting question:

**Q3:** Assume some coupling relation \(p_i(x) = \frac{f_i(x)}{g_i(x)} \in \mathcal{S}'_i\) is present in the network. Is it still possible to utilize PBNA via other precoding matrices instead of those defined in Eq. (12)–(14)?

As we will see in Section VII, the answer to this question is negative. The basic idea is that each precoding matrix \(V_1\) that satisfies Eq. (10) can be transformed into the precoding matrix in Eq. (12) through a transform equation \(V_1 = G^{-1}V_1F^{-1}\), where \(G\) is a diagonal matrix and \(F\) a full-rank matrix (See Lemma VI.3). Using this transform equation, we can prove that if the precoding matrices cannot be used due to the presence of a coupling relation, then any precoding matrices cannot be used.

V. Overview of Main Results

In this section, we state our main results. Proofs are deferred to Sections VI and VIII and Appendices.

A. Sufficient and Necessary Conditions for PBNA to Achieve Symmetrical Rate \(\frac{1}{2}\)

Since the construction of \(V_1\) depends on whether \(\eta(x)\) is constant, we distinguish two cases.

1. \(\eta(x)\) Is Not Constant:

**Theorem V.1** (The Main Theorem). Assume that all the senders are connected to all the receivers via directed paths, and \(\eta(x)\) is not constant. The three unicast sessions can
asymptotically achieve the rate tuple \((\frac{1}{3}, \frac{1}{3}, \frac{1}{3})\) through PBNA if and only if the following conditions are satisfied:

\[ m_{11}(x) \neq \frac{m_{13}(x)m_{21}(x)}{m_{23}(x)}, \frac{m_{12}(x)m_{31}(x)}{m_{32}(x)}, \frac{m_{13}(x)m_{21}(x)}{m_{23}(x)} + \frac{m_{12}(x)m_{31}(x)}{m_{32}(x)} \]  

\[ m_{22}(x) \neq \frac{m_{12}(x)m_{23}(x)}{m_{13}(x)}, \frac{m_{22}(x)m_{21}(x)}{m_{13}(x)}, \frac{m_{12}(x)m_{23}(x)}{m_{13}(x)} + \frac{m_{22}(x)m_{21}(x)}{m_{13}(x)} \]  

\[ m_{33}(x) \neq \frac{m_{23}(x)m_{31}(x)}{m_{21}(x)}, \frac{m_{13}(x)m_{32}(x)}{m_{21}(x)}, \frac{m_{23}(x)m_{31}(x)}{m_{21}(x)} + \frac{m_{13}(x)m_{32}(x)}{m_{21}(x)} \]  

**Proof:** See Appendix II

Eq. (24)-(26) can be reformulated into the following equivalent conditions:

\[ p_{1}(x) \notin S'_{1} = \left\{ 1, \eta(x), \frac{\eta(x)}{1 + \eta(x)} \right\} \]  

\[ p_{2}(x) \notin S'_{2} = \left\{ 1, \eta(x), 1 + \eta(x) \right\} \]  

\[ p_{3}(x) \notin S'_{3} = \left\{ 1, \eta(x), 1 + \eta(x) \right\} \]  

Note that in Theorem VI.1, we reduce the conditions of Theorem IV.1 to its minimal size, such that each \(S'_{i}\) as defined in Eq. (27)-(29) represents the minimal set of coupling relations that are realizable. Moreover, as we will see later, each of these coupling relations has a unique interpretation in terms of the network topology. The interpretations further provide polynomial-time algorithms to check the existence of these coupling relations.

The conditions of the Main Theorem can be understood from the perspective of the interference channel. As shown in Section VI-A under linear network coding, the network behaves as a 3-user wireless interference channel, where the channel coefficients \(m_{ij}(x)\) are all non-zeros. Let \(H\) denote the matrix with the \((i,j)\)-element being \(m_{ij}(x)\). It is easy to see that the first two inequalities in Eq. (24)-(26) can be rewritten as \(M_{kl}(H) \neq 0\) for some \(k \neq l\), where \(M_{kl}(H)\) denotes the \((k,l)\)-Minor of \(H\). For example, \(m_{11}(x) \neq \frac{m_{13}(x)m_{21}(x)}{m_{23}(x)}\) is equivalent to \(M_{32}(H) \neq 0\), and \(m_{11}(x) \neq \frac{m_{13}(x)m_{21}(x)}{m_{23}(x)m_{32}(x)}\) is equivalent to \(M_{23}(H) \neq 0\). Suppose that there exists \(M_{kl}(H) = 0\) for some \(k \neq l\). For such a channel, it is known that the sum-rate achieved by the three unicasting sessions cannot be more than 1 bit in the information theoretical sense (see Lemma 1 of [40]), i.e., no preencoding-based linear scheme can achieve a rate beyond 1/3 per user. Therefore, given that all senders are connected to all receivers, the condition \(M_{kl}(H) \neq 0\) is information theoretically necessary for achievable rate 1/2 per session. Hence, the first two inequalities of Eq. (24)-(26) are simply the information theoretic necessary conditions, so they must hold for any preencoding-based linear schemes.

2) \(\eta(x)\) Is Constant: In this case, we can choose \(V_{1}\) freely by setting \(BA = C\). As stated in the following theorem, each unicast session can achieve one half rate in exactly two time slots.

**Theorem V.2.** Assume that all the senders are connected to all the receivers via directed paths, and \(\eta(x)\) is constant. The three unicast sessions can achieve the rate tuple \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\) in exactly two time slots through PBNA if and only if the following conditions are satisfied:

\[ m_{11}(x) \neq \frac{m_{13}(x)m_{21}(x)}{m_{23}(x)} \]  

\[ m_{22}(x) \neq \frac{m_{12}(x)m_{23}(x)}{m_{13}(x)} \]  

\[ m_{33}(x) \neq \frac{m_{23}(x)m_{31}(x)}{m_{21}(x)} \]  

**Proof:** See Section VI-B

Eq. (30)-(32) can be reformulated into the following equivalent conditions:

\[ p_{i}(x) \neq 1 \quad \forall 1 \leq i \leq 3 \]

**B. Topological Interpretations of the Feasibility Conditions**

As we have seen, the following coupling relations are important for the achievability of PBNA: 1) \(\eta(x) = 1\); 2) \(p_{i}(x) = 1\) and \(\eta(x) = \eta(x)\) where \(i = 1, 2, 3\); 3) \(p_{i}(x) = \eta(x)\) where \(i = 2, 3\). As we will see, the networks that realize these coupling relations have special topological properties. We defer all the proofs to Appendix C.

We assume that all the edges in \(E\) are arranged in a topological ordering such that if head(\(e\)) = tail(\(e'\)), \(e\) must precede \(e'\) in this ordering.

**Definition V.1.** Given two subsets of edges \(S\) and \(D\), we define an edge \(e\) as a bottleneck between \(S\) and \(D\) if the removal of \(e\) will disconnect every directed path from \(S\) to \(D\).

Given \(1 \leq i, j, k \leq 3\), let \(\alpha_{ijk}\) denote the last bottleneck between \(\sigma_{i}\) and \(\{\tau_{j}, \tau_{k}\}\) in this topological ordering, and \(\delta_{ijk}\) the first bottleneck between \(\{\sigma_{j}, \alpha_{ijk}\}\) and \(\tau_{k}\).
Theorem V.3. \( \eta(x) = 1 \) if and only if \( \alpha_{213} = \alpha_{312} \) and \( \beta_{213} = \beta_{312} \).

In [35], the authors independently discovered a similar result. Consider the example shown in Fig. 4a. It is easy to see that in this example, \( \alpha_{213} = \alpha_{312} = \beta_{213} = \beta_{312} = 1 \), and thus \( \eta(x) = 1 \). In Fig. 6a, we show another example, where \( \alpha_{213} = \alpha_{312} = 1, \beta_{213} = \beta_{312} = 2 \), and thus \( \eta(x) = 1 \).

Given two subsets of edges, \( S \) and \( D \), a cut-set \( C \) between \( S \) and \( D \) is a subset of edges, the removal of which will disconnect every directed path from \( S \) to \( D \). The capacity of cut-set \( C \) is defined as the summation of the capacities of the edges contained in \( C \). The minimum cut between \( S \) and \( D \) is the minimum capacity of all cut-sets between \( S \) and \( D \).

Theorem V.4. The following statements hold:

1) \( p_1(x) = 1 \) if and only if the minimum cut between \( \{\sigma_1, \sigma_2\} \) and \( \{\tau_1, \tau_3\} \) equals one; \( p_1(x) = \eta(x) \) if and only if the minimum cut between \( \{\sigma_1, \sigma_3\} \) and \( \{\tau_1, \tau_2\} \) equals one.

2) \( p_2(x) = 1 \) if and only if the minimum cut between \( \{\sigma_1, \sigma_2\} \) and \( \{\tau_2, \tau_3\} \) equals one; \( p_2(x) = \eta(x) \) if and only if the minimum cut between \( \{\sigma_2, \sigma_3\} \) and \( \{\tau_1, \tau_2\} \) equals one.

3) \( p_3(x) = 1 \) if and only if the minimum cut between \( \{\sigma_2, \sigma_3\} \) and \( \{\tau_1, \tau_3\} \) equals one; \( p_3(x) = \eta(x) \) if and only if the minimum cut between \( \{\sigma_1, \sigma_3\} \) and \( \{\tau_2, \tau_3\} \) equals one.

For instance, in Fig. 4a the cut-set with minimum capacity between \( \{\sigma_2, \sigma_3\} \) and \( \{\tau_1, \tau_2\} \) contains only one edge \( e \), and thus \( p_2(x) = \eta(x) \).

Given two edges \( e_1 \) and \( e_2 \), we say that they are parallel with each other if there is no directed path from \( e_1 \) to \( e_2 \), or from \( e_2 \) to \( e_1 \). As shown below, two edges are important in defining the networks that realizes the third coupling relation in Eq. 27–29, e.g., \( \alpha_{231} \) and \( \alpha_{312} \) are used to define the networks that realize \( p_1(x) = \eta(x) \), and so on.

Theorem V.5. The following statements hold:

1) \( p_1(x) = \eta(x)(1+\eta(x)) \) if and only if the following conditions are satisfied: a) \( \alpha_{312} \) is a bottleneck between \( \sigma_1 \) and \( \tau_2 \); b) \( \alpha_{213} \) is a bottleneck between \( \sigma_1 \) and \( \tau_3 \); c) \( \alpha_{312} \) is parallel with \( \alpha_{213} \); d) \( \{\alpha_{231}, \alpha_{312}\} \) forms a cut-set between \( \sigma_1 \) from \( \tau_1 \).

2) \( p_2(x) = 1 + \eta(x) \) if and only if the following conditions are satisfied: a) \( \alpha_{123} \) is a bottleneck between \( \sigma_2 \) and \( \tau_1 \); b) \( \alpha_{132} \) is a bottleneck between \( \sigma_2 \) and \( \tau_2 \); c) \( \alpha_{123} \) is parallel with \( \alpha_{132} \); d) \( \{\alpha_{231}, \alpha_{312}\} \) forms a cut-set between \( \sigma_2 \) from \( \tau_2 \).

3) \( p_3(x) = 1 + \eta(x) \) if and only if the following conditions are satisfied: a) \( \alpha_{321} \) is a bottleneck between \( \sigma_2 \) and \( \tau_1 \); b) \( \alpha_{132} \) is a bottleneck between \( \sigma_3 \) and \( \tau_2 \); c) \( \alpha_{231} \) is parallel with \( \alpha_{132} \); d) \( \{\alpha_{231}, \alpha_{312}\} \) forms a cut-set between \( \sigma_3 \) from \( \tau_3 \).

Consider the network as shown in Fig. 4b. It is easy to see that \( e_2 = \alpha_{312} = 1 \), and \( e_1 = \alpha_{213} = 1 \). Consistent with Section V, we classify the networks based on the coupling relations present in the network as follows:

- \( Type I \): Networks in which all one of the coupling relations, \( p_i(x) = 1 \) and \( p_i(x) = \eta(x) \) \( (1 \leq i \leq 3) \), is present.
- \( Type II \): Networks in which \( p_i(x) \neq \{1, \eta(x)\} \) \( (1 \leq i \leq 3) \), but one of the three mutually exclusive coupling conditions, \( p_1(x) = \eta(x)(1+\eta(x)), p_2(x) = 1 + \eta(x), \) and \( p_3(x) = 1 + \eta(x), \) is present.
- \( Type III \): Networks in which none of the above-coupling relations is present.

Theorem V.6. Assume that all the senders are connected to all the receivers via directed paths. The following statements hold:

1) The optimal symmetric rate achieved by precoding-based linear schemes for \( Type I \) networks is \( 1/3 \) per unicast session.
2) The optimal symmetric rate achieved by precoding-based linear schemes for \( Type II \) networks is \( 2/5 \) per unicast session.
3) The optimal symmetric rate achieved by precoding-based linear schemes for \( Type III \) networks is \( 1/2 \) per unicast session.

Moreover, all of the above optimal symmetric rate is achievable through PBNA schemes.

Proof: See Section VIII.

VI. SUFFICIENT AND NECESSARY CONDITIONS FOR PBNA TO ACHIEVE SYMMETRIC RATE \( 1/2 \)

In this section, we explain the main ideas behind the proofs of Theorem V.1 and V.2. Consistent with Section V, we distinguish two cases based on whether \( \eta(x) = 1 \).
A. $\eta(x)$ Is Not Constant

In this subsection, we first present a simple method to quickly identify a class of networks, for which PBNA can asymptotically achieve symmetric rate $\frac{1}{2}$. Then, we sketch the outline of the proof for the sufficiency of Theorem VI.1. Next, we explain the main idea behind the proof for the necessity of Theorem VI.1.

1) A Simple Method Based on Theorem VI.1

As shown in Theorem VI.1, the set $S'$ contains an exponential number of rational functions, and thus it is very difficult to check the conditions of Theorem VI.1 in practice. Interestingly, the theorem directly yields a simple method to quickly identify a class of networks for which PBNA is feasible. The major idea of the method is to exploit the asymmetry between $p_i(x)$ and $\eta(x)$ in terms of effective variables. Here, given a rational function $f(y)$, we define a variable as an effective variable of $f(y)$ if it appears in the unique form of $f(y)$. Let $\mathcal{V}(f(y))$ denote the set of effective variables of $f(y)$. Intuitively, this asymmetry allows us more freedom to control the values of $p_i(x)$ and $\eta(x)$ such that they can change independently, which makes the network behave more like a wireless channel. The formal description of the method is presented below:

**Corollary VI.1.** Assume all $m_{ij}(x)$'s $(i, j = 1, 2, 3)$ are non-zeros, and $\eta(x)$ is not constant. Each unicast session can asymptotically achieve one half rate through PBNA if for $i = 1, 2, 3$, $p_i(x) \neq \frac{1}{g(\eta(x))} \in S'$ and $\mathcal{V}(\eta(x)) \neq \mathcal{V}(p_i(x))$.

**Proof:** If the above conditions are satisfied, we must have $p_i(x) \neq \frac{1}{g(\eta(x))} \in S'$. Thus, the theorem holds.

Consider the networks shown in Fig. 7a and Fig. 2 which we replicate in Fig. 7b for easy review. As shown in these examples, due to edge $e$, $\eta(x)$ contains effective variables $x_{\sigma_1 e}, x_{\sigma_2 e}$, which are absent in the unique form of $p_i(x)$ $(i = 1, 2, 3)$. Thus, by Corollary VI.1 each unicast session can asymptotically achieve one half rate through PBNA. However, Corollary VI.1 doesn't subsume all possible networks for which PBNA can achieve one half rate. For instance, in Fig. 7c we show a counter example, where $\mathcal{V}(\eta(x)) = \mathcal{V}(p_1(x))$, and thus Corollary VI.1 is not applicable. Nevertheless, it is easy to verify the network satisfies the conditions of Theorem VI.1 and thus PBNA can still achieve one half rate.

2) Sufficiency of Theorem VI.1

As shown in Section VI, not all coupling relations $p_i(x) = \frac{g_1(\eta(x))}{g_2(\eta(x))} \in S'$ are realizable due to the special properties of transfer functions. Indeed, since the transfer functions are defined on graphs, they exhibit special properties due to the graph structure. As we will see, these properties are essential in identifying the minimal sub-set of realizable coupling relations. In fact, we only need two such properties, namely Linearization Property and Square-Term Property.

The proof consists of three steps. First, we use Linearization Property and a simple degree-counting technique to reduce $S'$ to the following set $S''$: We consider the general form of $p_i(x)$ as below

$$h(x) = \frac{m_{ab}(x)m_{pq}(x)}{m_{aq}(x)m_{pb}(x)}$$

Note that $S''$ only includes a finite number of rational functions, where $a, b, p, q = 1, 2, 3$ and $a \neq p, b \neq q$. Moreover, by the definition of transfer function, the numerator and denominator of $h(x)$ can be expanded respectively as follows:

$$m_{ab}(x)m_{pq}(x) = \sum_{(P_1, P_2) \in \mathcal{P}_{ab} \times \mathcal{P}_{pq}} t_{P_1}(x)t_{P_2}(x)$$

$$m_{aq}(x)m_{pb}(x) = \sum_{(P_3, P_4) \in \mathcal{P}_{aq} \times \mathcal{P}_{pb}} t_{P_3}(x)t_{P_4}(x)$$

Hence, each path pair in $\mathcal{P}_{ab} \times \mathcal{P}_{pq}$ contributes a term in $m_{ab}(x)m_{pq}(x)$, and each path pair in $\mathcal{P}_{aq} \times \mathcal{P}_{pb}$ contributes a term in $m_{aq}(x)m_{pb}(x)$.

The first property, the Linearization Property, is stated in the following lemma. According to this property, if $p_i(x) \neq 1$, it can be transformed into its simplest non-trivial form, i.e., a linear function or the inverse of a linear function, through a partial assignment of values to $x$.

**Lemma VI.1 (The Linearization Property).** Assume $h(x)$ is not constant. Let $h(x) = \frac{u(x)}{v(x)}$ such that $\gcd(u(x), v(x)) = 1$. Then, we can assign values to $x$ other than a variable $x_{ee'}$ such that $u(x)$ and $v(x)$ are transformed into either $u(x_{ee'}) = c_1x_{ee'} + c_0$, $v(x_{ee'}) = c_2$ or $u(x_{ee'}) = c_2$, $v(x_{ee'}) = c_1x_{ee'} + c_0$, where $c_0, c_1, c_2$ are constants in $\mathbb{F}_2$ and $c_1c_2 \neq 0$.

**Proof:** See Appendix A.

The second property, namely the Square-Term Property, is presented in the following lemma. According to this property, the coefficient of $x_{ee'}^2$ in the numerator of $h(x)$ equals its counter-part in the denominator of $h(x)$. Thus, if $x_{ee'}^2$ appears in the numerator of $h(x)$ under some assignment to $x$, it must also appear in the denominator of $h(x)$, and vice versa.

**Lemma VI.2 (The Square-Term Property).** Given a coding...
variable $x_{c\epsilon'}$, let $f_1(x)$ and $f_2(x)$ be the coefficients of $x^{2\epsilon'}$ in $m_{ab}(x)m_{pq}(x)$ and $m_{aq}(x)m_{pb}(x)$ respectively. Then $f_1(x) = f_2(x)$.

**Proof:** See Appendix A. 

Now, we sketch the outline for the proof of the sufficiency of Theorem V.1. The proof consists of three steps:

First, we use the Linearization Property and a simple degree-counting technique to reduce $S'$ to the following set $S''_1$:

$$S''_1 = \left\{ \frac{a_0 + a_1 \eta(x)}{b_0 + b_1 \eta(x)} : a_0, a_1, b_0, b_1 \in \mathbb{F}_q \right\} \tag{34}$$

Next, we iterate through all possible configurations of $a_0, a_1, b_0, b_1$, and utilize the Linearization Property and the Square-Term Property to further reduce $S''_1$ to just four rational functions:

$$S''_2 = \left\{ 1, \eta(x), 1 + \eta(x), \frac{\eta(x)}{1 + \eta(x)} \right\} \tag{35}$$

Finally, we use a recent result from [35] to rule out the fourth redundant rational function in $S''_2$, resulting in the minimal set $S'$ defined in Theorem V.1. The detailed proof is deferred to Appendix B.

3) Necessity of the Conditions of Theorem V.1: We first show how to get a precoding matrix $V_1$ that satisfies Eq. (12). The construction of $V_1$ involves solving a system of linear equations defined on $\mathbb{F}_{2^m}((\xi)(z))$:

$$r(z)(zC - BA) = 0 \tag{36}$$

In the above equation, $r(z) = (r_1(z), \ldots, r_{n+s}(z))$, where $r_i(z) \in \mathbb{F}_{2^m}((\xi)(z))$ for $1 \leq i \leq n+s$. Assume $r_0(z)$ is a non-zero solution to Eq. (36). Substitute $z$ with $\eta(x)$, and we have $\eta(x)r_0(\eta(x))C = r_0(\eta(x))BA$. Finally, construct the following precoding matrix

$$V_1^T = (r_0^T(\eta(x^{(1)}))) \cdot (r_0^T(\eta(x^{(2)}))) \cdots (r_0^T(\eta(x^{(n+s)}))) \tag{37}$$

Apparently, $V_1$ satisfies Eq. (10). Hence, each non-zero solution to Eq. (36) corresponds to a row of $V_1$ satisfying Eq. (10). Conversely, it is straightforward to see that each row of $V_1$ satisfying Eq. (10) corresponds to a solution to Eq. (36).

As we will prove in Appendix B, rank($zC - BA$) = $n$. If $s = 0$, $zC - BA$ becomes an invertible square matrix, and Eq. (36) only has a zero solution. Thus, in order for Eq. (12) to have a non-zero solution, $s$ must equal 1.

As an example, consider the case where $s = 1$, $n = 2$, and $2^m = 4$. Let $\alpha$ be the primitive element of $\mathbb{F}_4$ such that $\alpha^3 = 1$ and $\alpha^2 + \alpha + 1 = 0$. Moreover, let $A = I_2$ and

$$C = \begin{pmatrix} 1 & \alpha \\ \alpha & 1 \end{pmatrix}, \quad B = \begin{pmatrix} \alpha^2 & \alpha \\ \alpha & \alpha^2 \end{pmatrix}$$

It’s easy to verify that $r(z) = (\alpha^2 z^2 + \alpha, z + \alpha, z^2 + \alpha z + \alpha^2)$ satisfies Eq. (36). Thus, we substitute $z$ with $\eta(x^i)$ and construct $V_1^T = (r^T(\eta(x^i))) \cdot (r^T(\eta(x^2))) \cdots (r^T(\eta(x^7)))$. Apparently, Eq. (10) is satisfied. From this example, we can see that given different $A, B, C$, we can construct different precoding matrix $V_1$, and thus the choices of precoding matrices are not limited to those defined in Eq. (12)-(14). An interesting observation is that the above preceding matrix $V_1$ is closely related to Eq. (12) through a transform equation:

$$V_1 = GV_1^TF$$

where $V_1^T$ is defined in Eq. (12), $F$ is an $(n + 1) \times (n + 1)$ matrix, and $G$ is a $(2n+1) \times (2n+1)$ diagonal matrix, with the $(i,i)$ element being $f_i(\eta(x^i))$, where $f_i(z)$ is an arbitrary non-zero rational function in $\mathbb{F}_{2^m}((\xi)(z))$. Moreover, the $(n+1)$th row of $FC$ and the 1st row of $FBA$ are both zero vectors.

**Proof:** See Appendix B.

Using Lemma VI.3, we can prove that if a coupling relation $p_i(x) = \frac{f_i(x)}{g_i(x)} \in S'$ is present in the network, any PBNA cannot achieve one half rate per unicast session. This implies that the conditions of Theorem V.1 are also necessary for PBNA to achieve one half rate per unicast session. We defer the detailed proof to Appendix B.

B. $\eta(x)$ Is Constant

**Proof of Theorem V.2:** In the proof of Theorem V.2, we’ve proved the sufficiency of Theorem V.2. If $p_i(x) = 1$, $P_i$ becomes an identity matrix. We will show that it is impossible for PBNA to achieve one half rate for each unicast session. We only prove the case for $i = 1$. The other cases $i = 2, 3$ can be proved similarly, and are omitted. The matrix in the reformulated rank condition $B_0^T$ becomes $(V_1, V_1C)$. Since rank$(V_1C) = n$, there are $n$ columns in $V_1$ that are linearly dependent of the columns in $V_1C$. Thus, it is impossible for PBNA to achieve one half rate for $\omega_i$.

In Fig. 8, we show an example of this case. Note that the network in Fig. 8 has rich connectivity such that each sender is connected to its corresponding receiver via a disjoint directed path. Thus, there is no coding opportunity that can be exploited, and routing is sufficient to achieve rate 1 per unicast session, which is the maximum symmetric rate achieved by
Algorithm 1: Calculate $C_{ee'}$

1. Use BFS (Breadth First Search) algorithm to calculate the set of edges reachable from $e$, denoted by $E_1$;
2. Use reverse BFS algorithm to calculate the set of edges which is connected to $e'$, denoted by $E_2$;
3. $E_{ee'} ← E_1 ∩ E_2$;
4. $C_{ee'} ← \{e\}, C ← \{e\}$;
5. for each $e_3 ∈ E_{ee'}$ in the topological order do
   6. $C ← C ∪ \{e_3\}$;
   7. for each $e_2$ such that $head(e_1) = tail(e_2)$ do
      8. if $e_2 ∈ E_{ee'}$ then $C ← C ∪ \{e_2\}$
   9. end
10. if $C$ contains one edge then $C_{ee'} ← C_{ee'} ∪ C$
11. end

Algorithm 2: Check if $p_1(x) = \frac{\eta(x)}{1 + \eta(x)}$

1. $\alpha_{312} ←$ the last edge of $C_{31} ∩ C_{32}$;
2. $\alpha_{213} ←$ the last edge of $C_{21} ∩ C_{23}$;
3. if $\alpha_{312} \notin C_{12}$ or $\alpha_{213} \notin C_{13}$ then return false 
   Use BFS algorithm to check whether $\alpha_{312}$ is connected with $\alpha_{213}$ by a directed path;
4. if $\alpha_{312}$ is connected with $\alpha_{213}$ then return false
   Let $G_1$ denote the subgraph of $G'$ induced by $E' = \{\alpha_{312}, \alpha_{213}\}$;
5. Use BFS algorithm to check whether $\tau_1$ is connected to $\sigma_1$ in $G_1$;
6. if $\tau_1$ is connected to $\sigma_1$ in $G_1$ then return false else return true

$E_{ee'}$. Note that in the reverse BFS algorithm, we start from $e'$ and move upwards by following the incoming edges associated with each node. 2) Lines 4-11 are used to calculate $C_{ee'}$. In this step, we iterate through each edge $e ∈ E_{ee'}$ in the topological order. In each iteration, we calculate $C$, which forms a cut separating $e$ from $e'$. If $C$ contains only one edge, we then incorporate $C$ into $C_{ee'}$. The running time of the algorithm is $O(h(E))$, where $h$ is the maximum in-degree of nodes in $G'$.

C. Some $s_i$ Is Disconnected from Some $d_j$ ($i \neq j$)

In this case, since the number of interfering signals is reduced, at least one alignment condition can be removed, and thus the restriction on $V_1$ imposed by Eq. (10) vanishes. Therefore, we can choose $V_1$ freely, and the feasibility conditions of PBNA can be greatly simplified. For example, assume $m_{21}(x) = 0$ and all other transfer functions are non-zero. Hence, the alignment condition for the first uncircuit session vanishes. Using a scheme similar to above, we set $V_1 = (θ_1, θ_2)^T$, $V_2 = M_{13}M_{23}^{-1}(θ_1, θ_2)^T$ and $V_3 = M_{12}M_{32}^{-1}(θ_1, θ_2)^T$, and thus the interferences at $τ_2$ and $τ_3$ are all perfectly aligned. It is easy to see that $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})^T$ is feasible through PBNA if and only if $p_1(x)$ is not constant for every $i = 1, 2, 3$. Using similar arguments, we can discuss other cases.

VII. CHECKING THE ACHIEVABILITY CONDITIONS OF PBNA

In this section, we propose a polynomial-time algorithm to calculate the feasibility conditions of PBNA. We use $C_{e_1e_2}$ to denote the set of bottlenecks between two edges $e_1$ and $e_2$, and use $C_{ij}$ to represent $C_{ij, \tau}$. Using this notation, we can easily see that $\alpha_{ijk}$ is the last edge of the topological ordering of the edges in $C_{ij} ∩ C_{ik}$, and $\beta_{ijk}$ is the first edge of the topological ordering of the edges in $C_{jk} ∩ C_{\alpha_{ijk}, \tau_2}$.

We assume $G$ is stored as an adjacency list, i.e., for each node $v ∈ V'$, we associate it with the set of its incoming edges and the set of its outgoing edges. Moreover, we assume all the edges in $G$ have been arranged in topological order.

The checking process consists of the following steps: 1) Check if $η(x) = 1$; 2) if $η(x) = 1$, check the conditions of Theorem V.3; otherwise, check the conditions of Theorem V.1. In the following discussion, we present the building blocks involved in these steps.

1) Calculating $C_{ee'}$: We use Algorithm 1 to calculate the set of bottlenecks $C_{ee'}$ which separates $e$ from $e'$. The algorithm consists of two steps: 1) Lines 1-3 are used to calculate the set of edges traversed by the paths in $P_{ee'}$, denoted by $\eta(x) = 1$ and $η(x) = 1 + η(x)$:

2) Checking if $p_1(x) = \eta(x)$ or $p_2(x) = \eta(x)$:
   We use Algorithm 2 to check if $p_1(x) = \frac{\eta(x)}{1 + \eta(x)}$. The other two coupling relations can be checked similarly. Note that Line 4 consists of two steps: First, we start from $\alpha_{312}$ and use BFS to check if $\alpha_{213}$ is reachable from $\alpha_{312}$; then we start from $\alpha_{213}$ and use BFS to check if $\alpha_{312}$ is reachable from $\alpha_{213}$. The running time of the algorithm is $O(h(|E|))$.

VIII. OPTIMAL LINEAR PRECODING-BASED RATES

In this section, we prove that for SISO scenarios where all the senders are connected to all the receivers via directed paths, there are only three possible symmetric rates achieved by any precoding-based linear schemes. We’ll also show that PBNA can achieve the optimal symmetric rate achieved by precoding-based linear schemes. In order to show this, we first prove that for the networks that violate one of the following three conditions: $p_1(x) \neq \frac{\eta(x)}{1 + \eta(x)}$, $p_2(x) \neq 1 + η(x)$, and...
Consider any precoding-based linear scheme over $N$ channel uses. Let $\tilde{v}_1, \tilde{v}_2, \tilde{v}_3$ be vectors from the spaces $\text{span}(V_1)$, $\text{span}(V_2)$, and $\text{span}(V_3)$, respectively. Consider a Type II network, without loss of generality, we assume that the network realizes $p_1(x) = \frac{\eta(x)}{1 + \eta(x)}$ (see Fig. 4b). This relation can be equivalently represented in matrix form as

$$M_{11} = M_{31}M_{32}^{-1}M_{12} + M_{21}M_{23}^{-1}M_{13}$$ \hspace{1cm} (39)

**Lemma VIII.1.** If $\tilde{v}_1$ aligns with $\tilde{v}_3$ at $d_2$ and with $\tilde{v}_2$ at $d_3$, then $\tilde{v}_1$ must align in the space spanned by $\tilde{v}_2$ and $\tilde{v}_3$ at $d_1$.

**Proof:** Since $\tilde{v}_1$ aligns with $\tilde{v}_3$ at $d_2$ and with $\tilde{v}_2$ at $d_3$, it follows that,

$$d_2 : \quad M_{12}\tilde{v}_1 = aM_{32}\tilde{v}_3$$ \hspace{1cm} (40)

$$d_3 : \quad M_{13}\tilde{v}_1 = bM_{33}\tilde{v}_3$$ \hspace{1cm} (41)

where $a, b$ are scalars. At $d_1$, we see the vector $M_{11}\tilde{v}_1$. Using (39), (40) and (41) we get,

$$M_{11}\tilde{v}_1 = M_{31}M_{32}^{-1}M_{12}\tilde{v}_1 + M_{21}M_{23}^{-1}M_{13}\tilde{v}_1$$

$$= aM_{31}\tilde{v}_2 + bM_{21}\tilde{v}_2$$

This shows that the desired vector at $d_1$ aligns with the space spanned by the interference.

**Theorem VIII.1.** For a Type II network the symmetric rate achievable per user through any precoding-based scheme cannot be more than $2/5$.

**Proof:** Suppose every sender sends $d$ symbols over $n$ dimensions, through any linear precoding scheme. Consider $\omega_1$, let us use $l_{12}$ and $l_{13}$ to represent the number of dimensions of signal space of $d_1$ that align with $\omega_2$ at $d_2$ and $\omega_3$ at $d_2$ respectively, and $V_{12}$ and $V_{13}$ to represent their corresponding spaces. From Lemma VIII.1 we know that $V_{12}$ and $V_{13}$ must have no intersection, otherwise the intersection part will contain vectors that will align with interference at $d_1$. Therefore, we must have $l_{12} + l_{13} \leq d$. Now consider $\omega_2$, we already know that there is a $l_{13}$ dimensional space where interference from $\omega_1$ and $\omega_3$ are aligned. So the number of interference dimension is given as $(d + d - l_{13}) = 2d - l_{13}$. The number of desired dimensions at $d_2$ is $d$, and this $d$ dimensional desired signal space should remain resolvable from the interference space, so we have $3d - l_{13} \leq n$. Similarly, consider User 3 to obtain another inequality : $3d - l_{12} \leq n$. Combining these inequalities we get $6d - (l_{13} + l_{12}) \leq n$. But we know $l_{12} + l_{13} \leq d$, so $6d - d \leq 2n \Rightarrow d/n \leq 2/5$, which implies it is not possible to achieve a symmetric rate more than $2/5$ per user.

**Corollary VIII.1.** For Type II networks, it is possible to achieve a rate of $2/5$ per user through through a finite timeslot precoding based network alignment scheme, i.e., the outer bound is tight.

**Proof:** Without loss of generality, assume the Type II networks has a coupling relation $p_1(x) = \frac{\eta(x)}{1 + \eta(x)}$. This scheme can be easily modified to fit the other coupling relations too. Suppose we use a $2n+1 = 5$ symbol extension, then according to the PBNA scheme in Section IV we have precoding vectors $V_1 = (wTwT^2w)$, $V_2 = (wTw)$ and $V_3 = (TwT^2w)$. The given coupling relation only affects User 1, so the rates at Receiver 2 and 3 will remain unaffected. The matrix equivalent of the coupling relation is given in (39), which can be rewritten as,

$$M_{11} = M_{31}M_{32}^{-1}M_{12} + M_{21}M_{23}^{-1}M_{13}$$

At Receiver 1, the desired signal space is given $M_{11}V_1$ and the interference space is given by $M_{31}V_3$. (Note: The interference from transmitter 2 and 3 are aligned, i.e., $M_{21}V_2 = M_{31}V_3$). Substituting the alignment equation from Receiver 2 for $V_3$ we get,

$$M_{11}V_3 = M_{31}M_{32}^{-1}M_{12}(TwT^2w)$$

From (42) and (43), it can be seen that the second column of the desired signal space ($M_{11}V_1$) can be written as a linear combination of the two columns of the interference space. The other two columns of the desired space are linearly independent of the column of interference space. User 1 could use these two dimensions to send its signal without interference. In other words, each user would be able to achieve a rate of $2/5$.

**Proof of Theorem VIII.1:** The $Type I$ networks fail to satisfy certain conditions which are information theoretically necessary to achieve any rate more than $1/3$ user per session, this was explained in a remark under Theorem VII in Section V. The outer bound for $Type II$ networks was derived in Theorem VIII.1 and the achievability was shown in Corollary VIII.1 $Type III$ networks were the main focus of this paper, previous sections discussed in detail about schemes and their feasibility for achieving $1/2$ rate per user in detail and it is a well known fact that it is not possible to achieve more than $1/2$ per user for SISO scenarios in fully connected networks [11].

**IX. CONCLUSION AND FUTURE DIRECTIONS**

In this paper, we consider the problem of network coding for the SISO scenarios with three unicast sessions. We consider a network model, in which the middle of the network performs random linear network coding. We apply precoding-based interference alignment [11] to this network setting. We show that network topology may introduce algebraic dependence (“coupling relations”) between different transfer functions, which can potentially affect the rate achieved by PBNA. Using two graph-related properties and a recent result from [35], we identify the minimal set of coupling relations that are realizable in networks. Moreover, we show that each of these coupling relations has a unique interpretation in terms of network topology. Based on these interpretations, we present a polynomial-time algorithm to check the existence of these coupling relations.

This work is limited to three unicast sessions in the SISO scenario (i.e., with min-cut one per session) and following a
precoding-based approach (all precoding is performed at the end nodes, while intermediate nodes perform random network coding). This is the simplest, yet highly non-trivial instance of the general problem of network coding across multiple unicasts. Apart from being of interest on its own right, we hope that it can be used as a building block and provide insight into the general problem.

There are still many problems that remain to be solved regarding applying interference alignment techniques to the network setting. For example, one important problem is the complexity of PBNA, which arises in two aspects, i.e., precoding matrix and field size, and is inherent in the framework of PBNA. One direction for future work is to apply other alignment techniques (with lower complexity) to the network setting. The extensions to other network scenarios beyond SISO with more than three unicast sessions are highly nontrivial. Finally, the current paper applies precoding at the sources only, while intermediate nodes performed simply random network coding; an open direction for future work is alignment by network code design in the middle of the network as well.
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**APPENDIX A**

**PROOFS OF GRAPH-RELATED PROPERTIES**

**A. Linearization Property and Square-Term Property**

The following lemma plays an important role in the proof of Linearization Property and the interpretation of the coupled relations, \( p_1(x) = 1 \) and \( p_1(x) = \eta(x) \). The basic idea of this lemma is that we can multicast two symbols from two senders to two receivers via network coding if and only if the minimum cut separating the senders from the receivers is greater than one.

**Lemma A.1.** \( m_{ab}(x)m_{pq}(x) \neq m_{aq}(x)m_{pb}(x) \) if and only if there is disjoint path pair \((P_1, P_2) \in P_{ab} \times P_{pq} \) or \((P_3, P_4) \in P_{aq} \times P_{pb} \).

**Proof:** We add a super sender \( s \) and connect it to \( s' \) and \( s'' \) via two edges of unit capacity, and a super receiver \( d \), to which we connect \( d'_a \) and \( d'_p \) via two edges of unit capacity. Thus, the transfer matrix at \( d \) is

\[
M = \begin{pmatrix}
m_{ab}(x) & m_{aq}(x) \\
m_{pb}(x) & m_{pq}(x)
\end{pmatrix}
\]

It is easy to see \( \det(M) = m_{ab}(x)m_{pq}(x) - m_{aq}(x)m_{pb}(x) \). Hence, we can multicast two symbols from \( s \) to \( d \), i.e., \( \det(M) \neq 0 \), if and only if the minimum cut separating \( s \) from \( d \) is at least two, or equivalently there is a disjoint path pair \((P_1, P_2) \in P_{ab} \times P_{pq} \) or \((P_3, P_4) \in P_{aq} \times P_{pb} \).

The proof of Lemma A.1 involves finding a subgraph \( H \) such that some coding variable appears exclusively in the denominator or numerator of \( h(x_H) \), i.e., \( h(x_H) \) restricted to \( H \). In fact, due to Lemma A.1, such subgraph \( H \) always exists, if \( h(x) \) is not constant.

**Proof of Lemma VI.1.** In this proof, given a path \( P \), let \( P[e : e'] \) denote the path segment of \( P \) between two edges \( e \) and \( e' \), including \( e \) and \( e' \). We arrange the edges of \( G' \) in topological order, and for \( e \in E' \), let \( o(e) \) denote \( e \)'s position in this ordering. Moreover, denote \( h_1(x) = m_{ab}(x)m_{pq}(x), h_2(x) = m_{aq}(x)m_{pb}(x) \) and \( d(x) = \gcd(h_1(x), h_2(x)) \). Let \( s_1(x) = h_1(x) + s_2(x) = h_2(x) \). Hence \( \gcd(s_1(x), s_2(x)) = 1 \). It follows \( u(x) = c_{s_1}(x), v(x) = c_{s_2}(x), \) where \( c(x) \) is a non-zero constant in \( \mathbb{F}_2^m \). By Lemma A.1, there exists disjoint path pair \((P_1, P_2) \in P_{ab} \times P_{pq} \) or \((P_3, P_4) \in P_{aq} \times P_{pb} \). Now we consider the first case.

We arbitrarily select another path pair \((P_3', P_4') \in P_{aq} \times P_{pb} \). Since \( P_1, P_2 \) both originate at \( s_\sigma \), and \( P_3', P_4' \) both terminate at \( \tau_q \), there exist \( e_3 \in P_3 \cap P_3' \) and \( e_4 \in P_4 \cap P_4' \) such that the path segment along \( P_3'' \) between \( e_3 \) and \( e_4 \) is disjoint with \( P_1 \cup P_2 \). Similarly, there exist \( e_3 \in P_3 \cap P_3' \) and \( e_4 \in P_4 \cap P_4' \) such that the path segment between \( e_3 \) and \( e_4 \) along \( P_3'' \) is disjoint with \( P_1 \cup P_2 \). We then find values for \( (x_{H'}) \) that \( H' \) will not show up in \((d(x_H))\) and thus can also be written as \( d(x_H') \).

We then prove that the theorem holds for \( H \). If \( o(e_2) > o(e_3) \) (Fig. 9a and 9b), the variables along \( P_2 e_3 : e_2 \) are absent in \( h_2(x_H) \). We then arbitrarily select a variable \( x_{ee'} \) from \( P_2 e_3 : e_2 \), and write \( h_1(x_H) = f(x_{H}) x_{ee'} + g(x_{H}), \) where \( x_{H} \) includes all the variables in \( x_H \) other than \( x_{ee'} \). Meanwhile, \( h_2(x_{H}) \) can be written as \( h_2(x_{H}) \). Clearly, \( x_{ee'} \) will not show up in \((d(x_H))\) and thus can also be written as \( d(x_H') \).

We then find values for \( x_{H'} \), denoted by \( r \), such that \( f(r)h_2(r)d(r) \neq 0 \). Finally, denote \( c_0 = c_0(r)d^{-1}(r), c_1 = c_1(r)d^{-1}(r), c_2 = c_2(r)d^{-1}(r), \) and \( c_3 = c_3(r)d^{-1}(r) \) and \( c_4 \) is the order holds. On the other hand, if \( o(e_2) < o(e_3) \) (see Fig. 9c), the variables along \( P_3 e_1 : e_4 \) are absent in \( h_2(x_H) \). We then select a variable \( x_{ee'} \) from \( P_3 e_1 : e_4 \). Similar to above, it's easy to see that \( u(x) \) and \( v(x) \) can be transformed into \((c_{ee'} c_0 + c_2) \) and \((c_{ee'} c_0 + c_2) \) respectively.

For the case where \( (P_3, P_4) \in P_{aq} \times P_{pb} \) is a disjoint path pair, we can show that \( u(x) \) and \( v(x) \) can be transformed into \((c_{ee'} c_0 + c_2) \) and \((c_{ee'} c_0 + c_2) \) respectively.

The basic idea of Lemma VI.2 is to construct a one-to-one mapping between the square terms in the numerator of \( h(x) \) and those in the denominator of \( h(x) \).

**Proof of Lemma VI.2.** First, we define two sets
Consider a path pair $(P_1, P_2)$ be the parts of $P$ before $e$ and after $e'$ respectively. Similarly, define $P_1^e$ and $P_2^e$. Then construct two new paths: $P_1 = P_1^e \cup \{e, e'\} \cup P_2^e$ and $P_2 = P_2^e \cup \{e, e'\} \cup P_1^e$ (see Fig. 10). Clearly, $t_{P_1}(x)t_{P_2}(x) = t_{P_1}(x)t_{P_2}(x)$, and thus $(t_1, P_1) \in \mathcal{Q}_2$. The above method establishes a one-to-one mapping $\phi : \mathcal{Q}_1 \rightarrow \mathcal{Q}_2$, such that for $\phi((P_1, P_2)) = (P_3, P_4)$, $t_{P_1}(x)t_{P_2}(x) = t_{P_3}(x)t_{P_4}(x)$. Hence, $f_1(x) = \frac{1}{|e,e'|} \sum_{P_1, P_2 \in \mathcal{Q}_1} t_{P_1}(x)t_{P_2}(x) = f_2(x).

\section{Other Graph-Related Properties}

In this section, we present other graph-related properties, which reveal more microscopic structures of transfer functions, and are to be used in the proofs of Theorems V.3 and V.5. Before proceeding, we first extend the concept of transfer function to any two edges $e, e' \in E'$, i.e., $m_{e,e'}(x) = \sum_{P \in \mathcal{P}_{e,e'}} t_{P}(x)$, where $\mathcal{P}_{e,e'}$ is the set of paths from $e$ to $e'$.

The following lemma states that any transfer function $m_{e,e'}(x)$ is uniquely determined by the two edges $e, e'$.

**Lemma A.2.** Consider two transfer functions $m_{e_1e_2}(x)$ and $m_{e_3e_4}(x)$. Then $m_{e_1e_2}(x) = m_{e_3e_4}(x)$ if and only if $e_1 = e_3$ and $e_2 = e_4$.

**Proof:** Apparently, the “if” part holds trivially. Now assume $e_1 \neq e_3$ or $e_2 \neq e_4$. Then, there must be some edge which appears exclusively in $\mathcal{P}_{e_1e_2}$ or $\mathcal{P}_{e_3e_4}$, implying $m_{e_1e_2}(x) \neq m_{e_3e_4}(x)$. Thus, the lemma holds.

The following result was first proved by Han et al. [35]. It states that each transfer function $m_{e,e'}(x)$ can be uniquely factorized into a product of irreducible polynomials according to the bottlenecks between $e$ and $e'$.

**Lemma A.3.** We arrange the bottlenecks in $G_{e,e'}$ in topological order: $e_1, e_2, \cdots, e_k$, such that $e = e_1$, $e' = e_k$. Then, $m_{e,e'}(x)$ can be factorized as $m_{e,e'}(x) = \prod_{i=1}^{k-1} m_{e_i,e_{i+1}}(x)$, where $m_{e_i,e_{i+1}}(x)$ is an irreducible polynomial.

In addition, as shown below, any transfer function $m_{e,e'}(x)$ can be partitioned into a summation of products of transfer functions according to a cut between $e$ and $e'$.

**Lemma A.4.** Assume $\mathcal{U} = \{e_1, e_2, \cdots, e_k\}$ is a cut which separates $e$ from $e'$. If $e_i||e_j$ for $e_i \neq e_j \in \mathcal{U}$, we have $m_{e,e'}(x) = \sum_{i=1}^{k} m_{e_i,e_i}(x)m_{e_i,e'}(x)$. Otherwise, the above equality doesn't hold.

**Proof:** For $e_i \in \mathcal{U}$, let $\mathcal{P}_{e_i,e'}$ denote the set of paths in $\mathcal{P}_{e,e'}$ which pass through $e_i$. Because $e_i||e_j$ for $e_i \neq e_j \in \mathcal{U}$, $\mathcal{P}_{e_i,e'}$ is disjoint with $\mathcal{P}_{e_j,e'}$. Hence, $m_{e,e'}(x) = \sum_{i=1}^{k} m_{e_i,e_i}(x)m_{e,e'}(x)$. Note that $m_{e_i,e_i}(x)m_{e,e'}(x) = \sum_{P \in \mathcal{P}_{e_i,e_i} \setminus \mathcal{P}_{e_i,e'}} t_{P}(x)t_{P}(x)$. Moreover, each monomial $t_{P}(x)$ in $m_{e,e'}(x)$ corresponds to a monomial $t_{P}(x)t_{P}(x)$ in $m_{e_i,e_i}(x)m_{e,e'}(x)$. Hence, $m_{e_i,e_i}(x)m_{e,e'}(x) = \sum_{P \in \mathcal{P}_{e_i,e_i} \setminus \mathcal{P}_{e_i,e'}} t_{P}(x)$, and the lemma holds. On the other hand, if some $e_i$ is upstream of $e_j$, $P_{e_i} \cap P_{e_j} \neq \emptyset$, and thus $m_{e,e'}(x) \neq \sum_{i=1}^{k} \sum_{P \in \mathcal{P}_{e_i,e_i} \setminus \mathcal{P}_{e_i,e'}} t_{P}(x)$, indicating that the lemma doesn't hold.

**APPENDIX B**

**PROOFS OF FEASIBILITY CONDITIONS OF PBNB**

**A. Reducing $S'$ to $S'_i$**

In order to utilize the degree-counting technique, we use the following lemma. Basically, it allows us to reformatulate each $\frac{\partial}{\partial n_b}(g(x)) \in S'$ to its unique form $\frac{\partial}{\partial \beta_b}(\alpha_b)$, such that we can compare the degrees of a coding variable in $\alpha(x)$ and $\beta(x)$ with its degrees in the numerator and denominator of $p_i(x)$ respectively.

**Lemma B.1.** Let $F$ be a field. $z$ is a variable and $y = (y_1, y_2, \cdots, y_k)$ is a vector of variables. Consider four non-zero polynomials $f(z), g(z) \in F[z]$ and $s(y), t(y) \in F[y]$, such that $\gcd(f(z), g(z)) = 1$ and $\gcd(s(y), t(y)) = 1$. Denote $d = \max\{d_i, d_j\}$. Define two polynomials in $F[y]$:

$\alpha(y) = f(\frac{y}{t(y)})t'(y)$ and $\beta(y) = g(\frac{y}{t(y)})t'(y)$. Then $\gcd(\alpha(y), \beta(y)) = 1$.

**Proof:** See Appendix D

We use the following three steps to reduce $S'$ to $S'_i$.

**Step 1:** $S' \Rightarrow S'' = \{\frac{\partial}{\partial n_b}(\nu(x)) : a_0, a_1, b_0, b_1 \in F^2\}$. Assume $p_i(x) = \frac{\partial}{\partial n_b}(\nu(x)) \in S'$. We will prove that $d = \max\{d_i, d_j\} = 1$. Let $p_i(x) = \frac{\partial}{\partial n_b}(\nu(x))$, $\eta_i(x) = \frac{\partial}{\partial t_i}(\nu(x))$ denote the unique forms of $p_i(x)$ and $\eta_i(x)$ respectively. Without loss of generality, let $f(z) = \sum_{i=0}^{d} a_i z^i$, $g(z) = \sum_{i=0}^{d} b_j z^j$ where $a_0b_0 \neq 0$. We first consider the case where $\deg \leq k$ and thus $d = k$. Define the following two polynomials:

$\alpha(x) = f(\eta_i(x))k(x) = \sum_{j=0}^{k} a_j k^{-j}(x)s(x)$

$\beta(x) = g(\eta_i(x))k(x) = \sum_{j=0}^{k} b_j k^{-j}(x)s(x)$

Due to Lemma B.1 we have $\alpha(x) = cu(x)$, $\beta(x) = cv(x)$, where $c$ in a non-zero constant in $F_q$. Moreover, according to Lemma V.1, we assign values to $x$ other than a coding variable $x_{cc'}$ such that $u(x)$ and $v(x)$ are transformed into:

$u(x_{cc'}) = c_1 x_{cc'} + c_0$ $v(x_{cc'}) = c_2$

or $u(x_{cc'}) = c_2$ $v(x_{cc'}) = c_1 x_{cc'} + c_0$

where $c_0, c_1, c_2 \in F_q$ and $c_1 c_2 \neq 0$. We only consider the first case. The proof for the other case is similar. In this case, $\alpha(x)$ and $\beta(x)$ are transformed into $\alpha(x_{cc'}) = c_1 x_{cc'} + c_0$ and $\beta(x_{cc'}) = c_2$ respectively.
By contradiction, assume $d > 2$. We first consider the case where $l \leq k$ and thus $d = k$. In this case, we have
\[
\alpha(x_{ce'}) = \sum_{j=0}^{k} a_{j} t^{j-k} x_{ce'} s^{j} (x_{ce'}) = cc_{1}x_{ce'} + cc_{0}
\]
\[
\beta(x_{ce'}) = \sum_{j=0}^{l} b_{j} t^{j-k} x_{ce'} s^{j} (x_{ce'}) = cc_{2}
\]
Assume $s(x_{ce'}) = \sum_{j=0}^{r} s_{j} x_{ce'}^{j}$ and $t(x_{ce'}) = \sum_{j=0}^{r'} t_{j} x_{ce'}^{j}$, where $s_{j}, t_{j} \neq 0$. Thus $\max(r, r') \geq 1$. Note that the degree of $x_{ce'}$ in $t^{j-k} x_{ce'} s^{j} (x_{ce'})$ is $kr' + j(1-r')$. We consider the following two cases:

Case I: $r \neq r'$. If $r > r'$, $d_{a} = kr' ≥ 2$, contradicting that $d_{a} = 1$. Now assume $r < r'$. Let $l_{1}$ and $l_{2}$ be the minimum exponents of $z$ in $f(z)$ and $g(z)$ respectively. It follows that $d_{a} = kr' - l_{1}(r' - r) = 1$ and $d_{b} = kr' - l_{2}(r' - r) = 0$. Clearly, $l_{2} > 0$ due to $d_{b} = 0$. If $r > 0$, $kr' - l_{2}(r' - r) > kr' - l_{2}r' ≥ 0$, contradicting $d_{b} = 0$. Hence, $r = 0$, and $l_{2} = k$ due to $d_{b} = 0$. Meanwhile, $d_{a} = (k-l_{1})r' = 1$, which implies that $l_{1} = k - 1$ and $r' = 1$. Thus, $z^{-1}$ is a common divisor of $f(z)$ and $g(z)$, contradicting $\gcd(f(z), g(z)) = 1$.

Case II: $r = r'$. Since $d_{a} = 1$ and $d_{b} = 0$, all the terms in $\alpha(x_{ce'})$ and $\beta(x_{ce'})$ containing $x_{ce'}^{r}$ must be cancelled out, implying that
\[
\sum_{j=0}^{k} a_{j} t^{j-k} s_{j} = t_{k} \sum_{j=0}^{k} a_{j} \left( \frac{s_{r}}{t_{r}} \right)^{j} t_{r} = 0
\]
\[
\sum_{j=0}^{l} b_{j} t^{j-k} s_{j} = t_{l} \sum_{j=0}^{l} b_{j} \left( \frac{s_{r}}{t_{r}} \right)^{j} t_{r} = 0
\]
Hence $z - \frac{x_{ce'}}{t_{r}}$ is a common divisor of $f(z)$ and $g(z)$, contradicting $\gcd(f(z), g(z)) = 1$.

Therefore, we have proved $d = 1$ when $l \leq k$. Using similar technique, we can prove that $d = 1$ when $l > k$. This implies that $\frac{f(n(x))}{g(n(x))}$ can only be of the form $\frac{a_{0}x + a_{1}n(x)}{b_{0}x + b_{1}n(x)}$. Hence, we have reduced $S'$ to $S''$.

Step 2: $S'' \Rightarrow S''_{0} = \{1, \eta(x), 1 + \eta(x), \frac{\eta(x)}{1 + \eta(x)}\}$. We consider the coupling relation $p_{1}(x) = \frac{f(n(x))}{g(n(x))}$. The coupling relations $p_{2}(x) = \frac{f(n(x))}{g(n(x))}$ and $p_{3}(x) = \frac{f(n(x))}{g(n(x))}$ can be dealt with similarly. Define $q_{1}(x) = \eta(x), \frac{\eta(x)}{1 + \eta(x)}$. Assume the characteristic of $\mathbb{F}_{q}$ is $p$. Given an integer $m$, let $m_{p}$ denote the remainder of $m$ divided by $p$. Since $S''_{0}$ only consists of a finite number of rational functions, we iterate all possible configurations of $a_{0}, a_{1}, b_{0}, b_{1}$ as follows:

Case I: $f(z) = \frac{a_{0}x + a_{1}z}{b_{0}x + b_{1}z}$, where $a_{0}b_{0}b_{1} ≠ 0$, and $a_{0}b_{1} ≠ a_{1}b_{0}$. For this case, we have $p_{1}(x_{ce'}) = \frac{a_{0}x + a_{1}p_{1}(x_{ce'})}{b_{0}x + b_{1}p_{1}(x_{ce'})}$. It immediately follows
\[
q_{1}(x_{ce'}) = \frac{a_{0}c_{0}^{2} (1 - 2k c_{0} c_{2} - b_{0} c_{0} c_{2} x_{ce'}) + (2b_{0}c_{0} c_{1} - a_{1}c_{1} c_{2}) x_{ce'} + b_{1}c_{0}^{2} - a_{1}c_{0}c_{2}}{b_{1}c_{0}^{2} + 2b_{0}c_{0} c_{1} x_{ce'} + b_{1}c_{1}^{2} x_{ce'}^{2}}
\]
Let $u_{1}(x_{ce'})$ and $v_{1}(x_{ce'})$ denote the numerator and denominator of the above equation respectively. Assume $u_{1}(x_{ce'}) | v_{1}(x_{ce'})$ and thus $x_{ce'} = \frac{a_{0}c_{0}^{2} - b_{0}c_{0} c_{2} - b_{0} c_{0} c_{2} x_{ce'}}{b_{1}c_{0}^{2} - a_{1}c_{0} c_{2}}$ is a solution to $v_{1}(x_{ce'}) = 0$.

However, $v_{1}(x_{ce'}) = \frac{a_{0}c_{0}^{2} - b_{0}c_{0} c_{2} - b_{0} c_{0} c_{2} x_{ce'}}{b_{1}c_{0}^{2} - a_{1}c_{0} c_{2}}$ is not equal to $u_{1}(x_{ce'})$. Hence, the definition of $q_{1}(x)$ andLemma VI.2 $x_{ce'}$ must appear in $u_{1}(x_{ce'})$, which contradicts the formulation of $u_{1}(x_{ce'})$.
Therefore, the following equations must hold:
\[ \sum_{i=1}^{n} a_{k,i}(\xi)c_i = 0 \quad \sum_{i=1}^{n} a_{0,i}(\xi)d_i = 0 \]
\[ \sum_{i=1}^{n} (a_{i,i}(\xi)c_i - a_{i+1,i}(\xi)d_i) = 0 \quad \forall l \in \{0, \ldots, k-1\} \]
Thus \( a_{i,i}(\xi) = 0 \) for any \( i \in \{1, \ldots, n\}, l \in \{0, \ldots, k\} \), implying \( f(z) = 0 \). Hence, \( \text{rank}(zC - D) = n \).  ■

The following lemma reveals that any non-zero solution to Eq. (36) is linearly dependent on the particular vector \((1, z, z^2, \ldots, z^n)\), which forms each row of the preceding matrix \( V_1^* \).

**Corollary B.1.** Eq. (36) has a non-zero solution if and only if \( s = 1 \). Moreover, when \( s = 1 \), Eq. (36) has a non-zero solution in the form of \( r(z) = (1, z, z^2, \ldots, z^n)^T \). For \( F \) is an \((n+1) \times (n+1)\) matrix over \( \mathbb{F}_{2^n}(\xi) \). Moreover, any solution to Eq. (36) is linearly dependent on \((1, z, \ldots, z^n)^T \).  ■

**Proof:** We first prove the “only if” part. If \( s = 0 \), \( zC - BA \) is an invertible square matrix. Thus, Eq. (36) has only zero solution. Hence, if Eq. (36) has only non-zero solution, it must be that \( s = 1 \).

We then prove the “if” part. Assume \( s = 1 \). We will construct a non-zero solution to Eq. (36) as follows. There must be an \( n \times n \) invertible submatrix in \( zC - D \). Without loss of generality, assume this submatrix consists of the top \( n \) rows of \( zC - D \) and denote this submatrix by \( E_{n+1} \). Let \( b \) denote the \((n+1)\)th row of \( zC - D \). In order to get a non-zero solution to equation (36), we first fix \( r_{n+1}(z) = -1 \). Therefore, equation (36) is transformed into \( (r_1(z), \ldots, r_n(z))E_{n+1} = b \). Let \( E_i \) denote the submatrix acquired by replacing the ith row of \( E_{n+1} \) with \( b \). Hence, we get a non-zero solution to (36), \( r(z) = (\det E_1, \ldots, \det E_n, -1) \). Moreover, \( f(z) = (\det E_1, \ldots, \det E_n, -\det E_{n+1}) \) is also a solution. Note that the degree of \( z \) in each \( E_i \) is at most \( n \). Thus, \( f(z) \) can be formulated as \((1, z, \ldots, z^n)^T \), where \( F \) is an \((n+1) \times (n+1)\) matrix. Since \( \text{rank}(zC - D) = n \), all the solutions to equation (36) form a one-dimensional linear space. Thus, all solutions must be linearly dependent on \( f(z) \).  ■

Based on Corollary B.1, we can easily derive that each \( V_1 \) satisfying Eq. (10) is related to \( V_1^* \) through a transform equation, as defined in Lemma VI.3.

**Proof of Lemma VI.3.** Let \( r_i \) be the \( i \)th row of \( V_1 \), which satisfies Eq. (10). According to Corollary B.1, \( r_i \) must have the form \( f_i(\eta(x))(1, \eta(x), \ldots, \eta^{n-1}(x))F \), where \( f_i(z) \) is a non-zero rational function in \( \mathbb{F}_{2^n}(\xi)(z) \). Hence, \( V_1 \) can be written as \( GV_1^*F \). Moreover, Eq. (36) can be rewritten as follows:
\[ (z, z^2, \ldots, z^n)^T FC = (1, z, \ldots, z^n)^T F \]
The right side of the above equation contains no \( z^{n+1} \), and thus the \((n+1)\)th row of \( FC \) must be zero. Similarly, there is no constant term on the left side of the above equation, implying that the 1st row of \( FC \) is zero.  ■

In the followings, we will prove the necessity of the conditions in Theorem VI.1. Assume a coupling relation \( p_i(x) = f(\eta(x)) \in S_i' \) is present in the network. Without loss of generality, assume \( f(z) = \sum_{k=0}^{\infty} a_k z^k \) and \( g(z) = \sum_{k=0}^{\infty} b_k z^k \), where \( a_p \neq 0 \) and \( b_p \neq 0 \). We’ll prove that it is impossible for \( \omega_i \) to asymptotically achieve one half rate by using any PBNA. We only consider the case \( t = 1 \). The other cases are \( t = 2, 3 \) can be proved similarly, and are omitted.

Consider a PBNA \( \Lambda = (\xi, V_i: 1 \leq i \leq 3) \) with \( 2n + s \) symbol extensions, where \( n > \max\{p, q\} + 1 \). According to Corollary B.1, \( s \) must equal 1, and thus \( V_1 \) is a \((2n+1) \times (n+1)\) matrix. By Lemma VI.3, \( V_1 = GV_1^*F \), where \( F \) is an \((n+1) \times (n+1)\) invertible matrix. The \( j \)th row of \( V_1 \) is \( r_j = f_j(\eta(x))(1, \eta(x^j), \ldots, \eta^{n-1}(x^j))F \). Since the \((n+1)\)th row of \( FC \) is zero, we have
\[ r_jC = f_j(\eta(x))(1, \eta(x^j), \ldots, \eta^{n-1}(x^j))H \]
where \( H \) consists of the top \( n \) rows of \( FC \) and \( \text{rank}(H) = n \). For \( 0 \leq l \leq n - p - 1 \), define the following vector:
\[ a_l = (0 \cdots 0 a_0 \cdots a_p 0 \cdots 0)^T \]
\[ b_l = (0 \cdots 0 b_0 \cdots b_q 0 \cdots 0)^T \]
It follows that
\[ f(\eta(x))(1, \eta(x^j), \ldots, \eta^{n-1}(x^j))a_l = \]
\[ g(\eta(x))(1, \eta(x^j), \ldots, \eta^{n-1}(x^j))b_l = \]
Define \( a'_l = F^{-1}a_l \) and \( b'_l = H^{-1}b_l \). We can derive:
\[ r_jC = f_j(\eta(x))(1, \eta(x^j), \ldots, \eta^{n-1}(x^j))F \]
\[ = f_j(\eta(x))(1, \eta(x^j), \ldots, \eta^{n-1}(x^j))a_l \]
\[ = f_j(\eta(x))(1, \eta(x^j), \ldots, \eta^{n-1}(x^j))b_l \]
\[ = p_j(x) f_j(\eta(x))(1, \eta(x^j), \ldots, \eta^{n-1}(x^j))H b'_l \]
\[ = p_j(x) \]
where (a) follows from Eq. (45); (b) follows because \( p_j(x) = \frac{f_j(\eta(x))}{g(\eta(x))} = f_j(\eta(x))g^{-1}(\eta(x)) \); (c) is due to Eq. (46); (d) follows from Eq. (44). Let \( H_1 = (V_1, P_1, V_1'C) \) denote the matrix in the reformulated rank condition \( B'_1 \). Since \( a_0, \ldots, a_{n-p-1} \) are linearly independent, the above equation means that there are at most \( n-1-(n-p) = p+1 \) columns in \( V_1 \) that are linearly independent of the columns in \( P_1V_1'C \). Therefore, \( a_1 \) can decode at most \( p+1 \) source symbols. This means that it is impossible for \( \omega_i \) to achieve one half rate by using any PBNA.  ■

**Appendix C**

**Proofs of Interpretations of Coupling Relations**

A. \( \eta(x) = 1 \)

First, note that \( \eta(x) \) can be rewritten as a ratio of two rational functions \( \eta(x) = \frac{f_{2n}(x)}{\text{gcd}(x)} \), where \( f_{2n}(x) = \frac{m_1(x)}{m_{2n}(x)} \). Hence, in order to interpret \( \eta(x) = 1 \), we first study the properties of \( f_{2nk}(x) \).
The following lemma is to be used to derive the general structure of $f_{ijk}(x)$. Basically, it provides an easy method to calculate the greatest common divisor of two transfer functions with one common starting edge or ending edge.

**Lemma C.1.** The following statements hold:

1. For $e_1, e_2, e_3 \in E'$ such that $e_2,e_3$ are both downstream of $e_1$. Let $e$ be the last edge of the topological ordering of the edges in $C_{e_1e_2} \cap C_{e_1e_3}$. Then $m_{e_{1}e_{2}}(x) = \gcd(m_{e_{1}e_{2}}(x), m_{e_{1}e_{3}}(x))$.
2. For $e_1,e_2,e_3 \in E'$ such that $e_1,e_2$ are both upstream of $e_3$. Let $e$ be the first edge of the topological ordering of the edges in $C_{e_1e_2} \cap C_{e_2e_3}$. Then $m_{e_{3}e_{1}}(x) = \gcd(m_{e_{3}e_{1}}(x), m_{e_{3}e_{3}}(x))$.

**Proof:** First, consider the first statement. By Lemma A.3 the following equations hold: $m_{e_{1}e_{2}}(x) = m_{e_{1}e_{2}}(x)m_{e_{1}e_{3}}(x)$ and $m_{e_{1}e_{3}}(x) = m_{e_{1}e_{2}}(x)m_{e_{3}e_{1}}(x)$.

Using the above lemma, $f_{ijk}(x)$ can be reformulated as a fraction of two coprime polynomials, as shown below.

**Corollary C.1.** $f_{ijk}(x)$ can be formulated as

$$f_{ijk}(x) = \frac{m_{\sigma_i \beta_i jk}(x)m_{\alpha_{ijk}, \tau_{jk}}(x)}{m_{\alpha_{ijk}, \beta_{ijk}}(x)} \quad (47)$$

where $\gcd(m_{\sigma_i \beta_i jk}(x)m_{\alpha_{ijk}, \tau_{jk}}(x), m_{\alpha_{ijk}, \beta_{ijk}}(x)) = 1$.

**Proof:** $f_{ijk}(x)$ can be calculated as

$$f_{ijk}(x) = \frac{m_{\sigma_i \alpha_{ijk}}(x)m_{\alpha_{ijk}, \tau_{jk}}(x)m_{\beta_{ijk}, \tau_{jk}}(x)}{m_{\sigma_i \alpha_{ijk}}(x)m_{\alpha_{ijk}, \tau_{jk}}(x)m_{\beta_{ijk}, \tau_{jk}}(x)}m_{\alpha_{ijk}, \beta_{ijk}}(x)$$

By Lemma A.1, $\gcd(m_{\alpha_{ijk}, \tau_{jk}}(x), m_{\alpha_{ijk}, \tau_{jk}}(x)) = 1$ and thus $\gcd(m_{\alpha_{ijk}, \beta_{ijk}}(x), m_{\alpha_{ijk}, \tau_{jk}}(x)) = 1$. Meanwhile, $\gcd(m_{\alpha_{ijk}, \beta_{ijk}}(x), m_{\alpha_{ijk}, \beta_{ijk}}(x)) = 1$. Hence, we must have $\gcd(m_{\sigma_i, \alpha_{ijk}}(x)m_{\alpha_{ijk}, \tau_{jk}}(x), m_{\alpha_{ijk}, \beta_{ijk}}(x)) = 1$.

According to Corollary C.1, the structure of $f_{ijk}(x)$ must fall into one of the two types, as shown in Fig. 11. In Fig. 11a, $\alpha_{ijk} \neq \beta_{ijk}$ and $f_{ijk}(x)$ is a rational function, the denominator of which is a non-constant polynomial $m_{\sigma_i, \alpha_{ijk}}(x)m_{\alpha_{ijk}, \tau_{jk}}(x)$. On the other hand, when $\alpha_{ijk} \in C_{jk}$ and thus $\alpha_{ijk} = \beta_{ijk}$, as shown in Fig. 11b, $f_{ijk}(x)$ becomes a polynomial $m_{\sigma_i, \alpha_{ijk}}(x)m_{\alpha_{ijk}, \tau_{jk}}(x)$.

Moreover, using Corollary C.1, we can easily check whether two $f_{ijk}(x)$’s are equivalent, as shown in the next corollary.

It is easy to see that Theorem 3 is just a special case of this corollary.

**Corollary C.2.** Assume $i, j, k, i', j' \in \{1, 2, 3\}$ such that $i \neq j, j \neq k$ and $i' \neq j, j' \neq k$. $f_{ijk}(x) = f_{i'j'k'}(x)$ if and only if $\alpha_{i'j'k'} = \alpha_{i'j'k'}$ and $\beta_{i'j'k'} = \beta_{i'j'k'}$.

**Proof:** By Corollary C.1 if $\alpha_{i'j'k'} = \alpha_{i'j'k'}$ and $\beta_{i'j'k'} = \beta_{i'j'k'}$, we must have $f_{ijk}(x) = f_{i'j'k'}(x)$. Conversely, if $f_{ijk}(x) = f_{i'j'k'}(x)$, $m_{\alpha_{ijk}, \beta_{ijk}}(x) = m_{\alpha_{i'j'k'}, \beta_{i'j'k'}}(x)$. Thus $\alpha_{ijk} = \alpha_{i'j'k'}$ and $\beta_{ijk} = \beta_{i'j'k'}$ by Lemma A.2.

**B.** $p_1(x) = 1$ and $p_2(x) = \eta(x)$

Using Lemma A.1, we can easily prove Theorem 4 as shown below.

**Proof of Theorem 4** Apparently, by Lemma A.1 and the definition of $p_1(x), p_1(x) = 1$ if and only if the minimum cut separating $\sigma_1, \sigma_2$ from $\tau_1$ and $\tau_3$ is one, i.e., $C_{12,13} = 1$. In order to interpret $p_1(x) = \eta(x)$, we consider $q_1(x) = \eta(x)$, $p_1(x) = \eta(x)$, $m_{11}(x) = m_{12}(x)$, $m_{13}(x)$. Hence $p_1(x) = \eta(x)$ is equivalent to $q_1(x) = m_{13}(x)$. Similarly, using Lemma A.1, it is easy to see that $p_1(x) = \eta(x)$ if and only if the minimum cut separating $\sigma_1, \sigma_3$ from $\tau_1, \tau_2$ is one, i.e., $C_{13,12} = 1$.

**C.** $p_1(x) = \frac{\eta(x)}{1 + \eta(x)}$ and $p_2(x), p_3(x) = 1 + \eta(x)$

Note that the three coupling relations can be respectively reformulated in terms of $f_{ijk}(x)$ as follows:

$$m_{11}(x) = f_{312}(x) + f_{213}(x)$$
$$m_{22}(x) = f_{323}(x) + f_{231}(x)$$
$$m_{33}(x) = f_{231}(x) + f_{132}(x)$$

Thus, as shown below, the three coupling relations can also be interpreted by using the properties of $f_{ijk}(x)$.

**Proof of Theorem 5** We only prove statement 1). The other statements can be proved similarly. First, we prove the “if” part. Due to $\alpha_{312} \in C_{12}$ and $\alpha_{213} \in C_{13}, f_{312}(x) = m_{\sigma_1, \alpha_{312}}(x)m_{\alpha_{312}, \tau_1}(x)$ and $f_{213}(x) = m_{\sigma_1, \alpha_{312}}(x)m_{\alpha_{213}, \tau_1}(x)$. Hence, $f_{312}(x) + f_{213}(x) = m_{\sigma_1, \alpha_{312}}(x)m_{\alpha_{312}, \tau_1}(x) + m_{\sigma_1, \alpha_{213}}(x)m_{\alpha_{213}, \tau_1}(x)$. On the other hand, because $\alpha_{312} \in \{\alpha_{312}, \alpha_{213}\}$ forms a cut which separates $\sigma_1$ from $\tau_1$, $m_{11}(x) =$
Next we prove the “only if” part. Assume $m_{11}(x) = f_{312}(x) + f_{213}(x)$. If $\alpha_{312} \not\in C_2$ but $\alpha_{213} \in C_3$, $f_{312}(x)$ is a rational function whose denominator is a non-constant polynomial, while $f_{213}(x)$ is a polynomial. Hence $f_{312}(x) + f_{213}(x)$ must be a rational function with non-constant denominator, and thus $m_{11}(x) \neq f_{312}(x) + f_{213}(x)$. Similarly, if $\alpha_{312} \in C_2$ but $\alpha_{213} \not\in C_3$, we can also prove that $m_{11}(x) \neq f_{312}(x) + f_{213}(x)$.

Now assume $\alpha_{312} \not\in C_3$ and $\alpha_{213} \not\in C_3$. It follows that $f_{312}(x) = m_{a_{312},a_{213}}(x) m_{a_{312},a_{213},r_1}(x)$ and $f_{213}(x) = m_{a_{312},a_{213},r_1}(x)$, because $m_{11}(x) \neq f_{312}(x) + f_{213}(x)$, which indicates that $\alpha_{312} \not\in C_2$ or $\beta_{312} \not\in C_2$ by Corollary C.2 and $m_{a_{312},a_{213},r_1}(x) \neq m_{a_{312},a_{213},r_1}(x)$, and thus $m_{11}(x) \neq f_{312}(x) + f_{213}(x)$.

Consider case 1). Define the following polynomials: $f(x) = \text{lcm}(m_{a_{312},a_{213},r_1}(x), m_{a_{312},a_{213},r_2}(x))$ and $f_1(x) = f(x)/m_{a_{312},a_{213},r_1}(x)$ and $f_2(x) = f(x)/m_{a_{312},a_{213},r_2}(x)$. Hence, we have $m_{a_{312},a_{213},r_1}(x) \not\mid f_1(x)$, $m_{a_{312},a_{213},r_2}(x) \not\mid f_2(x)$, and $f_{312}(x) + f_{213}(x) = m_{a_{312},a_{213},r_1}(x) m_{a_{312},a_{213},r_2}(x) f_1(x) + m_{a_{312},a_{213},r_1}(x) m_{a_{312},a_{213},r_2}(x) f_2(x)$. Moreover, due to $\text{gcd}(m_{a_{312},a_{213},r_1}(x), m_{a_{312},a_{213},r_2}(x)) = 1$, it follows that $m_{a_{312},a_{213},r_1}(x) \not\mid m_{a_{312},a_{213},r_2}(x)$. This implies that $m_{a_{312},a_{213},r_1}(x) \not\mid m_{a_{312},a_{213},r_2}(x) \not\mid f(x)$. This indicates that $f_{312}(x) + f_{213}(x)$ is a rational function with non-constant denominator. Thus $m_{11}(x) \neq f_{312}(x) + f_{213}(x)$. Similarly, for case 2), we can also prove that $m_{11}(x) \neq f_{312}(x) + f_{213}(x)$.

Thus, we have proved that $\alpha_{312} \in C_2$ and $\alpha_{213} \in C_3$. It immediately follows that $m_{11}(x) = m_{a_{312},a_{213},r_1}(x) m_{a_{312},a_{213},r_2}(x) + m_{a_{312},a_{213},r_1}(x) m_{a_{312},a_{213},r_2}(x)$. Hence each path $P$ in $\mathcal{P}_{r_1}$ either pass through $a_{312}$ or $a_{213}$, implying that $\{a_{312}, a_{213}\}$ forms a cut separating $r_1$ from $r_2$. Moreover, according to Lemma A.3, $a_{312} \not\parallel a_{213}$.

### APPENDIX D

**PROOFS OF LEMMAS ON MULTIVARIATE POLYNOMIALS**

In this section, we present the proof of Lemma B.1. We first prove that Lemma B.1 holds for the case where $s(x)$ and $t(x)$ are both univariates polynomials. In order to extend this result to multivariate polynomials, we employ a simple idea that each multivariate polynomial can be viewed as an equivalent univariate polynomial on a field of rational functions. Specifically, we prove that the problem of checking if two multivariate polynomials are co-prime is equivalent to checking if their equivalent univariate polynomials are co-prime. Finally, based on this result, we prove that Lemma B.1 also holds for the multivariate case.

1. We use $\text{lcm}(f(x), g(x))$ to denote the least common multiple of two polynomials $f(x)$ and $g(x)$.
Corollary D.1. Let $g(y_i)$ and $f(y)$ be defined as Lemma D.2. Then $gcd(g(y_i), f(y)) = gcd(g(y_i), f_0(y), \ldots, f_p(y_i))$.

Proof: Note that any divisor of $g(y_i)$ must be a polynomial in $F[y]$. Let $d(y_i) = gcd(g(y_i), f(y))$ and $d'(y_i) = gcd(g(y_i), f_0(y), \ldots, f_p(y_i))$. By Lemma D.2, $d(y_i) \mid d'(y_i)$ for any $j \in \{0, 1, \ldots, p\}$, implying that $d(y_i) \mid d'(y_i)$. On the other hand, $d'(y_i) \mid f(y)$, and thus $d'(y_i) \mid d(y_i)$. Hence, $d(y_i) = d'(y_i)$.

Corollary D.2. For $t \in \{1, 2, \ldots, s\}$, let $f_t(y) \in F[y]$ be defined as $f_t(y) = \sum_{j=0}^{p} f_{ij}(y_i)g_{ij}'$. Where $f_{ij}(y_i) \in F[y_i]$.

Let $g(y_i) \in F[y_i]$. It follows

$$gcd(g(y_i), f_1(y), \ldots, f_t(y))$$

$$= gcd(g(y_i), f_1(y), \ldots, f_{t-1}(y), f_{t}(y_i))$$

Proof: We have the following equations

$$gcd(g(y_i), f_1(y), \ldots, f_t(y))$$

$$= gcd(g(y_i), f_1(y), \ldots, f_{t-1}(y), f_{t}(y_i))$$

$$= gcd(g(y_i), f_1(y), \ldots, gcd(g(y_i), f_{t}(y)))$$

$$= gcd(g(y_i), f_1(y), \ldots, gcd(g(y_i), f_{t}(y)))$$

$$= gcd(g(y_i), f_1(y), \ldots, gcd(g(y_i), f_{t}(y)))$$

$$= gcd(g(y_i), f_1(y), \ldots, gcd(g(y_i), f_{t}(y)))$$

Lemma D.3. For $t \in \{1, 2, \ldots, s\}$, let $a_t(y), b_t(y) \in F[y]$ such that $b_t(y) \neq 0$ and $gcd(a_t(y), b_t(y)) = 1$. For $t \in \{1, 2, \ldots, s\}$, let $v_t(y) = lcm(b_1(y), \ldots, b_t(y))$. Then we have

$$gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, a_s(y)\frac{v_s(y)}{b_s(y)}, v_s(y) \right) = 1$$

Proof: We use induction on $s$ to prove this lemma. Apparently, the lemma holds for $s = 1$ due to $gcd(a_1(y), b_1(y)) = 1$. Assume it holds for $s - 1$ thus.

$$gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, a_s(y)\frac{v_s(y)}{b_s(y)}, v_s(y) \right)$$

$$= gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, a_s(y)\frac{v_s(y)}{b_s(y)}, b_s(y) \right)$$

$$= gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, gcd(a_s(y), b_s(y))\frac{v_s(y)}{b_s(y)} \right)$$

$$= gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, gcd(a_s(y), b_s(y))\frac{v_s(y)}{b_s(y)} \right)$$

$$= gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, gcd(a_s(y), b_s(y))\frac{v_s(y)}{b_s(y)} \right)$$

$$= gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, a_{s-1}(y)\frac{v_{s-1}(y)}{b_{s-1}(y)}, v_{s-1}(y) \right)$$

$$= gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, a_{s-1}(y)\frac{v_{s-1}(y)}{b_{s-1}(y)}, v_{s-1}(y) \right)$$

$$= gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, a_{s-1}(y)\frac{v_{s-1}(y)}{b_{s-1}(y)}, v_{s-1}(y) \right)$$

$$= \frac{v_s(y)}{v_{s-1}(y)} gcd\left( a_1(y)\frac{v_1(y)}{b_1(y)}, \ldots, a_{s-1}(y)\frac{v_{s-1}(y)}{b_{s-1}(y)} \right)$$

where (a) is due to Corollary D.2 and (b) follows from Lemma D.3.

Generally, the definitions of division in $F[y]$ and $F[y_i][y]$ are different. However, the following theorem reveals the two definitions are closely related.

Theorem D.1. Consider two polynomials $f(y), g(y) \in F[y]$, where $g(y) \neq 0$. Then $g(y) \mid f(y)$ if and only if $gcd(g(y_i) \mid f(y_i))$ for every $i \in \{1, 2, \ldots, k\}$.

Proof: The division equation between $f(y_i)$ and $g(y_i)$ is as follows

$$f(y_i) = h_i(y_i)g(y_i) + r_i(y_i)$$

where $h_i(y_i), r_i(y_i) \in F(y_i)[y_i]$, and either $r_i(y_i) = 0$ or $d_{ri} < d_g$. Due to the uniqueness of equation (48), $g(y_i) \mid f(y_i)$ immediately implies that for any $i \in \{1, 2, \ldots, k\}$, $r_i(y_i) = 0$.
and thus $g(y_i) \mid f(y_i)$.

Conversely, assume for every $i \in \{1, \ldots, k\}$, $g(y_i) \mid f(y_i)$ and hence $r_i(y_i) = 0$. Denote $\hat{h}_i(y) = \mu_{h_i}(y_i)h_i(y_i)$. Clearly, $\hat{h}_i(y) \in \mathbb{F}[y]$. Then, the following equation holds

$$
\mu_{h_i}(y_i) f(y) = \hat{h}_i(y) g(y)
$$

By Corollary \ref{cor:D.3}, $\gcd(\mu_{h_i}(y_i), \hat{h}_i(y_i)) = 1$. Thus, $\mu_{h_i}(y_i) \mid g(y)$. Define $\bar{g}(y) = \frac{g(y)}{\mu_{h_i}(y_i)}$. By Lemma \ref{lem:D.2}, $\bar{g}(y) \in \mathbb{F}[y]$.

Define $u(y) = \frac{g(y)}{\gcd(f(y), g(y))} \in \mathbb{F}_n[y]$. It follows that

$$
u(y) = \frac{g(y)}{\gcd(f(y), g(y))} = \frac{\mu_{h_i}(y_i) \bar{g}(y)}{\mu_{h_i}(y_i) \bar{g}(y)} = \frac{\bar{g}(y) \gcd(h_i(y), \mu_{h_i}(y_i))}{\mu_{h_i}(y_i) \bar{g}(y)} = \frac{\mu_{h_i}(y_i) \bar{g}(y)}{\bar{g}(y)} = \mu_{h_i}(y_i)
$$

Note that variable $y_i$ is absent in $u(y)$. Because $y_i$ can be any arbitrary variable in $y$, it immediately follows that all the variables in $y$ must be absent in $u(y)$, implying that $u(y)$ is a constant in $\mathbb{F}$. Hence $g(y) \mid f(y)$.

Moreover, in the next theorem, we will prove that checking if two multivariate polynomials are co-prime is equivalent to checking if their equivalent univariate polynomials are co-prime.

**Theorem D.2.** Let $f(y), g(y)$ be two non-zero polynomials in $\mathbb{F}[y]$. Then $\gcd(f(y), g(y)) = 1$ if and only if $\gcd_1(f(y_i), g(y_i)) = 1$ for any $i \in \{1, 2, \ldots, k\}$.

**Proof:** First, assume for any $i \in \{1, 2, \ldots, k\}$, $\gcd_1(f(y_i), g(y_i)) = 1$. We use contradiction to prove that $\gcd(f(y), g(y)) = 1$. Assume $u(y) = \gcd(f(y), g(y))$ is not constant. Let $y_i$ be a variable which is present in $u(y)$.

By Theorem \ref{thm:D.1} $u(y_i) \mid f(y_i)$ and $u(y_i) \mid g(y_i)$, which contradicts that $\gcd_1(f(y_i), g(y_i)) = 1$.

Then, assume $\gcd(f(y), g(y)) = 1$. We also use contradiction to prove that for any $i \in \{1, 2, \ldots, k\}$, $\gcd_1(f(y_i), g(y_i)) = 1$. Assume there exists $i \in \{1, 2, \ldots, k\}$ such that $u(y_i) = \gcd(f(y_i), g(y_i))$ is non-trivial. Define $w(y) = \mu_{v_i}(y_i) v_i(y) \in \mathbb{F}_n[y]$. Clearly, $u(y_i) \mid f(y_i)$ and $w(y_i) \mid g(y_i)$.

Thus, there exists $p(y_i), q(y_i) \in \mathbb{F}[y_i]$ such that

$$f(y_i) = w(y_i) p(y_i) \quad g(y_i) = w(y_i) q(y_i)
$$

Let $s(y_i) = \text{lcm}(\mu_{v_i}(y_i), \mu_{u_i}(y_i))$. Define $\tilde{p}(y) = s(y_i) p(y_i)$ and $\tilde{q}(y) = s(y_i) q(y_i)$. Apparently, $\tilde{p}(y), \tilde{q}(y) \in \mathbb{F}[y]$. It follows that

$$s(y_i) f(y) = w(y) \tilde{p}(y) \quad s(y_i) g(y) = w(y) \tilde{q}(y)
$$

Then the following equation holds

$$s(y_i) \gcd(f(y), g(y)) = w(y) \gcd(\tilde{p}(y), \tilde{q}(y))
$$

Due to Corollary \ref{cor:D.3}, $\gcd(s(y_i), \gcd(\tilde{p}(y), \tilde{q}(y))) = \gcd(s(y_i), \tilde{p}(y), \tilde{q}(y)) = 1$. Hence $s(y_i) \mid w(y)$. Let $\tilde{w}(y) = \frac{w(y)}{\mu_{v_i}(y_i)}$. According to Lemma \ref{lem:D.2}, $\tilde{w}(y)$ is a non-trivial polynomial in $\mathbb{F}[y]$. Thus, $\tilde{w}(y) \mid \gcd(f(y), g(y))$, contradicting $\gcd(f(y), g(y)) = 1$.

**C. The Multivariate Case**

Now, we are in the place of extending Lemma \ref{lem:D.1} to the multivariate case.

**Proof of Lemma \ref{lem:B.7}** Note that if we substitute $\mathbb{F}$ with $\mathbb{F}[y_i]$ and gcd with $\gcd_1$ in Lemma \ref{lem:D.1}, the lemma also holds. Apparently, $f(z), g(z) \in \mathbb{F}[y_i][z]$. We will prove that $\gcd_1(f(z), g(z)) = 1$. By contradiction, assume $r(z) = \gcd_1(f(z), g(z)) \in \mathbb{F}[y_i][z]$ is non-trivial. Let $f(z) = \frac{f(z)}{r(z)}$ and $g(z) = \frac{g(z)}{r(z)}$. Clearly, $f(z)$ and $g(z)$ are both non-zero polynomials in $\mathbb{F}[y_i][z]$. Then we can find an assignment to $y_i$, denoted by $y_i^*$, such that the coefficients of the maximum powers of $z$ in $r(z), f(z)$ and $g(z)$ are all non-zeros. Let $r(z)$ denote the univariate polynomial acquired by assigning $y_i = y_i^*$ to $r(z)$. Clearly, $r(z)$ is a common divisor of $f(z)$ and $g(z)$ in $\mathbb{F}[z]$, contradicting $\gcd(f(z), g(z)) = 1$. Moreover, due to $\gcd(s(y), t(y)) = 1$ and Theorem \ref{thm:D.2}, $\gcd_1(s(y_i), t(y_i)) = 1$. Thus, by Lemma \ref{lem:D.1}, $\gcd_1(\alpha(y_i), \beta(y_i)) = 1$. Since $i$ can be any integer in $\{1, 2, \ldots, k\}$, it follows that $\gcd(\alpha(y), \beta(y)) = 1$ by Theorem \ref{thm:D.2}.

**APPENDIX E**

**PBNA vs. Routing**

In Section VIII, we characterized the optimal rates for different network topologies and under the network model considered in this paper (precoding and RLNC). In this appendix, we provide a comparison of the rate achieved by PBNA to that achieved by routing.\footnote{We would like to point out that the two schemes are not directly comparable under the model we consider. Routing involves intelligence inside the network, whereas in our problem setup, the internal nodes have no intelligence and can only perform random linear network coding. Therefore, routing by definition is not included in the problem we study in this paper.}

Depending on the network structure one scheme can perform better than the other. In Fig. \ref{fig:12} we provide a taxonomy of the networks based on their structure and we provide the rates achievable by routing and PBNA.

In particular, we classify networks based on the coupling relations in Section \ref{section:V.C} repeated here for convenience.

- **Type I:** Networks in which at least one of the coupling relations, $p_i(x) = 1$ and $p_i(x) = q(x)$ (1 $\leq i \leq 3$), is present. This network structure makes it information theoretically impossible for any precoding-based linear schemes to achieve a rate of more that $\frac{1}{3}$ per session, under the considered network model (precoding at the edge and RLNC in the middle).

- **Type II:** Networks in which $p_i(x) \notin \{1, q(x)\}$ for $1 \leq i \leq 3$, but one of the three mutually exclusive coupling conditions, $p_1(x) = \frac{q(x)}{1 + q(x)}$, $p_2(x) = 1 + q(x)$, and $p_3(x) = 1 + q(x)$, is present. The structure of these networks makes it impossible for any precoding-based linear schemes to achieve rate above $\frac{2}{3}$ per user under the considered network setting.

- **Type III:** Networks in which none of the above coupling relations is present and PBNA achieves rate $\frac{1}{2}$. 
Type III networks, the ones with \( \eta(x) \neq 1 \), are the main focus of this paper. For this type of networks, the performance of routing varies for different networks. In contrast, PBNA always achieves a guaranteed rate \( \frac{1}{2} \) per session.

The following points can be noted from Fig. 12:

- **Type I** networks can be further classified into two cases based on the sparsity bound. When the sparsity bound equals \( \frac{1}{2} \), both PBNA and routing can only achieve a symmetric rate of \( \frac{1}{3} \) per user. An example of such network is shown in Fig. 13a. When the sparsity bound is greater than \( \frac{1}{2} \), routing can achieve a symmetric rate of \( \frac{1}{2} \) per user. However, PBNA can only achieve a symmetric rate of \( \frac{1}{3} \) per user, which is the optimal symmetric rate achieved by any precoding-based linear schemes. Fig. 13b illustrates such an example.

- **Type II** networks, due to the presence of the coupling relations, \( p_1(x) = \frac{\eta(x)}{1+\eta(x)} \) or \( p_2(x) = 1 + \eta(x) \) or \( p_3(x) = 1 + \eta(x) \), will have a network structure where each source has a disjoint path to its corresponding receiver, making it possible to achieve a rate of 1 per user with routing. In contrast, PBNA can only achieve a symmetric rate of \( \frac{2}{3} \) for these networks. An example of such a network is shown in Fig. 13c.

- For **Type III** networks, PBNA can achieve a symmetric rate of \( \frac{1}{3} \). Consider the special case of \( \eta(x) = 1 \), it can be shown (see Subsection E-A) that in these networks, there are disjoint paths from each source to its corresponding receiver, and routing can always achieve a symmetric rate of 1 per user. An example is shown in Fig. 13d. For the less constrained case of \( \eta(x) \neq 1 \), however, the performance of routing depends on additional properties. We can see that there are networks in which routing can only achieve a symmetric rate of \( \frac{1}{3} \) (see Fig. 13e); and there are also networks where routing can achieve a symmetric rate of one due to the rich connectivity in the network (see Fig. 13f).

A. Characterizing the Routing Rate for Type III Networks with \( \eta(x) = 1 \)

In this subsection, we prove that for Type III networks with \( \eta(x) = 1 \), routing can always achieve a symmetric rate of one.

We will first define the following polynomials:

\[
L(x) = m_{13}(x)m_{23}(x)m_{21}(x) \quad R(x) = m_{12}(x)m_{32}(x)m_{31}(x)
\]

Thus, \( \eta(x) = \frac{L(x)}{R(x)} \). Given two distinct edges/nodes \( e_1, e_2 \), if there exists a directed path from \( e_1 \) to \( e_2 \), we say \( e_1 \) is upstream of \( e_2 \) (or \( e_1 \) is downstream of \( e_2 \)), and denote this relation by \( e_1 \prec e_2 \). Similarly, \( e_1 \not\prec e_2 \) implies that there is no directed path from \( e_1 \) to \( e_2 \).

Given two subsets of nodes \( S, D \subseteq V \), let \( EC(S; D) \) denote the minimum capacity of all the edge cuts separating \( S \) from \( D \). Define the following subsets of edges:

\[
\bar{S}_i \triangleq \{ e \in E - \{ \sigma_i \} : e \in C_{ij} \cap C_{ik}, j \neq k, j, k \in \{ 1, 2, 3 \} - \{ i \} \} \\
\bar{D}_i \triangleq \{ e \in E - \{ \tau_i \} : e \in C_{jj} \cap C_{kk}, j \neq k, j, k \in \{ 1, 2, 3 \} - \{ i \} \}
\]

The following proposition was stated in [35], which gives a graph theoretic interpretation of the condition \( \eta(x) = 1 \).

**Proposition E.1.** \( L(x) \equiv R(x) \) if and only if there exists two distinct integers \( i, j \in \{ 1, 2, 3 \} \) such that \( \bar{S}_i \cap \bar{S}_j = \emptyset \) and \( \bar{D}_i \cap \bar{D}_j = \emptyset \).

**Lemma E.1.** Let \( i, j \) be two distinct integers in \( \{ 1, 2, 3 \} \), and \( e_2 \in D_i \cap D_j \). If \( \bar{S}_i \cap \bar{S}_j \neq \emptyset \), then there exists \( e_1 \in \bar{S}_i \cap \bar{S}_j \) such that \( e_1 \prec e_2 \) or \( e_1 = e_2 \).

**Proof:** Same as lemma 5 in [35].

**Lemma E.2.** For a given \( i, j, k \in \{ 1, 2, 3 \} \) and \( i \neq j \neq k \), if \( \bar{S}_i \cap \bar{S}_j \neq \emptyset \) \( \bar{D}_i \cap \bar{D}_j \neq \emptyset \) and \( EC(\{ s_i, s_j \}; \{ d_i, d_k \}) > 1 \), then there exists a path \( P'_{ik} \) from \( s_i \) to \( d_k \) such that for each \( e' \in P'_{ik}, s_j \neq e', s_k \neq e', e' \neq d_j, e' \neq d_k \).

**Proof:** Without loss of generality, suppose \( i = 1, j = 2 \) and \( k = 3 \). We can choose two edges \( e_1 \in \bar{S}_1 \cap \bar{S}_2 \) and
Fig. 13. Example networks. (a) shows a Type I network, for which PBNA and routing both achieve symmetric rate $\frac{1}{2}$. (b) shows another Type I network, for which routing can achieve symmetric rate $\frac{1}{3}$ and PBNA can only achieve symmetric rate $\frac{1}{2}$. (c) shows a Type II network, for which routing can achieve symmetric rate one, and PBNA can only achieve symmetric rate $\frac{1}{2}$. (d) shows a Type III network, for which routing can only achieve symmetric rate $\frac{1}{5}$, and PBNA can achieve symmetric rate $\frac{1}{2}$. (e) shows another Type III network, for which routing can achieve symmetric rate one, and PBNA can only achieve symmetric rate $\frac{1}{5}$. (f) shows a Type III network, for which routing can always achieve symmetric rate one, and PBNA can only achieve symmetric rate $\frac{1}{5}$.

$e_2 \in \bar{D}_1 \cap \bar{D}_2$ such that $e_1 \prec e_2$ or $e_1 = e_2$ (from lemma 1). Now consider the edge $e_1$, by definition cutting this edge would cut the flows $s_1 \rightarrow d_2, s_1 \rightarrow d_3, s_2 \rightarrow d_1$ and $s_2 \rightarrow d_3$.

Since we also have $EC(\{s_i, s_j\}; \{d_i, d_k\}) > 1$, we can see that there should exist a path $P'_{i1}$ such that $e_1 \notin P'_{i1}$. Consider any edge $e' \in P_{i1}$.

- If this edge $e'$ has $d_2$ (or $d_3$) as a downstream node, then there will exist a path $P_{12}$ (or $P_{13}$) such that $e_1 \notin P_{12}$ (or $e_1 \notin P_{13}$), which contradicts the definition of edge $e_1$ (or $e_2$). Thus $e' \neq d_2, e' \neq d_3$.

- Similarly, if edge $e'$ is downstream of $s_2$, it would result in a path $P_{21}$ such that $e_1 \notin P_{21}$, which again will contradict the definition of $e_1$. Thus $s_2 \neq e'$.

- If edge $e'$ is downstream of $s_3$, it would result in a path $P_{31}$, where $e_1 \notin P_{31}$. But by definition of $e_2$, $e_2 \in P_{31}$, this in turn would result in paths $P'_{12}$ and $P'_{13}$ that does not go through edge $e_1$. Thus $s_3 \neq e'$.

\[\begin{array}{c}
\text{Theorem E.1.} \text{ Assume that all the senders are connected to all the receivers via directed paths. If } \eta(x) = 1 \text{ and } p_i(x) \neq 1 \text{ for } 1 \leq i \leq 3, \text{ then routing can achieve the rate tuple } (1, 1, 1). \\

\text{Proof:} \text{ Without loss of generality, suppose } i = 1, j = 2, k = 3 \text{ and } S_1 \cap S_2 \neq \emptyset; D_1 \cap D_2 \neq \emptyset. \text{ From Lemma E.2, we can see that there exist two disjoint paths, } P_1 \in P_{11} \text{ and } P_2 \in P_{22}. \text{ Therefore, } \omega_1 \text{ and } \omega_2 \text{ can transmit one unit flow through } P_1 \text{ and } P_2 \text{ respectively. Meanwhile, } \omega_3 \text{ can route one unit flow through the rest of the network. This implies that routing can achieve the rate tuple } (1, 1, 1). 
\end{array} \]