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Introduction

Introns play pivotal roles in eukaryotic evolution. The 
multitude functions of introns are still not fully understood. 
One important aspect of intron function is alternative 
splicing (AS). Fraction of alternatively spliced genes has 
been estimated to be 10% in C. elegans (1), 68% in human 
(2,3), 46% in Drosophila (4), and 24% for Arabidopsis 
thaliana and 33% for rice (5). The Basidiomycetous yeast 

Cryptococcus neoformans has 4.2% of AS (6). The dimorphic 
Basidiomycota yeast Ustilago maydis  has 3.6% AS, 
corresponds to 26% of genes with introns (7). As much as 
76% of multiexon genes from Trichoderma longibrachiatum 
have AS when probed with deep RNA sequencing 
technology (8). It is still a question whether abundant AS 
is a common phenomenon in primitive eukaryotes such as 
fungi.
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In a survey of KOG clusters from 12 eukaryotic genomes, 
AS is more abundant in ancient genes and correlates with 
number of exons per gene (NEG) (9). Mechanistic studies 
have shown that introns can boost gene expression through 
every aspect of mRNA production (10-16). AS of eukaryotic 
genes is essential for generating diversity at both transcript 
and protein levels and for post-transcriptional regulations 
through nonsense-mediated mRNA decay (NMD) (17,18) 
that eliminates aberrant mRNA containing premature 
termination codons (PTC). NMD and AS have been 
thought to co-evolve (19). Short introns without in-frame 
stop codons from diverse eukaryotic lineages have evolved 
to avoid length of multiples of 3 (3n) presumably owing to 
their inability to be recognized by NMD when not spliced, 
or to be efficiently spliced (20). AS is used as one of the 
regulatory mechanisms in maintaining a delicate balance 
between pluripotency and differentiation in stem cells (21).

It is still not well understood how AS facilitates evolution. 
Here we used a novel EST assembly algorithm COMBEST 
to analyze AS and found that as much as 73% of the 
multiexon genes from fungi could have AS. Furthermore, 
AS is both ancient and conserved among fungal genomes. 
Finally we demonstrated that intron retention (RI) is an 
important mechanism for creating protein diversity.

Material and methods

Genome sequences

Genome sequences were all from the Joint Genome 
Institute (JGI). For clarity we used the JGI genome database 
name as abbreviations. Each database name is made of the 
first three letters of the genus name and the first two letters 
of the species name, and ends with a version number. 

Source of EST sequences

For genome A. bisporus, there were 1,140,141 EST with 
average 221.6 nt generated by the JGI 454 pipeline. The 
EST came from several sources: vegetative casing soil, 
vegetative mycelium on compost-agar, and fruiting bodies.

Total 2,466,463 ESTs for A. carbonarius came from two 
pooled libraries CFSW and CFSO; both were generated 
with 454 sequencing machines. CFSW had 967,199 
ESTs and was pooled from 25 samples by combination of  
5 different time points with 5 different media that permit 
ochratoxin A production. CFSO had 1,499,264 ESTs and 
was pooled from 5 samples each from a different time 

points in YES medium that does not permit ochratoxin 
A production. In addition, there were 119 Sanger ESTs 
downloaded from NCBI (08-28-2009). The input ESTs had 
an average length of 401.8 nt.

For genome S. thermophile, we used 297,831,520 EST 
sequences with average length of 36.9 nt mainly produced 
by the Solexa sequencing platform with the shortest batch 
of 26 nt long. A subset of cDNA sequences were taken from 
four growth conditions: 13,262,122 EST from Glucose at 
34 ℃, 7,286,066 EST from Glucose at 45 ℃, 7,793,637 
EST from Alfalfa, and 13,116,200 EST from Wheat. There 
were 56,520 Sanger EST sequences.

The 355,237,724 EST sequences for L. bicolor were 
generated with three technologies. The average length for the 
EST was 57.4 nt. Of the EST sequences, there were 32,483 
Sanger ESTs, and 181,289 generated from the 454 technology. 

EST sequences, total 338,255,050, for A. aculeatus 
were generated from the 454 and Solexa platforms. The 
average sequence length was 78.2; this was longer than 
the average for S. thermophile and L. bicolor and was due to 
newer generations of Solexa machines generating longer 
sequences. 

EST assembly COMBEST algorithm

The COMBEST algorithm was implemented in C++ with 
performance in mind, and the details will be published in 
a separate paper. Briefly, we first aligned EST sequences 
to genomic sequences with Gmap (22) or TopHat 
(http://tophat.cbcb.umd.edu/index.html) that produces 
alignments in SAM format. In the second stage we sorted 
the alignments on the genomic sequence and grouped 
overlapping alignments into congregations. Then, we 
computed the relationship matrix between alignments 
within the same congregation. There were four types of 
relationships between two alignments: compatible, contain, 
contained, and incompatible. The relationship between 
alignments was represented by a matrix of integers: 0 for 
incompatible, 1 for compatible, 2 for contain, and -2 for 
contained. This matrix represented a special graph between 
the alignments. Each node of the graph had the following 
properties: valance, color (white, gray, and black), parent 
node, in assembly, distance to root, and segment of model 
(the alignment). The valance was defined as 2*C+O, where 
C was containment relationship of this node against all 
other nodes, and O was compatible relationship of this node 
against all other nodes. It was used for picking the head 
node for starting each round of the assembly. To qualify 
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as head node, the node must not be included in any EST 
assembly and has the highest valance of all non-assembled 
nodes. Each iteration of the algorithm was essentially the 
breadth first traversal of graphs from the head node. At 
each step of the traversal, the algorithm kept track of the 
base coverage profile (BCP) and the identifiers of ESTs. 
At the termination of each round of traversal one assembly 
(corresponding to one alternative isoform) was produced. 
At the end of the assembly process, from each congregation, 
one or more assemblies will be produced. One of the major 
challenges for constructing EST gene models was that there 
was significant transcription overlap (including antisense) of 
neighboring genes. This seemed to occur at low frequencies 
and could be a problem at high EST coverage. As part of 
the assembly process we also performed chimera resolution 
based on the presence of Dips and Drop-offs in the BCP, 
and this extra step proved to be very effective in breaking 
chimera of multiple gene models in the same assembly. 

If an algorithm joins gene model fragments in all 
combinations, then there is a combinatorial effect. 
This could happen to some EST-based gene modeling 
algorithms. Some of the combined models may not be 
biologically relevant. One nice feature of this algorithm is 
that it suppresses combinatorial effect by picking the head-
node for starting the assembly and prohibiting the head-
node from being used more than once; although this will 
not complete eliminate the combinatorial effects.

Computation of intragenic expressed fraction (IEF)

The expressed fraction of each gene model is the sum of 
exon length divided by the genomic length of the same 
gene model. We used the average of this fraction from all 
gene models from each genome as IEF. It was an intragenic 
measure in that intergenic space was not accounted for 
because it was not easy to get an accurate estimate. This 
value was mainly used to normalize the EST coverage. 
Only full length COMBEST models were used for the 
computation of this value. 

Computation of EST coverage

EST coverage was defined as the total mapped EST 
sequence divided by the non-gapped genomic length, then 
normalized (divided) by the IEF. The number of mapped 
EST was more meaningful because it excluded the influence 
of EST quality and completeness of genome assembly. This 
value was roughly the number of times each mRNA base is 

covered by EST on average (this is an under estimated since 
intergenic regions were not included in the coding fraction). 
However, IEF is comparable between genomes. 

Measurement of overlapping transcription

A congregation is an intermediate entity of the COMBEST 
algorithm that includes all alignments overlapping each 
other in genomic space regardless of direction (Please see 
method section for more details). From each congregation 
COMBEST produces one or more assemblies.  In 
sufficiently EST-covered loci, all the assemblies are full-
length gene models. Before the chimera resolution step of 
the COMBEST algorithm, the various gene models from 
the same congregation are usually connected by Dips or 
Drop-offs in the BCP (data not shown) which indicated 
the low probability of transcription overlap. Gene in this 
study was defined as the models that were in the same 
direction and share significant coding regions. We used the 
fraction of congregations with more than one gene as the 
measure for transcription overlap. Similarly the fraction 
of genes from congregation of multiple genes was another 
measure of the extent of transcription overlap. The two 
values are closely related, but the later reflects the extent of 
congregation. Please note that we only used the set of full-
length models for this computation, thus eliminated the 
influence of partial models. 

Detection of antisense transcription

The focus of this study was not on antisense, but we needed 
to assess the extent of antisense. We define antisense 
models as a pair of models that overlaps each other on 
opposite directions with over 50% of either one without 
regarding the biological relevance. Furthermore, we did 
not distinguish between mRNA or regulatory RNA such as 
small interfering RNA (siRNA) or micro RNA (miRNA). 
Antisense is an explosive area of research and we are not 
going to elaborate on this. 

Classification of major and minor alternative isoforms

The major isoform of the AS is defined as the gene models 
with the most number of EST in the corresponding gene 
models, all other isoforms are classified as minor isoforms. 
In very rare cases where two isoforms having the same 
number of EST sequences, we picked the one with the 
highest expression level. The relative expression level 
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(abundance) of the minor isoform with respect to the 
major isoforms was computed as the minimum of the ratio 
between the BCP of the minor isoform compared to that of 
the major isoform.

Classification of AS

We distinguished eleven types of AS: alternative donor (AD), 
alternative acceptor (AA), cassette exons (CE), cassette 
exons with alternative donor (CE_AD), cassette exons with 
alternative acceptor (CE_AA), cassette exons with both 
alternative donor and acceptor (CE_ADAA), IR, alternative 
donor and alternative acceptor (ADAA), cassette exon or 
alternative acceptor at 3’-end (CEorAAend), mutually 
exclusive exons (ME), and other types. The type of AS 
refers to the minor isoform relative to the major isoform. 
RI was further divided into major, minor, and none. If the 
intron was retained in the major (or minor) isoform, then 
this was classified as major (minor) RI. If an intron never 
had an RI identified, then this intron was classified as No-
RI and abbreviated as NRI in this paper. 

Measure of ancientness

We used all proteins from three fungal genomes for 
blast search against non-fungal proteins (nr minus fungal 
proteins). Then we picked the best hits from each division: 
Viridiplantae, Metazoa, other Metazoa group, Archaea, 
Bacteria, and other unclassified taxa, followed by false 
positive hits elimination by comparing relative blast 
scores from different divisions. For example, if the score 
to Metazoa was 200 and to other Metazoa group was 900, 
we would drop the hits to Metazoa. After filtering, we 
consolidated the hits into three domains: Archaea, Bacteria 
and Eukaryota. A query can have eight possible hit patterns 
(Archaea+/− × Bacteria+/− × Eukaryota+/−), and the pattern 
with hits to all three domains (A+B+E+) is considered the 
more ancient. We divided the query proteins into AS and 
non-AS categories and compared the frequencies of the 
ancient hit pattern. 

Exon alignment

We used a simple algorithm (unpublished algorithm from 
orpara.com) that aligns the exon structures of pairs of gene 
models by matching exons by their length while tolerating 
small differences of multiples of 3. Indel happens when exon 
from one gene is the sum of two or three exons from the 

other gene. The alignment qualities were classified into five 
categories: perfect, near perfect, having intron indels, partial 
alignment, and not aligned. In perfect alignment, all exons 
are aligned with minor length differences at the first or last 
exon. For near-perfect alignment, one or more internal 
exons are allowed to have small differences. If the alignment 
contains one or more insertion/deletion of introns, then we 
classify it as indel. Even though without exon alignment, 
some intron positions may be conserved in the context of 
protein sequence alignment. 

Calculation of stopless intron bounds

We take 12 nucleotides from either ends of the intron 
bounds, with 3 nucleotides in the exon and 9 nucleotides in 
the intron from the non-redundant introns for each genome 
taken from the GeneCatalog track for each fungal genome. 
Then we tabulated the base frequency for each base and the 
total number of stop codons in all three phases. For phase 
0, we picked the first and last two codons respectively in the 
intron. For phase 1 at 5’ end, we picked the last base from 
the preceding 5’ exon and first two bases from the intron 
as the first codon, followed by two codons in the intron; 
at the 3’ end, we counted three codons with the last codon 
composed of one base from the last base of the intron and 
two bases from the 3’ following exon. For phase 2 at 5’ end, 
we picked the last two bases from the preceding exon and 
one base from the intron as the first codon followed by two 
codons. The 3’ end of phase 2 had two codons with the 
last one comprises two bases from the intron and one base 
from the exon. The frequency of stop codon in each intron 
bound codon was computed by the product of the frequency 
of the three bases that make up the stop codon. This 
frequency is the expected stop codon. We also calculated 
the actual frequency of the occurrence of the stop codon. In 
most cases, the actual stop codon occurred with significantly 
lower frequency than the expected with very low binomial 
test P values. The overall stopless frequency was computed 
by multiplying the stopless frequencies of the two intron 
bounds for each phase. This was done for both the actual 
stop codon occurrence and expected. The difference was 
minimal for phase 0 and 2, but actual stop codon frequency 
is slightly higher than the expected for phase 1 (average 3.2% 
for five fungal genomes).

Results

The characteristics of genomic and EST sequences as 
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well as abbreviations for six genomes used in figures and 
tables were detailed in the Methods section and Table 1. 
The EST coverage of the six genomes ranged from 3 to  
834 respectively. We found significant transcription overlap 
between neighboring genes (Supplemental I; Figure S1), 
which explained why existing gene modelers produced 
abundant chimera models. Our COMBEST algorithm for 
assembling ESTs into gene models (Methods section for 
details) was designed to overcome these hurdles, and its 
quality performance had been validated at JGI.

Majority of multi-exon genes have AS

The observed AS for a particular gene was proportional 
to the input EST coverage before reaching saturation 
after which the effectiveness of additional EST decreased 
exponentially (Supplemental II, Figure S2). Previously 

reported AS for fungal genomes ranged from 5% to 76%. 
Here, we observed 29%, 31%, 23%, 51%, and 45% for 
A. bisporus, A. carbonarius, S. thermophile, L. bicolor, and 
A. aculeatus; when normalized to multi-exon genes, the 
percentages became 33%, 50%, 59%, 63%, and 73%, 
respectively (Table 1). The C. reinhardtii genome had 8% 
and 15% AS for all and multi-exon genes respectively. The 
number of genes decreased precipitously as the number of 
AS per gene (NAG) increased in all genomes, but genomes 
with higher EST coverage had slower decay rate (Figure 1A).  
Having the highest EST coverage, A. aculeatus had the 
most genes with five or more NAG. However, L. bicolor 
with EST coverage lower than that of A. aculeatus had the 
largest NAG because of its higher NEG (details later). 
The average length of input EST affected both predicted 
mRNA length and fraction of AS. Short EST’s had smaller 
chance mapping over introns, which reduced the number 

Table 1 Summary of input data and COMBEST result 

Parameters Chlre4 Agabi2 Aspca3 Lacbi2 Spoth2 Aspac1

EST

Technology Sanger 454 454 Sa+454+So 454+So 454+So

Count 309,185 1,140,141 2,466,463 355,237,724 297,831,520 338,255,050

Average length 927.3 221.6 401.8 57.4 36.9 78.2

Min/max length 15/5,159 50/1,479 47/961 26/3,889 26/3,449 28/692

Fraction mapped 0.66 0.92 0.99 0.59 0.98 0.98

Size (mb) 112 30 36 61 39 35

Gap fraction 0.075 0.007 0.056 0.0202 0 0.007

#Models 16,696 10,443 11,624 23,130 9110 10,845

Genome

Exons/model 7.37 5.99 3.47 5.28 2.83 3.23

IEF 0.62 0.81 0.91 0.83 0.93 0.88

GC content 0.64 0.46 0.52 0.47 0.52 0.51

EST coverage 2.87× 9.60× 31.62× 244.15× 300.09× 833.95×

#EST/model 19.9 125.7 219.3 35,044.3 24,037.2 37,809.5

COMBEST result

mRNA length 1,048.9 1,154.7 1,500.8 1,308.1 1,444.2 1,529.2

Antisense 0.05 0.07 0.17 0.25 0.29 0.51

AS of all 0.08 0.29 0.31 0.51 0.23 0.45

AS of multiexon 0.15 0.33 0.50 0.63 0.59 0.73

Sequencing technologies are Sa for Sanger and So for Solexa. Number of models is from the GeneCatalog or FilteredModels (if 

former absent) track of JGI portal. IEF is intragenic expressed fraction (Methods for detail). Abbreviated genome names are Chlre4 

for Chlamydomonas reinhardtii, Agabi2 for Agaricus bisporus var. bisporus H97, Aspca3 for Aspergillus carbonarius, Spoth2 for 

Sporotrichum thermophile, Lacbi2 for Laccaria bicolor, and Aspac1 for Aspergillus aculeatus.
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of observed AS. We also observed as much as 51% of the 
genes having antisense, which highlighted the difficulty of 
gene modeling with EST.

Although fraction of AS was not affected by different 
sequencing technologies, we found that the relative 
expression levels of minor isoforms compared to major 
isoforms were distorted by the Solexa technology 
(Supplemental III; Figures S3,S4).

NEG, expression level, and longest intron length (MIL) 
determine NAG

AS is known to correlate with NEG (9). Here, we found 
that three independent gene features: NEG, expression 
level, and MIL, together, positively contributed to NAG, 
which can be approximated by a multivariate linear model (P 
values range from 0 to 6.81E-10; Table 2). Given a cellular 
environment, the expression level is an inherent gene 
feature that also depends on the means of measurement. 

Although the lengths of genomic and mRNA of genes also 
correlated with NAG when examined separately (data not 
shown), they were dependent on the number of exons of 
genes; moreover, genomic length also depended on intron 
length that is related to MIL. Therefore, mRNA and 
genomic lengths were not included in the linear model.

The linear coefficient for NEG (measuring increase 
in NAG per additional exon) correlated with the EST 
coverage (Figure 1B); this made intuitive sense because 
higher EST coverage would reveal more AS per exon. 
The intron-rich genomes were below the regression line; 
whereas, the intron-poor ones were above. The horizontal 
line at 0.31 (midpoint between L. bicolor and A. carbonarius) 
and the regression line served a divider between intron-
rich and intron-poor genomes (Figure 1B). L. bicolor (57 nt 
average EST length) and S. thermophile (37 nt average EST 
length) had very similar EST coverage, but the shorter 
input EST length of S. thermophile made the EST coverage 
less effective (the data point should be further above the 
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Figure 1 Distribution of NAG and its suppression in exon rich genomes. (A) Distribution of NAG. Both axes are in log scale. (B) 
Suppression of NAG per exon in intron-rich genomes. The red line is the regression line with R-squared =0.8845. Horizontal arrows 
indicated that the effective EST coverage is less than the real values owing to shorted input sequences (Spoth2), and extremely high coverage 
(Aspac1). The green horizontal line separates the intron-rich and intron-poor genomes. The number after the genome abbreviation is the 
number of exons per model computed from the representative models. 

Table 2 Multivariate linear regression of NAG against NEG, expression level, and MIL 

Factor Chlre4 Agabi2 Aspca3 Lacbi2 Spoth2 Aspac1

Intercept 0.9478 0.8498 0.4472 0.9706 0.5224 −0.4878

NEG 0.0240 0.07723 0.3438 0.2813 0.3964 0.8813

Expression level 0.67E-03 1.04E-03 7.02E-04 3.72E-05 1.66E-05 5.11E-05

MIL 0.24E-03 2.23E-03 2.12E-03 1.26E-03 1.70E-03 3.77E-03

Expression level is the maximum height of base coverage profile (BCP) of the major isoform. All parameters were statistically 

significant with overall P value zero for all genomes and individual P value ranging from 1.7E-10 to 0.
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regression line). The effective EST coverage was also lower 
at very high EST coverage because of the saturation effect 
(Figure S2); therefore, A. aculeatus should have been further 
above the regression line. The results here suggested that 
intron-rich genomes suppressed AS. 

The coefficient for expression level measures the change 
of NAG per expression level. This parameter was mainly 
dependent on sequencing platform; coefficients derived 
from non-Solexa platform were about 10 fold higher: 
C. reinhardtii (6.65E-4), A. bisporus (1.04E-03) and A. 
carbonarius (7.02E-04) compared to those derived Solexa 
platform (1.66E-05 to 5.11E-05). Solexa technology under 
represent minor isoforms (Supplemental III; Figure S3), and 
it may distort relative express of different genes. 

The coefficients for MIL, measuring the change of NAG 
per nucleotide from the longest intron of each gene, were 
similar in different fungal genomes and ranged from 1.26E-
03 for L. bicolor to 3.77E-03 for A. aculeatus. This coefficient 
is about 10 fold smaller for C. reinhardtii owing to its much 
longer average intron length (about 5× longer) compared to 
fungal genomes. This means that long introns in genomes 
with average short introns are more predictive of AS. 

The relat ionship between NAG and the three 
independent variables was more complicated than a simple 
linear relationship (Supplemental IV; Figures S5-S10). AS 
suppression in intron-rich genes within the same genome 
was evident by the much higher slope for NAG vs. NEG 
at the lower NEG compare to higher NEG. On the 
contrary, NAG showed a pure linear relationship with log-
transformed expression levels. There were also very few 
data points for any extremely large predictor values (smaller 
sample size) making their influence less important to the 
overall statistics.

Alternatively spliced genes are more ancient

Irimia et al. (9) have shown that ancient genes, based on 
KOG, are more likely to have AS. Here, we further probed 
this subject with a different definition for ancientness: 
existence of orthologs in three domains of life (Archaea, 
Bacteria, and Eukaryotes; see methods for detail). The 
AS proteins compared to non-AS proteins from all five 
genomes had statistically significant higher proportion 
of hits to all three domains of life (Figure 2). In addition, 
we manually examined 100 genes from A. carbonarius 
with the most number of AS, and their proteins were 
enriched in ancient proteins (data not shown). The top 
10 were: glyceraldehyde-3-phosphate dehydrogenase, 
NAD-dependent malate dehydrogenase, zinc knuckle 
domain protein, 60S ribosomal protein L13, L30, and L35, 
extracellular alpha-amylase, conserved hypothetical protein, 
uncharacterized peptide, and nucleosome-binding protein 
(Nhp6a). 

AS is conserved between fungal genomes

The ancient nature of AS implies its conservation. The 
pattern of AS is not conserved between human and 
mouse or rat (23) but is conserved between human and 
chimpanzee in majority of genes (24). Similarly, 92% of 
CEs are conserved among three Caenorhabditis species (25). 
As the first step towards understanding the conservation 
of AS, we surveyed the distribution of AS types and found 
sparse CE among fungal genomes: 1.1-2.5% (2.1-6.7% if 
including variant of CE) of AS; whereas, C. reinhardtii has 
8.2% CE (12% if including variants of CE). Majority of 
fungal and green algal AS was RI (50-78%), followed by 
AA 11-23% and AD 6-15% (Supplemental V; Figure S11). 
AS conservation was measured by comparing expected and 
observed fractions of orthologous gene pairs in terms of AS 
and NoAS: NoAS/NoAS, NoAS/AS, AS/NoAS, and AS/
AS (Figure 3A). There was a consistent over representation 
of observed AS/AS pairs compared to expectation with P 
values <2.2E-16 for all pairs of fungal genomes; this over 
representation was the smallest for A. bisporus/L. bicolor 
(0.16) and largest for A. aculeatus/L. bicolor 0.43. The smaller 
fractions of AS/AS pairs involving A. bisporus were due to its 
lower EST coverage that under estimated true AS. The four 
representative pairs of genomes (total 10 combination out 
of 5 genomes) in Figure 3 spanned different evolutionary 
distances: the A. carbonarius/A. aculeatus pair belonged to the 
same genus, the two pairs S. thermophile/A. aculeatus and A. 

Figure 2 Genes with AS are more ancient. Proportional test P 
values 1.6E-14 for Ababi2 and less than 2.2E-16 for all others. 
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bisporus/L. bicolor were from Ascomycota and Basidiomycota 
respectively (at phylum level), and the A. aculeatus/L. bicolor 
pair were from different phyla. Inter phyla AS conservation 
was not less than that at genus level. 

Detailed analysis of conservation of AS profile is a very 
labor-intensive endeavor (26), so we used an exon-alignment 
algorithm (unpublished from orpara.com; see Methods for 
detail) to classify the conservation of exon structure between 
a pairs of orthologous genes into five categories: perfect, 
near perfect, indel, partial, and none. Owing to the lack of 
conservation of UTR exons between orthologous gene pairs 
in fungi (data not shown), we used only coding exons in 
our analysis. The fraction of gene pairs with any structural 
conservation (combination of perfect, near perfect, indel, 

and partial) is shown in Figure 3B. The AS/AS gene pairs 
showed the highest fraction of exon structure conservation 
compared with AS/NOAS, NOAS/AS, or NOAS/NOAS. 
The detailed break-down for exon structure conservation 
from the comparison of all possible pairs of gene models 
from an orthologous gene pair shifted from more 
perfect to more partial conservation as the evolutionary 
distance between genomes increased (Figure 3C) .  
The two Aspergillus species had the most perfect (48%) 
and near-perfect (26%) exon structure conservation. Above 
genus level, however, exon alignments were dominated by 
partial exon alignments. The exon alignment in the AS/AS 
category from Basidiomycota genomes A. bisporus/L. bicolor 
showed more perfect (19%) and near-perfect alignments 
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(18%) than those (7% and 10%) from Ascomycota genomes 
S. thermophile/A. carbonarius. This is consistent with more 
intron loss in Ascomycota (27). The exon alignment 
between phyla represented by A. aculeatus/L. bicolor 
contained very little perfect (2%) and near-perfect (5%) 
type, and was dominated by partial alignments (54%) in 
the AS/AS category. The level of conservation above genus 
and at phylum levels (counting perfect alignments) was 
comparable to the number of conserved CE [390] in closely 
related species of Caenorhabditis (9). 

Coding region, stop codon, and RI type dictate intron 3n 
length bias

The splicing machinery is error prone and relies on 
nonsense-mediated mRNA decay (NMD) to eliminate 
aberrant splicing products (20,28). NMD should be essential 
for fungal genomes with high fractions of RI (Table 1  
and Figure S4) that in turn had the potential to generate 
harmful truncations or insertions in proteins. One strategy 
for the genome to mitigate the deleterious effects of 
unintended RI is to avoid 3n intron length or to evolve stop 
codons within 3n introns. This will trigger NMD in the 
event of unintended RI when such introns are not located 
near the 3’ end of the mRNA. To evaluate how 3n and stop 
codon play a role in evolution, we classified introns into 
major RI (retained in the major isoform), minor RI (retained 
in a minor isoform), and NRI (retention not detected). The 
minor RI introns were noticeably shorter than both NRI 
and major RI introns (Supplemental VI; Table S1). 

If the intron length were randomly distributed, then the 
3n, 3n+1, and 3n+2 lengths should be uniformly distributed. 
Two genomes, A. aculeatus and C. reinhardtii had 1/3 uniform 
distribution, whereas the other four genomes avoided 3n 
introns (Figure 4A). In the direction of increasing EST 
coverage, the P values for chi-square test against uniform 
distribution were 0.84, 5.2E-09, 3.3E-06, 2.6E-05, 0.0017, 
and 0.33, respectively, for C. reinhardtii, A. bisporus, A. 
carbonarius, L. bicolor, S. thermophile, and A. aculeatus. The 
difference of 3n avoidance among fungal genomes could be 
explained by the segregation of 3n, 3n+1, and 3n+2 introns 
among genes or isoforms of different expression levels. At 
lower EST coverage, introns were enriched in moderate to 
highly expressed genes or isoforms that avoided 3n length. 
At higher EST coverage, introns from ever decreasing 
levels of expression will accumulate, thus leading to uniform 
distribution of 3n, 3n+1, and 3n+2 intron length. This 
view was supported by more detailed analysis of intron 3n 

avoidance of highly expressed major isoforms to all introns 
(Supplemental VII; Figures S12,S13). The lack of whole 
genome level 3n avoidance for C. reinhardtii is due to its five 
times longer average intron length when compared to introns 
of fungal genomes.

Because RI of 3n introns has potential impact on 
protein structure, we limit our focus on coding regions. 
Introns from coding regions either maintained (in lower 
EST coverage genomes A. bisporus and A. carbonarius) or 
enhanced (in higher EST coverage genomes L. bicolor and 
S. thermophile) the 3n deficit pattern (Figure 4B). For A. 
aculeatus (the highest EST coverage) and C. reinhardtii 
(long introns), no 3n avoidance was seen in the coding 
introns. Noticeably, coding introns were shorter than non-
coding introns (Supplemental VIII). Within coding regions, 
NRI and major RI showed opposite 3n bias (Figure 4C). 
NRI type displayed significant 3n avoidance for all but A. 
aculeatus (small 3n bias with P value 0.13) and C. reinhardtii 
(no 3n bias, P value 0.79). Whereas the major RI from 
coding regions showed enrichment of 3n length (Figure 4C); 
however, the P values of Chi-square test against 1/3 from 
major RI were insignificant for A. bisporus (0.076; favor 3n 
preference but not overwhelming), A. carbonarius (0.36), 
C. reinhardtii (0.72; due to smaller counts). Within coding 
regions, introns with stop codons showed no 3n deficit 
in all genomes, whereas stopless introns avoided 3n more 
markedly except for A. aculeatus (Figure 4D). 

Despite the weaker trend of stop codon and RI type 
when considered separately, we found consistent 3n bias 
across all genomes when combining these two factors (Figure 
4E; P values from Chi-square test for C. reinhardtii were 
the least significant due to the least major RI counts 47; 
but multinomial test of 14:9:4 on 1/3 gave probability of 
1.88E-03). Stopless NRI introns avoided 3n; in contrast, 
stopless major RI introns preferred 3n. Stopless minor 
RI introns from A. aculeatus resembled major RI with 3n 
preference (P value 9.1E-10), but they resembled NRI in 
A. carbonarius with avoidance of 3n length (P value 0.0099). 
All other genomes had little bias. The opposite 3n bias in 
stopless minor RI introns in two genomes from the same 
genus paralleled the distorted minor isoform distribution 
by the Solexa EST technology and EST coverage. The 
fraction of stopless introns increased from NRI, minor 
RI, to major RI with small variation between genomes. 
The percentages of major RI with respect to all introns in 
coding regions were 0.02%, 1.1%, 4.2%, 3.2%, 6.8%, and 
7.0% for C. reinhardtii, A. bisporus, A. carbonarius, L. bicolor, 
S. thermophile, and A. aculeatus respectively; this paralleled 
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EST coverage. Moreover, the suppression of AS in intron-
rich genomes could be seen here; L. bicolor being intron-
rich and having higher EST coverage had lower fraction 
of both minor and major RI compared to A. carbonarius. 
The numbers of major RI introns that were 3n and stopless 
(candidates of RI with gained coding function) were 47 
(0.06%), 116 (0.33%), 204 (0.92%), 702 (0.97%), 278 
(1.87%) and 690 (2.04%), respectively, for C. reinhardtii, 
A. bisporus, A. carbonarius, L. bicolor, S. thermophile, and 
A. aculeatus (Numbers in parentheses are percent with 
respect to introns in the coding region). Within major RI, 
the percentages of stopless 3n introns were less variable 
between genomes: 29.8%, 30.9%, 22.0%, 30.7%, 27.3%, 
and 29.2% for the six genomes respectively. RI 3n introns 

without stop codons could introduce structural variations in 
the interior of the protein by inserting short peptides. 

The divergent 3n tendency for three RI types of stopless 
introns from fungi could be graphically demonstrated in the 
peak length region (Figure 5). Furthermore, stopless major 
RI introns were significantly longer than both stopless NRI 
and minor RI introns.

Intron phase bias and implication for protein structure 
evolution

The well-known phase 0 intron preference (29-31) was 
obvious in all genomes used in this study (P value from 
Chi-square test against uniform distribution ranges from 
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Figure 4 Factors affecting intron 3n length bias. Intron lengths of 3n, 3n+1, and 3n+2 from complete gene models were separated on 
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0.0194, 3.23E-08; 0.7805, 2.50E-04; 0.5846, 0.0638; 0.7255, 0.7531. (C) RI type from coding regions. RI types: No for NRI, Mi for minor, 
and Ma for major. P values: 1.38E-10, 0.8105, 0.0758; 3.52E-07, 0.3200, 0.3574; 1.24E-08, 0.2843, 8.31E-10; 1.81E-05, 0.6203, 5.12E-09; 
0.1255, 1.86E-02, 2.83E-13; 0.7892, 0.1914, 0.7216. (D) Stop codon-containing (Y) and stopless (N) introns from coding regions. P values: 
2.03E-54, 4.20E-08; 6.71E-34, 0.0123; 4.83E-52, 2.15E-05; 1.62E-09, 7.09E-03; 0.6807, 0.0113; 3.86E-03, 0.4887. (E) Combined effect of 
stop codon and RI type. N stands for stopless intron and Y for stop-containing intron. P values are shown on the top. NRI + Stopless are in 
red, and Major RI + Stopless are in green. 



Stem Cell Investigation, 2015

© Stem Cell Investigation. All rights reserved. Stem Cell Investig 2015;2:19www.sci-online.org

Page 11 of 32

0 to 1.0E-49) (Figure 6A). Interestingly, phase 0 and 
1 (to a lesser extent) introns were strongly favored in 
stopless introns (28-38% of coding introns) as opposed 
to stop-containing introns that showed little phase 
0 preference (Figure 6B). Major RI introns from all 
genomes (C. reinhardtii multinomial exact test against 
stopless population had probability 0.0218) and minor RI 
from four genomes showed avoidance of phase 0. Major 
RI from Basidiomycota genomes preferred phase 1, and 
major RI from Ascomycota genomes favored phase 2 in 
the background of stopless introns (Figure 6C). Minor 
RI from A. bisporus, S. thermophile, A. aculeatus, and C. 
reinhardtii also preferred phase 1 against the background 
of stopless introns (Figure 6C). Of the stopless introns, 3n 
intron favored phase 1 and avoided phase 0; this pattern 
was weak for A. aculeatus and tiny for C. reinhardtii 
(probabilities of multinomial test against stopless 
population were 1.84E-04 and 7.64E-04 respectively) 

(Figure 6D). 
Next, we examined the combined effect of 3n length 

and RI types on phase distribution and found that the 
two Basidiomycota genomes L. bicolor and A. bisporus had 
similar patterns: 3n intron in all RI categories favored 
phase 1 and avoided phase 0 compared to the stopless 
intron population (very low P values; Figure 6E). The three 
Ascomycota genomes had similar patterns of favoring phase 
1 and avoiding phase 0 in NRI and minor RI 3n introns. 
C. reinhardtii showed phase 0 avoidance and phase 1 and 
2 preference in minor RI introns only; unfortunately, the 
counts were too low to be statistically significant (data not 
shown). Phase 2 preference was observed for 3n+2 minor RI 
of A. bisporus, 3n+1 major RI of A. carbonarius, 3n+2 minor 
RI of L. bicolor, 3n+1 major RI of S. thermophile, and 3n+1 
major RI of A. aculeatus. 

To gain insight into the phase bias, we listed the 
possible amino acids at the intron/exon junction as if 

Figure 5 Comparison of stopless intron length distributions from different RI types. (A) Basidiomycota. (B) Ascomycota. Only the peak 
regions are shown. Vertical lines mark 3n length. Colors: black for NRI, red for minor RI, and green for major RI. The thinner red and 
green lines are amplified by numbers underneath the genome name (top left corner of each graph) from the corresponding thicker lines 
respectively. (C) An average stopless intron lengths (nt). The stopless intron length t-test between major and other two RI types showed 
significant differences for all genomes (P value range from 4.8×10−5 to 8.8×10−13).
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stopless 3n introns were retained; none 3n introns would 
cause frame-shift in the 3’ intron bounds as illustrated for 
3n+1 and 3n+2 introns (Figure 7). The almost invariant 
GT..AG (96.7-99.6% in this study; Supplemental VII) 
and other conserved nucleotides in fungi (excluding S. 
cerevisiae) (32) were shown in Figure 7. The consensus of 
fungi has an extra G in the 5’-end of exon and T before 
the 3’-conserved YAG compared to that of a broad 
spectrum of eukaryotes (33-35). We tabulated both the 

observed and expected (based on observed base frequency) 
fractions of stop codon-free (stopless) splicing boundaries 
involving consensus bases (Figure 7) based on fungal 
genomes used in this study. There were tree codons in 
the 5’ bounds for all phases. For the 3’ bounds, phase 0 
and 2 had two codons, and phase 1 had three codons. The 
observed fractions of stopless 5’-intron bounds were 0.96, 
0.91, and 0.54 for phase 0, 1, and 2 respectively; those for 
the 3’-bounds (assuming 3n introns) were 0.61, 0.95, and 

Figure 6 Influence of stop codon, RI, and 3n length on intron phase bias. Intron phase is only defined in the coding region. The three 
different phases are represented by bar graphs: red for phase 0, blue for phase 1, and black for phase 2. Abbreviated genome names are 
shown at the bottom. (A) Coding introns. The vertical axis is the fraction of each phase. Chi-square tests against 1/3 uniform distribution P 
values: 2.64E-156, 1.42E-85, 0, 6.59E-49, 5.75E-133, and 0. (B) Stopless (N) and stop-containing (Y) introns of coding regions. The vertical 
axis is the difference of fraction against those of coding population. Chi-square test against coding population, P values: 4.518E-122, 3.27E-
61; 1.09E-77, 4.03E-30; 3.45E-212, 2.41E-128; 2.59E-68, 1.89E-27; 3.37E-103, 5.10E-44; 1.76E-84, 1.08E-20. C. RI type (no for NRI, Mi 
for minor, Ma for major) of stopless introns. The vertical axis is the difference of fraction for three different phases against that for stopless 
introns from the same genome. Chi-square test or multinomial exact test when the highest count is less than 700 against stopless population: 
0.38, 2.64E-06, 1.76E-07; 0.93, 1.17E-03, 4.70E-04; 0.31, 9.85E-06, 1.62E-07; 0.78, 6.91E-04, 4.68E-05; 0.37, 8.58E-05, 8.23E-05; 0.93, 
9.91E-04, 0.022. (D) Stopless 3n length (0 for 3n, 1 for 3n+1, and 2 for 3n+2). Vertical axis is the difference of fractions against that of 
stopless introns from the same genome. Chi-square test or multinomial exact test when at least one count is less than 300 against stopless 
introns P values: 3.91E-70, 1.16E-47, 4.81E-63; 4.11E-30, 1.37E-12, 3.19E-25; 5.67E-87, 5.13E-55, 2.84E-87; 2.84E-06, 3.15E-05, 
9.481E-08; 1.84E-04, 4.22E-05, 5.05E-06; 7.64E-04, 7.56E-04, 7.31E-04. (E) Combined effect of RI type and 3n length. Intron length of 
3n, 3n+1, and 3n+2 are represented by 0, 1, and 2, respectively, with P values of chi-square test or multinomial exact test probability when 
counts are less than 300 against stopless introns shown on top. 
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0.98 respectively. In 3n introns, the probability of stopless 
translation for both intron bounds combined was the 
product of the two probabilities for 5’ and 3’ bounds; they 
were 0.58, 0.86, and 0.53 for phase 0, 1, and 2 respectively. 
There was a consistent, albeit small, underrepresentation 
(binomial test were all significant) of stop codons at the 
intron bounds for all phases when compared to calculations 
based on observed base frequencies at the intron bounds (3 
nt from exon, and 9 nt from intron). The coding potential 
at intron bounds was greatly reduced by the consensus 
constraint on the bases because of the significantly lower 
stopless fraction when compared to random codons of 
uniform base frequency (0.9981 or 0.9985 for 5 or 6 
codons). Because the combination of intron 3n length and 
intron phase determined the frame of translation at the 
3’ intron bound, the fraction of stopless codons at the 5’ 
intron bound is the dominant factor for controlling the 
coding potential for different intron phases; the stopless 
fraction at the 5’ intron bound coincided with intron 
phase bias: phase 0 > phase 1 > phase 2. This tempted us to 
conclude that the phase bias is due to the coding potential 
at the 5’ intron bound as exemplified by the dramatic 
avoidance of phase 2 introns in stopless introns (Figure 

5B). This can be understood as the 5’-located consensus 
stop codon in phase 2 blocks the coding potential in the 
event of either RI or AD (the variant extending into the 
intron). Historically, phase 0 might be favored during the 
ancient intron birth process (29,36,37). 

The preference of phase 1 and to a lesser extent phase 
2 over phase 0 in stopless 3n introns when compared to 
the stopless intron population that was already phase 0 
dominated (Figure 6D) could be explained by the most 
favorable amino acid sequences in the intron bounds of 
phase 1 for accommodating peptide insertion in the event 
of RI, by virtue of the most flexible glycine residue in its 
5’ and 3’ bounds. Phase 2 had glycine only in the 5’ intron 
bound, whereas phase 0 had none. In phase 0, the 5’ splice 
site was dominated by valine (hydrophobic and bulky) 
and serine (hydrophilic and flexible), and the 3’ splice site 
permitted hydrophobic and bulky residues followed by 
glutamine. In phase 1, the 5’ splice site allowed glycine 
followed by charged residues lysine or glutamic acid; on the 
3’ splice site, seven possible amino acids (L, I, V, S, P, T, and 
A) were followed by five possible amino acids V, A, D, E, 
and G (except for valine, these were flexible and hydrophilic 
or charged). The greater choice of amino acids on both 
ends of phase 1 (higher entropy) meant higher evolutionary 
potential. Better yet, codon preference/avoidance (38) also 
favored phase 1. The 5’ splice site of phase 2 started with 
W, R, or G followed by a consensus stop codon and valine; 
most of them were bulky and hydrophobic. The 3’ splice 
site of phase 2 had S, F, Y, or C followed serine and arginine 
that was disfavored in proteins (39).

The preference of phase 2 by none 3n major or minor RI 
stopless introns (Figure 6E) could be explained by favorable 
glycine in the 5’ bound of this phase and the combination 
of 3’ bound of phase 0 (3n+1) and phase 1 (3n+2). The 
unfavorable 3’ bound of phase 2 (especially the unfavorable 
arginine) could be avoided in such arrangements. This class 
of AS would create alternative C-terminal ends as appose 
to inserting peptides for stopless 3n introns. For the major 
RI stopless introns, the intron-rich Basidiomycota genomes 
were dominated by phase 0 deficiency and phase 1 excess in 
stopless 3n introns; whereas, the intron-poor Ascomycota 
genomes were dominated by 3n+1 introns with phase 0 
(3n+1 introns combine 5’ phase 0 to 3’ phase 1) deficiency 
and phase 2 (3n+1 introns combine 5’ phase 2 to 3’ phase 
0) excess. This demonstrated that Ascomycota genomes 
were dominated by C-terminal variation through RI, in 
contrast to peptide insertion in the middle of protein in 
Basidiomycota genomes.

Figure 7 Effect of intron phase and RI on protein structure. The 
fungal consensus intron boundary (vertical bar) sequences are shown. 
The codons under consideration were marked with horseshoe on 
the top (see method for detail). The potential amino acids derived 
from the consensus were shown on top of the sequence. The average 
fractions of stopless codons involved in the consensus from five 
fungal genomes (regardless of 3n length) are shown in the Stopless 
column: the top value is the observed fraction, and the bottom is 
expected from an even distribution of bases. 
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Discussion

We analyzed AS of one green algal and five fungal genomes 
with varying degree of EST coverage using a novel EST-
based gene modeling algorithm (COMBEST) that also 
yields relative expression levels of alternatively spliced 
isoforms for each gene. Partial EST models and ab initio 
gene predictions are excluded in our analysis. Solexa 
technology tends to diminish the proportion of minor 
isoforms with relatively low expression levels compared 
to Sanger and 454 without affecting intergenic expression 
variations (Supplemental III). Nonetheless, aided by 
the COMBEST algorithm, we revealed abundant AS in 
fungal genomes, the stochastic nature of AS, and its role 
in evolution. The ancientness of AS is also reveled in this 
study. Fungal genes with AS, compared to those without 
AS, have significantly higher fractions of proteins with 
homologs in all three domains of life; this is consistent with 
the ancient nature of AS discovered independently from 
three animal and one plant genomes (9). The ancientness of 
AS has also been demonstrated by the conservation of CE 
of four genes from diverse eukaryotes (40). In this study, 
pure CE ranges from 1.1% to 2.5% in fungal genome and 
8.2% in the green algae genome. The combined CE and 
its variant can reach 6.7% in fungal genomes and 12% in 
the green algal genome. It would be interesting to see how 
many of these are conserved in animal and plant genomes. 
As expected, AS is conserved between fungal genomes from 
different phyla; furthermore, the highest exon structure 
conservation in AS/AS orthologous pairs indicates that AS 
profile were also conserved (Figure 3).

 

The high fraction of AS is an indication of stochastic 
nature of splicing 

The stochastic nature of splicing (41) implies that a given 
AS isoform (regardless of cellular function) will be observed 
once sufficient number of mRNA is sampled (42,43). The 
positive correlation between NAG and expression level 
(Table 2) illustrates this point. Manual examination of BCP 
of alternatively spliced forms from A. carbonarius, and the 
distribution of relative expression of minor isoforms from 
Sanger and 454 technologies (less distorted minor isoforms; 
Figure S3) reveal that many minor isoforms are expressed 
at very low levels compared to the major isoforms. The 
marginally expressed isoforms are more likely to be a 
consequence of splicing error than an intended biological 
function. The suppression of AS by both intron-rich 

genomes and intron-rich genes within the same genome is 
consistent with the low error rates in intron-rich or highly 
expressed genes (42). 

Because different eukaryotic genomes, including 
different fungal genomes, differ in the fractions of 
multiexon genes, the fraction of AS in multiexon genes is 
a more meaningful measure of the extent of AS. Owing to 
very limited EST coverage, we only see 15% of AS in the 
multiexon genes from C. reinhardtii. Not surprisingly, up 
to 60% of plant intron-containing genes have AS (44). In 
fungal genomes, the actual AS in multiexon genes should 
be higher than 73%, the highest we see in this study, owing 
to the positive relationship between observable AS and 
EST coverage even though rewards for additional EST 
coverage diminishes. Accordingly, 76% multiexon genes 
from Trichoderma longibrachiatum, an Ascomycota genome, 
have AS when interrogated with high EST coverage and 
different algorithms (8). At high EST coverage, over 
90% of genes have overlapping transcription (Figure S1) 
making EST-based gene-modeling extremely challenging; 
the COMBEST algorithm overcomes this difficulty. 
Additionally, over 50% of the genes have antisense 
transcription given enough EST coverage (Table 1). Higher 
EST coverage reveals more AS, overlapping transcription, 
and antisense transcription. This paints a picture of rampant 
transcription and error-prone splicing. 

It is not surprising that previous reported AS is much 
lower because of lower EST coverage (6,7,45). Mekouar  
et al. reported 9.2% AS, also dominated by RI, in multiexon 
genes from Yarrowia lipolytica genome based on 28,434 EST 
sequences (45). The length of consensus splice site from 
Y. lipolytica is in between those of intron-rich genomes and 
intron-poor ones exemplified by Sacchromyces cerevisiae that 
has only 250 introns. Moreover, 3n stopless introns are 
strongly suppressed, and majority of AS are non-functional 
in the Y. lipolytica genome (45). Intensive investigations of 
the S. cerevisiae genome have revealed several functional 
AS: thirteen cases of transcript abundance regulation of 
meiosis-specific genes (46-48), auto-regulation of splicing 
factors RPL30 (49) and YRA1 (50-52), and two cases of 
protein diversity, SRC1 (53) and PTC7 (54). PTC7 achieves 
protein diversity through RI of a stopless 3n intron. It 
seems that this intron-poor genome still has at least 7% AS 
of multiexon genes and most of them are functional. 

The above seems to conform to the trend toward 
lengthening of consensus sequences for splicing and 
more precise splicing when genomes become intron-
poor (33,34,55); meanwhile, AS gets less frequent with a 
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concomitant increate of the fraction of functional AS. In 
another word, splicing is stochastic for intron-rich genomes 
and deterministic for intron-poor genomes. Intron-rich 
genomes rely on NMD for eliminating incorrectly spliced 
transcripts. Therefore, only a small fraction of AS should 
be functional in intron-rich genomes. There is no simple 
numeric measure for functional AS, but fraction of major RI 
(7%) may serve as a surrogate because RI is the dominant 
form of AS in fungi. Detecting peptides that spans AS 
boundaries is probably the most conservative estimate 
of functional AS that is sizeable in fungal genomes (56). 
Regardless, fraction of 3n and stopless introns involved in 
major or minor RI are prime candidates for RI-mediated 
protein structure diversity. The lower limit is major RI only 
(0.062-2.0%), and the upper limit is minor plus major RI 
(0.128-3.4%). Therefore, up to 2-3% of the introns may 
have functional RI. The percentage of stopless 3n introns 
within each RI category is significantly larger: minor RI 
6.2-16.3% and major RI 22-31%. The NRI introns range 
from 92% to 96% for Basidiomycota and 80% to 86% for 
Ascomycota genomes; this is also consistent with suppression 
of, potentially erroneous, AS in intron-rich genomes.  

Extent of AS and its suppression

The extent of observable AS depends on both the depth of 

EST coverage and the innate property of genomes. Clearly 
NEG, expression levels, and MIL together determine 
NAG, and not the other way around. Previous studies have 
noticed the connection between AS and intron number (9) 
or intron length (57) individually. For a fixed probability 
of AS per intron, genes with more introns will have more 
AS. Higher expression of a gene gives more opportunity to 
sample AS through EST. The major RI introns (proxy for 
functional RI) are longer (Figure 5). Alternatively spliced 
introns tend to contain regulatory elements and thus longer. 
Moreover, CE by definition requires long introns to contain 
alternative exons. 

Although NAG positively correlates with NEG, intron-
rich genomes and intron-genes from the same genome 
tune down AS. The suppression of AS is desirable because 
majority AS are non-functional. The most likely outcome of 
AS for short introns is non-functional RI; fortunately, short 
introns prefer none 3n length, which triggers NMD when 
retained. This will result in less AS for short introns. Long 
introns are more likely to be involved in functional AS; the 
predominantly short introns in fungal genomes might be 
linked to AS suppression by means of more efficient splicing 
through the intron definition pathway of splicing (58,59). 

Intron phase enigma and bridging function of AS in 
evolution 

The fact that genome-wide 3n avoidance only appears 
in genomes with low-EST coverage indicates that 3n 
introns are not evolutionarily selected against, but there 
is a mechanism (either by evolutionary selection or by 
regulation) other than NMD that reduces the abundance 
of transcripts containing 3n stopless introns. In A. aculeatus 
genome, 3n intron bias was only observed in two of the 
six partitions (three RI types x stop/stopless; Figure 4E). 
This suggests that stopless 3n introns evolve into major 
RI through an intermediate state of minor RI (Figure 8). 
The prominent 3n deficiency in stopless NRI introns of 
genomes with lower EST coverage is presumably due to 
low abundance of transcripts containing 3n stopless introns. 
In contract, the fraction of 3n length in stopless major RI 
introns are more or less the same, around 50% (compare 
to 33% uniform distribution), in different genomes. 
Abundant transcripts containing NRI stopless 3n introns 
must efficiently splice out these introns, which may rely on 
the concerted evolution of the spliceosome. The reason for 
lack of selection to eliminate 3n stopless introns might be 
that such introns are raw materials for evolving new coding 

Figure 8 A model for RI intron evolution. A new coding function 
can emerge from an initially minor RI form, which can become 
dominant (major RI) or increase in expression levels close to that 
of major isoform.
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functions and thus are beneficial. 
The phase 0 preference is universal in eukaryotes (29), 

in addition both introns and AS are ancient (9,40,55,60). 
Therefore, phase bias is likely present in the ancestor of 
eukaryotes. Stopless as opposed to stop-containing introns 
have drastically more phase 0 preference (Figure 6A,B); 
this indicates a coding function for introns. The phase bias 
enigma has never been satisfactorily solved (61,62), and we 
propose its possible link to AS and the fraction of stopless 5’ 
intron bound from three different phases: 0>1>2 (Figure 7). 
This is based on the constrained coding capacity (63,64) of 
intron bounds when involved in RI and AD (extending into 
introns) and the bridging function of introns in evolution. 
The tolerance of protein structure toward insertion/deletion 
of structural elements (65) through flexible and hydrophilic 
links can partially explain the phase bias observed when RI 
is involved. Phase 0 intron tends to be associated with helix 
and coil, phase 1 associated with coil, and phase 2 is evenly 
distributed among helix, coil and sheets (66). Insertion/
deletion of structural elements through RI, AD, and AA 
would be more favorable in phase 1. The 3’ bound is less 
important in phase discrimination because of its less sequence 
constraint compared to that of the 5’, and its reading frame is 
determined by the 3n length of the stopless intron; however, 
when stopless 3n AA is involved, analogous to RI of stopless 
3n intron, phase 1 is preferred (67). Historically, ancient 
gene birth through exon-shuffling favors phase 0 (29,68-70). 
Both ancient introns and exons, the latter about 75 nt (27) 
that are significantly shorter than the current average folding 
domain (178 aa), are much shorter than their modern counter 
parts. The objective at the very beginning of evolution is 
to construct diverse protein domains and structures, which 
could be facilitated by either exon-shuffling or AS (71). Phase 
0 RI stopless 3n introns are bordered by residues favoring 
both alpha-helix and coil, whereas phase 1 RI stopless 3n 
introns disfavor secondary structures. This may explain their 
enrichment in between domains; indeed, phase 1 appears 
to be prominent in forming multi-modular proteins in 
vertebrate evolution (72). 

NMD besides being a quality control mechanism for 
splicing also regulates transcript abundance (73,74). RI 
dominates fungal and green algal AS; fortunately, most 
introns with potential for RI have evolved a safeguard 
for being targeted by NMD in the event of RI: PTC or 
none 3n length. Introns with such features are 90-94% for 
NRI introns and 83-90% for minor RI introns. The rare 
major stopless 3n RI introns (0.06-2%) can contribute to 
functional protein structural diversity through insertion of 

short peptides (65,75). We propose a model for how NRI, 
aided by a marginal (minor) RI, emerges as functional 
(major) RI through the evolution of novel structure and 
function and the reverse: intronization (Figure 8). Here 
major RI is slightly different from the earlier operational 
definition for the purpose of data analysis; the newly evolved 
functional RI (corresponding to major RI in data analysis) 
can co-exist with the ancestral isoform if both isoforms 
are functionally beneficial. Initially an intron has a small 
probability to be retained owing to the stochastic nature of 
splicing. By virtual of its low expression or being a target of 
NMD (non-3n length or containing PTC), this marginal RI 
will not interfere with the function of the original spliced 
form and could evolve through neutral drift. Over time, 
introns with marginal RI accumulate beneficial mutations; 
subsequent natural selection establishes the marginal 
isoforms as functional RI. However, the relative abundance 
of NRI and RI is determined by the optimal subcellular, 
spatial, and temporal requirements. The term intronization 
is conceived in the context of intron gain/loss (76), but it is 
more natural to be considered under our model: RI → (RI 
+ NRI). However, intronization is rare owing to the greater 
constraint on evolving a new intron in the context of protein 
coding and is only detectable in the recent past (76-80). 
Intronization seems to be favored in UTR (81) and a subset 
of retrogenes where 3n stopless introns are favored (79).  
Furthermore, introns evolved from retrogenes are 
dominated by cryptic splice sites in their parent genes (79),  
which suggests the involvement of RI. For example, the 
intronization of vulcan gene involves RI (78) with the RI 
isoform more abundant than NRI. In this study, we could 
not distinguish whether an NRI/RI pair was derived from 
intronization or RI; however, we believe the latter to be the 
dominant evolutionary direction. The key idea is that AS 
bridges evolution of non-functional to functional coding 
introns as well as the reverse process of shortening a protein 
by converting coding sequences to introns. In support of 
our model, PTC7 in yeast uses RI (intron is stopless 3n, 
phase 1) to insert a peptide that contains a transmembrane 
domain for a different subcellular localization (54). There 
are more examples where RI contribute to alternative 
C-termini, and the introns either contain stop codons or are 
none 3n length (82-86). For instance, the Drosophila RFeSP 
locus evolved a new protein by natural selection through 
a stopless 3n+1 phase 0 RI over 250 million years (83).  
A novel C-terminus generated through RI of phase 2 
stop codon-containing intron in an ancillary subunit of a 
voltage-gated sodium channel is different in density, gating 
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and pharmacological properties (84). About 63 million years 
ago (MYA) inside the last intron of the ZRANB2 gene of 
old world monkey, a LINE element was exonized, followed 
by RI of the preceding phase 2 stop-containing intron (86). 
In the pig ANKRD1 gene, intron 6 is 3n stopless, intron 
7 is none 3n, and intron 8 has an in-frame stop codon; RIs 
of introns 8, 7|8, and 6|8|9 respectively generate three 
functional variants that differ at the C-termini (82). All 
minor RI and NRI in the Arabidopsis Dicer-like 2 gene 
either are none 3n or contain stop codons (87). RI regulates 
mRNA abundance in mammalian genomes (88-90) whose 
introns are much longer. Short introns in the human 
genome have higher incidence of RI (91).

Our model for RI could also be applied to AD and AA 
where only 5’-portion and 3’-portion of the intron are 
involved in the alternative coding function respectively. 
This can be considered as RI of part of the intron. The 3n 
length of stopless portion of AD and AA also influences 
coding frame of 3’ exons in the same way as it does in RI. 
AD and AA are more adapted to fine-tuning of protein 
structure compared to RI where the whole intron is 
involved. The former can generate indel of a single amino 
acid (92) as well as indel of structural domains in genomes 
with long introns. The third intron in the PLP gene is 
1,176 nt that is flanked by exons of 157 nt on the 5’-end 
and 169 nt on the 3’-end. AD of 3n stopless 105 nt (35 aa) 
demarks the evolution of three major branches of jawed 
vertebrates (93). AD of 9 bases produces two proteins 
of different sub-nuclear distributions (94). The phase 1 
bias of AA affecting single amino acids (67) can also be 
explained by the avoidance of stop codon that is part of the 
model proposed here. 

Overlapping transcription AS as a bridge for emergence of 
novel fusion genes

We observed significant transcript overlap between genes. 
Since these overlapping transcriptions happen at very low 
frequencies, they are not going to be a burden for the 
organism. But, in very rare cases, splicing of the intron 
between neighboring genes could produce fusion proteins (95). 
This process is a special variant of AS and deserves further 
consideration under the bridging function of AS. Genes for 
secondary metabolite are usually clustered in fungi (96,97) 
as well as in plants (98); here we will not do a full literature 
survey. Multi-domain proteins are common themes in fungi 
(99,100). It would be interesting to see whether AS plays a role 
in the evolution from gene cluster to multi-domain proteins.

Importance of AS in stem cells

In embryonic stem cells (ESC), reprogrammed pluripotent 
stem cells (PSC), or induced PSC (iPSC) AS is one of 
the three important regulatory mechanisms: transcript 
regulation, AS regulation, and miRNA (21,101-103). 
Stem cells need to maintain a delicate balance between 
self-renewal, pluripotency, differentiation, and cancer. 
For this transcription regulation is not sufficient, and it 
requires the fine-grained regulation by AS with the help 
of miRNA and translational control. Key regulators in 
stem cells are enriched in transcript factors and receptors 
or their ligands. AS regulation is mainly archived through 
CE, AD, ME, and alternative transcript start and stop are. 
MBNL proteins control a large program of exon inclusion/
exclusion events that are differentially regulated between 
ESCs and other cell types (104). One of the MBNL targets 
Foxp1 gene is regulated through ME; in human ESC, exon 
18b is included as oppose to exon 18 in differentiated cells 
(104,105). The master regulator of pluripotency Oct4 has 
3 isoforms: Oct4A, Oct4B, and Oct4B-1 (106,107). The 
difference between Oct4A and Oct4B is the combination of 
alternative transcription start and AA of the exon 2 (108).  
Relative to Oct4B, Oct4B-1 is RI of intron 2 (106). 
However, this RI event results in truncation rather than 
structural modification of Oct4B. The pluripotent factor 
Sall4 has two isoforms A and B, with B being the AD 
of exon 2 (109), which shortens exon 2 (110). In mouse, 
TCF3 uses CE exon 5, Smarcb1 uses AD exon 2, Ctnnd1 
uses alternative transcript start, and Serca2 uses alternative 
transcript stop inside the intron of another isoform (111). 
FGF4 isoform generated through exclusion of CE exon 2 is 
truncated and antagonizes the longer isoform in ESC self-
renewal (112). Ikaros generate at least 5 isoforms through 
four CE exons that differ in DNA-binding specificity and 
subcellular location (113). The FGFR2 receptor uses two 
ME exons 8 (IIIb) (114) and 9 (IIIc) (115,116). Simultaneous 
skipping of CE exon 9 and 10 in c-MPL that are regulated 
by Rbm15 through transcription rate control by chromatin 
modification results in a protein lacking transmembrane and 
intra cellular domains with dominant negative effect on the 
full length isoform (117). 

There is no known case of RI, or AA contributing 
protein diversity in stem cells. Whether this is due to the 
limitation of research methods still waits further attention. 
One interesting question is where the switching from 
predominantly RI in lower eukaryotes to CE, ME in higher 
eukaryotes is associated with stem cell evolution. What 
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is the evolutionary advantage to use CE and ME over RI 
in stem cell? To answer these questions, our COMBEST 
algorithm may prove to a useful tool. 
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Supplemental material 

I. Overlap and antisense transcription 

Both fraction of congregations containing more than one 
gene (CMG) and fraction of genes in congregations of 
multiple genes (GCM) measure the extent of transcription 
overlap (Please see method for details). A congregation is 
defined as a collection of alignments of EST on genomic 
that overlap each other in either direction. The percent 
of CMG|GCM pairs were 24|42, 14|25, 38|64, 63|87, 
45|72, and 64|91, respectively, for C. reinhardtii, A. bisporus, 
A. carbonarius, S. thermophile, L. bicolor, and A. aculeatus. 
The distributions of number of genes per congregation 
were shown in Figure S1. Large congregations represented 
gene-dense genomic regions being actively transcribed. 
The extent of transcription overlap correlated with EST 
coverage and input EST length; the contribution of the 
latter was less obvious and could be understood as follows. 
Suppose that transcription of gene A running into gene B 
occurs at 0.001 probability, it will take just one long EST 
to connect the genes. For EST of half the size, you need 3 
or more to cover the same distance, which will happen at 
about 1e-09 probability. 

Antisense is a special case of overlapping. With 
increasing EST coverage for genomes C. reinhardtii, 
A. bisporus, A. carbonarius, L. bicolor, S. thermophile, 
and A. aculeatus, the fractions of genes with antisense 
transcription were 0.048, 0.071, 0.171, 0.247, 0.286, and 
0.509, respectively (Table 1). EST length had no effect on 
the fraction of antisense transcription. When examining 
base coverage profile (BCP) by EST, we found that majority 
of the transcription start and stop positions fell in a narrow 
range, and very few transcripts extended into neighboring 
genes. This is consistent with the fact that we see higher 
fractions of genes with overlapping transcripts as EST 
coverage goes up (Figure S1). 

 

II. Diminishing reward for additional EST coverage

When NAG is normalized to EST coverage, it is obvious 
that additional coverage bring fewer new AS as shown in 
Figure S2. At 250 EST coverage, the reward for additional 
AS discovery had reached almost zero.

III. Effects of sequencing technologies on gene isoform 
expression detection

In this study, we made a distinction between major and 

minor isoforms from alternatively spliced transcripts with 
the former being the most highly expressed (See Methods 
for details). Noticeably, different sequencing technologies 
had a profound effect on the relative expression levels of 
minor isoforms (Figure S3). Sanger and 454 technologies 
revealed abundant minor isoforms with low relative 
expression levels (A. bisporus and A. carbonarius, as well as 
Chlamydomonas reinhardtii, data not shown), but the Solexa 
technology (S. thermophile, L. bicolor, and A. aculeatus) 
produced very little. This distinction was also clear even 
when we used the same genome and exemplified with L. 
bicolor (Figure S3); the distribution for both Sanger (data 
not shown) and Sanger+454 EST had abundant isoforms 
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measure the NAG normalized to EST coverage.
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with low-expressions. This difference could be explained 
by a ‘normalizing’ effect where abundant isoforms were 
suppressed and less abundant isoforms were elevated in 
the Solexa sequencing process. The alternative explanation 

that Solexa technology lost rare isoforms, however, was less 
likely because with higher EST coverage of the Solexa EST, 
we did see more AS (Details below). 

Contrast to reduced variability for relative expression 
levels of minor isoforms by Solexa EST, the standard 
deviation of expression levels for genes increased from 
low to high EST coverage: 1.18, 1.48, 1.57, 1.66, 
and 1.95 for A. bisporus, A. carbonarius, L. bicolor, S. 
thermophile, and A. carbonarius, respectively. However, 
the Solexa technology reduced the ratio of standard 
deviation over mean gene expression levels (maximum 
height of BCP) in natural log scale (SOM), a relative 
measure of variability. Clearly, the non-Solexa ESTs (0.44 
for A. bisporus and 0.50 for A. carbonarius) had higher 
SOM than the Solexa ESTs (0.29 for S. thermophile, 
0.30 for L. bicolor, and 0.34 for A. aculeatus). However, 
the var iat ion of  SOM can be explained by input 
EST length alone through a mathematical equation: 
SOM=0.162L/(2.8797+L^0.81), where L is the average 
input EST length with P value 5.301e-07 (Figure S4).  
Therefore, shorter EST length seems to be the main 
reason for less variability of SOM between genes. 
Whether SOM is related to less variability of relative 
expression of minor isoforms is still a question; however, 
the distorted relative expression levels of minor isoforms 
from the Solexa technology makes a meaningful biological 

Figure S3 Distribution of relative expression levels of minor isoforms. Genome names are abbreviated as defined in Table 1. Relative expression 
levels are expressed as a fraction of that for the major isoform and grouped into 10 intervals.

Figure S4 Relationship between SOM and average input EST 
length. SOM (as defined in the text) relates to average input EST 
length through the equation shown in the figure, y for SOM and x 
for EST length.
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interpretation of certain results more difficult. 

IV. Graphical analysis of factors contributing to NAG

The relationship between NAG and NEG, MIL, and 
expression level (maximum height of BCP and abbreviated 
as profmaxh) could be simply summarized by multivariate 
linear regression (main paper), but their complicated 
relationship could only be appreciated through graphics 
(Figures  S5-S10 ) .  Correlat ion between NEG and 
mRNA length was also depicted here. Natural log (ln) 
transformations of mRNA length, MIL, and expression level 
were all close to normal distribution. NEG distribution 
approximated right half of normal distribution for A. 
bisporus or exponential distribution for all others. There 
was a direct correlation between NAG and NEG, ln(MIL), 
and ln(profmaxh) when examined separately, but there 
was a slight downward trend for MIL after about 19 for A. 
bisporus, 22 for A. carbonarius, 19 for S. thermophile, and 21 
for A. aculeatus. The correlation between NAG and MIL 

had a flat region from 16 to 22 for L. bicolor. The correlation 
between NAG and NEG had a down trend in the high 
values region for A. carbonarius (after 15), L. bicolor (after 35),  
and A. aculeatus (after 13). The sparse data points with 
extreme high values had little effect on the overall statistics 
in linear regression. However, in all genomes, the initial 
slope for NAG vs. NEG was significantly higher than that 
for higher values of NEG, which was clear evidence for AS 
suppression for intron-rich genes from the same genome. 
The relationship between NAG and log-transformed 
expression level [ln(profmaxh)] was simply linear; most data 
points were very close to the regression line generate by 
data points with greater than 10 counts (data not shown).

V. RI dominates AS

The predominance of RI in fungi has been noted even 
with low EST coverage (118,119). Here we characterized 
distribution of eleven types of AS derived from high EST 
coverage without the influence of predicted gene models 

Figure S5 Relationship between NAG and other gene features for C. reinhardtii. The average for each variable is marked with error bars 
representing standard deviation. The maximum value is shown in green. The relative frequency (rel freq) is scaled to have the same height as 
that of maximum value. For the x-axis, we used the mathematical floor function to group data points. The ln(natural log) transformation of 
mRNA length (nt), MIL (maxintronlen, nt), and transcript abundance (profmaxh, dimentionless) were scale by 3 to ensure sufficient number of 
data points. The x-axis label of ‘Number of Exons’ is NEG. 

N
A

G

N
A

G

N
A

G

N
A

G

Chlre4



N
A

G

N
A

G

N
A

G

N
A

G

Agabi2 

Figure S6 Relationship between NAG and other gene features for A. bisporus. Detailed legend is the same as that for Figure S5.

Figure S7 Relationship between NAG and other gene features for A. carbonarius. Detailed legend is the same as that for Figure S5.
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Figure S8 Relationship between NAG and other gene features for L. bicolor. Detailed legend is the same as that for Figure S5.

Figure S9 Relationship between NAG and other gene features for S. thermophile. Detailed legend is the same as that for Figure S5.
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(Figure S11): alternative donor site (AD), alternative 
acceptor site (AA), cassette exons (CE), cassette exon plus 

alternative donor (CE_AD), cassette exon plus alternative 
acceptor (CE_AA), cassette exon plus both alternative 
donor and acceptor (CE_ADAA), alternative donor plus 
alternative acceptor (ADAA), cassette exon or alternative 
acceptor at 3’-end (CEorAAend), intron retention (RI), 
mutually exclusive exons (ME), and others not included in 
the above categories. Consistent with previous observations, 
we found predominance of RI in all genomes with 50.0%, 
60.4%, 64.3%, 77.9%, 58.6%, and 59.8%, respectively, for 
C. reinhardtii, A. bisporus, A. carbonarius, S. thermophile, L. 
bicolor, and A. aculeatus. The next most abundant AS types 
were AA, AD, and ADAA. S. thermophile had the least AD 
of 6.2%; AD for other genomes ranged from 10% to 15%. 
L. bicolor had the highest percentage of AA (23.3%); AA for 
other genomes range from 11% to 17%. Percentages of 
pure CE were lower for A. bisporus (1.2%), L. bicolor (1.1%), 
and A. carbonarius (1.8%) and slightly higher, at 2.1% and 
2.5% respectively, for S. thermophile and A. aculeatus that 
had longer introns. C. reinhardtii had the longest introns 
and also had the most CE (8.2%). The percentages of 
combined CE events (CE_AA, CE_AD, and CE_ADAA) 
varied greatly between genomes: 12.0%, 6.7%, 3.4%, 2.7%, 
2.1%, and 4.6% for C. reinhardtii, A. bisporus, A. carbonarius, 
S. thermophile, L. bicolor, and A. aculeatus, respectively. There 
was only one ME event detected in S. thermophile (0.025%). 
ME for other genomes ranged from 0.16 to 0.58%. 
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Figure S10 Relationship between NAG and other gene features for A. aculeatus. Detailed legend is the same as that for Figure S5.

Figure S11 Distribution of AS types. Eleven types of AS are AD for 
alternative donor, AA for alternative acceptor, CE for cassette exon, 
CE_AD for cassette exon with alternative donor, CE_AA for cassette 
exon with alternative acceptor, CE_ADAA for cassette exon with 
both alternative donor and acceptor, RI for intron retention, ADAA 
for both alternative donor and alternative acceptor, CE or AA end 
for cassette exon or alternative donor at end of the model, ME for 
mutually exclusive exon, and ‘Other’ for none of the above types. 
The inlet showed the less abundant AS types.
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VI. Minor retained introns are shorter

The distinction between NRI, minor RI, and major RI is 
not a clear cut. An NRI intron at low EST coverage may 
become a minor RI intron given sufficient depth of EST 
coverage. The nonsense-mediated mRNA decay (NMD) 
system (120) can eliminate a minor RI beyond detection. 
At least two factors underlie the fuzzy boundary between 

minor and major RI. First, experimental and biological 
conditions determine which isoform being major (121). 
Second, the Solexa sequencing technology distorts relative 
expression levels (Figure S3). 

In spite of the fuzziness, average intron length from 
minor RI was clearly shorter than that from both NRI and 
major RI (Table S1); however, the difference was smaller 
for Basidiomycota genomes (average lengths of NRI and 
minor RI introns differed by only 2.2 nt in A. bisporus). In 
A. aculeatus, the average of NRI intron length was 23 nt 
longer than that of minor RI. The fraction of minor RI was 
lower for Basidiomycota (4-5%) compared to 7-13% in 
Ascomycota. The genomes (A. bisporus) with the lowest EST 
coverage also had the highest NRI (95%). The association of 
short intron with minor RI is clear evidence that the splicing 
machinery tends to skip short introns by mistake. 

VII. Intron bounds and lengths in different subsets of 
introns

Here we examined the intron length distribution from 
different genome because short introns were correlated with 
minor RI. The Basidiomycota genomes (Figure S12A,B)  
had shorter average introns (60 and 62 nt for A. 
bisporus  and L. bicolor ,  respectively) and narrower 
distribution of intron length than those of Ascomycota  
(Figure S12C-E ) .  The average intron lengths for 
Ascomycota genomes were 78, 104, and 104 nt for A. 
carbonarius, S. thermophile, and A. aculeatus, respectively. 
Both A. bisporus and L. bicolor had peak intron length of 
52 and 53 nt and intron length of multiples of 3 (3n) was 
under represented (Figure S12A,B). A. carbonarius had 
peak length at 52 and 56 nt (Figure S12C). S. thermophile 
had four peaks at 55, 58, 62, and 65 nt (Figure S12D).  
A. aculeatus had only one peak at 56 nt (Figure S12E). No 
peak length was multiples of 3 (3n). To assess whether 
expression level influenced 3n bias, we compared the intron 
length distribution (ILD) of all (distinct) introns (ADI) 
from both partial and complete gene models with that 
of introns (distinct; with identical introns from multiple 
gene models for the same gene removed) from complete 
models whose expression levels were above the median of 
all complete models and were also the major alternatively 
spliced isoforms (AMI). For all genomes, ADI had smoother 
ILD compare to AMI, which suggested more 3n avoidance 
in highly expressed major isoforms compared to the whole 
population of introns. Higher coverage tended to reduce 

Table S1 Minor RI Introns are shorter than those of NRI and 
major RI 

Genome RI type Length Count Fraction t-test P value

Agabi2 NRI 59.5 35,365 0.945 NRI/

Minor

4.26E-03

Minor 57.3 1,487 0.040 NRI/

Major

7.21E-13

Major 68.3 561 0.015 Minor/

Major

2.36E-14

Aspca3 NRI 78.5 21,556 0.821 NRI/

Minor

1.87E-16

Minor 69.6 3,348 0.128 NRI/

Major

8.81E-15

Major 91 1,346 0.051 Minor/

Major

2.86E-30

Lacbi2 NRI 61.7 79,767 0.913 NRI/

Minor

2.19E-06

Minor 58.6 4,030 0.046 NRI/

Major

1.07E-02

Major 63.3 3,617 0.041 Minor/

Major

2.93E-07

Spoth2 NRI 106.9 13,749 0.805 NRI/

Minor

2.08E-25

Minor 87.6 2,069 0.121 NRI/

Major

7.80E-04

Major 99.2 1,267 0.074 Minor/

Major

5.36E-05

Aspac1 NRI 106 42,213 0.852 NRI/

Minor

4.18E-48

Minor 82.7 3,633 0.073 NRI/

Major

1.67E-10

Major 95.8 3,706 0.075 Minor/

Major

1.12E-09

Pairwise t-test was done between lengths of three types 

of retained introns. P values were adjusted with the Holm 

method. Length is the mean intron length.



the 3n bias at peak regions for ADI. Moreover, the AMI 
population had more progressive 3n avoidance than the 
ADI population except for the two genomes at the highest 
end of EST coverage (Figure S13). Preference of 3n introns 
for AMI of S. thermophile (at 69, 65, 84, 93 and 96 nt) and A. 
aculeatus (60, 75, 81, 87, 90, and 96 nt) at length longer than 
the peaks neutralized the 3n intron avoidance at peak intron 
lengths (Figure S11D,E). 

To see the difference in 3n avoidance of longer and 
shorter introns from AMI, we divided the introns into 

shorter (40 to 74 nt) and longer groups (>74 nt) and found 
that shorter introns avoided 3n and longer introns preferred 
3n for all genomes. Although the P values for chi-square 
test against 1/3 was insignificant for longer introns in three 
genomes, The shorter and longer introns had opposite 3n 
length profiles. The longer introns preferred 3n length also 
coincide with stopless major RI preferred 3n length and 
stopless major RI introns were longer than both stopless 
NRI and stopless minor RI. 

The introns are delimited mainly by three canonical 
boundaries: GT..AG, GC..AG, and AT..AC in descending 
order of frequency. All fungal genomes had the canonical 
intron bounds (Table S2) indicating the presence of minor 
spliceosome. The percentages of total canonical introns 
were 98.9%, 98.9%, 97.24%, 99.16%, 99.59%, and 
98.98%, respectively, for C. reinhardtii, A. bisporus, A. 
carbonarius, L. bicolor, S. thermophile, and A. aculeatus. Three 
intron bounds: GT..TG, GT..AC, and GT..GG occurred at 
frequency below the canonical introns but at or above noise 
level in fungal genomes, which may reflect novel intron 
bounds in fungi. Other accepted intron bounds AT..AG and  
AT..AA (118) did not show significant frequency in our analysis. 

VIII. Introns in non-coding regions are longer than those 
in coding regions

We found that intron in non-coding regions (intron in 

Table S2 Splice sites and frequencies

No.
Chlre4 Agabi2 Aspca3 Lacbi2 Spoth2 Aspac1

Bnd Frac Bnd Frac Bnd Frac Bnd Frac Bnd Frac Bnd Frac

1 GTAG 0.9629 GTAG 0.9608 GTAG 0.9509 GTAG 0.9514 GTAG 0.9782 GTAG 0.9204

2 GCAG 0.0244 GCAG 0.0262 GCAG 0.0152 GCAG 0.0360 GCAG 0.0160 GCAG 0.0305

3 ATAC 0.0014 ATAC 0.0023 ATAC 0.0063 ATAC 0.0042 ATAC 0.0017 ATAC 0.0160

4 GCGC 0.0006 GTTG 0.0007 GTAC 0.0014 GTAC 0.0005 GTTG 0.0004 GTTG 0.0014

5 GTCG 0.0006 GTAC 0.0005 GTCC 0.0013 GTTG 0.0003 GTGG 0.0004 GTAC 0.0012

6 GTCC 0.0005 GTGG 0.0005 GTTG 0.0012 GTGG 0.0003 GTAC 0.0002 GTGG 0.0010

7 GCCC 0.0005 GTAT 0.0004 GCTA 0.0012 GCAC 0.0003 GCCG 0.0002 GAAG 0.0009

8 GCCA 0.0005 GTCC 0.0004 GTCG 0.0011 GTTC 0.0003 GCCC 0.0002 GTTT 0.0009

9 GTTG 0.0004 GAAG 0.0004 GTAT 0.0011 GTCG 0.0002 GCGG 0.0002 GTCG 0.0009

10 GCTG 0.0004 GTTC 0.0003 GTTA 0.0011 GCCT 0.0002 GAAG 0.0002 GTCT 0.0009

Cano 0.9887 0.9893 0.9724 0.9916 0.9959 0.9898

The top 10 most abundant intron bounds are shown with four nucleotides, two from each end of an intron. The three canonical 

bounds are in bold face. The next three most frequent intron bounds from fungi are underlined. Abbreviation: Bnd for Bound, Frac 

for Fraction, and Cano for Canonical.

Table S3 Non-coding Introns are longer. Length is the average 
length of introns

Genome Coding Length count Frequency
t-test P 

value

Agabi2 No 65.75 2,475 0.066 1.12E-18

Yes 59.08 34,938 0.934

Aspca3 No 102.56 3,987 0.152 1.61E-97

Yes 73.56 22,263 0.848

Lacbi2 No 66.89 15,375 0.176 9.15E-60

Yes 60.45 72,039 0.824

Spoth2 No 137.13 2,231 0.131 1.28E-49

Yes 98.97 14,854 0.869

Aspac1 No 122.42 15,697 0.317 9.6E-172

Yes 94.84 33,855 0.683
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Figure S13 Effect of abundance and length on intron 3n length distribution. All and maj (major) are defined in Figure S12. MajS are introns 
from major that are shorter than 75 nt and longer than 40 nt. MajL are introns longer than 74 nt. Chi-square test P values against 1/3 are 
shown on the top. 

Figure S12 Length distributions of introns from the most highly expressed isoform among abundant genes as compared with all introns. The 
“all” category contained introns from both complete and partial EST-based models. The “major” population came from complete models (1) 
with expression level above the median of all complete models and (2) were the mostly highly expressed isoforms of each gene. Redundant 
introns (identical introns of different gene models from the same gene) were removed. (A) Agaricus bisporus; (B) Laccaria bicolor; (C) Aspergillus 
carbonarius; (D) Sporotrichum thermophile; (E) Aspergillus aculeatus. 
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UTR) were longer in all fungal genomes with t-test P 
values <2.2E-16 (Table S3). The differences between 
introns in non-coding and coding regions were significantly 
larger for Ascomycota genomes (27-38 nt) than those for 
Basidiomycota genomes (7 nt). Our result is consistent with 
previous analysis (122). Certainly, introns in the coding 
regions are subjected to more selection pressure than the 
UTR introns. Furthermore, regulatory elements are more 
likely to be located near the introns close to the 5’-start site. 
Both tend to make the intron longer in the UTR. 
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