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Abstract

Phase Behavior, Processing, and Properties of Thermoresponsive Colloidal Gels

by

Tuan Terrence Do Nguyen

The ability to engineer macroscopic properties of colloidal gels through controlled pro-

cessing of their microscopic substituents presents an opportunity to improve soft material

technology in emergent fields such as additive manufacturing and biomaterial production.

However, the fundamental underpinnings of colloidal gel formation and behavior are not

comprehensively developed to a degree that would facilitate new material design. To

build toward such an understanding of colloidal gels, in this dissertation we use a model

thermoresponsive colloidal system to investigate (1) the formation of colloidal gels with

respect their interparticle potential, phase behavior, and gel arrest kinetics, and (2) the

resultant properties of colloidal gels as observed through their structure, viscoelasticity,

and yielding.

The system of interest to this work comprises nanoemulsion dispersions with inter-

actions mediated by thermoresponsive polymers. To model the effective interdroplet at-

tractions arising from thermoresponsive behavior, we employ a hard sphere two-Yukawa

interaction potential and determine model parameters from experimental scattering mea-

surements. The interaction potential is subsequently used to make mean field predictions

of the effective pseudo-one component colloidal phase behavior by means of variational

perturbation methods, which are found to agree with measurements from sedimented

phase separating gels as well as comparable coarse-grained molecular dynamics simula-

tions. These results are noteworthy because they provide evidence that near-equilibrium

behavior can still be recovered underneath the non-equilibrium glassy arrest line.

ix



Additionally, we report qualitatively distinct gelation kinetics between colloidal gels

formed at volume fractions below and above the predicted spinodal boundary. To ex-

plain gelation kinetics inside the phase coexistence region, we use rheo-microscopy which

enables simultaneous characterization of gel linear viscoelasticity and microstructure.

Through this characterization, we map out an isothermal transformation diagram to

identify the sequential transitions that occur en route to prolonged arrest for varying

thermal quenches. From rheological analysis of linear elasticity, we find that conven-

tional nondimensionalization proves insufficient to collapse the quench dependence of gel

elasticity, demonstrating a need for further investigation into the appropriate length and

energy scales for scaling colloidal gel rheology. From imaging analysis of gel structura-

tion, we find that late-stage coarsening rates exhibit a sigmoidal quench dependence akin

to the effective interdroplet attraction strength, which can be predicted from a simple

mean-field description of sub-critical viscoelastic phase separation.

Finally, we describe novel experimental techniques and metrics to evaluate colloidal

gel structure during the process of yielding during large amplitude oscillatory shear defor-

mation. Combining intracycle and intercycle analyses of microstructure and rheology re-

veals a three-stage process of network rupture, softening, and alignment that the yielding

gel undergoes. Establishing this methodology provides a robust experimental platform

for forthcoming studies into the direct influence of gelation and shearing conditions on

the complex yielding process.
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Chapter 1

Introduction

1.1 Motivation

This dissertation investigates colloidal gels, a class of materials wherein “colloid”

describes a variety of everyday materials such as milk, foams, paints, and inks. Etymo-

logically, the term “colloid” comes from a description by German biochemist Wolfgang

Ostwald regarding the “glue-like” behavior observed in collections of these particles. [1]

Appropriately, the persistent scientific motivation in studying colloidal systems – in-

cluding the thermoresponsive colloidal gel central to this dissertation – endeavors to

understand the origins and consequences of the “glue-like” interparticle interactions as

they manifest in the system.

The latter term of this material class – “gel” – is also used to describe a variety of

qualitatively different soft materials. The consensus view is that gels are continuous,

solid-like networks of polymers or colloids that span the volume in a material system.

Moreover, gels typically exhibit disordered, mesoscopic structures as well as a yield stress
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i.e., the propensity to flow upon the application of a sufficiently large yet finite force. [2]

In its totality, however, this broad definition overlooks some key equilibrium and non-

equilibrium features of colloidal gels that are present throughout their lifetime. To provide

a more complete definition of colloidal gels, we address the relevant interaction, formation,

and kinetic factors in the following section.

From a scientific perspective, research into colloidal systems allow us to better un-

derstand a wide range of phenomena observed in natural environments. Often idealized

as “superatoms”, colloidal studies provide insight into phase behavior and structure on

length scales ranging from the atomic to the protein level. [3] Protein self-assembly, then,

becomes better understood and manipulated as a result of colloidal gel studies. [4] Even

complex biological features such as β-keratin nanostructures on bird feathers are hypoth-

esized to follow physical processes that reflect underlying protein phase behavior. [5]

From a materials engineering perspective, research advances in colloidal systems are

integral to the continued development of familiar consumer products as described at the

onset of this section, as well as to the nascent development of emerging technologies that

include additive manufacturing resins, biocompatible polymer-based materials, electro-

chemical energy storage, and plant-based meat alternatives. [6–9] By treating colloidal

particles as tunable building blocks for hierarchical structures that can be orders of mag-

nitudes larger than their substituents, there is an endless horizon of material applications

that can be realized through rational colloidal design.
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1.2 Colloidal gels

1.2.1 Colloidal interactions

Colloidal suspensions are formed when solid or fluid matter is dispersed in a sur-

rounding, immiscible medium. Unlike molecular solutes, which comprise particles of a

size similar to their solvent, colloidal particles are typically much larger than the con-

stituents of their surrounding medium. [10] Examples can be found both in natural [11]

and synthetic [12] systems as alluded to in the previous section.

The often-invoked analogy between colloids and atoms contends that a thermody-

namic treatment of colloidal suspensions is comparable to atomic systems, and so the

elementary ingredient of gel formation consists of the colloidal interactions. [13] Whereas

in atomic systems a Lennard-Jones potential is often sufficient, in colloidal systems the

unique features of the colloids, colloidal surfaces, and solvent can give rise to many dif-

ferent functional forms of the interaction potential.

To highlight one notable form, the Derjaguin-Landau-Verwey-Overbeek (DLVO) po-

tential captures the integrated attractive component due to fluctuating atomic dipoles

in concert with a repulsive component quantifying the electrostatic double layer. [14]

Despite its ubiquity, however, additional interactions not described by DLVO theory

have been observed to arise e.g. due to hydrophobic surface interactions, non-adsorbing

polymer depletion attractions, and adsorbing polymer bridging attractions. [15–17]

The existence of attractions between colloidal particles is critical to gel formation.

Put more simply, under appropriate conditions the colloids must stick together to form a

persistent network of interparticle “bonds” that comprises the emergent gel.1 For attrac-

1In purely repulsive systems, sufficiently high particle volume fractions (on the order of 56%) can
result in measurable mechanical structure, but the physics associated with such repulsive glasses is
qualitatively different from behavior in systems with attractions. [18–22] Notwithstanding, attractive
systems exhibit a similarly classified attractive glass state in densely packed systems.
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tive systems, an easily definable feature of a given potential is its interaction strength

minimum, Umin, typically occurring at or near hard contact between two particles. Addi-

tionally, as will be discussed in depth in Chapter 3, the second virial coefficient B2 offers

another reduced parameter with which to describe interaction potentials of qualitatively

different functional forms. [23] These measures provide an order parameter coordinate

along which we can systematically consider variations in effective “bond” strength be-

tween colloids and thus rationalize the resultant gel formation that occurs.

1.2.2 Gel formation theory

Gel formation can be fundamentally described by considering the two rate processes

that lead to assembly in an attractive colloidal suspension. First, we must assume that

the forward reaction of two particles attracting to form an effective bond (agnostic of the

underlying mechanism) is faster than the backward reaction of that bond being broken

and the particles separating. These conditions ensure that gel formation is progressing

towards full network formation and not ephemeral network dissipation.

The first relevant rate is the frequency with which particles successfully form bonds,

which should be set in part by the strength of these bonds as well as by the availability of

other particles to form such bonds. The second relevant rate is the frequency with which

particles encounter one another due to random Brownian motion, set by the particle dif-

fusivity in its surrounding medium. Comparing these rates, we establish a dimensionless

group describing diffusion-reaction gelation kinetics, generally defined as a Damköhler

number, Da:

Da ≡ reaction rate

diffusion rate
=
keffa

2

Deff

(1.1)

where keff is the effective bond formation rate constant, a is the particle radius, and Deff

is the effective particle diffusivity that accounts for the hydrodynamics of the particle in
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solution. [24]

The predominant theories for gel formation can be addressed by evaluating the two

limiting regimes of the above Damköhler number. For Da � 1, gels are formed via

reaction-limited cluster aggregation (RLCA) because colloids will diffuse toward each

other frequently but will not always react to aggregate when they do. For Da � 1,

gels are formed via diffusion-limited cluster aggregation (DLCA) because colloids will

not diffuse toward each other frequently but will easily react to aggregate once they

do. Experiments with low volume fraction colloidal suspensions support the existence of

these two pathways. [25, 26]

One consequence of this gel formation dichotomy is observed in the cluster dimension-

ality, which is captured by a non-integer fractal dimension df . The number of particles in

an aggregate cluster, Nagg, will scale with the cluster radius Ragg as Nagg ∝ (Ragg/a)df .

Thus, the qualitatively distinct aggregation mechanisms give rise to quantitatively dis-

tinct scaling of the measurable cluster radii, with DLCA gels typically exhibiting a fractal

dimension df ∼ 1.78 and RLCA gels typically exhibiting a fractal dimension df ∼ 2.1. [27]

In the same vein, scaling relationships related to the fractal dimension have been devel-

oped and reported for viscoelastic moduli and yield strain. [28]

1.2.3 Limitations of gel formation theory

While the prior reaction-diffusion description is a straightforward way to evaluate two

limiting cases of gel formation, the presence of thermodynamic and dynamic transitions

frequently complicates the interpretation of colloidal gel structure property relationships.

Due to equilibrium thermodynamics, regions of colloidal phase instability are known

to exist in certain regions of the colloidal phase diagram. [3, 16] This is a predictable

consequence of the underlying colloidal interaction potentials in keeping with the colloid
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as atom analogy. When a system enters a region of phase instability, there exists an un-

favorably high free energy penalty due to the concentration fluctuations between the two

stable phases, reflecting the unstable, negative concavity of the Helmholtz free energy

function. [13] Consequently, an unstable colloidal system will evolve toward thermody-

namic equilibrium through the process of spinodal decomposition.2 The earliest kinetic

description of spinodal decomposition was provided via the Cahn-Hilliard model, which

allows for a quantitative prediction of the kinetic processes by which spinodal decom-

position proceeds. [29] Subsequent to its successes in describing purely diffusive phase

separation dynamics, we acknowledge now that the Cahn-Hilliard model ignores both

dynamic arrest and viscoelastic contributions arising from a network structure in one

or both of the individual phases. Theoretical efforts to extend the Cahn-Hilliard model

to viscoelastic systems have resulted in a more general model of phase separation that

accounts for asymmetries in the viscosity or elasticity of the separating phases. [30]

As an alternative mechanism of gelation, colloidal gels can undergo an attractive

glass transition at sufficiently high volume fraction. In this dynamic arrest mechanism,

colloidal clusters experience a limited mobility due to caging effects. [31] Similar to su-

percooled liquids, the characteristic caged particle movement of glassy arrest can be

described with a β-relaxation process, and the movement of larger domains with an α-

relaxation process. [32] An early framework for understanding attractive glasses is mode

coupling theory (MCT), which described the time evolution of density autocorrelation

functions. It is a first-principles theory for glassy liquids that only requires knowledge of

the liquid structure factor. [33] Although MCT does not provide direct predictions for

the boundaries of gelation, it provides a rational understanding for viscoelastic dynamics

in the resultant arrested gel.

2Alternatively, a metastable region of the free energy function should phase separate via nucleation
and growth.

6



Considering both spinodal decomposition and glassy arrest, Medina-Noyola and co-

workers have extended Onsager’s theory of thermal fluctuations to non-stationary pro-

cesses and are ultimately able to model arrested spinodal decomposition. Presented as a

non-equilibrium self-consistent generalized Langevin equation (NE-SCGLE), the analysis

broadly predicts how a colloidal system will evolve in response to thermal and mechanical

processing. The time evolution of structure in NE-SCGLE is determined by the mean

concentration profile and its covariance. What results from NE-SCGLE is a set of numer-

ical predictions for the attractive glass arrest line within the two-phase region for a hard

sphere plus attractive potential undergoing an instantaneous thermal quench, illustrated

in Figure 1.1 as the dashed red line. The glassy arrest is identified by a liquid-glass

dynamic arrest line, delineated by whether the equilibrium localization length diverges

(reflecting ergodicity) or remains finite (reflecting non-ergodic arrest). [34] The theoret-

ical results qualitatively compare with the colloidal behavior expected, identifying an

intersection of the glass transition with the equilibrium coexistence line along its dense

branch. In addition, results from NE-SCGLE theory find that the equilibrium phase co-

existence line is “dynamically irrelevant” below the liquid-glass arrest transition. [34, 35]

Experimental approaches in characterizing arrested spinodal decomposition have used

depletion attraction systems, with evidence showing that MCT is consistent with the ob-

served dynamics. [36] For thermoresponsive nanoemulsions, the gelation mechanisms have

been ascribed to proceed by either homogeneous percolation (i.e., via RLCA or DLCA) or

arrested spinodal decomposition, depending on the volume fraction [37]. However, what

remains unclear is whether spinodal decomposition is a necessary condition for gelation

to occur. Additionally, no direct comparison of thermoresponsive nanoemulsions with

MCT nor NE-SCGLE has been made.

To summarize, the states that are accessible due to both equilibrium and non-

equilibrium transitions can be described with the picture in Figure 1.1. These include
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phase coexistence regions as indicated by a binodal and spinodal, as well as dynamic

transitions such as percolation and attractive glass arrest. [38, 39]

Figure 1.1: Schematic of an attractive colloidal phase diagram. In the region of
weak attraction and low packing fraction, the system behaves as a continuous fluid
with transient clusters. As the packing fraction is increased past the percolation
line, transient percolated networks can form. At sufficiently high volume fractions
the system forms an attractive glass. As the attraction strength is increased into the
phase envelope, the spinodal instability leads to a phase separated system with colloid
rich and colloid poor domains with composition determined by the binodal line. For
sufficiently deep quenches, phase separation is arrested by the attractive glass line,
which continues into the two-phase region. In this overlap region, phase separation
becomes arrested in the dense phase.

1.2.4 Structural and mechanical properties

The transition from fluid colloidal suspension to viscoelastic colloidal gel is associ-

ated with significant mechanical and structural changes to the material. Notably, the
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viscosity diverges, and a yield stress emerges as gelation proceeds. [28] Additionally, the

DLCA/RLCA gelation theories proscribe scaling arguments of the elastic modulus, G′,

and yield stress, σy. [27] These scaling relations take the form of G′ ∝ φx for an exponent

x that is a function of the fractal dimension, where φ is the particle volume fraction. [15]

By considering the bond energy per unit area between colloids, Russel et al. developed

scaling theories to relate the shape of the interparticle attraction to the macroscopically

observed yield stress and gel elastic modulus for weakly attractive colloids. [10]

G′ ∝ φx

a

(
d2U

dr2

)
max

(1.2)

where x is an exponent related to the distribution of bonds taking the value x = 2 for

randomly distributed bonds, and U(r) is the interparticle potential and the max subscript

denotes the value of the second derivative at the attraction well minimum. Figure 1.2

illustrates this characteristic feature of a given interaction potential.

Figure 1.2: Interaction minimum used in elastic scaling theory. The second derivative
of the interaction potential, U(r), is calculated at the radial location of the interaction
minimum in red.

The characteristics of colloidal gel network structure prior to and during yielding are

important to understanding mechanical behavior. Namely, whereas homogeneous col-
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loidal gels comprise a single network structure, heterogeneous gels exhibit hierarchical,

nonuniform structure. In terms of yielding, homogeneous yielding occurs across a single

yield point when measuring viscoelastic moduli as a function of strain amplitude, whereas

heterogeneous yielding exhibits two or more characteristic points reflecting multiscale

network rearrangement. Homogeneous colloidal gels have been shown to follow a hetero-

geneous process. [40, 41] Furthermore, simulations have identified the stress localization

pathways that lead to network breakage, stiffening, and ultimate yielding. [42] How-

ever, qualitatively different yielding behavior has been reported for heterogeneous gels,

with simulations of reversible colloidal gels finding re-entrant gel behavior during start-

up shear [43], and experimental observations of heterogeneous gels reporting large-scale

structural rearrangement during yielding from large amplitude oscillatory shear. [37, 44]

1.2.5 Open questions

In light of the extensive progress that has been made to enhance our understanding

of colloidal gel behavior, questions around the gelation transition still remain. To begin,

the intersection of the equilibrium phase boundary and glass arrest line (as seen in Fig-

ure 1.1) is not sufficiently characterized. At its root, the issue arises from the competition

between equilibrium thermodynamics which sets the phase boundary and arrest kinetics

which sets a dynamical transition. Experimental studies into short-ranged attractions

have definitively shown that phase separation can indeed drive gelation irrespective of

percolation. [16] But does the equilibrium colloidal phase boundary still retain physi-

cal meaning below the arrest line, or does it lose relevance due to the dominant glassy

arrest process? Some experimental results for a model protein system as well as theo-

retical work based on NE-SCGLE support the latter claim, but the matter is far from

resolved. [34, 45]
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An additional question arises within the realm of gelation kinetics. By what sequence

of events does colloidal gelation proceed, in particular in situations involving the com-

petition of phase instability and glassy arrest? Because of the nature of the interactions

studied previously, dynamical studies have been limited in scope and have not success-

fully resolved the full extent of structural formation and growth throughout the life of a

nascent and aging colloidal gel. Rather, many colloidal gel studies have focused on the

resultant gel structure and mechanics after the deeply arrested state has been reached.

A study by Hsiao and coworkers has identified clear differences in linear viscoelastic

response for varying quench kinetics, but a deeper understanding of the relationship

between rheology and structure is needed. [46]

Finally, questions regarding the structure and yielding of colloidal gels have emerged

as a result of studies into material performance. With current studies focusing on the

complex yielding descriptions in homogeneous colloidal gels, heterogeneous gels present

an even less clear picture. Kim et al. proposed a sequence of hierarchical yielding based

on scattering measurements, but direct structural observation of such a mechanism has

not been reported. [44] Thus, an immediate question is whether or not this yielding

hypothesis in heterogeneous gels is borne out in reality. Or even as a first step, can we

resolve any manner of structural changes due to yielding at all? This priority of this

question is predicated on the fact that direct experimental characterization of colloidal

gels during yielding presents many technical challenges.

1.3 Model colloidal gel systems

To tackle the open questions that remain in improving our fundamental knowledge of

colloidal gels, a number of model systems are available thanks to the synthetic advances

made over the past several decades. Broadly, the characteristic features include inter-
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particle attractions that can be directly and dynamically tuned, with optically resolvable

gel structure and mechanically resolvable viscoelasticity. In what follows, we survey four

prevalent classes of model colloidal gel systems that have been studied in contributions

to the current body of knowledge and consider their advantages and disadvantages for

the purposes of our explorations in this dissertation.

1.3.1 Depletion gels

The earliest theoretical basis for depletion gels was proffered by Asakura and Oosawa,

lending to subsequent investigations which describe such gels to have an Asakura-Oosawa

potential. [47] Physically, the mechanism of particle attraction originates from the inclu-

sion of non-adsorbing polymer in the continuous phase. Because of excluded volume

effects, the polymer cannot physically occupy the space between colloids separated by

a distance shorter than the polymer’s radius of gyration. Consequently, the relatively

higher concentration of polymer outside of the small gap pushes particles together due

to the resulting osmotic pressure difference.

Depletion gels are a model system due to the simple nature of the interactions. Phase

behavior can thus be described quantitatively and compared effectively against molec-

ular dynamics simulations employing the same potential form. [48–50] The coupling of

experiment and simulation has led to critical discoveries about colloidal gel behavior

in depletion systems, most notably that phase separation is a necessary condition for

gelation, whereas percolation is insufficient. [16]

For continued inquiry into colloidal gel phenomena, however, depletion gels have their

limitations. Because the origins of attractions are set by depletant polymer concentra-

tion, varying the attraction strength dynamically is not easily executed without disruptive

mixing steps that may prematurely yield a nascent gel. Indeed, the fully formed gels with
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elastic moduli on the order of 0.1 Pa to 10 Pa become increasingly challenging to exper-

imentally interrogate. [18, 51] Perhaps more fundamentally, it is also unclear whether

features unique to depletion gels (e.g. having “bonds” that are frictionless under rota-

tion) limit the generalizability of conclusions made from their study. Thus, depletion gels

are not suited for kinetic studies into gel formation and processing.

1.3.2 Grafted silica nanoparticles

Grafted silica nanoparticles comprise hard silica cores with a thin, chemically grafted

alkane brush. [52] The gelation undergone by such systems is rooted in a low temperature

phase change of the surface brush layer in non-polar solvents, which leads to increased

interdigitation with the solvent. [53] The interparticle potential for grafted silica has been

modeled effectively as one of adhesive hard spheres, in which the attraction strength is

nearly irreversible upon contact of the surface layers. The gelation observed in the system

has been assessed within a state diagram that includes a thermodynamic coexistence

region. [54] Notably, the mechanism of gelation has been ascribed to rigidity percolation

by DLCA, with the experimental gel arrest line residing well above the region of phase

instability. [55] In this way, the grafted silica system is unable to access the rich phase

behavior, especially in systematic study of arrested phase separation processes known to

occur in many gelling systems.

1.3.3 Thermoresponsive microgels

Thermoresponsive microgels operate on the basis of a lower critical solution temper-

ature (LCST) which causes the polymer microgel particles to swell or contract across

a polymer-dependent threshold temperature. Most common in this application is the

poly(N -isopropylacrylamide) (PNIPAM) system, which swells drastically across a nar-
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row temperature range around 32 ◦C. [56] The ability to trigger this transition with

temperature has resulted in successful studies of colloidal gel phase behavior [57], as well

as deeper studies into the glass transition for denser particle loadings. [58]

While the thermoresponsive nature of microgel attractions overcomes the latent lim-

itations in depletion gels, similar to the grafted silica system the richness of the phase

space is lacking. The gels formed from microgel systems are relatively homogeneous and

devoid of hierarchical structure, and thus do not provide a material platform for studies

into heterogeneous gel behavior.

1.3.4 Thermoresponsive nanoemulsions

Nanoemulsion systems that exhibit thermoresponsive behavior are a material devel-

opment originating with Helgeson and coworkers. [59] Nanoemulsions — colloidal disper-

sions of nanoscale droplets — are formed via high energy methods and result in optically

transparent solutions of suspended droplets. [60]

By including telechelic (i.e., bifunctional end-modified), water-soluble polymers in

the continuous phase of an oil-in water nanoemulsion, the nanoemulsion exhibits a sharp

increase in elastic behavior when subjected to an increase in temperature. Shown in

Figure 1.3 is a typical viscoelastic response to an increase in temperature, as indicated

by the storage and loss moduli measured in small amplitude oscillatory shear. The key

thermal transition is demarcated as Tgel, where there is a crossover from viscous-dominant

to elastic-dominant linear response. The attractive interactions have been shown to

occur for a variety of polymer end functionalities and are attributed to the temperature

induced solubility change of the hydrophobic end groups, resulting in bridging of polymers

between droplets. [37, 59]

The structures formed during this reversible gelation process can be observed and
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Figure 1.3: Representative thermorheology for a thermoresponsive nanoemulsion. The
sample is subjected to a small amplitude oscillatory shear in the linear viscoelastic
regime while the temperature is increased at a constant rate of 0.5 ◦C min−1. As the
temperature is increased, the storage modulus appears and grows to exceed the loss
modulus, reflecting the formation of an elastic gel network. The details of formulation
and features of linear viscoelastic rheology are discussed in more detail in Chapter 2.

analyzed through bright field microscopy. As shown in Figure 1.4, a heterogeneous,

bicontinuous network develops as the temperature is increased over time and relaxes as

the temperature is subsequently decreased back below Tgel.

Recalling the discussion of colloidal gels in Section 1.2.3, thermoresponsive nanoemul-

sions have been shown to exhibit both percolation and phase separation as a gelation

mechanism. [37] Kim et al. studied yielding behavior of the thermoresponsive nanoemul-

sion gels under large amplitude deformations, finding that the yielding proceeds with

decreasing domain size through three distinct regions. [44] Dynamics en route to gelation

have also been described, showing that the arrest is driven by the interfacial coarsening

of dense, cluster-like domains of droplets. [61] Thermal processing remains to be fully
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Figure 1.4: Sequence of bright field microscopy images demonstrating the qualitative
microscopic features of thermoreversible gelation. From (a) a sample at room tem-
perature, (b) controlled heating is applied to increase the temperature resulting in
the initiation of phase separation as evident by the bicontinuous structure. Image (c)
shows the fully developed and arrested gel at the final temperature of 45◦C. At 6:30,
the temperature is lowered down to room temperature, during which (d) the sample
is cooling down and its structure relaxed until (e) it is returned to room temperature
and the free solution begins to become clear again. With sufficient shear rejuvenation,
it would revert to its appearance in (a). Scale bar indicates 20 µm.

understood, with recent work observing the existence quench dependent behavior. [46]

Overall, the thermoresponsive nanoemulsion system provides an ideal model system

by way of its easily tuned thermoresponsive attractions, rich phase behavior, and het-

erogeneous structure. Additionally, the kinetics of coarsening are sufficiently slow to

provide us with unprecedented access to interrogate the effects of processing en route to

gel arrest.

1.4 Objectives and approach

The goal of this dissertation is to develop a coherent physical understanding of col-

loidal gelation by using a model thermoresponsive colloidal gel and studying both its

equilibrium and non-equilibrium behavior. We evaluate the phase behavior, processing,

and properties of a thermoresponsive nanoemulsion to achieve this goal. In Chapter 2

we detail the materials employed throughout our studies as well as provide abbreviated

descriptions of the characterization techniques necessary for quantitative analysis. Once
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establishing the system and tools, in Chapter 3 we consider the theory and experimental

approach by which colloidal interaction potentials are developed, connecting experimen-

tal scattering data to fundamental descriptions of the polymer bridging attraction. With

an operative interaction potential, in Chapter 4 we use these interactions to develop

mean-field predictions for equilibrium phase coexistence regions using a variational free

energy technique. These phase envelope predictions are then compared to determinations

of phase boundaries based on centrifugal separation experiments. Then we move onto

kinetics in Chapter 5, where we investigate the sequential, non-equilibrium transitions

leading up to, and resulting in, gel arrest. The sequence of transitions presents complica-

tions to a simpler equilibrium picture of gelation, but it allows us to develop a framework

by which gel transformation processes can be delineated in terms of an isothermal trans-

formation diagram. In Chapter 6 the formation of gel structure is examined more closely,

and we develop scaling arguments to describe observable coarsening rates in late-stage

arrest of spinodal decomposition. Furthermore, the relationship between plateau storage

modulus and attraction strength is evaluated with respect to theoretical predictions for

weakly attractive colloidal gels. In the penultimate Chapter 7, we lay out preliminary

studies into more advanced experimental methods that are required to probe nonlinear

yielding phenomena in colloidal gels, wherein signal synchronization intracycle analysis

techniques are presented. Finally, Chapter 8 summarizes the key scientific contributions

developed throughout the work and outlines recommendations and observations on future

research efforts.
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Chapter 2

Materials and methods

2.1 Nanoemulsion preparation

In general, thermoresponsive nanoemulsion formulation comprises four chemical com-

ponents that are combined and processed to synthesize nanoscale droplets with ther-

moreversible gelation behavior. The four components include a dispersed phase typically

comprised of an oil, and an aqueous continuous phase comprised of a surfactant and

a water-soluble bridging polymer in water. Shown in Table 2.1 are the specific chemi-

cal components employed in the current thesis, although the thermoresponsive behavior

studied here has been observed in a variety of other material systems. [1–4] The composi-

tional state variables used for nanoemulsion synthesis include φ, the dispersed oil droplet

volume fraction; P , the volume fraction of bridging polymer in the continuous phase;

and Cs, the molar concentration of surfactant in the continuous phase. The remainder

of the volume is occupied by water.
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2.1.1 Synthesis

All chemicals listed in Table 2.1 were purchased from the Sigma-Aldrich Corporation

and used without further purification. For studies using nuclear magnetic resonance or

neutron scattering, deuterated water purchased from Cambridge Isotope Laboratories

was used instead of deionized water.

Surfactant and polymer are first stirred at 350 rpm using the desired amounts dis-

pensed into a beaker with deionized water. Then, silicone oil (polydimethylsiloxane,

viscosity 5 cSt) is added dropwise with a burette into the continuous mixture over the

course of two hours while stirred at 750 rpm. The resulting intermediate mixture com-

prises at crude, opaque emulsion with micron-scale oil droplets.

To reduce the droplet size distribution of the crude emulsion, the mixture is passed

multiple times (N=16 passes) through a high-pressure homogenizer (Avestin EmulsiFlex-

C5) at a homogenization pressure of 10 kpsi. Note that prior studies report a plateau

in nanoemulsion droplet size as a function of repeated homogenization passes, with the

plateau occurring past N = 12. [1] The resultant nanoemulsion is optically transparent

and is stored in a refrigerator at 5 ◦C in polyethylene tubes prior to further use. Dynamic

light scattering, explained in more detail later in the next section, is used to characterize

nanoemulsion droplet size distribution.

Component Density (g/mL) Function
Deionized water 1.00 Continuous phase
Silicone oil 0.91 Dispersed phase
Sodium Dodecyl Sulfate (SDS) 1.01 Surfactant
Poly(ethylene glycol) diacrylate (PEGDA) 1.12 Thermoresponsive bridging polymer

Table 2.1: Summary description of chemicals used for thermoresponsive nanoemulsion
formulation, including their respective functions in the resultant material.
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2.2 Dynamic light scattering

Dynamic light scattering (DLS) is a characterization technique that relates the mea-

surable temporal fluctuations in scattered laser light intensity to the diffusivity of scat-

tering objects in a near-transparent sample, allowing for measurement of particle size

distributions. [5] Operationally, a coherent laser light beam of wavelength λ is passed

through a dilute sample of suspended scattering objects with refractive index n. After

passing through the sample, the scattered light is collected at a fixed detector angle θ

corresponding to a probing wavevector q =
4πn

λ
sin

(
θ

2

)
. The governing equation for

DLS measurements is given by the Siegert relation between the intensity autocorrelation

function, g2(q, τ), and the electric field correlation function, g1(q, τ), which assumes that

the scattered field can be described as a Gaussian random variable. [6]

g2(q, τ) = 1 + c
[
g1(q, τ)

]2
(2.1)

where τ is the delay time, and c is a constant of order unity that captures the physical

properties of the laser beam path. The intensity autocorrelation function is measured by

a self-correlation of the collected intensities over time, I(t)

g2(τ) =
〈I(t)I(t+ τ)〉
〈I(t)〉2

(2.2)

Figure 2.1 qualitatively illustrates the intensity and autocorrelation function signals as

they vary with time and delay time, respectively. In an ergodic colloidal system undergo-

ing Brownian motion, the assumed functional form of g1(q, τ) is one of exponential decay

such that

g1(q, τ) = exp
(
−Dq2τ

)
(2.3)
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Figure 2.1: (a) Illustration of the fluctuations in scattered laser light intensity I(t) as
a function of sampling time. Using Equation (2.2), the signal is digitally correlated
with itself to develop the autocorrelation function g2(τ) in (b), which is plotted as
a function of delay time τ . In the limit of short delay times, the intensities show
complete correlation, i.e. g2(τ)→ 1, whereas the signal becomes uncorrelated at long
delay times, i.e. g2(τ)→ 0.

where D is the Stokes-Einstein diffusivity. The hydrodynamic radius a of a particle

is thus related using the expression for Stokes-Einstein assuming no slip at the droplet

boundary,

D =
kBT

6πηa
(2.4)

where kB is Boltzmann’s constant, T is the absolute temperature, and η is the bulk

solvent viscosity. The no slip assumption is valid if there are not significant internal

flows inside the droplet.

In the nanoemulsion system, droplet size and polydispersity were measured with a

Brookhaven BI 200SM light scattering apparatus upon dilution of the sample to a droplet

volume fraction of φ = 0.01 at fixed polymer volume fraction. Measurements were taken

with a 532 nm green laser at a scattering angle of θ = 90°. Dilution is not expected to

change the size of the droplets [7], and measured samples are optically transparent to the

eye. Polydispersity (PDI) is determined from a cumulant analysis of the autocorrelation

function as provided by instrument software, which essentially expands the exponential

decay form of the correlation function into a power series. The second-order cumulant is
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used to determine the polydispersity, which is related to the standard error (σ) of particle

size as PDI =
( σ

2a

)2

. [5]

2.3 Linear viscoelastic rheology

Linear viscoelastic (LVE) rheology is a mechanical spectroscopy technique that can

be probed using a variety of rheometric flows. [8] Here we focus on using an inputted

sinusoidal oscillation with angular frequency ω and strain amplitude γ0, then measuring

the output stress σ(t) in the material. [9] For sufficiently small strain amplitudes that do

not perturb the structure of the sample, the output stress can be described by

σ(t) = γ0 [G′(ω) sin (ωt) +G′′(ω) cos (ωt)] (2.5)

where G′ is the storage, or elastic, modulus and G′′ is the loss, or viscous, modulus.

To describe the relationship between the two responses, the phase angle δ is another

parameter that is useful to calculate, defined as δ = tan−1

(
G′′

G′

)
. To consider the

limiting cases of this measurement, an ideal Hookean solid would exhibit a purely elastic

response such that G′′ = 0 and δ = 0, whereas an ideal Newtonian fluid would exhibit a

purely viscous response such that G′ = 0 and δ =
π

2
.

In measurements of real viscoelastic fluids, we can also qualitatively observe either

“liquid-like” or “solid-like” frequency responses, as depicted in Figure 2.2. [9] In a “liquid-

like” sample, the moduli will scale with frequency as G′ ∝ ω2 and G′′ ∝ ω at sufficiently

small frequencies relative to the longest viscoelastic time scale of the material. In a

“solid-like” sample, the moduli will be nearly frequency independent with G′ � G′′.

The probing configuration employed for LVE measurements is limited to geometries that

approximate rheometric flows, which includes upper cone/lower plate, upper plate/lower
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Figure 2.2: Qualitative plot illustrating the limiting low-frequency behavior for solid–
like (black) or liquid-like (red) frequency response behavior under LVE rheological
measurements.

plate, and concentric cylinder geometries. [8] In a majority of the work developed here,

we focus on a stainless steel upper cone/lower plate (also called cone/plate) geometry

with diameter 60 mm and angle 2° attached to a stress-controlled rheometer (AR-G2, TA

Instruments), with a lower Peltier plate to enable temperature control. Additionally, a

solvent trap filled with deionized water is used to maintain a humid environment around

the sample and minimize evaporation during aging experiments. In Chapters 6 and 7,

a plate/plate configuration is used to better facilitate imaging through glass geometries

via rheo-microscopy, to be described in some more detail in the subsequent section.

A related technique to LVE that ventures into the nonlinear limit but still imposes

a sinusoidal input is large amplitude oscillatory shear (LAOS). In this limit the input

oscillations materially change the system’s dynamics and structure and therefore me-

chanical properties. In general, this results in higher order terms needed to describe the

response, which has been borne out through extensive work into various LAOS analysis

techniques. [10, 11] Details associated with interpreting and analyzing LAOS data as

obtained for the current colloidal gel system are described in more detail in Chapter 7.
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In the context of the thermoresponsive nanoemulsion system, we use LVE rheology to

track the transition from viscous fluid to viscoelastic solid by measuring both G′(t) and

G′′(t). Figure 1.3 illustrates a thermo-rheological experiment in which the temperature

is linearly increased and the LVE moduli are measured as a function of temperature at

constant angular velocity and constant strain amplitude in the LVE region. The LVE

region is determined by conducting a strain amplitude sweep (i.e. varying γ0 at constant

ω) and identifying the maximum γ0 below which G′ and G′′ plateau. Typical LVE strain

amplitudes for colloidal gels are on the order of γ0 ∼ O(0.1%). [1, 12, 13]

2.4 Rheo-microscopy

Rheo-microscopy combines the mechanical spectroscopy of rheometry with the struc-

tural visualization of optical microscopy. This combination is enabled by advances in

rheometer design, specifically employing a transparent glass plate upper geometry (di-

ameter 43 mm, thickness 4.05 mm) and transparent glass plate lower geometry (thickness

4.17 mm) in line with the rheometer motor. Figure 2.3 schematically depicts the imaging

platform, wherein white light is transmitted from above the upper glass plate, through

the sample volume, and imaged by a camera (Lumenera Lm165) on a translatable stage

from below. The platform design is validated through work from the Anton Paar Com-

pany and implemented on a stress-controlled rheometer (MCR702, Anton Paar). [14]

Temperature control is enabled through Peltier heating around the circumference of the

lower glass plate, with calibrations performed to correlate temperatures between center

and edge of the glass plate.

With the unique combination of temperature, motor, and imaging control, experi-

ments were performed by setting the desired temperature protocol, employing either LVE

or nonlinear straining conditions, and simultaneously acquiring bright field microscopy
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Figure 2.3: Schematic of platform for rheo-microscopy imaging and rheometry.

images that could be synchronized with rheological data points.

2.5 Nuclear magnetic resonance spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy is a non-destructive chemical anal-

ysis technique that interrogates the unique nuclear environments in a sample using an

applied magnetic field pulse. The different chemical environments of nuclei result in

varying relaxation times as the induced magnetic moment of the sample processes back

to its equilibrium state. From Fourier analysis of the decay response, a frequency re-

sponse can be translated to a chemical shift spectrum using the resonance frequency of
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a reference sample. From a chemical shift spectrum, the integrated area under the curve

is proportional to the number of nuclei being interrogated. [15] Because we can extract

quantitative information about the relative contributions of proton environments (as tab-

ulated in chemical shift tables), NMR can be used to quantify species in non-overlapping

regions of chemical shift.

To obtain the solution-state proton NMR spectra developed in Chapter 5, we used a

Bruker AVANCE 500 MHz spectrometer operating at a 1H frequency of 500.1 MHz. Sam-

ples were diluted in deuterated water, which is not NMR active, to reduce the viscosity

of highly viscous samples for filling narrow glass NMR tubes while still preserving the

mole ratio of oil to polymer. Further details of sample preparation and NMR usage are

detailed in Chapter 4.

2.6 Small angle neutron scattering

Small angle neutron scattering (SANS) is a structural characterization technique that

uses neutrons (rather than laser light, as is the case in light scattering like DLS) to probe

the nanometer- to micrometer-scale structures in a sample. Neutrons serve as a unique

probe for interrogating structure of condensed materials because they interact with the

nuclei of the sample, rather than the electron clouds as is the case for analogous light

or x-ray scattering techniques. [16] For the colloidal gels we aim to study, this probing

technique critically avoids disruptive sample heating or degradation due to high energy

light or x-ray fluxes.

The quantitative information extracted from a scattering experiment is obtained by

considering the expression for the total scattering intensity, I(q). From the most gen-

eral equation relating the scattering cross sections to scattering intensity, we make the

simplifying assumptions that: (1) scattering within an object is independent of other ob-
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jects and (2) object size and orientation are independent of position. [17] The resulting

expression for the scattering intensity is then

I(q) = φV (∆ρ)2 P (q)S(q) + Ib (2.6)

where q is the probing wavevector which is a function of the neutron wavelength and

scattering angle, φ is the volume fraction of scattering objects, V is the average volume

of a scattering object, ∆ρ is the difference in scattering length density between the scat-

tering objects and the surrounding medium, P (q) is the form factor that accounts for

intraparticle scattering correlations (including from the shape and polydispersity of the

objects), S(q) is the structure factor that accounts for the interparticle scattering corre-

lations (including from effective interactions between objects), and Ib is the incoherent

background scattering. [17] Descriptions of the relevant form factors and structure factors

are provided in greater detail in Chapter 3, where the experimental SANS data is reduced

and analyzed for varying forms of interaction potential. SANS measurements were con-

ducted at the NIST Center for Neutron Research (NCNR) in Gaithersburg, Maryland,

using the NGB7 30 m instrument which is capable of probing length scales from 1 nm to

500 nm. [17] Data reduction and processing were carried out using freely-available NCNR

software packages in IGOR Pro (WaveMetrics, Inc.).
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Figure 2.4: Schematic of neutron scattering experiment. An incident beam of neutrons
is passed through a titanium sample cell with quartz windows, and scattered neutron
beams are collected at various angles using a planar detector. The 2-D I(qx, qy) data
is reduced through radial averaging to I(q), which is fit according to Equation (2.6)
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Chapter 3

Developing an effective interaction

potential for thermoresponsive

polymer bridging attractions

In the present chapter, we develop a model interaction potential for thermoresponsive

nanoemulsions based from fundamental arguments of the physics of intercolloidal poly-

mer bridging. Prior to our work, several groups have addressed potential forms of the

thermoresponsive attractions in polymer-nanoemulsion suspensions, with forthcoming

descriptions in this chapter. Gao et al. used a relatively coarse hard sphere plus square

well interaction to find an approximate boundary for phase separation based on Monte

Carlo simulations, [1] and Cheng et al. considered classical DLVO interactions combined

with depletion attractions to describe the bridging process in response to changes in pH

as well as temperature. [2]

Generally, unlike atomic interactions which are governed by elemental chemistry,

colloid-colloid interactions are often described as effective potentials arising from com-

binations of fundamental physical phenomena including London dispersion forces, elec-
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trostatic interactions, fluid-colloid interactions, and surface forces. [3, 4] As a result,

colloidal systems can give rise to much wider variety of interparticle potentials that,

in theory, can lead to a sea of exotic phases. [5] The early theories underlying effec-

tive potentials can be seen through examples such as the celebrated Derjaguin-Landau-

Verwey-Overbeek (DLVO) theory, which accounts for the effective contributions from

van der Waals attraction as well as electrostatic repulsion. [6] The development of DLVO

potentials provides a functional form for the decay of attraction as well as repulsion.

In another vein, Asakura-Oosawa theory provides a simple understanding of polymer-

mediated depletion interactions between colloids, where the exclusion of non-adsorbing

polymer between neighboring colloids results in a net pressure that can be described by

an effective intercolloid attraction. [7]

There are, however, many other demonstrations of colloidal interactions that do not

have potentials easily reduced to classical theories. For example, the early formation

and gelation of cement hydrates have been modeled with a potential that combines a

short ranged attraction with a Yukawa repulsion. [8] As another instance, the Baxter

potential used to model so-called “sticky” hard spheres accounts for a narrow (but finite)

interaction well such that colloids irreversibly aggregate on contact, hence “sticky”. [9–

11] In larger biological systems such as those involving complex proteins, two Yukawa

potentials have been employed to broadly capture their overall attractive and repulsive

components, allowing for adjustable features that can appear qualitatively similar to

either DLVO or Lennard-Jones potentials. [12–15] The two Yukawa potential, as will be

discussed later on, is a particularly useful model due to its mathematical tractability

in calculations associated with thermodynamic and scattering data. While models of

varying complexity can be considered to describe colloidal interactions, we will find that

the potential we ultimately pursue is consistent with both a physical understanding and

experimental observations of thermoresponsive nanoemulsions.
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3.1 Molecular origins of thermoresponsive behavior

Figure 3.1: The thermoresponsive colloidal system is composed of silicone oil-in-water
nanoemulsions with SDS as surfactant and short-chain PEGDA (Mn 700) as bridging
polymer. (a) At room temperature the nanoemulsions are freely suspended in aqueous
solution with polymer chains not predominately bridging. (b) At elevated tempera-
tures the acrylate ends of the PEGDA preferentially partition into the oil phase due
to the hydrophobic effect. Over time, the system forms a percolated, elastic colloidal
gel network whose strands are formed by bridged nanoemulsion clusters.

To begin developing a reasonable model for effective interdroplet interactions, we

consider the physical mechanisms at play in colloidal gelation of thermoresponsive na-

noemulsions. Figure 3.1 depicts the transition from colloidal suspension to colloidal gel

with all the chemical species present. As evidenced by neutron scattering experiments

and variations in polymer end group chemistry, increasing hydrophobicity of the end

groups results in an apparent increase in attraction strength and decrease in gelation

temperature. [1, 16–18] The hypothesized mechanism of colloidal gelation is attributed

to adsorption of the hydrophobic polymer end groups to the nanoemulsion oil droplet

surface. As understood through the hydrophobic effect, the entropic penalty that drives
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polymer bridging originates from the increase in configuration constraints imposed on

water molecules that have to order around the acrylate end groups. [19] The contribu-

tion to the Gibbs free energy, G, due to this ordering penalty increases with temperature,

as understood through the relationship between the Gibbs free energy and entropy, S

∆G = ∆H − T∆S (3.1)

where H is the enthalpic contribution.

By thinking of effective interdroplet interactions in terms of the bridging polymer, we

can begin to develop qualitative features necessary to reflect the fundamental polymer

bridging physics. As two nanoemulsions are brought together from infinite separation,

there should be no significant net interaction until their separation is on the order of

the radius of gyration (Rg) of the bridging polymer. Additionally, because the polymers

introduce an excluded volume between droplets, as adsorbed polymers are compressed

beyond their preferred bridging length, there will be an additional entropic repulsion as

they approach separations less than Rg. Because the nanoemulsion system includes an-

ionic surfactant to stabilize the oil/water interface, the charges will cause an electrostatic

repulsion between droplets. Finally, we expect two droplets to not overlap, and so there

should be nearly hard sphere behavior related to the radius of droplets.1

To explore the polymer bridging interaction more deeply, we consider that in terms of

configuration space, each polymer bridge between nanoemulsions as capable of attaining

one of four conformations: free in solution, singly tethered, looped, or bridging. Fig-

ure 3.2 illustrates these possibilities, which can be generally drawn from the underlying

theoretical descriptions of telechelic bridging chains (both polymeric and micellar) be-

1Although in principle fluid droplet particles should exhibit a softer repulsive wall at contact compared
to solid particles, the absolute length scale of the nanoemulsions results in a high Laplace pressure and
thus a steep, soft wall for individual emulsions since the Laplace pressure scales inversely with droplet
radius.

42



Figure 3.2: Depiction of possible bridging polymer configurations to motivate qual-
itative features of the effective intercolloidal interaction potential, where h is the
interdroplet distance that can be nondimensionalized with the droplet diameter. The
presence of attractions due to telechelic bridging polymers will be associated with
a preferred spacing of nanoemulsions on the order of Rg for the PEGDA polymer.
The entropic penalty of compressing polymer chains at distances less than Rg will be
captured by repulsion near contact.

tween surfaces. [20–22] To develop a theoretical expectation for the shape of interactions

mediated by polymer bridging, we can outline a formalism originally developed by Dolan

and Edwards to describe polymer bridging statistical mechanics. [20] The model begins

by considering a single, ideal polymer chain between parallel surfaces. In one dimension,

we first determine the probability that a chain of length s begins at a position x and

ends at another position x′. If we call the configurational probability density function

for this polymer G = G(x, x′, s), the partial differential equation (PDE) and boundary
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conditions describing the single chain are given by

∂G

∂s
=
l2

6

∂2G

∂x2
(3.2a)

G(0, x′, s) = 0 (3.2b)

G(h, x′, s) = 0 (3.2c)

G(x, x′, 0) = δ(x− x′) (3.2d)

where l is the segment length of the polymer, h is the distance between the surfaces, and

δ(x) is the Dirac delta function. The boundary conditions (3.2b) and (3.2c) ensure that

the polymer does not penetrate the surfaces, and the initial condition (3.2d) ensures that

the chain begins at x′.

From the solutions to the PDE, the single chain partition function z is found by

integratingG(x, x′, s) over all possible starting and ending positions. Analytic expressions

in the limit of short and infinite separation can be obtained up to terms of order 1
N

, where

N is the number of polymer chain segments. [21, 23]

For a system that exhibits reversible adsorption of the end groups, we must account

for the four possible configurations of a polymer, as shown in Figure 3.2. To incorporate

the energy Eads required for an end group to reversibly adsorb onto the droplet surface,

we weight each configurational partition function by a Boltzmann factor, which is a

technique that has been applied to a similar model of reversible micellar adsorption. [22]

Overall, we express our partition function:

zn(h,N,Eads) =

(
ξeEads/kBT

)n
h

∫ x′1

x′0

∫ x′′1

x′′0

G(x′, x′′, N) dx′ dx′′

where N is the total number of chain segments, kB is Boltzmann’s constant, T is the

absolute temperature, n is the number of adsorbed end groups (either 0, 1 or 2), and
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ξ accounts for the finite confinement distance of a chain end near each surface within a

distance ξ. [21] The integration bounds, which depend on n, are:

[(x′0, x
′
1), (x′′0, x

′′
1)] =



[(0, h), (0, h)] if n = 0

[(0, ξ), (0, h)] if n = 1

[(0, ξ), (0, ξ)] if n = 2 (loop)

[(0, ξ), (h− ξ, ξ)] if n = 2 (bridge)

.

By summing the contributions of the four partition functions, we calculate an effective

Helmholtz energy per chain that is normalized by the free energy of an unconfined chain.

Aplate(h,N,Eads)

kBT
= −ln

[
2∑

n=0

zn(h,N,Eads)

zn(∞, N,Eads)

]
The energy between parallel plates can be converted to an energy between two spheres

via the Derjaguin approximation,

Asphere = πa

∫ ∞
r−2a

Aplate(x) dx (3.3)

which is valid if the interdroplet center-to-center distance r is much smaller than the

sphere radii a. [6] In the simulated system, we typically use PEGDA700 (radius of gyra-

tion RG ≈ 1 nm) [24] between nanodroplets of diameter 20− 30 nm.

Further, only a fraction of NP , the total number of polymers per nanodroplet, are

available to form bridges. This fraction is based on the accessible droplet surface between

two spherical droplets. The relationship between r and maximum fractional surface

coverage fP of bridging chains is given by

fP (r) =
1

π
cos−1

(
r − Lmax

2a

)
.
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The final, adjusted equation for the total effective interdroplet potential is

Usphere(r,N,Eads) = aNP cos−1

(
r − Lmax

2a

)∫ ∞
r

Aplate(h,N,Eads) dh (3.4)

This potential, in totality, provides an effective interaction between two nanodroplets due

to the presence of bridging polymer. Closure is achieved if the temperature dependence

of the adsorption energy is known. Figure 3.3 illustrates the shape of the potentials

calculated through this method. The key features that we aim to recapitulate through a

coarse-grained potential include a short-ranged repulsion and long-ranged attraction.

Figure 3.3: Resulting interaction potential from a statistical mechanical treatment
of polymer bridging configurations as described in the text, Equation (3.4). the in-
teraction potential exhibits a repulsion at close contact due to the brush and loop
configurations, followed by a longer-ranged attraction due to polymer bridges at a
distance comparable to 2Rg. At progressively farther interdroplet distances, the in-
teraction decays to zero because it is farther than the physical length of the stretched
polymer chain.

Putting together the interaction components to establish the effective interparticle

potential, we can consider the thermoresponsive behavior of each interaction component.

The electrostatics will scale linearly with absolute temperature [19], and the polymer
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bridging, as considered above, will be temperature dependent with an exponential weight

due to the adsorption energy. The hard sphere behavior will not significantly be affected

by temperature, although physically there may be very weak changes in relative viscosity

of the dispersed and continuous fluids. Overall, from molecular considerations of the

effective interparticle potential, we see that a sufficient coarse-grained interaction model

should account for a short-ranged repulsive component (hard sphere plus electrostatic

repulsion) that is relatively temperature-insensitive with a relatively longer ranged at-

traction away from contact having a temperature-sensitive strength of the attraction

minimum. Next, we move on to build up to the proper temperature scale and see that

the two Yukawa potential provides a reasonable form to capture these desired features.

3.2 Second Virial Coefficient and Temperature

Temperature, pressure, and specific volume are all intensive system properties that

commonly define a multidimensional space for mapping out phase behavior. The phase

space in which we wish to understand the thermoresponsive nanoemulsion exists in the

2-D plane of temperature T and droplet volume fraction φ, which we justify because

we observe that the complex arrested phase separation behavior occurs with change

in system temperature, resulting in a gel with droplet dense and droplet dilute regions.

However, in developing an interaction potential model, the natural energy scale that arises

is the attraction strength ε, which typically describes the magnitude of the interaction

strength (in units of kBT ) and is itself a function of temperature, ε = ε(T ). To properly

nondimensionalize the effective temperature for any given shape of interaction potential,

we calculate the second virial coefficient, which for spherically isotropic interactions is

given by [25]

B2(T ) = −2π

∫ ∞
0

dr r2
[
e−βU(r,T ) − 1

]
(3.5)
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where β = (kBT )−1. The use of the second virial coefficient as an effective temperature

for different forms of interaction potentials is motivated by seminal work on the so-called

extended corresponding states framework of Noro and Frenkel, where it was shown that

for attractive colloids the second virial coefficient can be used as an effective temperature

to compare qualitatively different short-ranged potentials. [26] This universality across

varying potentials has proven valid up to the limit of attractive systems that also exhibit

long-ranged repulsion. [27] Physically, the second virial coefficient describes the first or-

der nonideal behavior of a fluid. [25] In subsequent sections, we develop the interaction

potential theories that resolve our search for a suitable interaction potential that allows

us to better model and understand the thermoresponsive colloidal gelation process. Cal-

culating the second virial coefficient provides a unifying effective temperature scale for

comparisons between experiment and theory for different candidate potentials.

3.3 Hard sphere

Perhaps the most basic model for non-ideal particle systems introduces a hard sphere

interaction. That is, rather than assume that each substituent particle behaves ideally

as a zero-dimensional point, we now account for the fact that the particles take up some

non-zero amount of volume. The pair interaction potential, U (r̃), for such a system is

expressed as

U (r̃) =

 ∞ r̃ < 1

0 r̃ ≥ 1
(3.6)

where the center-to-center, dimensional distance between particles r is normalized by

the average particle diameter σHS, r̃ =
r

σHS
. It can be shown that the resultant phase

diagram for a hard sphere system is one dimensional, being only controlled by the volume

fraction φ of particles in the system. [28] Because the resultant phase diagram is not an
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explicit function of temperature, the hard sphere behavior is considered athermal. This is

also seen in calculation of its second virial coefficient using Equation (3.5), which becomes

B2(T ) = B2 =
2πσ3

HS

3
(3.7)

As we will describe in the subsequent section, the above athermal hard sphere second

virial coefficient is used as a normalization term for potentials of increasing complexity

to measure their strength relative to excluded volume effects.

3.4 Square Well Attractions

To model the net aggregation observed in colloidal assembly, the hard sphere form

can be modified with a region of negative potential i.e., attraction. For example, so-called

“sticky” hard spheres describe hard spheres that becomes attached upon contact via a

Baxter potential of vanishing width and approaching infinite well depth. [29] For poten-

tials of a wider range, as is the case based on the polymer bridging interaction evident in

thermoresponsive nanoemulsions, a finite-width square well should be considered, having

the form

U (r̃, T ) =


∞ r̃ < 1

−ε(T ) 1 ≤ r̃ < λ

0 r̃ ≥ λ

(3.8)

where ε is the temperature-dependent well depth, and λ is the width of the attractive

well. For the nanoemulsion system, we contend that the well depth should be temperature

dependent with a fixed width because the latter is set by the physical constraints of the

bridging polymer. Although the radius of gyration for the polymer may varying slightly

across the temperatures studied, we treat any deviations as a higher order effect and

approximate the interaction range as constant.
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Because this potential adds the attraction on top of the hard sphere repulsion, it

is often referred to as a “hard sphere plus square well” (HSSW) potential. The sec-

ond virial coefficient associated with this potential can be described analytically using

Equation (3.5) and piecewise integrating the expression over the three regions. Further-

more, since we expect hard sphere behavior to underlie any additional contributions from

attractions, we calculate the reduced second virial coefficient B∗2 given by

B∗2(T ) =
B2(T )

BHS
2

= 1− 3

∫ ∞
1

dr̃ r̃2
[
e−βU(r̃,T ) − 1

]
(3.9)

where the ∗ in the superscript denotes normalization by the hard sphere contribution

given in Equation (3.7). Due to the simplicity of the square well form, the analytic

expression for its reduced second virial coefficient is realized as

B∗2,SW (T ) = 1−
(
λ3 − 1

) [
eβε(T ) − 1

]
. (3.10)

To appreciate the limiting behavior of the above expression, it is clear that as λ → 1

and/or ε→ 0, then B∗2,SW (T )→ 1, approaching purely hard sphere behavior. Inversely,

as λ and ε are increased, B∗2,SW becomes more negative.

3.5 Two Yukawa model

The Yukawa potential describes interactions of the general functional form U (r̃) ∝

e−r̃/r̃. [30] Depending on the sign of the proportionality, the Yukawa potential can either

describe an attraction or repulsion term that decays with increasing distance. To gen-

eralize an effective intercolloidal potential, we use a combination of two Yukawa terms

reflecting an attractive and repulsive component. This form has been observed to suit-

ably describe complex protein systems as well as other large molecular systems such
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as fullerenes and asphaltenes. [14, 31–33] With respect to Derjaguin-Landau-Verwey-

Overbeek theory, screened Coulombic potentials between interacting spheres would fall

into the general form of Yukawa-type potentials. Additionally, Yukawa potentials have

been used to capture polymer-induced interactions with combinations of depletion and

bridging. [34] Its usefulness in analytical predictions arises from a known form for the

Laplace transform of the hard sphere pair-correlation function, which shall be made

apparent in deriving the free energy equations in Chapter 4.

The expression we evaluate is a two-term Yukawa potential superimposed onto a hard

sphere potential,

U (r̃, T ) =

 ∞ r̃ < 1

U2Y (r̃, T ) 1 ≤ r̃
(3.11)

where U2Y (r̃) is given by

U2Y (r̃, T ) = −K1(T )

r̃
e−Z1(r̃−1) − K2(T )

r̃
e−Z2(r̃−1) (3.12)

for positive values of K1 providing the magnitude of the attractive component, and

negative values of K2 providing the magnitude of the repulsive component. Analogous to

the square well potential, here we only consider temperature dependence of the interaction

strength parameters, K1 = K1(T ) and K2 = K2(T ). The justification relies on the

physical limitations of the covalently bound bridging polymer chain, which should not

vary in preferred radius of gyration greatly compared to variations in attraction strength

due to end adsorption.

Because this potential does not have a reducible analytic expression for the reduced

second virial, for a given set of parameters we calculate B∗2 by numerically integrating

Equation (3.9) with Equation (3.12) as the interaction potential outside of hard sphere

contact.
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Figure 3.4: Depending on the values of the parameters used in the two Yukawa poten-
tial as shown in Equation (3.11), several different potential shapes with qualitatively
different features can be considered. These include a short attraction potential with a
repulsive barrier (orange), a short attraction potential with no repulsion (yellow), and
a short repulsion potential with long attraction resulting in an offset minimum away
from particle contact (blue). Based on our physical arguments of the polymer bridging
attractions, we proceed with the short repulsion and long attraction potential.

As Figure 3.4 shows, the family of potentials described by the two Yukawa can vary

in qualitative features, either resulting in a relatively long ranged repulsive barrier, a

pure attraction with attraction at contact, and finally an offset attraction minimum with

repulsion at closer distances. Given the features of polymer bridging physics detailed in

Section 3.1, only the third of these three options reflects what we would expect to see in

an effective potential arising from the PEGDA chains. To systematically evaluate the

family of two Yukawa potentials with an offset minimum, we consider a reparameterized

form of Equation (3.12) that explicitly includes the radial location, r̃m, and temperature-

dependent depth of the interaction potential well, ε(T ). Ultimately, our objective is to

provide expressions for K1(T ) and K2(T ) for the thermoresponsive nanoemulsions. To
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facilitate this, it is convenient to recast the 2Y potential in terms of r̃m and ε(T ) while

maintaining the attraction and repulsion range parameters. A detailed derivation of the

reparameterization is provided in Appendix A. Notice also that we instead consider the

parameter κ ≡ Z2

Z1

as the ratio of attraction range to repulsion range, only considering

potentials where κ > 1 which qualitatively results in a finite interaction minimum offset

from particle contact (blue line in Figure 3.4). Potentials where κ < 1 describe the family

of potentials with an energy barrier offset from particle contact (red line in Figure 3.4),

are not considered in this analysis.

K1 = ε(T )
(κZ1r̃m + 1)

Z1 (κ− 1)
eZ1(r̃m−1)

K2 = −ε(T )
(Z1r̃m + 1)

Z1 (κ− 1)
eκZ1(r̃m−1)

(3.13)

With the above relationships substituted for the strength of attraction and repulsion

terms, Equation (3.12) becomes

U2Y (r̃, T ) = −ε(T )

[
(κZ1r̃m + 1) e−Z1(r̃−r̃m) − (Z1r̃m + 1) e−κZ1(r̃−r̃m)

]
r̃Z1(κ− 1)

(3.14)

By inspection, it is clear that U(r̃ = r̃m, T ) = −ε(T ), satisfying the function behavior we

set out to achieve. Thus, for any specified values for the interaction strength, interdroplet

distance at the well minimum, and range parameters, Equations (3.12) and (3.14) can

be used interchangeably.

Moving forward, in using the two Yukawa potential to model effective interactions,

we are in effect coarse-graining the detailed molecular contributions from the surfactant,

polymer, and solvents that comprise the nanoemulsion system. Through this analysis

these details are subsumed into an effective medium across which the individual na-

noemulsion droplets interact.
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Figure 3.5: Determination of interaction potential using small angle neutron scattering
data. Best fit parameters, in line with Equation (2.6), are summarized in Table 3.1. (a)
The reduced intensity data points in red, along with the model fit in black composed
of a Schulz sphere contribution for the form factor and a Two Yukawa interaction
potential for the structure factor. (b) The two Yukawa potential associated with the
scattering data at 25 ◦C. Fit parameters and equivalent reparameterization values are
also shown in Table 3.2

3.6 Two Yukawa Parameters from SANS Data

Two Yukawa parameters can be determined from small angle neutron scattering data

of the thermoresponsive nanoemulsion as a function of temperature. To this end, we

make use of previously published scattering data initially fit to a hard sphere plus square

well model. [16] The scattering data is processed using the SANS Data Analysis package

provided by the National Institute for Standards and Technology Center for Neutron

Research (NCNR). Figure 3.5 shows representative reduced scattering data with the

corresponding model fit.

By converting these fit parameters into the physical parameters which include r̃min as

shown in Table 3.2, we see that the well minimum is located at r̃min ≈ 1.07, corresponding

to a dimensional distance of rmin ≈ 2.8 nm for a droplet radius of 20 nm. This value is
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Parameter Value Units
Volume Fraction, φ 9.417e-03
Radius, a 17.097 nm
Polydispersity 0.3067

Droplet Scattering Length Density 1.24e-06 �A−2

Solvent Scattering Length Density 6.38e-06 �A−2

Attraction Strength, K1 9.0654
Attraction Range, Z1 12.5575
Repulsion Strength,K2 -11.0512
Repulsion Range, Z2 24.6046
Background 0.001 cm−1sr−1

Table 3.1: Fit parameters for SANS data at 25 ◦C. The parameters describing attrac-
tion and repulsion are used to develop the two Yukawa potential as a model interac-
tion for thermoresponsive gelation. The volume fraction, radius, and polydispersity
are held fixed for varying temperatures as they contribute to the form factor contri-
bution to the scattering intensity. The scattering length densities and background
intensity are fixed, with the former calculated from the chemical compositions. [35]
The attraction and repulsion ranges are fit at the 25 ◦C reference temperature and
held fixed across all other temperatures, while the attraction and repulsion strengths
are allowed to vary with temperature.

consistent with the expected location for PEGDA in free solution, as the diameter of a

chain is reported as 2Rg ≈ 2.5 nm. [24]

For comparison, we can also see how the new two Yukawa form of potential compares

against the prior, simplified model using the HSSW potential. As shown in Figure 3.6,

pairs of curves at equivalent second virial coefficients are shown in identical color for

the continuous two Yukawa and the discontinuous square well. Because the second virial

coefficient calculation has a weighing factor of r̃2, a two Yukawa potential with equivalent

B∗2 to a HSSW potential results in a deeper attraction well minimum to compensate for

the smooth decay to zero net interaction with increasing interdroplet separation.
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Figure 3.6: Comparison of square well and two Yukawa interaction potentials. Both
potentials are fit to the same intensity data measured via neutron scattering.

3.7 Conclusions

In this chapter, we have established a usable interaction potential for thermorespon-

sive nanoemulsions by developing physical arguments and fitting experimental scattering

data. We find that the two Yukawa potential, which has proven useful in modeling other

colloidal systems, can be reparameterized to provide physically meaningful parameters

that capture the preferred polymer bridging distance between nanoemulsions. We ratio-

SANS Fit Parameter Fit Value Recast 2Y Form Parameter Value
K1 9.0654 ε 1.6705
Z1 12.5575 Z1 12.5575
K2 -11.0512 r̃min 1.0695
Z2 24.6046 κ 1.9594

Table 3.2: Two Yukawa parameters for the different parameterization of the potential,
via Equations (3.12) and (3.14). These parameters correspond to a temperature of
25 ◦C, or equivalently B∗2 = −0.80.
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nalize the particular form of the two Yukawa potential (i.e., having a short range repulsion

and long range attraction) by evaluating a simple statistical mechanical model for end-

adsorbing polymer bridging configurations. From neutron scattering data, we can extract

a set of parameters to concisely describe the observed thermoresponsive nanoemulsion

behavior.

The work that remains ahead includes further usage and validation of this rationalized

interaction potential. As we will see in the subsequent chapter, mean field free energy

calculations can be employed to provide testable predictions of phase behavior in the

thermoresponsive nanoemulsion system.
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Chapter 4

Equilibrium colloidal phase

behavior: theoretical predictions

and experimental measurements

In this chapter, we develop mean field predictions for the phase diagram of thermore-

sponsive nanoemulsions using an analytic technique adapted from atomistic theories of

equilibrium phase behavior. As alluded to in Chapter 1, we make use of the analogy

between atomic systems and colloidal systems to study colloidal behavior using shared

thermodynamic concepts.

4.1 Variational free energy method

This section outlines a derivation and generalization of the variational free energy

calculations carried out by Tejero et al to develop fluid and solid transition phase dia-

grams. [1] The estimation of the free energy landscape makes use of the Gibbs-Bogoliubov

inequality, which introduces a variational parameter λ ≡ σHS
σ

that is adjusted to mini-
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mize the free energy estimate and provides an upper bound for the free energy at a given

state point. The assumptions that are required to apply this technique include choos-

ing a suitable reference system to which the variational parameter is applied, essentially

perturbing that system in a way that captures the contributions from the additional

attractions. The natural choice in our case is the hard sphere fluid, and thus the total

variational free energy is given by:

f(φ, T ) = fHS(φ) + 12φλ3

∫ ∞
1

dr̃ r̃2gHS
(
r̃, φλ3

)
U(r̃, T ) (4.1)

The first term in Equation (4.1) is known generally, as it captures the free energy of the

reference system of purely hard spheres under the Percus-Yevick approximation. It is

βfHS(φ) = ln

(
6φΛ3

πσ3
HS

)
− 1 +

3φ(2− φ)

2(1− φ)2
− ln(1− φ)

where Λ is the constant thermal de Broglie wavelength of the colloids calculated as

Λ = h/
√

2πmε with Planck’s constant h and particle mass m, taken as unity.

The second term in Equation (4.1) can be simplified since we have chosen an explicit

form for U(r, T ) by way of the Two Yukawa potential of Equation (3.11). By letting

s̃1 ≡ Z1λ and s̃2 ≡ Z2λ, the integral term can be evaluated using the known Percus-

Yevick closure of the hard sphere fluid, as derived by Wertheim. [2] In particular, we

apply the Laplace-type transform definition

s̃H(s̃, φλ3) =

∫ ∞
0

dr̃ r̃ e−s̃r̃ gHS(r̃, φλ3) (4.2)

where s̃ is the transform variable and the transform H(s̃, φλ3) is given by additional
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functions L(s̃, φλ3) and S(s̃, φλ3) defined as follows:

H(s̃, x) =
L(s̃, x)

12xL(s̃, x) + S(s̃, x)es̃
(4.3)

L(s̃, x) =
(

1 +
x

2

)
s̃+ 1 + 2x

S(s̃, x) = (1− x)2 s̃3 + 6x (1− x) s̃2 + 18x2s̃− 12x (1 + 2x)

Using these simplifications, then, the total free energy can be shown to reduce to

f̃(φ, T ;λ) = βfHS + βf2Y (4.4)

f2Y (φ, T ;λ) = 12φλ3ε(T )
[
K1Z1eZ1H

(
Z1λ, φλ

3
)
−K2Z2eZ2H

(
Z2λ, φλ

3
)]

where fHS is as described previously. From this equation, the free energy at a given state

point (φ, T ) is calculated by determining the free energy at the λ value that minimizes

the free energy with respect to λ. By calculating the profile of free energies for a range

of volume fractions, the phase envelope is then determined by performing Maxwell’s

double tangent construction for the van der Waals loop in the βf−φ−1 plane. Figure 4.1

demonstrates the free energy plots for a calculation at a single temperature, which results

in a determination of the coexisting dense (φL) and dilute (φV ) volume fractions.

The routine for systematically calculating, minimizing, and tabulating free energies

was implemented in MATLAB. (See Appendix B for full implementation details.) The

resolution of this technique is set by the resolution in step size, ∆(1/φ). Code validation

was achieved with ∆(1/φ) = 0.01, reproducing the phase envelope developed in the

original study by Tejero et al. [1].

What remains now is applying this analysis to the relevant parameters associated

with the thermoresponsive nanoemulsion system.
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Figure 4.1: Illustration of the intermediate steps in calculations of the T − φ phase
diagram based on the variational free energy. For a given T and φ in (a), the free
energy is minimized with respect to the variational parameter λ, thereby providing
a single free energy value at a given state point. By minimizing the free energy for
a range of φ values, we develop the free energy curve in (b). Finally, in (c) the
coexistence volume fractions are identified as the two volume fractions across which a
common tangent line can be constructed. At state points where the phase envelope is
not present, no double tangent can be constructed, and the free energy monotonically
decreases with increasing 1/φ. The predicted spinodal boundary is determined by
numerically calculating the inflection points between φL and φV in the free energy
difference plots such as (c).

4.2 Comparison against Monte Carlo predictions

The resulting phase diagram can be compared against published results for a square

well interaction, developed through Monte Carlo approaches. [3] Specifically, we compare

against the square well width of λ = 1.5 that was previously used to model the ther-

moresponsive bridging interactions. [4] Using the second virial coefficient as an effective

temperature, the two phase diagrams can be plotted on the same axis and compared.

As seen in Figure 4.2, a majority of the phase envelope overlaps between the two meth-

ods. The largest disagreements are seen at shallower quenches and dense colloid volume

fractions. Disagreements at shallow quench are expected given that the perturbational

method is fundamentally a mean field approach and neglects fluctuations at near-critical

quenches, whereas the Monte Carlo approach simulates individual particles with the

given interaction potential which would better capture these fluctuations. Disagreement
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at denser volume fractions likely arises from the differences in shape of potential, with

the longer-ranged square well in Monte Carlo having a shallower attraction depth and

thus more stable suspensions at volume fractions 0.40 ≤ φ ≤ 0.45.

Figure 4.2: Comparison of equilibrium phase envelope predictions based on (black)
a square well interaction adapted from literature [3] and (red) present development
of variational free energy calculations using a two Yukawa interaction. Binodal and
spinodal boundaries are determined from free energy calculations as outlined in this
chapter.

4.3 Effect of interaction range on phase envelope

Although determining the two Yukawa potential parameters through SANS data anal-

ysis establishes a clear two Yukawa potential with an optimized interaction range, the

sensitivity of the technique is limited because scattering is performed on volume fractions

in the dilute limit to avoid multi-particle scattering effects that occlude the underlying
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interparticle potential. Therefore, we use the phase diagrams generated from the varia-

tional technique to explore and screen potential range parameters that arise from SANS

data analysis.

To understand the effect of interaction range on the resulting phase envelope, we can

artificially manipulate the reference potential in such a way that preserves the reduced

second virial coefficient, hence effective temperature, while varying the decay width of

the potential. We explore the family of Two Yukawa potentials with the same B∗2 , r̃min,

and ε(T = 25◦C) but systematically vary the Z1 and κ parameters associated with the

interaction potential range. As Table 4.1 shows, the value of B∗2 is held fixed as the range

parameters are varied. To quantify the range of each potential, we identify the derived

property r̃1%, which describes the distance at which the potential has decayed to 1% of

its maximum well depth.

ε(T ) rmin Z1 κ B∗2 r̃1%

1.6705 1.0695 9.0000 4.8160 -0.8032 1.5670
1.6705 1.0695 10.0201 3.5000 -0.8032 1.5296
1.6705 1.0695 11.0000 2.7202 -0.8032 1.5017
1.6705 1.0695 12.5575 1.9594 -0.8032 1.4704
1.6705 1.0695 17.0000 1.0147 -0.8032 1.4402

Table 4.1: Family of curves showing equivalent effective temperature but varying decay range.

As seen in Figure 4.3, the phase envelope shifts to lower effective temperatures and

narrows with increasing decay width. This qualitative trend allows us to make inferences

about discrepancies between experiment and theoretical calculations, providing sugges-

tions for the direction in which the model may not accurately capture the measured phase

envelope.
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Figure 4.3: Binodal phase envelopes predicted from variational free energy calculations
for different interaction widths, as described in Table 4.1. All potentials start at
the same effective temperature and interaction strength, only varying the range of
interaction. As the interaction strength ε(T ) is increased, B∗2 decreases and the system
proceeds into the region of phase instability.

4.4 Experimental identification of gel arrest line

Having established a theoretical framework for predicting the underlying equilibrium

phase behavior of colloidal systems, we now move on to the comparison of these free

energy predictions to measurable experimental phase boundaries as well as the gelation

transitions that interrupt our ability to clearly identify these boundaries. First, we outline

the challenges of identifying experimental phase envelopes due to the intercession of

nonequilibrium colloidal gelation and structural arrest. To circumvent this gelation and

resolve phase boundaries, we subsequently employ sedimentation forces as a means of

driving the system toward phase equilibrium and extracting quantitative information

about the colloid-dense and dilute regions of the gel.
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The challenge of interrogating the phase behavior of arrested, non-equilibrium gel

structure is made apparent by an experimental mapping of the gelation line relative to

the region of phase instability. The relationship between gelation boundaries and phase

diagrams have been observed for a variety of colloidal gel systems, [5, 6] with some studies

observing the gelation boundary to lie well above the phase coexistence region as seen in a

system with adhesive hard spheres, [7] and others with the gelation boundary apparently

below the phase coexistence region. [8]

Figure 4.4: Linear viscoelastic gel aging rheology to determine minimum gelation tem-
perature, Tgel, and equivalent maximum gelation second virial coefficient, B∗2,gel(Tgel).
For varying quenches, we let the gel age and observe the change in G′ and G′′.

To determine the locus of second virial coefficients above which no gel forms (or

alternatively, the locus of temperature below which no gel forms), which we designate

as B2,gel, we limit our experiments to slow, quasi-static temperature quenches and give

sufficient age times for gelation to be observed or at most two hours of aging, whichever

occurs first. The experiments are conducted on a stress-controlled rheometer with a
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cone-plate geometry as described in Section 2.3.

First, nanoemulsion samples of volume fraction φ = 0.33 are loaded at room tempera-

ture. Then, a temperature ramp protocol from room temperature to the final temperature

at 5 ◦C min−1 is employed by the Peltier stage controlled through the rheometer software.

Throughout this thermal processing, the sample undergoes small amplitude oscillatory

shear at strain amplitude γ0 = 0.001 and angular frequency 10 rad s−1. The solid-like

(G′) and liquid-like (G′′) response are monitored over time, in anticipation of gelation as

defined here by a crossover in G′-dominant behavior. This definition of gelation is not

absolute given that more rigorous criteria exist, [9] but meeting such criteria is infeasible

because the system is mutating over time scales much faster than the time scale of prob-

ing frequency sweeps. By repeating the arrest line determination for a series of droplet

volume fractions, we develop the experimental points in Figure 4.5. We note that the

apparent change in slope of B2,gel coincides closely with the spinodal boundary, which

may imply that the processes below this region are governed by spinodal decomposition

dynamics. In Chapter 6, we see this to be the case.

Because the majority of the region of interest for phase behavior lies within the ar-

rested gel area, we are not immediately able to access an experimental binodal boundary.

Absent an interrupting gelation transition, the colloidal phase separation process would

proceed via spinodal decomposition until there were two coexisting colloidal phases —

one more concentrated in droplets formed through condensing strands of droplet aggre-

gates; and one more dilute in droplets formed within the void network intertwined with

the condensing droplet strand network. However, the slowing of phase separation kinet-

ics due to gelation leaves the resultant gel in an intermediary state within which we are

not able to directly interrogate the local volume fractions of the coarsening strands. Our

expectation is that the local volume fraction of the dense strand and dilute void phases

should inform us about the final compositions of droplets that each phase is evolving
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Figure 4.5: Overlay of experimentally determined locus of minimum gelation temper-
ature (corresponding to maximum second virial coefficients) to mean field predictions
developed in the current chapter. Experimental points are determined as described
in association with Figure 4.4, with error bars reflecting the step size in temperature
taken to determine the boundary.
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towards. In what follows we develop a spectroscopic technique by which the boundaries

can be more clearly determined, achieved through sedimenting the gel.

4.5 Interrogating colloidal volume fractions through

NMR spectroscopy

The measurable quantity we are interested in through phase mapping is simply: what

is the colloidal volume fraction φ of the strands and voids in our arrested gel? The

strands comprise tens of aggregated nanoemulsions, whereas the voids are filled with

scarce nanoemulsions in a bulk continuum fluid. To answer this question, we turn to

NMR spectroscopy as a technique to unambiguously and quantitatively measure chemical

composition. Characterizing the oil fraction in nanoemulsion samples requires that we

examine the relevant chemical species in the material system, as shown in Figure 4.6.

Figure 4.6: Chemical structures of relevant species, including (a) PEGDA, (b) Silicone
oil, and (c) SDS surfactant

For a fixed formulation of thermoresponsive nanoemulsion with known input volume

fractions of polymer and oil, we can calculate the molar ratio of oil to polymer, Roil/polymer.

Generally, the number of moles ni of component i for a known volume Vi is calculated
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from the density ρi and molecular weight MW,i of that component.

ni =
Viρi
MW,i

(4.5)

Consequently, the molar ratio of oil to polymer is given by

Roil/polymer =
Voilρoil/MW,oil

Vpolymerρpolymer/MW,polymer

(4.6)

Using the experimental formulation parameters for nanoemulsion synthesis, namely φ

as the volume fraction of oil in the entire volume V such that Voil = V φ and P as the

volume fraction of polymer in the non-oil volume such that Vpolymer = V (1 − φ)P , the

calculation of the molar ratio based on known input volume fractions is then

Roil/polymer =
φρoil/MW,oil

(1− φ)Pρpolymer/MW,polymer

(4.7)

Because the intensity of NMR signal at a given chemical shift is directly proportional to

the number of nuclei contributing to that signal, an equivalent expression for the molar

ratio is

Roil/polymer =
Ioil/Zoil

Ipolymer/Zpolymer
(4.8)

where Iα is the integrated signal intensity associated with species α and Zα is the

number of protons (i.e. hydrogen atoms) per molecule of species α. Additionally critical

to this analysis is that the chemical shifts that identify each species do not overlap. For

the PEGDA polymer, the distinguishing proton environment is the acrylate end group

CO CH CH2
which contributes Zpolymer = 6 protons to its signal. The

chemical shift range for acrylate signal occurs in the 6.4− 5.8 ppm range.

For the PDMS oil, there is only one proton environment throughout the linear chain
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Figure 4.7: NMR spectrum for deuterated nanoemulsion to identify the molar ratio of
oil to polymer via integrated intensities and Equation (4.8). The integrated intensity
of the acrylate peaks (boxed in blue) is set to 1 as reference, and here the relative
signal from the methyl protons (boxed in green) is 2.7045. the unboxed signals in the
spectrum are associated with the ethylene oxide backbone and the surfactant proton
environments.

in the form of the Si CH3 group. The chemical shift for the methyl environment

signal occurs in the 0.1 − 0.0 ppm range. Based on the known molecular weight of the

silicone oil, we can determine the number of contributing protons using the formula

Zoil = 18 + 6n (4.9)

where 18 is the number of protons on the polymer chain ends, 6 is the number of protons

per polymer repeat unit, n is the number of polymer repeat units. The average number

of polymer repeat units can be calculated based on the known molecular weight of the

silicone, 795 g mol−1. Consequently, we find that Zoil = 69 for the oil in our system.

Altogether, the ratio of integrated NMR signal intensity for the PDMS relative to

the PEGDA is measured in comparison to the known input compositions by combining
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Figure 4.8: Comparison of polymer/oil molar ratio calculations based on known in-
puts, as in Equation (4.7), and based on integrated NMR signal intensities, as in
Equation (4.8). This validation experiment is used to support usage of quantitative
NMR analysis in subsequent experiments where we do not know the true volume
fraction ratio of oil to polymer a priori.

Equations (4.7) and (4.8), for varying values of φ. Figure 4.7 shows a representative

NMR spectrum for a nanoemulsions prepared at φ = 0.10. Note that deuterated water

is used in place of deionized water to remove the otherwise overpowering proton signal

from the solvent.

By performing a control study in which a known amount of oil and polymer is formu-

lated for a given system, we are able to validate the signal obtained via this technique.

As shown in Figure 4.8, for the range of oil droplet volume fractions tested, there is very

good agreement between the calculation of molar ratio based on the integrated NMR

signal intensities and the known molar ratio based on input concentrations.

Moving forward, we can effectively calculate the volume ratio of oil to polymer by
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combining Equations (4.7) and (4.8), which leads to the design equation

Φ ≡ φO
φP

=
IO/ZO
IP/ZP

× ρP/MW,P

ρO/MW,O

=
ZP
ZO
× IO
IP
× ρP
ρO
× MW,O

MW,P

(4.10)

where oil is abbreviated by O, and polymer is abbreviated by P .

4.6 Determining droplet volume fractions from cen-

trifugation experiments

The principle by which arrested gels are separated into co-existing phases relies on

centrifugation at accelerations large enough to collapse the gel but not large enough

to fully separate the individual dispersed colloids. Centrifugation, and more generally

sedimentation, has been observed to collapse colloidal gels and affect gelation boundaries

through the introduction of a competing time scale against phase separation. [10–12] In

this methodology, the relevant dimensionless group is the gravitational Péclet number

given by

Peg =
4π∆ρga4

3kBT
(4.11)

where ∆ρ is the density difference between dispersed and continuous phase, g is the cen-

trifugal acceleration, a is the droplet radius, kB is Boltzmann’s constant, and T is absolute

temperature. At rest and at room temperature, the gravitational Péclet number for the

system is O (10−7). However, upon gelation at elevated temperatures in an isothermal

chamber (Innova 44) the dominant length scale of structure due to the arrested spinodal

decomposition is on the order of 1 µm. With sufficient centrifuge accelerations of 9000×g,

the corresponding gravitational Péclet numbers are O (10−2) based on the droplet radius

but O (103) based on the structural length scale. Thus, at higher accelerations imposed

77



by the centrifuge (Sorvall RC 6+), the oil droplet rich gel strands will collapse towards

the surface, without causing full separation of the individual oil droplets.

Whether the two arrested gel networks — one of droplet strands and one of di-

lute voids — reflect equilibrium or nonequilibrium states can be inferred by comparison

against the theoretically predicted equilibrium boundary. Once the two colloidal gel

components are separated by centrifugation, the component with fewer oil droplets (thus

denser overall) can be syringed out of the bottom of the vial, leaving the upper gel layer

with more oil droplets (thus less dense overall). In this separation, we are left with four

unknown quantities: the two volume fractions of oil and polymer in the two layers, top

and bottom. The conservation equations we have to balance the system are given by

φO,totalVtotal = φO,topVtop + φO,bottomVbottom

φP,totalVtotal = φP,topVtop + φP,bottomVbottom

Φtop =
φO,top
φP,top

Φbottom =
φO,bottom
φP,bottom

where Φ is the molar ratio of oil to polymer as determined from integrated NMR signal

intensities. With four linear equations, we can easily solve for the desired quantities

and determine the volume fraction of oil in each layer. The values that are known or

measured include the total initial composition and volume (φO,total, φP,total, and Vtotal),

the final volume of each phase Vtop and Vbottom, and the molar ratios as determined by

78



Figure 4.9: Image of 1.5 mL tube with sample after centrifugation, showing a clear
separation line between the oil droplet rich (less dense) gel phase on top and the
oil droplet lean (more dense) fluid phase on bottom. By extracting the fluid phase
from the lower portion, we are able to determine separate oil droplet compositions as
outlined in this chapter.

NMR signal intensities using Equation (4.10), Φtop and Φbottom.

φO,top =
−Vtotal
Vtop

× φP,total − φO,totalΦ−1
bottom

Φ−1
bottom − Φ−1

top

φO,bottom =
Vtotal
Vbottom

×
φP,total − φO,totalΦ−1

top

Φ−1
bottom − Φ−1

top

φP,top = φO,topΦ
−1
top

φP,bottom = φO,bottomΦ−1
bottom

Thus, to proceed, we prepare nanoemulsions of known initial composition and arrest them

at varying temperatures. Once arrested for 30 minutes, the gels undergo a sedimentation

acceleration of 9000 × g in a temperature-controlled centrifuge for 20 minutes. The

acceleration magnitude was chosen to sediment the gel phase but not the droplets, as

described previously based on the gravitational Péclet number. [8] The separation line is

visible macroscopically, as shown in Figure 4.9.

Afterwards, the subnatant is separated from the supernatant using a syringe. The

separated colloidal phases are characterized via solution-state NMR spectroscopy, diluted
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in deuterated water to facilitate loading into the NMR sample tubes while still preserving

the molar ratio of oil to polymer.

4.7 Results and comparison to theory

The results of the sedimentation experiments in combination with the mean-field

predictions from perturbation theory are presented in Figure 4.10, building from the gel

line developed through Figure 4.5. Given the limited number of studies that are able

to combine predicted and measured colloidal phase behavior, we emphasize that these

results tie together our understanding of both .

We find that the experimentally determined phase envelope agrees very well with the

mean field theoretical prediction, with the most noticeable deviation at the shallowest

quench. Such a deviation is not surprising because a mean-field model as we have used will

become less accurate near the critical point due to density fluctuations. Additionally,

the polydispersity of the experimental system is not accounted for in the theoretical

model. Polydispersity has been shown to stabilize a wider range of droplet volume

fractions and suppress the phase separation envelope. [13] The closest agreement is seen

at moderate quenches, with experimental points tracking the predicted binodal to within

∆φ ∼ 0.02 − 0.03. That the experimental points consistently under-predict the binodal

may reflect the limitations of the sedimentation process in fully separating the viscoelastic

gel strands.

At sufficiently deep quenches, we also observe a modest but clear decrease in the

dense volume fraction. This trend reversal is opposite to the direction of the binodal with

increasing quench depth and supports an increased susceptibility of dense gel strands to

not reflect equilibrium boundaries, similar to the observations made in arrested protein

systems. [8] The droplet growth instability of the nanoemulsion system at temperatures
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below the deepest quenches precluded further interrogation.

In its entirety, we argue that Figure 4.10 presents a comprehensive picture of gela-

tion and phase separation for a single model colloidal gel, with the near-equilibrium

sedimentation experiments and mean-field theory agreeing to a reasonable degree.

4.8 Comparison to coarse-grained simulations

Recent simulation work has also investigated the effect of sedimentation forces on

arrested colloidal gels. [14] In their work, Padmanabhan and Zia find that the mecha-

nism of gel collapse is due to a negative osmotic pressure inside the gel, and thus the

gravitational field is sufficient to collapse the gel strands and determine a dense droplet

volume fraction. As their work shows, the droplet rich phase exhibits a final volume

fraction that is quench dependent (cf. Figure 4 in [14]). They observe a decrease in the

droplet rich phase volume fraction φL with increasing quench depth from 5kBT to 6kBT

that is reminiscent of the trend we see at the deepest quenches in our study.

A direct quantitative comparison between sedimentation simulations and the exper-

imental measurements is also provided in Figure 4.10, with simulations implemented in

line with the published work from Padmanabhan and Zia. These molecular dynamics

simulations employ a qualitatively different short-ranged potential by way of a Morse po-

tential as opposed to the two-Yukawa potential proposed in Chapter 3, but the B∗2 values

are equivalent and thus allow for quantitative comparison by the law of corresponding

states. [15] Additionally, as in their prior work the gel is freely draining and subjected

to a sedimentation force to induce collapse. [14] To accurately compare their simulation

with our data, the gravitational Péclet number and reduced second virial coefficient are

matched accordingly. As the figure shows, the simulation data similarly shows excellent

agreement with the mean field predictions and thus with the experimental data, with
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Figure 4.10: Comparison of experimentally determined phase envelope (red points)
to mean field predictions (red lines) developed in the current chapter. Also shown is
the gel arrest line as determined through Figure 4.5. Experimental determination of
phase envelope is based on centrifugation experiments. Error bars represent standard
deviations from triplicate samples as well as varying initial colloidal volume fractions
before quench. Molecular dynamics simulations are achieved through sedimentation
of gels formed with at an equivalent effective temperature and gravitational Péclet
number, following the techniques of Padmanabhan and Zia. [14]
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further similarities seen at the deepest quench regarding the apparent intersection of the

glassy arrest line.

4.9 Conclusions

In this section, we have developed mean field theoretical predictions for the equi-

librium phase envelope of colloidal phase separation that underlies the non-equilibrium

arrest observed in the thermoresponsive nanoemulsion system. We find that the pre-

dicted region of phase instability agrees reasonably well with experimental efforts to the

same end. Furthermore, the measured gelation boundary lies significantly within the

phase instability boundary, suggesting that the two processes are highly coupled in the

system. This aspect of the system’s colloidal gelation will prove pertinent to interpreting

further observations. With evidence from this chapter in support of the equilibrium piece

of the larger picture, in the subsequent chapter we will turn to considering the kinetic

descriptions of non-equilibrium transitions in the colloidal gel.
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Chapter 5

Sequential transitions in arrested

phase separation colloidal gels

Having considered the equilibrium phase behavior and nonequilibrium gelation transition

as general state transformations of the thermoresponsive nanoemulsion system, in this

chapter we begin an experimental investigation into the kinetic processes that occur en

route to colloidal gel arrest. The pertinence of this analysis is made evident through

a simple kinetic comparison of gelation inside and outside of the phase coexistence re-

gion. To address the kinetics inside the phase envelope, we employ rheo-microscopy as

a characterization technique to simultaneously track the linear viscoelastic rheology and

structure formation during the arrested phase separation process. Ultimately, we are able

to develop a kinetic processing diagram in the form of a time temperature transformation

diagram to summarize the sequence of colloidal gel evolution. We are also able to make

comparisons to molecular dynamics simulations implemented in colloidal gel literature.

For this study, we focus on a single thermoresponsive nanoemulsion formulation where

φ = 0.33, P = 0.33, and CS = 200 mM, where formulation parameters are described in

Chapter 2. As such, the phase diagram in Figure 4.5 provides an equilibrium road map
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for probing into the two phase region.

5.1 Motivating thermal processing strategies

Imparting desirable properties to engineered materials requires processing strategies

that recognize the microstructural transformations accessible by the system. Thermo-

temporal processing is a ubiquitous strategy across a wide range of systems – including

metal alloys, ceramics, and polymer blends – due to the relative ease of tuning protocols

for heating and aging a material. [1–3] Generally, through thermo-temporal processing

the material system is quenched into a region of phase instability, which subsequently

undergoes either spinodal decomposition or glassification and coarsens to a desired mi-

crostructure over time as density fluctuations grow until they are arrested at a desired

scale. [4] Control over these microstructural length scales can influence final mechanical

properties such as elasticity and yield stress. [5, 6]

Colloidal systems, however, have to date not fit into this thermo-temporal paradigm

due to challenges in dynamically tuning interaction strength to navigate the spinodal

region. For example, colloidal gels formed through concentration-dependent depletion

attractions have been shown to exhibit a phase instability and subsequent gelation, but

dynamically tuning the effective interaction strength, by either introducing or remov-

ing depletant, will tend to disrupt any nascent gel formation. [7, 8] In systems where

thermo-reversible colloidal gelation has been observed, few model systems are available

that provide access to the rich structural transformation of phase instability. For well-

studied systems such as brush-coated silica, for example, gelation occurs far prior to the

emergence of phase instability, thus limiting the ability to tune the resultant arrested

gel. [9–11]
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More recently, colloidal systems which gel due to thermoreversible bridging of na-

noemulsions have shown promise for experimentally realizing thermo-temporal process-

ing, with their attractions effectively described by a temperature-dependent square well

depth. [12, 13] As discussed in earlier chapters of this thesis, improvements can be made

to our understanding of gelation relative to the equilibrium phase space. Additional

progress has been made which shows that the system can be leveraged with processing

schemes including 3D printing and sequential temperature jumps. [14] Although attempts

at complex thermal processing have been made in recent work, [15] these forays were made

without an understanding of the interaction potential, phase diagram, and kinetics to

guide the choice of quench depths and rates. Thus, we seek a founded understanding

for thermal processing in this chapter. Variations in quench rate have demonstrated

qualitative differences in linear viscoelastic features, [16] but through this study we aim

to attain more insight into the specific sequence of transitions. Furthermore, we deter-

mine the kinetic window during which colloidal gel structure is formed yet thermally

malleable, thus identifying opportunities for subsequent materials processing strategies.

These results cast light onto the prevailing view that

5.2 Kinetic comparison of spinodal decomposition

and glassy arrest

In the thermoresponsive nanoemulsion system, gelation can occur through qualita-

tively different mechanisms as a result of processing relative to the equilibrium phase en-

velope. As Figure 4.10 shows, at sufficiently high colloid volume fractions above φ ∼ 0.35,

temperature quenches fall outside the phase instability window and are instead described

by attractive glass kinetics. The demarcating features of this transition include changes
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to the formation and aging of elasticity. [17]

We can use linear viscoelastic rheology to observe this mechanical feature if we com-

pare two isochoric quenches — one at φ = 0.25, well within the phase boundary, and the

other at φ = 0.40, to the right of the phase boundary. As Figure 5.1 shows, the devel-

opment of elastic-dominated mechanical behavior is qualitatively different for the glassy

system at φ = 0.40, in which elasticity continues to grow unbounded during isothermal

aging. In contrast, the phase separated system at φ = 0.25 exhibits an induction time

during which phase separation proceeds, followed eventually by arrest and emergence

of the colloidal network structure. That the different gelation mechanisms give rise to

different gelation kinetics is already a means of tuning gel behavior in the system by

navigating the possible transitions. This serves as an extension of prior studies into ther-

moresponsive nanoemulsions, which similarly showed that gelation at more dilute volume

fractions can result in homogeneous gelation via percolation as opposed to heterogeneous

gelation via arrested phase separation, resulting in clear and measurable differences in

elastic modulus and yield stress scaling. [18]

The importance of kinetics for arrested phase separation gels is further emphasized

in a fuller study of the arrest time scales. By tracking the age time at which the elas-

tic moduli cross over (i.e. the transition from viscous-dominated to elastic-dominated

rheology) for varying quench depths and rates, we can see the consequences of thermal

processing conditions on gelation (summarized in Figure 5.2). Figure 5.2(a) shows that

the as the quench depth is varied for fixed quench rate for quenches within the phase

coexistence region, gelation occurs systematically faster with deeper quenches. In con-

trast, Figure 5.2(c) shows that for φ = 0.40, the gelation time is essentially insensitive to

the quench depth, meaning that the transition is more so induced by simply crossing the

minimum gelation temperature. Similarly, Figure 5.2(d) shows that at a fixed quench

depth for the denser volume fraction, faster quenches result in faster arrest. This result is
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Figure 5.1: Comparison of linear viscoelastic rheology inside and outside the phase en-
velope. In both cases we quench the suspension to a final temperature above the min-
imum gelation temperature and allow isothermal aging to proceed. For the φ = 0.40
system outside the phase envelope (black), elasticity grows steadily over time reflect-
ing glassy aging. For the φ = 0.25 system well inside the phase envelope (gold), there
is an induction period before elasticity emerges, and the continued aging results in
weakening of the gel structure.

again consistent with the physical picture of arrest outside of the phase envelope proceed-

ing due to crossing a threshold temperature for glassy arrest, since faster quenches will

naturally cross the minimum gelation temperature sooner. That the φ = 0.25 gelation

kinetics in Figure 5.2(b) are relatively constant with quench rate shows how the quench

depth is the dominant variable that affects arrest kinetics. Similar exponentially decay-

ing quench kinetics have been observed in microgel and protein systems when attractions

are changed by polymer or protein loading concentrations as opposed to changing tem-

perature. [19, 20]

As a result of the quench dependent behavior seen in the arrested phase separation

gels, we move on to characterize the detailed sequence of kinetic transitions and gel
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Figure 5.2: Comparison of aging kinetics inside and outside the phase envelope. For
φ = 20% (a) kinetics inside the phase envelope show a clear dependence on quench
depth, with deeper quenches resulting in faster gelation (b). For φ = 40% (c) kinetics
outside the phase envelope show that gelation and arrest are nearly simultaneous and
(d) gelation time speeds up with faster quenches, reflecting a faster crossing of the
minimum gelation temperature.

formation that occur through the process of gelation and deep arrest.

5.3 Time temperature transformation diagrams

The processing framework we employ to better understand the kinetic transitions in

the colloidal gel system is through time temperature transformation (TTT) diagrams.

Also known as isothermal transformation diagrams, TTT diagrams were originally de-

veloped to describe the kinetic transitions in metallic alloy processing. [21] Generally,

they consider a material system of fixed composition that undergoes structural transi-

91



Figure 5.3: Iron-Carbon time temperature transformation diagram, adapted from
Callister and Rethwisch. [21] The eutectoid temperature denotes the upper bound
of the two-phase region, with A signifying the austenitic structure, P the pearlitic
structure, B the bainitic structure, and M the martensitic structure. This diagram
is used to illustrate the qualitative features of transformation boundaries in TTT
diagrams.

tions due to thermal processing. In solid-state systems, these diagrams are typically

arrived at empirically through measured logistic growth of structural transformation as

a function of time, modeled with the Johnson-Mehl-Avrami-Kolmogorov Equation to

capture the extent of transformation. [22] The axes in TTT diagrams plot time on the

abscissa axis and temperature on the ordinate axis, as illustrated in Figure 5.3. As the

system undergoes sequential transitions at constant temperature, it crosses over succes-
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sive temporal boundaries, often exhibiting a non-monotonic “C” shaped curve. [21] The

non-monotonicity of the boundary with varying quench has been attributed to so-called

solute drag effects at deep quenches, with the quench depth of the nose bearing relation

to the minimal cooling rate for equal phase formation. [23, 24]

The applicability of isothermal transformation analysis is also seen in non-metallic

systems such as thermally-cured epoxy polymers. Polymeric isothermal transformation

diagrams have been reported which delineate their curing, gelation, and vitrification tran-

sitions [25] or alternatively their isotropic to liquid crystalline transitions. [26] In either

case, the TTT framework facilitates the design of thermal processing by rationalizing

sequential transformations across a range of controlled temperature quenches. In what

follows, we seek to test the applicability of the TTT framework to colloidal gels vis-à-vis

the thermoresponsive nanoemulsion system.

5.4 Characterizing transitions in a thermoresponsive

colloidal gel

Because our thermoresponsive colloidal gel system does not exhibit transitions identi-

cal to binary alloys nor pure polymer melts, a qualitative characterization of the various

structural and mechanical states through which it evolves is needed. For this, we use both

structural and mechanical signals to identify these transitions, employing both linear vis-

coelastic rheology to capture the mechanical gel transition and microscopic observations

using optical microscopy to capture structural coarsening.

A snapshot of the rheological and structural data obtained during a rheo-microscopy

experiment is provided in Figure 5.4, which gives way to the various features of gela-

tion that can be extracted and summarized with an isothermal transformation diagram.
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The rheological data reflects the linear viscoelastic moduli, from which three key transi-

tions are observed. First, the crossover from liquid dispersion to elastic-dominated gel is

marked by the crossover of G′ and G′′. Once the initial network is formed, we later see a

second upturn in both moduli, which can also be observed as a local peak in the phase

angle, δ = tan−1 G
′′

G′
. Finally, the deep arrest is observed somewhat as the rheological

plateau in moduli, which later will be shown to correspond to microscopic structural

arrest. At these latest times, the visible bicontinuous structure is apparently static over

time.

To summarize, we observe three features in the rheological and structural signals that

reflect temporal events during colloidal gelation: (1) mechanical gelation, which we call

tG to reflect the equivalence of G′ and G′′; (2) rapid structural coarsening, which we call

tδ to reflect the local peak in tan δ; and (3) prolonged structural arrest of microscopic

length scales, which we call tL.

5.5 Isothermal transformation diagram – Results

Isothermal aging experiments can be conducted systematically for varying quench

depths into the spinodal region, using the phase diagram of Figure 4.5 as a guide for

relative quench depth along the axis of effective temperature. The resultant TTT dia-

gram is presented in Figure 5.5 with data points colored identical to the indications in

Figure 5.4. Transition points are not marked for times before 100 s because the tem-

perature ramp from room temperature to final quench temperature is still ongoing; as

such, the onset of the transition at such short times is ill-defined in thermodynamic state

space. Specifically, for the deepest quenches below B∗2 < −3.5, the mechanical gelation

crossover happens during the temperature ramp and thus cannot be clearly interpreted

as an isothermal aging period.
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Figure 5.4: Isothermal linear viscoelastic rheology is used to observe colloidal gel tran-
sitions during aging. Aging occurs following a temperature ramp inside the spinodal
region, with small amplitude oscillatory strain amplitude γ = 0.1% and ω = 10 rad s−1.
Indicated in red is tG, the incipience of gelation following solution behavior is deter-
mined from the crossover of the storage modulus G′ and loss modulus G′′, after which
the elastic storage behavior dominates the material response. Microstructural signal
is not resolvable at this time. The blue arrow identifies tδ, the upturn in moduli corre-
sponding to the appearance of optically resolved texture which grows and eventually
plateaus over time. In green is tL, the plateau of viscoelastic moduli corresponds to
an apparent arrest of the microstructural length scale Lc.

Notwithstanding the limitations at early aging times, we can make several observa-

tions about the sequence of transitions during colloidal gelation. First, the particular

sequence of an emergence of elasticity followed by delayed coarsening and then deep ar-

rest is preserved across varying quenches. If these events were independent we might

expect the sequence to change such that we would observe a region of processing where

the signatures of coarsening and arrest appear prior to mechanical gelation, reflecting

pure liquid-liquid phase separation. Although it remains a possibility that such a region

exist outside the quenches depths reported here, the trends do not suggest an approach

towards crossover.
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We observe a logarithmic dependence of tG with respect to B∗2 . Alternatively, this

time dependence can be thought of as an exponentially decaying dependence of tG with

respect to increasing quench depth. Such kinetics are consistent with a Kramers-type

process for gel formation, which posits escape from the attractive well to be the rate-

determining step for configurational diffusion of the system, and which also predicts a

rate that decreases exponentially with increasing temperature. [27] In fact, the RLCA-like

aggregates that we would expect to see as a result of these kinetics have been observed

previously for thermoresponsive nanoemulsions at similar volume fractions. [18]

Another remarkable feature of these colloidal gelation kinetics is the time difference

between tG and tδ. This induction time — ranging from several hundred to several thou-

sand seconds — raises many questions about the precise mechanism that triggers the

onset of rapid coarsening, as well as what relation (if any) does it hold to the initial me-

chanical gel network formation. We anticipate future simulations of the gelation process

will be able to better resolve these particle-scale mechanisms.

The other transitions, tδ and tL, exhibit similar trends with respect to quench depth

but are both not easily described by a purely logarithmic dependence. Interestingly, the

current data suggest an approach towards the nose of a potential “C” shaped region for

the deepest quenches. Similar shapes have been reported in polymeric TTT diagrams

for so-called “gelled-glass” regions. [25, 26] Similar to atomic and molecular systems, the

TTT nose may reflect hydrodynamic drag effects on a colloidal scale that arise above

sufficiently fast quench rates. [24]

To our knowledge, this is the first isothermal diagram reported for a thermorespon-

sive colloidal gel. As a point of comparison, we consider thermally cured epoxy polymers,

which exhibit transitions to rubbery or glassy states. Similar to our current observations,

the sequence of processes is typically preserved across quenches. Discontinuities in the

sequence of transitions are mainly observed across the glass transition temperature Tg,
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Figure 5.5: Summary of time temperature transformations of thermoresponsive col-
loidal gel over time, for varying quenches into the spinodal region as indicated by
reduced second virial coefficient. Nanoemulsion is composed of φ = 0.33 droplets,
P = 0.33 volume fraction PEGDA polymer, and 200 mM surfactant.

across which it is reasonable to expect significantly different mobility values for aging

materials. In the colloidal gel system, we are well above the glass transition temperature

of the short-chained bridging PEGDA polymer. The minimum gel temperature, as de-

lineated in Chapter 4, provides a similar discontinuity for quenches that are outside the

phase envelope.

5.6 Comparison to molecular dynamics simulations

Using molecular dynamics simulations, we can interrogate similar sequence transitions

during colloidal formation. The simulation results reported here are implemented in line

with previous work by Padmanabhan and Zia, specifically using a Morse potential with

reduced second virial coefficient matching the two-Yukawa model. [28–30] The simulations
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were performed using the LAMMPS software package and 750, 000 Brownian particles in

an implicit solvent to capture the continuous phase fluid. [31]

To properly nondimensionalize the system for comparative study, we make use of the

second virial coefficient again such that we can compare our two Yukawa potential with

the Morse potential implemented in simulation. [29] However, the characteristic time

scale is not immediately clear given that we do not expect the Brownian time based on

a single nanodroplet to dominate during the entire gelation processes, which involve the

emergence of hindered diffusion.

To nonetheless produce a quantitative comparison, we can plot the ratio of time scales

as observed in both experiment and simulation. In experiment, we take the ratio of time

for prolonged structural arrest to the time for mechanical gelation

TL/G ≡
tL
tG

(5.1)

where, as described earlier, the prolonged structural arrest is determined from the onset

of nearly static microscopic structure.

Analogously, from molecular dynamics simulations of colloidal particles with effective

attractions, we take the ratio of time of a change in power law growth of the dominant

length scale to the time for viscoelastic moduli crossover, with the assumption that this

change in power law growth reflects a qualitative change in growth regimes. Figure 5.6

shows the ratios as computed from experiment and simulation. We observe similar trends

with respect to increasing quench depth, with deeper quenches resulting in an increased

ratio. At sufficiently deep quenches, we are not able to resolve the ratio experimentally

due to the undefined tG that is observed prior to isothermal aging. Physically, we can

understand the trend observed in both experiment and simulation by considering the

competing rates of gel formation and gel arrest. That TL/G increases with depth means
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Figure 5.6: Comparison of time scale ratios between experimental aging and molecular
dynamics simulations, as implemented following descriptions in [28] and [29].

that once gelation begins as marked by tG, the kinetics associated with network formation

slow down much more for deeper quenches. This slowing down is consistent with the

increased strength of bonds between colloids, which would result in fewer successful

attempts at bond breakage and rearrangement en route to prolonged arrest.

5.7 Conclusions

In this chapter, we have extended the isothermal transformation framework from

metallic and polymeric materials to rationalize the sequence of transitions during col-

loidal gelation and arrest in our thermoresponsive colloidal system. We find that there

is a conserved sequence of mechanical gelation, delayed yet rapid coarsening, and then

prolonged deep arrest that describes isothermal aging into the spinodal region. Addi-

tionally, we are able to make a qualitative comparison to analogous molecular dynamics
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simulations, and we see qualitatively similar trends in the ratio of time scales with respect

to quench depth. In light of prior kinetic studies of thermoresponsive nanoemulsions, we

are able to rationalize the emergence or absence of variations in gel properties as a result

of multi-stage processing steps. For example, the residence time at intermediate temper-

atures was insufficient compared to the natural induction time prior to coarsening, and

thus we better understand why no significant material outcomes are observed. [15]

Overall the work in this chapter provides clear quantitative guidelines for future stud-

ies into multi-stage processing and establishes precedence for using the TTT framework

to sculpt gel properties, as we will discuss over the next two chapters.
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Chapter 6

Kinetics and elasticity of colloidal

gel structure formation

Having addressed the gelation and phase behavior that occur in the thermoresponsive

nanoemulsion system, in this chapter we examine more closely the kinetics of coarsening

en route to deep arrest. We use rheo-microscopy to uncover the quench dependence of

coarsening rates that evidently recapitulates the underlying interdroplet attractions and

use the results to formulate a simple model for viscoelastic coarsening kinetics.

6.1 Introduction

Arrested phase separation is a ubiquitous physical phenomena observed in both sim-

ple colloidal materials, such as polymer-colloid mixtures, as well as in complex biological

systems, such as biophotonic nanostructures. [1, 2] By better understanding the forma-

tion processes and material properties associated with arrested phase separation, we can

begin to rationally engineer novel soft materials for use as additive manufacturing inks,

biomaterial templates, or consumer products. Underlying arrested phase separation is the
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dynamic interplay between equilibrium phase instability processes, viscoelastic rheology

and kinetic arrest of dense glassy states.

6.1.1 Phase separation kinetics

As introduced in Chapter 1, theoretical descriptions to address the kinetic process

of spinodal decomposition originate with the Cahn-Hilliard model, which can be used to

derive scaling predictions for early and late stage growth of coarsening domains. [3] While

these early descriptions provide scaling arguments for early and late stage behavior, as a

whole they are insufficient for study of viscoelastic colloidal gel systems as they assume

purely Newtonian behavior of the separating phases.

Later work that incorporated fluid velocity fields and viscoelasticity in addition to

the diffusive contributions of the Cahn-Hilliard model are comprehensively summarized

by Tanaka through a viscoelastic phase separation model, which was developed more

generally to describe observations in phase separating polymer solutions and blends. [4]

This model is more appropriate for the thermoresponsive nanoemulsion system as it

accounts for the asymmetric rheology between the gelling dense phase and the dilute

droplet phase. Resulting from this theory is a prediction for order parameter switching

during phase separation, described by an intermediate elastic regime of phase separation

during which the dominant time scale is set by rheological properties of the domains

as opposed to composition coarsening of the domains. Following the arguments of the

viscoelastic model, late stage coarsening kinetics revert to hydrodynamic arguments for

scaling relations. [5]

While the Tanaka model proscribes quantitative features of viscoelastic phase separat-

ing systems, a majority of the experimental evidence is presented with polymeric systems,

where the existence of a viscoelastic time scale has been debated. [6, 7] Colloidal systems,
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in contrast, have not been able to address questions of viscoelastic coarsening kinetics

due to the system limitations of kinetic study commonly associated with depletion gels,

which includes the inability to dynamically tune attraction strength as well as the relative

weak elasticity of the final gels. [8, 9] For the thermoresponsive nanoemulsion system in

which kinetic study is much more easily achieved, investigation of microscopic coarsening

dynamics by Gao et al. revealed several collective modes of motion including diffusion,

advection and coalescence of dense domains that manifests macroscopically as intermit-

tent, superdiffusive coarsening. [10, 11] In aggregate, the thermoresponsive nanoemulsion

coarsening dynamics exhibited the late-stage linear growth expected by the viscoelastic

model (cf. Figure 3(c) in Ref. [11]). However, because only a single quench was studied,

there is insufficient information to examine how the depth of quench into the spinodal

region influences the coarsening kinetics.

Quench-dependent phase separation kinetics potentially allows us to control the het-

erogeneous structure of the arrested colloidal gel. Consequently, we can leverage this

property to systematically probe the influence of heterogeneity on properties such as gel

elasticity, which we describe next.

6.1.2 Colloidal gel elasticity

Colloidal gel elasticity arises from the network structure of interconnected particles.

Predicting gel elasticity from descriptions of the particles, however, has not made sig-

nificant theoretical progress due the disordered nature of colloidal gels making direct

comparisons to experimental systems limited in scope.

For the extreme case of ordered colloidal systems such as those forming stable crys-

talline lattices, elasticity can be described based on nearest neighbor contacts in addition

to particle volume fraction, radius, and interaction potential. [12] In less ordered but
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more dense depletion gels, Shah et al. reported that the localization length — reflecting

the mobility of a particle within a cage of other particles — can serve as an additional

relevant length scale contributing to gel elasticity. [13] Finally, providing a more general

quantitative description for gels originally developed for gels formed via DLCA, argu-

ments by Patel and Russel suggest that the high-frequency modulus can be estimated

by the product of the number density of “bonds” and the elastic constant of a “bond”,

which for a harmonic potential is given by the curvature of the interaction potential such

that

G
′

∞ = Γ
φ2

a

(
∂2U

∂r2

)
min

(6.1)

where Γ is a constant of proportionality that should only depend on the details of the

material system and not the interaction potential attraction strength.

Eberle et al. have demonstrated that adhesive hard spheres exhibit gel elasticity

somewhat consistent with this elastic modulus scaling, collapsing observed behavior onto

a constant of Γ ∼ O(10). [14] As noted by Patel and Russel, however, if Equation (6.1)

is the correct description of colloidal gel elasticity then we would expect Γ ∼ O(1). For

the thermoresponsive nanoemulsion system, no comparison has been made to consider

its colloidal gel elasticity with respect to proposed theories.

6.1.3 Goals

Through the current work, we develop a more complete understanding of quench-

dependent coarsening kinetics of viscoelastic spinodal decomposition by measuring the

rate of coarsening for a range of state points inside the region of arrested spinodal decom-

position along an isochore for the thermoresponsive nanoemulsion system. Additionally,

to address the features of colloidal gel elasticity that vary with quench depth, we evalu-

ate the reduced elasticity parameter in Equation (6.1) with the two Yukawa interaction
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model that we have developed to describe the essential physics of the colloidal attractions

in the system.

6.2 Methods

Thermoresponsive nanoemulsions with colloid volume fraction φ = 0.33 were synthe-

sized as described in Section 2.1.1 Simultaneous rheology and structural measurements

were made using the stress-controlled rheo-microscopy instrument as described in Sec-

tion 2.4, using an upper glass plate with thickness 4.05 mm. Samples were loaded at room

temperature and quenched rapidly over 1 min to a final temperature. Linear viscoelas-

tic moduli were measured over time for an input strain amplitude of 0.1% and angular

frequency of 10 rad s−1.

Micrographs were acquired with a long working distance objective to image through

the lower glass plate with thickness 4.17 mm. Characteristic length scales were deter-

mined from radially averaged Fourier transforms of coarsening gels. To filter out the

low-wave vector noise, texture analysis microscopy was applied to images to correlate the

image features with a Gaussian kernel. In this analysis a correlogram was derived for

each image which identified the distribution of colloid-rich domains. [15]
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Figure 6.1: Predicted phase diagram of the thermoresponsive nanoemulsion system,
as developed in Chapter 4 using the method of variation free energy calculations. The
figure here is akin to Figure 4.10, with the blue boundary identifying the experimental
gelation boundary. The added black points show the specific quenches tested along
the φ = 0.33 isochore from room temperature (B∗2 = −0.8) to elevated temperatures
within the phase coexistence region (B∗2 = −5.7).

6.3 Results and Discussion

6.3.1 Interaction Potential

From the hard sphere plus two Yukawa interaction potential developed in Chapter 3,

we are able to map our results into the plane of reduced second virial coefficient and

colloid volume fraction φ. The phase envelope associated with the interaction potential

can be estimated from variational free energy calculations following the method described

by Tejero et al. for a general Yukawa potential. [16] The predicted binodal and spinodal

boundaries are shown once again as in Figure 6.1 as we developed in Chapter 4, with
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the addition of the specific isochore we explore in this chapter. As such, the location of

the variations in thermal quench relative to the predicted phase envelope can be used to

rationalize the subsequent discussions.

6.3.2 Structure Formation

Through use of the rheo-microscopy apparatus described in Chapter 2, we are able

to simultaneously resolve the linear viscoelastic response of the gel and the microscopic

structure. Figure 6.2(a) shows the rheological data superimposed with imaging anal-

yses on a subset of the corresponding data points. Only a subset of the dense image

data set is analyzed using the textural analysis to draw focus to the region of structural

interest.1 Because the optically resolvable length scales are O(102) times the primary col-

loid diameter, the observed structure should reflect the late-stage coarsening of spinodal

decomposition.

The rheological response of the gelling nanoemulsion is consistent with previously

reported isothermal aging experiments. [11, 17–19] However, unprecedented prior to this

measurement is the superposition of this viscoelastic time series with microstructure

measurements. Immediately we can see that the shoulder in the rheological data, seen

around 500 s, coincides closely with the rapid coarsening and eventual plateau of gel

domain size.

With respect to the phase coexistence region, the range of quenches for which we

are able to observe spinodal coarsening agree with the expected spinodal region at this

particular volume fraction, with several coarsening responses shown in Figure 6.3. The

two lowest non-zero growth rates fall within the metastable region as predicted by the-

ory, but the observed structure formation appears similar to the spinodal decomposition

1To choose the subset, we visually identify the temporal region between where we first visually
observed the structure up until a static structure is observed.Because of optical component limitations
we are not able to reliably resolve structures below ∼ 2 µm.
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Figure 6.2: Rheo-microscopy results during isothermal aging for −B∗2 = 3.86. (a)
Time evolution of viscoelastic moduli and dominant length scale during arrested phase
separation as determined by texture analysis microscopy. The yellow and purple stars
label the first and last microscopy image analyzed using TAM. (b) The two images
above show the corresponding first and last raw microscopy images, which suffer from
low contrast, before applying TAM. To develop quantitative measure of the domain
spacing LC over time, textural analysis is applied to a visually identified subset of
images to develop the correlograms as shown below, in which the domain spacing
is much easier to resolve through a radially averaged Fourier transform. Scale bar
indicates 10 µm.
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Figure 6.3: Rheo-microscopy length scale results during isothermal aging for varying
quench depths. Consistently, we find that the emergence of structure grows rapidly
at a linear rate prior to prolonged arrest.

region. Thus, we cannot ascribe complete certainty to the metastable boundary as pre-

dicted from theory, which is reasonable given the mean field nature of its predictions and

assumptions.

To arrive at a semi-empirical expectation for the variation in coarsening rate as a

function of temperature, we begin with scaling arguments for spinodal decomposition

kinetics. In the regime of late-stage spinodal decomposition, coarsening is driven pri-

marily by hydrodynamics, and Siggia showed that the rate of coarsening should scale as

γ/η, where γ is the interfacial tension between the colloidal phases and η is the effective

viscosity of the two phases. [5] Generally, both γ and η will be functions of temperature.

But because the fluid components do not undergo a phase change within the studied

temperature range, we would expect the change in overall suspension viscosity to be

relatively small as a function of quench depth. Thus, the dominant contribution to the
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scaling will arise from the change in interfacial tension between colloidal phases with re-

spect to temperature such that R ∝ γ for a growth rate R, where R ≡ d LC
d t

. The surface

tension in depletion gels scales proportional to the strength of attraction, as set in part

by the osmotic pressure difference between the dilute and dense phases controlled by the

concentration of depletant. [20] Analogously, we expect the osmotic pressure gradient in

the current system should scale directly proportional to the temperature-dependent at-

traction strength, γ ∝ ε(T ), which has been previously shown to be accurately described

by a sigmoidal temperature dependence. [11] Similar sigmoidal temperature dependencies

have also been observed for thermoresponsive core-shell nanoparticles. [21]

From these scaling relations, we apply the following semi-empirical growth rate model

guided by the above arguments that reflects the sigmoidal relation observed in the tem-

perature dependence of the attraction strength

R(T ) =
R0

1 + exp

[
−α
(
T

TC
− 1

)] (6.2)

where R0 is the limiting coarsening rate, TC is the critical temperature, and α describes

the steepness of the response.

The measured growth rates for varying quench depths are shown in Figure 6.4. From

fitting the growth rates to the proposed model with no fixed parameters, we find a

critical temperature of TC = 37.1 ± 0.2 ◦C, corresponding to B∗2(TC) = −2.47. For

comparison, the sigmoidal fit used to describe the temperature-dependent well depth

based on scattering data by Gao et al. exhibits a critical inflection temperature of TC =

34 ± 1 ◦C, corresponding to B∗2(TC) = −1.98.2 [11] Whereas our empirical fit based on

growth rates is a macroscopic observation at moderately dense droplet volume fractions,

2The uncertainty in TC is calculated using the reported confidence intervals for the sigmoidal fit
parameters in [11]
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Figure 6.4: Late-stage linear growth rate, R, as a function of isothermal quench depth.
Error bars reflect the standard error of the linear fit for each quench depth. Growth
rates are fit to the sigmoidal form described in Equation (6.2) based on the functional
form of the temperature-dependent interaction strength. Best fit parameters give
B∗2 = −2.47, R0 = 33± 1 nm s−1, α = −257± 26.

the prior fit based on scattering data more closely describe interparticle interactions in

the dilute limit. Thus, we would not expect these critical temperatures to be identical a

priori. However, the fact that they only differ by 3 ◦C is notable given their significantly

different assumptions. Additionally, they both compare well with the minimum gelation

temperature estimated independently by aging rheology as in Chapter 4, Tgel = 35±1 ◦C.

Overall, these structural insights show that in phase separating colloidal gels, the

quench dependence of coarsening rates can be connected to the interparticle attractions.

In future work with colloidal systems where the interparticle attractions are difficult to

(or have not yet been) characterized, observation of coarsening dynamics should provide

a useful macroscopic tool for gleaning information about the microscopic features of the

colloidal assembly.
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6.3.3 Elasticity

While structure formation is a critical step to understand during colloidal gelation,

resultant mechanical properties like elasticity are also important as they will also respond

to varying quenches and ultimately affect material performance. To evaluate the elasticity

of the arrested gels, we consider the plateau storage modulus in association with the

presently proposed two Yukawa form of the interaction potential, from which we can

directly evaluate the second derivative of U(r) around the potential well minimum. The

second derivative encodes information about the shape of the potential and can be used

to nondimensionalize the elastic modulus according to Equation (6.1)

When we plot the Γ with respect to quench depth, as shown in Figure 6.5, we see a

clear variation as a function of quench depth, ranging over an order of magnitude from

0.07 to 2.8. As referenced in the introduction, studies of silica grafted colloidal systems

demonstrate proportionality constants based on yield stress of order Γ ∼ O(101). [14, 22]

If the nondimensional scaling was fully captured by the describing potential, we would

expect the pre-factor to be invariant with quench depth. However, this is not what is

observed, even within the same material system.

Although we do not find that Γ is invariant with respect to quench depth, we nonethe-

less see limiting behavior at sufficiently deep quenches showing that Γ approaches a value

of O(1). We can physically justify this agreement by realizing that these deep quenches

should more closely resemble the DLCA gels initially studied by Patel and Russel, wherein

the particles of the gel network are towards the limit of irreversible bonding upon contact

and thus arrest phase separation.

By contrast, the shallow quench limit reflects gel formation where the coarsening of

phase separation dominates gel structure prior to eventual gel arrest. Thus, the arrested

structure may comprise more loosely associated larger droplet clusters while still achiev-
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Figure 6.5: The dimensionless colloidal gel elastic modulus, as scaled by the second
derivative of the interaction potential at the well minimum using dimensional scaling
of elastic modulus.

ing mechanical percolation. However, as a result the assumption that all particle volumes

participate in the elastic network (as implied by the φ2 contribution) becomes an over-

estimate, and the calculated reduced modulus takes on values less than O(1). From this

we may reason that the deviations in Γ for shallow quenches is a result of a change in the

scaling exponent for φ different from φ2, which would reflect a change in the topological

assumptions of “bond” arrangement within network strands.

To evaluate a plausible adjustment to the elasticity scaling, we can see whether the

structural heterogeneity results in a renormalization of the length scale associated with

elastic energy storage. We consider whether it is possible that the larger-scale struts

(comprising hundreds of particles and bonds) serve as the characteristic length scale for

bond energy storage as opposed to individual particle radii. Simulations of aging colloidal

gels have observed this to be the case in the high frequency limit, with both elastic and
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Figure 6.6: In black, the nondimensionalized colloidal gel elastic modulus as a func-
tion of network length, with plateau modulus scaled according to Equation (6.1) and
domain size LC scaled by the particle radius a. Fit to a power law finds a scaling
exponent of −4.3± 0.3. In red, the upper right axes show collapse of the reduced pa-
rameter with respect to quench depth, which improves upon the order of magnitude
variation observed in Figure 6.5

viscous moduli collapsing with respect to LC . [23] This comparison as shown in Figure6.6,

demonstrates a scaling exponent of −4.3±0.3 to describe the dependence of colloidal gel

elasticity on the arrested heterogeneous length scale.

If we then use that scaling to reevaluate our observations of quench dependent elas-

ticity, we see in the red secondary axes of Figure 6.6 that the values collapse much more

reasonably around an apparent reduced parameter Γapp ∼ O(1010) , where now Γapp is

related to the dimensional plateau modulus as

G
′

∞ = Γapp
φ2

a

(
∂2U

∂r2

)
min

(
LC
a

)4.3

(6.3)
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which directly incorporates a power law dependence of the heterogeneous network length

scale on the colloidal gel elasticity.

6.4 Conclusion

By studying the structure formation and elasticity of colloidal gels formed via ther-

moresponsive attractions, we have shown that macroscopic colloidal gel behavior reflects

the temperature dependence of coarsening and arrest kinetics during gelation, as modu-

lated by attractions between substituent colloids. The quench dependence of coarsening

rates is consistent with simple scaling arguments for late stage spinodal decomposition

and as a result allows us to indirectly understand more about the interparticle attrac-

tions through observation of structure formation. Additionally, we find that the colloidal

gel elastic modulus, when nondimensionalized using existing scaling theories, exhibits an

order of magnitude variation in pre-factor within the same material system. This result

suggests that current theories for colloidal gel elasticity require additional material de-

scriptors to sufficiently describe the scaling behavior with respect to variations in quench

depth and more generally interaction strength.
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Chapter 7

Intracycle yielding of heterogeneous

colloidal gels under nonlinear

oscillatory deformation

Thus far we have investigated the phase behavior and processing features of the ther-

moresponsive colloidal gel in the quiescent state. However, one aspect of practical impor-

tance is the behavior of the gel during mechanical yielding and the microscopic origins

of the yielding phenomenon that set this behavior. In this chapter we lay out experi-

mental progress in observing nonlinear yielding phenomena in heterogeneous gels using

rheo-microscopy; this includes the design considerations for properly synchronizing the

mechanical and microscopic data streams, as well as quantitative analysis to describe the

development of large-scale anisotropy over the course of tens of input cycles. In total

we are able to extract information about the void formation, mechanical modulus, and

structural anisotropy that provides a testable foundation for further study into these

complex yielding processes.
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7.1 Introduction

In the broadest sense, yielding of a colloidal gel material refers to some form of

mechanical failure of the pristine network as a result of the imposed stress. This stress

or strain is outside of the linear viscoelastic limit of rheological behavior and instead

access the nonlinear, or large amplitude, material response. [1, 2] While interpretation of

nonlinear responses presents its own challenges, [3, 4] we can at the very least develop

a sense for the gel yielding processes by probing the rheology and microstructure in this

region.

Experimental realizations of colloidal gel yielding have progressed hand in hand with

hypotheses related to the microscopic mechanism of failure. To describe the yielding that

we aim to characterize in this chapter, we build from prior reports on yielding behavior.

7.1.1 Homogeneous Yielding

Homogeneous yielding refers to breakage of the colloidal network due to a single rup-

ture mechanism resulting in a corresponding change to its viscoelastic response leading to

eventual fluidization. [5] In this simplest possibility of colloidal gel yielding, the dominant

mechanism of is interparticle bond breakage, which in homogeneous yielding occurs — as

the name implies — homogeneously everywhere within the gel structure. This uniform

breakage gives rise to a singular, clearly-defined yield stress or strain point. [6]

7.1.2 Heterogeneous Yielding

In contrast to simple homogeneous yielding, many colloidal gels exhibit a more broad-

ened or “heterogeneous” yielding transitions, where it is assumed that material failure

proceeds by a combination of two or more yielding mechanisms that in sequence result

in ultimate transition to the flowing state. Heterogeneous yielding has been observed in
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highly dense attractive colloidal glasses, which has been hypothesized to proceed through

a two-step process of bond breakage then cage breakage. [7–9] Heterogeneous yielding has

also been observed in dilute gels and has similarly been proposed to proceed through first

bond rotation and then breakage. [10] These mechanisms only attribute heterogeneity to

differences in time scales between two distinct dynamic processes as opposed to differences

in time scales due to variations in length scale, for the same fundamental process.

Heterogeneous yielding has also been extended in scope to account for the multiple

length scales that can bear relevance to the yielding process. For example, ultrasonic

probing of carbon black gels observed a heterogeneous process initiated at the sample

cell wall then proceeding to fluidize the entire bulk sample. [11] Additionally, the fluidized

microstructure that results following yielding can take on large, anisotropic log-like struc-

tures aligned along the vorticity axis. [12, 13] The formation of these log structures has

been attributed to the coupling of shear-induced breakage/reformation of particle clusters

and long-ranged hydrodynamic interactions. [14–16]

Of direct relevance to this chapter, a recent study by Kim et al. investigated the

time-averaged structure (via ultra-small angle neutron scattering, USANS) and rheology

of the thermoresponsive nanoemulsion system under large amplitude oscillatory shear

(LAOS). LAOS is a convenient deformation protocol for probing the yielding transition

because it allows examination of the yielding state in a periodic steady state. This previ-

ous investigation revealed an apparent multi-stage process by which yielding is initiated

on a length scale much larger than the individual particles at strains near the yielding

point. [17] Through progressively larger straining, they proposed a picture of heteroge-

neous yielding that progressed from hundreds of particle diameters to tens of particle

diameters, owing to the formation and saturation of large, fluid-filled voids and conse-

quently compression of the overall heterogeneous network. Furthermore, they found that

the deformation rate-dependence of the yield point could be predicted by a simple model
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for the contribution of poroelastic drainage through the heterogeneous structure to the

total shear stress.

A limitation of the previous study was the use of USANS, which limits the char-

acterization of microstructure to pre-averaged measures in Fourier space obtained over

very long times, preventing higher-resolution examination of the time-dependent micro-

scopic processes of yielding. Furthermore, the USANS measurement is smeared over one

direction of the two-dimensional scattering, prohibiting access to information regarding

the anisotropy of structural rearrangement during deformation and flow. In this work,

we overcome these limitations through the use of rheo-microscopy, which provides un-

precedented insight into the real-space evolution of structure during the heterogeneous

yielding processes. Nevertheless, the preceding work of Kim et al. provided a well-defined

hypothesis for the multi-scale processes of heterogeneous yielding that can be directly

tested with rheo-microscopy by resolving across multiple length scales as gel yielding

evolves.

7.2 Data acquisition and analysis

To prepare the colloidal gel, we perform a rapid quench to a final temperature and

allow the formation of the gel to fully proceed, as indicated by the plateau in structure

and modulus considered in Chapter 5. This preparation ensures a repeatable colloidal gel

condition between replicate tests, since the system has irreversibly ruptured subsequent

to LAOS testing.

Two signals — one mechanical, one structural — are recorded through use of the rheo-

microscope system detailed in Chapter 2. These signals are asynchronous because of the

need for an uncompressed image stream, which is not feasible to implement within the

rheometer software due to program memory constraints. Because the imaging detector
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has an upper maximum acquisition rate, this places constraints on the rheological os-

cillatory operating window within which we can reliably resolve image-to-image changes

without aliasing. For the case of LAOS flow, this limits the oscillation frequency and

strain amplitude for which structure can be resolved with high spatiotemporal resolution.

The physical constraint on this choice of LAOS angular frequency is given by the

Nyquist-Shannon sampling theorem. [18] But the more limiting design constraint is de-

termined as a function of the desired point density, Np, within a single oscillation cycle.

Qualitatively, we can think of this as needing to resolve a minimum number of frames

within a single oscillation period, which is naturally a function of oscillation frequency.

The resulting expression requires that the input angular frequency ω is limited by

ω ≤ 2π
radian

cycle
× fs

frame

s
× 1

Np

cycle

frame
. (7.1)

We can determine a similar constraint for the strain amplitude by considering the di-

mensions of pixels along the straining direction. If the strain amplitude is too high, then

there will not be a material point that stays in the frame of the camera during the full

oscillation cycle. In summary, we can use the operating diagrams as plotted in Figure 7.1.

In the current work, our hardware is used at 15 frames per second.

7.2.1 Intercycle analysis

To synchronize the disparate data streams from the rheometer software and image

acquisition post hoc, we develop here a rapid means of matching maximum straining

rate with the maximum image velocity. We consider the correlation coefficient between
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Figure 7.1: Valid operating windows for conducting synchronized LAOS rheo-mi-
croscopy. The maximum angular frequency is a function of the imaging frame rate
and point density according to Equation (7.1), while the maximum strain amplitude
is a function of the imaging window. To determine the present system constraints,
we input a maximum frame rate of 15 frames per second, and a desired point density
of Np = 8 to capture the nodes, peak, trough, and inflection points in a single cycle.
Consequently, the maximum resolvable angular frequency is approximately 10 rad s−1,
and the maximum resolvable strain amplitude is 20%.

successive frames, calculated as

CC =

∑
x

∑
y

(
Ixy − Ī

) (
Jxy − J̄

)√[∑
x

∑
y

(
Ixy − Ī

)2
] [∑

x

∑
y

(
Jxy − J̄

)2
] (7.2)

where CC is the correlation coefficient, x and y refer to the horizontal and vertical pixel

values in the image, respectively, I and J are the two images to be correlated, and the

over bar indicated the average gray scale pixel intensity of an image. By calculating

the requisite CC values for the movie frames and overlaying it onto the recorded input

strain rate of the strain oscillation cycle (with point density 513 points per cycle as set by

the rheometer electronics), we see that the maxima in strain rate correspond to minima

in the correlation coefficient. Intuitively this make sense, because at the strain rates of
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highest magnitude, the correlation between subsequent frames should be relatively the

least similar due to the window of material moving the fastest. Once synchronizing

Figure 7.2: Example of plot used to align image and rheology data. The strain rate
is known from rheometer software, and the correlation coefficient between sequential
frames is calculated according to Equation (7.2). Because sequential frames will be
least similar at the highest strain rates, we use that to align the troughs in orange
with the extrema in blue.

mechanical and structural signals in this way, we can then consider the difference images

between comparable points during an oscillation cycle. For example, we can compare an

image of the gel only at the peaks or nodes of the input oscillating strain. This ensures

that any subsequent analysis is only tracking the non-affine i.e. irreversible changes in

gel structure, at a similar strain rate and at a similar point in the oscillation cycle. The

non-affine intensity changes are simply described by the equation for δI, relative to the

intensities in the first input cycle N = 1:

δI(x, y; ∆N) = I(x, y,N)− I(x, y, 1). (7.3)
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To reduce the non-affine difference images to a single order parameter, we can further

condense the difference by calculating a cumulative difference intensity, ∆〈δI〉 as the

standard deviation of the distribution of pixel intensities within a single difference im-

age. The use of this order parameter is meant to capture the growth of fluctuations

due to alignment during yielding. Physically, this analysis assumes the intensity to be

proportional to the local droplet concentration such that the resultant cumulative dif-

ference intensity is proportional to the mean-squared magnitude of non-affine density

fluctuations.

Figure 7.3 summarizes the image analysis through an example of a difference im-

age between images at subsequent oscillation peaks, as well as the corresponding pixel

different intensity distribution.

7.2.2 Intracycle mechanical analysis

The highly resolved rheological response contains further information regarding the

mechanical evolution of the yielding gel over time i.e. across strain cycles. Figure 7.4

illustrates the features of a single oscillation cycle. To account for the thixotropy (i.e. age-

dependent rheology) of the sample, we use the first half of the oscillation cycle (clockwise

from zero strain and positive stress to zero strain and negative stress) and mirror it during

the second half. Once conditioning the raw data in this way, the material parameters

we can consider in a cycle include the residual modulus, GResid, taken as the slope at

zero stress. Physically, this elastic modulus corresponds to the instantaneous gel network

elasticity at the beginning of the oscillation cycle.

A second parameter of interest is the overshoot in the stress σPeak. This overshoot

in the second quadrant is followed by an undershoot σPeak −∆σ before returning to the

original stress. In previous work, the overshoot was shown to correspond physically to an
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Figure 7.3: Summary of image analyses performed to extract non-affine metrics. Im-
ages (a) and (b) show the raw images at subsequent oscillation peaks, as developed
by image and rheology synchronization. Scale bar indicates 100 µm. Image (c) shows
the rescaled difference image between (a) and (b), with (d) showing the accompany-
ing difference image intensity histogram of (c). The cumulative difference intensity is
comparable to the width of the distribution in (d).
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Figure 7.4: Lissajous-Bowditch plot of stress vs strain during a single oscillation cycle
for a gel cured at 45C, with frequency 5 rad/s and strain amplitude 20%.

extra contribution to the yield stress due to the viscous stress associated with poroelastic

drainage that relaxes after a poroelastic drainage time, as hypothesized and supported

by rheo-USANS. [17]

Finally, we account for the fact that the oscillation is not perfectly centered about

the origin, and there is a small offset stress σOffset on the order of 1 Pa between cycles.

This offset can arise due to slight drift or slippage of the gel between the plate geometry

over the course of the repeated large amplitude oscillation cycles.

We note that the derived parameters and physical interpretations presented here are

reliant on a more complete nonlinear analysis performed in prior work, which applied the

sequence of physical processes (SPP) framework [4] to the thermoresponsive nanoemul-

sion system. [17] Through their differential geometric analysis of the three-dimensional

stress-strain-rate space curves, Kim et al. developed measures of instantaneous, intracy-

cle viscoelastic moduli.
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7.3 Rheo-microscopy results

The three stages of colloidal gel yielding are illustrated in the analysis that follows. We

are able to track the rheological and structural metrics that reflect a three-step process

toward the formation of aligned colloidal clusters. We discuss these results with close

consideration of the previous hypotheses proposed by Kim et al. developed by examining

coarser, time-averaged information.

7.3.1 Stage 1: Network rupture and void formation

From the pristine arrested gel state formed at a given temperature quench, the first

event that must necessarily occur during nonlinear straining to result in yielding is net-

work rupture. Rheologically, we expect that the gel will transition from a stress-strain

curve without a stress overshoot to one with a clear stress overshoot seen with a non-

monotonic second quadrant trace. However, apparatus limitations did not allow us to

resolve the early cycle rheological response. Nonetheless, the presence of the stress over-

shoot in the earliest resolvable cycle must mean that this rheological transition took place,

since we would expect the initial oscillation cycle to exhibit limiting behavior closer to

the linear regime.

The non-affine difference images begin to reveal the formation of large voids within

the heterogeneous mesoscopic structure during this stage. As seen in Figure 7.5, by cycle

N = 6, voids as circled appear within the frame of view. Currently the voids are identified

heuristically, by noting regions of the difference image that exhibit long, continuous dark

regions corresponding to network rupture propagated to length scales larger than the

initial textural size. Demarcation of the voids is achieved by following the “grain” lines

that do not follow the texture of the full difference image.
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By N = 15 straining cycles, the apparent boundaries of these voids are blurred, and

they appear to rearrange and combine in favor of more clearly defined vertical stripes.

We infer that the structures that are disappearing in this process are the large scale

fluid voids, which are collapsed due to poroelastic flows in favor of smaller, cluster-scale

voids. This physical picture follows the hypothesis put forth by Kim et al. regarding

the larger length scales of breakage in the regimes closest to (but above) the yield point

i.e., Region I and into Region II. [17] However, unlike the previous study, here we have

remained at a fixed straining amplitude corresponding to Region II and instead observed

the transient development of yielding at a strain amplitude sufficient to produce yielding.

It is possible that their time-averaged assessment of Region II was unable to resolve the

Region I process that transiently occurred early on. This explanation would thus assume

that each progressively higher straining regime must to some extent undergo the yielding

processes of all lower strain amplitude regimes, which was also shown by previous studies

through the use of SPP analysis at different strain amplitudes. [17]

7.3.2 Stage 2: Plastic network rearrangement

The second region of yielding broadly describes the transition from distinct voids to

emergent alignment of the voids, prior to full anisotropy, through plastic deformation

and rearrangement of the continuous network. An analogous regime is proposed through

the work of Kim et al. at very high strain amplitudes, in which the rheological response

becomes dominated by a yielded structure instead of the pristine percolated network. [17]

This structural feature is evident in the cumulative difference intensity, as shown in Fig-

ure 7.6(a). The change in difference intensity is empirically described well by a sigmoidal

134



Figure 7.5: Non-affine difference images between the indicated cycle and the first
cycle, rescaled in intensity to emphasize the circular voids for identification. Image
are taken corresponding to the image closest to the peak strain of 20%, with an angular
frequency of 20 rad s−1. The manually identified voids as traced by the dashed lines
in cycle 6 are used to help the reader identify the voids which persist through cycle
10 and are non-existent by cycle 15, after which the vertical line spacing of clusters
dominates. The scale bar is valid across all four images and indicates 50 µm.

dependence of the form

Iσ(N) = I∞σ +
I0
σ − I∞σ

1 + exp

(
N −N1/2

∆N

) (7.4)

where I∞σ is the long-cycle plateau intensity difference, I0
σ is the short-cycle plateau

intensity difference, N1/2 is the inflection cycle, and ∆N is the steepness within the

transition region. That a sigmoidal dependence captures the changes in cumulative

difference intensity suggests that the density fluctuations experience the largest degree

of rearrangement during this stage, and that they are bounded between two levels that
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apparently reflect the unyielded and yielded states.

Furthermore, the three steps of yielding are reflected in the residual modulus signal,

as presented and shaded according to Figure 7.6(b).

Figure 7.6: (a) Variations in the non-affine image standard deviation with cycle num-
ber, fit to a sigmoidal dependence as in Equation (7.4). Best fit parameters from a non-
linear least squares regression give I∞σ = 14.0± 0.2, I0

σ = 10.3± 0.4, N1/2 = 15.8± 1.5
and ∆N = 3.5 ± 1.3. In (b) and (c), the key parameters extracted from intracycle
rheological signal are plotted as a function of cycle number, using the definitions as
outlined in Figure 7.4. The three steps apparent in the Gresid plot are used to color
code the different cycle regions in all three subplots.

The structural onset of this second stage is thus marked by the inflection in Iσ, accom-

panying a marked, discontinuous decrease of Gresid and σpeak that results from the loss of

structural connectivity within the colloidal network. The steep decrease in Gresid coin-

cides with the inflection in Iσ because the loss of gel integrity manifests structurally as the

breakage of many network interconnects and plastic network rearrangement. Since these

many breakage events should tend to increase the local density variations throughout

the gel, we would reasonably expect Iσ (which roughly captures local density variations)

to show a corresponding upturn. Similarly, the decrease in σpeak reflects a permanent

weakening of the gel structure in its plastic state, which would be consistent with an

unrecoverable amount of bond breakages throughout the gel and thus increased local

density fluctuations.
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7.3.3 Stage 3: Formation of structural anisotropy

As the large voids continue to be sheared, they tend to align with the vorticity axis of

flow. This has been observed in simulations of sheared colloidal gels at steady state [13]

and transiently. [19] An order parameter reflecting the cluster anisotropy is calculated

analogous to the alignment factor, expressed as: [20]

Af =

∫ 2π

0
Y (q, φ) cos (2φ) dφ∫ 2π

0
Y (q, φ) dφ

. (7.5)

where Y (q) is the intensity at wavevector q in Fourier space and φ is the angle relative to

the right abscissa, corresponding to the flow axis. A spectrum will tend toward Af = 1

as it aligns its lobes with the flow direction, whereas a fully isotropic system will have

Af = 0. As Figure 7.7(a) shows, the structural images and corresponding 2D Fourier

spectra both demonstrate anisotropy either as seen in the aligned columns or the lobes,

respectively. Extracting the physical spacing between log clusters from the dominant

wavevector in Fourier space (i.e. the peak in Y (q)), we summarize in Figure 7.7(b) how

the cluster spacing decays towards its plateau value, empirically fit as

Lc(N) = L∞c +
(
L0
c − L∞c

)
exp (−N/Nτ ) (7.6)

where L∞c is the long-cycle plateau roll spacing distance, L0
c is the initial roll spacing,

and Nτ is the decay constant.

The apparent overshoot in cluster anisotropy is reminiscent of experimental observa-

tions in nonlinear steady shear, which report a transition through an intermediate stage

of relatively higher anisotropy during the yielding process. This overshoot is attributed

to microstructural rearrangements that immobilize the anisotropic structure prior to

complete yielding. [19]
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Figure 7.7: The development of structural anisotropy is evident in the original mi-
croscopy images (scale bar 50 µm), in addition to the corresponding 2D Fourier trans-
form of the image as seen in the lobed patters in (a). The quantitative measures we
extract from (a) are then plotted in (b) with respect to cycle number, with the cluster
spacing Lc in red arising from the peak wavevector in Fourier space, and the cluster
anisotropy in blue reflecting the lobed nature of the 2D scattering as calculated by
Equation (7.5). The cluster spacing is observed to follow an exponential decay, fit as
Equation (7.6) with best fit parameters L∞c = 33.8 ± 0.2 µm, L0

c = 90 ± 20 µm, and
Nτ = 4.9± 0.7.

With respect to the corresponding rheological signature during this stage, we do not

observe significant departures from the prior stage, as seen in Figure 7.6(b) and (c).

However, we will note that given the anisotropic structure in this stage, it is possible

that mechanical properties emerge in an orthogonal direction from the shear stress com-

ponent probed. Such mechanical anisotropy would be accessible to characterization by

alternative methods, such as orthogonal superposition rheometry. This could provide an

effective means of describing the rheology of this stage further, [21] with the expectation

that qualitatively different moduli values should arise.

7.3.4 Yielding process summary

Combining the stages thus presented, we arrive at a picture of intracycle yielding that

is illustrated with Figure 7.8. Beginning from an unyielded gel, large amplitude straining
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Figure 7.8: Summary schematic of the heterogeneous yielding process. (a) In the
quiescent state, the colloidal gel exhibits a heterogeneous network structure comprising
strands with tens of droplets in a bicontinuous arrested phase separation gel. (b) Stage
1 of yielding manifests as breakage of weak network interconnects, which has minimal
effect on the dominant elasticity and length scale of heterogeneity associated with
the network strands but results in a poroelastic flow of fluid into the newly formed
narrow channels as indicated by the arrows. (c) Stage 2 corresponds with plastic
deformation of the network strands deform and internally rearrange as represented
by the movement arrows. The residual elastic modulus drastically declines due to
weakening of the network backbone. (d) Stage 3 of yielding is the final stage during
which network breakage goes to completion and anisotropic structures persist aligned
along the vorticity axis, with a regular spacing indicated by the doubly ended arrows.

proceeds first by sparse network breakages that manifest as large scale voids and the

presence of a σpeak yielding feature. Moving on, as the voids collapse the remaining

network undergoes more bond breakages and plastic deformation resulting in a stark

drop in Gresid and increased local density fluctuations. Finally, as the anisotropic log

clusters form which we can easily resolve due to their regular spacing, Gresid becomes its

weakest due to the now absence of a rigid percolated structure.

7.4 Effects of frequency on anisotropy

The tunability of both LAOS interrogation and gel structure allows us to test dif-

ferent hypotheses for yielding mechanisms. As discussed in this chapter’s introduc-

tion, frequency [17] and shear deformation rate (which is proportional to oscillation fre-

quency) [13] have been reported to have a direct effect on the yield point and anisotropic
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structuration, respectively. Here we perform a simple test varying the imposed oscilla-

tion frequency to see its effect on log cluster spacing. Expanding from the initial test

frequency of 5 rad s−1, we show the resultant roll spacing at two other frequencies below

and above, 2 rad s−1 and 20 rad s−1. We follow the same procedure but now only focus on

the final structure after aligned log clusters have formed. In performing these tests, we

see that at higher frequencies the alignment take many more cycles to stabilize such that

it is beyond the data acquisition limit of imaging throughout cyclic breakage. Nonethe-

less, we are able to observe a final structure by monitoring the structure over time and

capturing the final image after 200 cycles.

Figure 7.9: For a colloidal gel formed at 45 ◦C, varying oscillation frequencies for
inputted LAOS signals results in variations in roll spacing after the gel has yielded.
The far left shows the spacing, as determined via the Fourier signal, for varying
frequencies. The scaling relationship plotted for reference is Lc ∝ ω−1/2, comparing
to simulations studies of large amplitude effects. [13] From left to right, increasing
frequency changes the final aligned cluster sizing to progressively smaller sizes. Scale
bar is 50 µm.

In recent simulation studies of sheared colloidal gels, Varge and Swan find that the

alignment spacing varies according to the Mason number, which describes the strength

of the shear force due to oscillations relative to the bond force of particles in contact. [13]

The Mason number is calculated as

Mn =
6πηSa

2δω0γ0

U
(7.7)
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where ηS is the solvent viscosity, a is the colloid radius, δ is the width of interac-

tion, ω0 is the angular oscillation frequency, γ0 is the strain amplitude, and U is the

interaction strength. Under the conditions known for our system and using the Two-

Yukawa potential as developed in Chapter 3, we estimate a Mason number of order 10−4.

Although the simulations have shown this region of Mason number to have constant

spacing with respect to frequency, we observe scaling similar to the high Mason number

of Lc ∝Mn−1/2 ∝ ω−1/2. This discrepancy may be resolved by considering the renormal-

ized Mason number as suggested by Varga and Swan, which for our system is negative

and corresponds to bond forces weaker than those studied in simulation. [13] Thus the de-

pletion gel simulation findings may not be entirely correct for our nanoemulsion colloidal

gel system, which in comparison has a higher rate of bond breakage.

7.5 Conclusions

In this chapter we have laid out experimental considerations and analysis for interro-

gating the yielding process of colloidal gels under large amplitude strain. We focus on a

single processing temperature to highlight the three-step yielding process that we expect

to see in further study of thermal processing variations. This three-step process involves

void formation, plastic deformation, and finally the anisotropic alignment as evidenced

by both microstructural analysis and reflected in intracycle rheological measurements.

The LAOS study presented thus far has not addressed some salient opportunities

through use of the thermoresponsive nanoemulsion system. Notably, the systematic

variation in arrested gel length scale with quench depth could provide a means of in-

dependently tuning structural length scale (via arrest temperature) and bond strength

(via temperature during yielding). The ability to observe the rheological and microscopic

consequences of large amplitude strain at fixed bond strength but varying length scale,
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or vice versa, should provide definitive insight into the governing physics of colloidal gel

yielding.
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Chapter 8

Conclusions and Future Work

Understanding colloidal gels as complex, non-equilibrium materials presents a challenge

to their study but also an opportunity for the development of novel soft materials relevant

to emergent industries such as additive manufacturing and biomaterial production. The

findings presented in this dissertation have hopefully shown that understanding colloidal

gelation can be achieved by evaluating phase behavior, processing kinetics, and properties

of a model thermoresponsive colloidal gel system. The findings that support this assertion

are summarily reiterated now.

8.1 Summary of scientific contributions

8.1.1 Colloidal gel phase behavior

We established a two Yukawa interaction potential between nanodroplets in the

presence of thermoresponsive bridging polymers through statistical mechanical argu-

ments. We find that the model provides useful parameters that capture the expected

temperature-dependence of polymer bridging distance between associated droplets. From

neutron scattering data, we successfully extracted a set of parameters that was consistent
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with the observed thermoresponsive nanoemulsion behavior.

Further, we developed mean field predictions for the equilibrium phase behavior un-

derlying the thermoresponsive nanoemulsion system through a variational free energy

technique. We found that the predicted phase coexistence region agrees well with exper-

iments and simulations to the same effect. This finding further validates the interaction

potentials chosen to model the system and supports our claim that the equilibrium phase

behavior continues to dictate to some extent the features of colloidal gel strand formation

below the dynamic gel arrest line.

8.1.2 Colloidal gel processing kinetics

We used the materials processing framework of isothermal transformations to ratio-

nalize the sequence of transitions that occur during colloidal gelation and arrest. We

observed a recurring motif of mechanical gelation, delayed yet rapid coarsening, and

then prolonged arrest that follows with isothermal colloidal gel aging in the spinodal

region. The ratio of kinetic time scales for these regions compares well between exper-

iments and molecular dynamics simulations, and the two exhibit qualitatively similar

trends with respect to quench depth, indicating that the relevant time scale of gelation is

self-consistent. These results provide a road map for processing colloidal gels with con-

trolled heterogeneity arising from phase separation and reveal opportunities for sculpting

gel properties prior to prolonged arrest.

Through study of the structure formation and elasticity of colloidal gels formed via

thermoresponsive attractions, we also showed that macroscopic behavior reflects the tem-

perature dependence of coarsening and arrest kinetics during gelation, as modulated by

attractions between substituent colloids. The quench dependence of coarsening rates

proved consistent with scaling arguments for late stage spinodal decomposition. Addi-
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tionally, we found that the nondimensional elastic modulus exhibits an order of magni-

tude variation with varying quench depth, suggesting that current theories for colloidal

gel elasticity require modification to account for additional material descriptors to suffi-

ciently describe their scaling behavior.

8.1.3 Colloidal gel yielding properties

Finally, we laid out experimental considerations and analysis for studying gel yielding

under large amplitude strain. For a single temperature we detailed the three-step yielding

process involving void formation, plastic deformation, and anisotropic alignment through

both microstructural rheological analyses. These early results showed that we can indeed

achieve detailed insight into the colloidal gel yielding process.

8.2 Future directions

We believe that the present work provides a clear foundation for future directions to

pursue with respect to the broad strategy of colloidal gel engineering and soft material

development. The additional studies suggested subsequently will not only deepen our

understanding of themroreversible gelation but also demonstrate its viability as a material

development platform.

8.2.1 Effect of thermoreversible chemistry on colloidal behavior

To develop a deeper understanding and intuition of thermoresponsive colloidal gel

behavior, this dissertation concerned itself with a single material system comprising the

silicone oil, SDS surfactant, and PEGDA bridging polymer. Returning to the original

discovery of the thermoresponsive bridging phenomenon, it is clear that this particular
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combination of chemical species is not necessary to achieving thermoreversible colloidal

gelation. Rather, thermoreversible gelation is observed for a variety of other PEG end

group chemistries of varying hydrophobicity. [1] It stands to reason that these other

chemistries should behave similarly to the PEGDA system in terms of qualitative be-

havior, but differences in their quantitative behavior may reveal more details about the

underlying mechanism and more general design rules for engineered selection of a partic-

ular combination of oil, surfactant, and bridging polymer moieties.

8.2.2 Templating hierarchical porosity in polymeric materials

Porous soft materials made from colloidally processed pre-cursors are a common motif

in biological systems, including mussel plaques and tissue scaffolds. [2, 3] They provide

a much larger surface area for cell adhesion, as well as reduce the amount of material

while providing comparable if not improved mechanical performance. [4] The ability to

rationally explain the effects of gel porosity, however, is predicated on the ability to

systematically generate bulk porous structures of varying pore size and density.

The thermoresponsive nanoemulsion system is well-suited for use as a fluid template

for generating porous polymeric materials. Given the inherent two-phase chemistry of

the system in terms of the oil and water components, it is feasible to generate porous

polymers through the introduction of continuous phase crosslinking agents. As observed

in several studies of the thermoresponsive nanoemulsion system, bulk length scales on

the order of one to ten microns can be achieved and presumably transferred to the final

porous material. [5–8]
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Appendix A

Derivation of Reparameterized Two

Yukawa

The form of the Two Yukawa interaction potential is given by the following equation, in

dimensionless distance r̃ = r
a
:

U(r̃) = K1
e−z1(r̃−1)

r̃
−K2

e−z2(r̃−1)

r̃
. (A.1)

This general form does not provide sufficient intuition in terms of a physical description

of the system. Of greater relevance to our polymer bridging work is the attractive well

that is present in this family of curves. Towards a more physically meaningful form, we

recast the strength parameters K1 and K2 into the parameters rm and Um, which specify

the location and depth of the attractive well minimum, respectively.

First we find the location of the well minimum based on the first spatial derivative of
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the potential

dU(r̃)

dr̃
= K1

−z1r̃e
−z1(r̃−1) − e−z1(r̃−1)

r̃2
−K2

−z2r̃e
−z2(r̃−1) − e−z2(r̃−1)

r̃2

dU(r̃)

dr̃
= −K1

(z1r̃ + 1)e−z1(r̃−1)

r̃2
+K2

(z2r̃ + 1)e−z2(r̃−1)

r̃2
(A.2)

The finite-valued location of the well mimum will satisfy dU(r̃)
dr̃

∣∣∣
r̃=r̃m

= 0, which then

allows us to write K2 in terms of K1 and r̃m. We start by setting Equation (A.2) to zero

and evaluating at r̃m

0 = −K1
(z1r̃m + 1)e−z1(r̃m−1)

r̃2
m

+K2
(z2r̃m + 1)e−z2(r̃m−1)

r̃2
m

K2 = K1
(z1r̃m + 1)

(z2r̃m + 1)

e−z1(r̃m−1)

e−z2(r̃m−1)
(A.3)

By specifying the well depth, we have inherently constrained U(r̃m) = −Um, which now

allows us to solve for K1 in terms of Um, z1, and z2. First we plug Equation (A.3) into

Equation (A.1), then evaluate at r̃m

U(r̃) = K1
e−z1(r̃−1)

r̃
−K1

(z1r̃m + 1)

(z2r̃m + 1)

e−z1(r̃m−1)

e−z2(r̃m−1)

e−z2(r̃−1)

r̃

U(r̃m) = −Um = K1

[
e−z1(r̃m−1)

r̃m
− (z1r̃m + 1)

(z2r̃m + 1)

e−z1(r̃m−1)

e−z2(r̃m−1)

e−z2(r̃m−1)

r̃m

]
−Um = K1

e−z1(r̃m−1)

r̃m

[
1− (z1r̃m + 1)

(z2r̃m + 1)

]
K1 =

−Umr̃mez1(r̃m−1)

1− (z1r̃m + 1)

(z2r̃m + 1)

(A.4)

By substituting Equations (A.3) and (A.4) into the original Two Yukawa potential of
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Equation (A.1), we simplify to

U(r̃) =
−Umr̃mez1(r̃m−1)

1− (z1r̃m + 1)

(z2r̃m + 1)

[
e−z1(r̃−1)

r̃
− (z1r̃m + 1)

(z2r̃m + 1)

e−z1(r̃m−1)

e−z2(r̃m−1)

e−z2(r̃−1)

r̃

]

U(r̃) =
−Umr̃m(z2r̃m + 1)

(z2 − z1)r̃m

[
e−z1(r̃−r̃m)

r̃
− (z1r̃m + 1)

(z2r̃m + 1)

e−z2(r̃−r̃m)

r̃

]
U(r̃) =

−Um
(z2 − z1)

[
(z2r̃m + 1)

e−z1(r̃−r̃m)

r̃
− (z1r̃m + 1)

e−z2(r̃−r̃m)

r̃

]
(A.5)

which provides an operative equation for specifying the Two Yukawa potential in terms

of r̃m, Um, z1, and z2. Notes: (1) this form diverges as (z2 − z1) → 0; (2) we can write

the relationships

K1 =
−Um
z2 − z1

(z2r̃m + 1)ez1(r̃m−1)

K2 =
Um

z2 − z1

(z1r̃m + 1)ez2(r̃m−1)

to connect back to the initial form; (3) The transformation from K1 and K2 to r̃m and

Um is provided by the above system of two nonlinear equations.
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Appendix B

MATLAB Code for Variational Free

Energy Calculations

Generally, the code developed below carries out a common tangent construction on a

variational free energy curve to determine mean field predictions of the binodal and spin-

odal of a given two Yukawa interaction potential. The technique follows the equations

and methods outlined by Tejero et al. [1] The common tangent is calculated by finding

the point at which the first local minimum of the difference between the free energy func-

tion and the tangent line at a point is equal to zero. Parameters introduced to address

numerical accuracy include the step size between values of specific volume, the amplifi-

cation factor to increase the accuracy of the common tangent calculation. Additionally,

various flags are introduced to update the user on the progress of the calculations during

execution.

As presented, the code below was used to validate the literature datapoint from Tejero

et al. corresponding to their dimensionless temperature t = 0.9, for an interaction width

(using their definition) of 1.34.

% amp Scales up differences by a billion to clearly
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% identify minima

amp = 1000000;

% verbose tells whether to output steps

verbose = 1;

talkStep = 50000;

tangentTalkStep = 0.1;

ind = 15000;

doPlot = 0;

%Assumes that the function sufficiently decays by rMax

rMin = 1;

rMax = 1.6;

lMin = 0.75;

lMax = 1.25;

rhoInvMin = 1;

rhoStepSize = .01;

rhoInvMax = 200;

resn = 0.0001;

firstMin = 1;

saveStuff = 1;

skipBeta = 0;

file='Tej -1p34 -0p9';

K1 = 2.1;%4.530054;

Z1 = 2.7;%22.23921;

156



K2 = -2.1;% -0.835;

Z2 = 14.4;%3.055266;

%Umin = 3.875;

%K1 = 2.376802224 * Umin;

%Z1 = 8.5;

%K2 = -7.624713267 * Umin;

%Z2 = 49.34675;

if ~skipBeta

lambda = lMin:resn:lMax;

lam3 = lambda .^3;

r = rMin:resn:rMax;

[~,eps] = TwoYukawa(r,K1 ,Z1 ,K2 ,Z2);

t = .9;%1/eps

m = 1;

sigma_HS = 1;

h = 1;

phi_inv = rhoInvMin:rhoStepSize:rhoInvMax;

fVars = zeros(1,size(phi_inv ,2));

for i=1: size(phi_inv ,2)

rhoBar = 6/pi./ phi_inv(i);

phi = pi*rhoBar .*lam3 /6;
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phi = phi(phi <1);

lambda = lambda(phi <1);

lam3 = lam3(phi <1);

betaf2 = log(rhoBar) -3*log(t)/2+3* log(h)b@x...

-3*log (2*pi*m*eps)/2...

-3*log(sigma_HS) +3* log(lambda) -1 +fExcess(phi) ...

+2*pi*rhoBar*K1/eps/t*lam3 .*( ...

-K2/K1*Z2*exp(Z2)*Hfnc(Z2*lambda ,phi) ...

-Z1*exp(Z1)*Hfnc(Z1*lambda ,phi) );

if phi_inv(i)==50

keybetaf2 = betaf2;

keyHS = log(rhoBar) -3*log(t)/2 ...

+3*log(h) -3*log(2*pi*m*eps)/2...

-3*log(sigma_HS) +3* log(lambda) -1 +fExcess(phi);

key2Y = 2*pi*rhoBar*K1/eps/t*lam3 .*( ...

-K2/K1*Z2*exp(Z2)*Hfnc(Z2*lambda ,phi) ...

-Z1*exp(Z1)*Hfnc(Z1*lambda ,phi) );

end

if ~isreal(betaf2)

display('oof')

display(phi_inv(i))

end

if ~mod(i,talkStep)&& verbose

display(i)

end

if doPlot && i==1
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plot(lambda ,betaf2)

axis ([.8 1.2 -10 10])

Ycheck = betaf2;

Xcheck = lambda;

end

fVars(i) = min(real(betaf2));

end

end

g = gradient(fVars ,rhoStepSize);

display(ind)

while firstMin > 0

zVal = fVars -(g(ind)*(phi_inv -phi_inv(ind))+fVars(ind));

TF = islocalmin(amp*zVal);

minValues = zVal(TF);

ind = ind -1;

firstMin = minValues (1);

if ~mod(ind ,talkStep*tangentTalkStep)&& verbose

display(ind)

end

end

figure (1);

plot(phi_inv ,fVars);

hold on
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gPtSlope = g(ind)*(phi_inv -phi_inv(ind))+fVars(ind);

plot(phi_inv ,gPtSlope)

axis ([1 rhoInvMax min(fVars) 5])

hold off

figure (2);

plot(phi_inv ,zVal ,phi_inv ,zeros(1,size(phi_inv ,2)),...

phi_inv(TF),zVal(TF),'r*')

axis ([1 rhoInvMax -1e-4 10000])

axis ([1 rhoInvMax -1/amp 1/amp])

rho = 6/pi./ phi_inv(TF);

figure (1)

if saveStuff

saveas(gcf ,file ,'fig')

end

figure (2)

if saveStuff

saveas(gcf ,strcat(file ,'-zeroCheck '),'fig')

end

%clear g TF gPtSlope lam3

if saveStuff

save(strcat(file ,'.mat'))

end

160



Bibliography

[1] C. Tejero, A. Daanoun, H. Lakkerkerker, and M. Baus, “Isostructural solid-solid

transition of (colloidal) simple fluids,” Physical Review E, vol. 51, no. 1, p. 558, 1995.

161


	Curriculum Vitae
	Abstract
	List of Figures
	List of Tables
	Introduction
	Motivation
	Colloidal gels
	Model colloidal gel systems
	Objectives and approach

	Materials and methods
	Nanoemulsion preparation
	Dynamic light scattering
	Linear viscoelastic rheology
	Rheo-microscopy
	Nuclear magnetic resonance spectroscopy
	Small angle neutron scattering

	Developing an effective interaction potential for thermoresponsive polymer bridging attractions
	Molecular origins of thermoresponsive behavior
	Second Virial Coefficient and Temperature
	Hard sphere
	Square Well Attractions
	Two Yukawa model
	Two Yukawa Parameters from SANS Data
	Conclusions

	Equilibrium colloidal phase behavior: theoretical predictions and experimental measurements
	Variational free energy method
	Comparison against Monte Carlo predictions
	Effect of interaction range on phase envelope
	Experimental identification of gel arrest line
	Interrogating colloidal volume fractions through NMR spectroscopy
	Determining droplet volume fractions from centrifugation experiments
	Results and comparison to theory
	Comparison to coarse-grained simulations
	Conclusions

	Sequential transitions in arrested phase separation colloidal gels 
	Motivating thermal processing strategies
	Kinetic comparison of spinodal decomposition and glassy arrest
	Time temperature transformation diagrams
	Characterizing transitions in a thermoresponsive colloidal gel
	Isothermal transformation diagram – Results
	Comparison to molecular dynamics simulations
	Conclusions

	Kinetics and elasticity of colloidal gel structure formation
	Introduction
	Methods
	Results and Discussion
	Conclusion

	Intracycle yielding of heterogeneous colloidal gels under nonlinear oscillatory deformation
	Introduction
	Data acquisition and analysis
	Rheo-microscopy results
	Effects of frequency on anisotropy
	Conclusions

	Conclusions and Future Work
	Summary of scientific contributions
	Future directions

	Derivation of Reparameterized Two Yukawa
	MATLAB Code for Variational Free Energy Calculations



